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Abstract

Chapter one of this thesis describes first principles electronic structure computations performed to
understand the mechanism of molecular oxygen activation by vanadyl pyrophosphate. The process
is believed to play a key role in the catalytic oxidation of n-butane to maleic anhydride. The results
obtalned demonstrate that the mechanism involves at least two layers of vanadyl pyrophosphate
crystal. Based on the computed energetics for small clusters, we propose an activation mechanism
which involves the transfer of one oxygen atom from the first to the second layer of the crystal
concerted with dioxygen activation by the first layer.

Chapter two describes a novel ab-initio computational technique, called GVB-RCI, which cor-
rectly describes the stretching and dissociation of multiple bonds and provides smooth potential
energy surfaces for most chemical reactions. The technique 1s a special case of Multi Configuration
SCF that does not have the Perfect Pairing restriction and still scales well with the size of the
system. The capabilities and limitations of GVB-RCI are illustrated in the case of a few simple
chemical reactions.

Chapter three contains a theoretical model describing the Scanning Tunneling Microscopy (STM)
imaging of molecules adsorbed on graphite. The model is applicable to a variety of different molecules
with reasonable computational effort, and provides images that are in qualitative agreement with
experimental results. The model predicts that topographic effects will dominate the STM images of
alkanes on graphite surfaces. The computations correlate well with the STM data of functionalized
alkanes, and allow assessment of the structure and orientation of most of the functionalized alkanes
that have been studied experimentally. In addition, the computations suggest that the highly diffuse
virtual orbitals, despite being much farther in energy from the Fermi level of the graphite than the
occupied orbitals of the adsorbed molecules, may play an important role in determining the STM

image contrast of such systems.
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Introduction

This thesis contains a summary of the research conducted in three different and independent projects.

Chapter 1 describes the study of molecular oxygen chemisorption and activation on vanadyl
pyvrophosphate crystals. This step is believed to be one of the key elementary processes in the
oxidation of n-butane to maleic anhydride over VPO catalyst.

Despite several years of research in this field, we can only conjecture about the activation mecha-
nism. The system, in fact, revealed itself to be more complicated than initially thought. So, after the
simplest activation mechanisms were ruled out, we were forced to consider more sophisticated and
more expensive models for the crystal. This made the computations exceedingly time consuming
and only tentative results could be attained.

Chapter 2 reports a novel computational method developed to correctly describe the stretching
and dissociation of multiple bonds in large systems with a reasonable computational cost. The
method, called GVB-RCI, is a slight generalization of the well established GVB-PP and provides
a systematic way to study the molecular motion during most chemical reactions. The capabilities
and limitations of the method are illustrated with a few simple examples. This chapter contains the
manuscript to be submitted for publication.

Chapter 3 contains one of two articles on STM imaging of ordered molecular monolayers on
graphite published jointly with C. Claypool, N. Lewis, et al. The article describes a theoretical
model used to simulate the STM process, the results of a few simulations, and the theoretical
interpretation of the experimental images that we gained from the model.

Since the three chapters refer to distinct areas of research, each of them was kept independent
from the others, so that the reader interested in one of the topics may conveniently skip two of
the chapters. In line with this idea, each chapter contains its own abstract, bibliography, and

acknowledgements.



Chapter 1 Initial Steps in Selective Oxidation by Vanadyl
Pyrophosphate From First Principles Electronic Structure

Calculations

Abstract

The oxidation of n-butane to maleic anhydride over vanadium phosphorus oxide (VPO) catalysts has
become a major industrial process. Despite extensive experimental studies of these catalysts, there
is not yet an understanding of the specific reaction steps involved. We report here first principles
electronic structure studies of the initial steps for chemisorbing an oxygen molecule to the catalyst
surface. We explore two possible reaction pathways leading to oxygen activation and we show that

one of them cannot be part of the catalytic cycle.

1.1 Introduction

The catalytic oxidation of n-butane to maleic anhydride (MA) by equilibrated vanadium phosphorus

oxide (1)
o
Hop / \
/C\ /CH3 70 =K °=0 . 4mo (1)
L —_———
HaC G 272 TTVeo \ / T
Ha c——=¢

H H
is highly selective with little side products.! =3 Consequently this has become the major process in
the US for producing MA .3 However, productivity is low because high conversion leads to decreased
selectivity.® Despite 20 years of research and production, the fundamental chemical mechanism for
the catalytic steps is not known,* and we initiated theoretical studies to help elucidate the key

chemical steps.

There is ample evidence®~? that the catalyst is vanadyl pyrophosphate crystal, (2)
(VO), P.O7 (2)

In addition, there are strong indications that the reaction takes place mainly on a well defined face of

the vanadyl pyrophosphate crystals.1? This face is referred to in the literature hoth as (100)% - 8 . 11



3
and (020)11713 and is the face obtained by cutting the crystal with a plane perpendicular to the
vanadyl VO groups (see Figure 1.1). Several studies indicate a surface P/V ratio greater than
one, >~ .11 byt it is not clear how the dangling bonds (surface phosphates) are saturated.

Dioxygen binds strongly to VPO. In the absence of substrate, it has a desorption peak at 430°C
and one at 520°C .M indicating a chemisorption energy greater than 45 kcal /mol.

Experimental evidence® indicates that the rate determining step for (1) is the selective cleavage
of a methylene C-H bond. One or more forms of activated oxygen in the neighborhood of the active
site? 14 play a role in the process, but only the surface or near surface layers of the crystal are
involved.! These observations suggest that the active site for the first steps of chemisorption and
substrate activation should be well described by a small cluster of atoms suitable for first principles
electronic structure calculations.

We assume that the active site for dioxygen chemisorption is one of the surface vanadium atoms.
This assumption 1s not supported by direct experimental evidence but is based on the observation
that the exposed vanadium atoms are the only acid (electron poor) centers on the surface. Thus even
with further rearrangement of the structure, they would form the first bond to molecular oxygen.

In Section 2 we analyze the electronic structure of surface vanadyl groups, and in Section 3 and 4
we consider bonding of oxygen to three different clusters. Section 5 discusses the results and Section

6 contains calculational details.

1.2 Electronic Structure of the Reactants

In order to understand the mechanism of oxvgen activation, it is important to establish the electronic

structure of the vanadyl sites on the crystal surface and of molecular and atomic oxygen.

1.2.1 Vanadyl Groups

In bulk (VO)2P207 (2), the vanadium is in the IV oxidation state, indicating that one unpaired
electron remains on the V (a radical). On the surface, vanadium atoms could have oxidation state
IV or V depending on how the surface dangling bonds are saturated. Experimentally, a small excess
of phosphorus on the surface has often been observed and it does not quench the reaction.? 57 12
Since excess phosphorus forces the vanadium to be 1V, it is likely that the oxidation state at the
first stage of the reaction is IV.

The clusters used in this paper contain. in general, some oxygen atoms that mimic the pyrophos-
phate oxygens of the crystal. We will refer to these atoms and to their substituents as the equatorial
atoms. The remaining atoms include all vanadia. vanadyl oxygens and reacting oxygens, and will be

referred to as «ctive atoms. In the clusters examined, the dangling bonds on the equatorial oxygens

were saturated following two distinct approaches.
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Figure 1.1: Unreconstructed (100) surface layer of Vanadyl Pyrophosphate [Based on reference 9].
The dotted lines connect six oxygen atoms lving in the same plane and indicate the basic units. The
basic units (A) are connected by pyrophosphate groups to form layers (B) which are stacked with
aligned vanadyl groups and held in place by POP bridges ((').
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Figure 1.2: Clusters used to study the vanadyl bond. (A) H-cluster: all the equatorial oxygens and

the hydrogens are constrained to be in the same plane and the cluster is forced to maintain C,
symmetry; (B) P-cluster: the geometry is fully optimized with (s, symmetry.

The first approach is to saturate all dangling bonds with hydrogen atoms. We call the resulting
compounds H-clusters. To reproduce the fact that some of the equatorial oxygens in the crystal are
equivalent, some of the hydrogen atoms were placed in a bridging position between two oxygens.
Although this formally leads to a transition state, it is straightforward to inhibit the geometries
to collapse by forcing a certain molecular symmetry upon all geometry optimizations. In order to
mimic the geometric constraints of the crystal, the equatorial atoms were also forced to lie in the
same plane throughout all geometry optimizations.

The second approach is to saturate the dangling bonds with hydrogen when the crystal oxygen
would have a single covalent bond and with bridging phosphines when the crystal oxygen would have
half single and half double bond character. We call these P-clusters. In this case, the geometries
obtained are stable and we relaxed the constraint that all equatorial atoms lie in the same plane
effectively performing full geometry optimizations. Examples of both kinds of clusters are given in
Figures 1.2 and 1.5.

Since H-clusters are smaller, they were used for detailed wavefunction analysis and for expensive
computational methods (MP2). P-clusters were used to verify that the results do not depend strongly
on the cluster termination or on artificial constraints.

To study electronic characteristics of the vanadyl bond, V = 0, we considered the clusters in
Figure 1.2. Both clusters lead to a formal oxidation state of /"' just as for the surface sites depicted
in Figure 1.1.

Carrying out Generalized Valence Bond (GVB) calculations on cluster 2(A) leads to the orbitals
i Figure 1.3. In such GVB calculations, each pair of electrons is described with two orbitals which
are allowed to overlap. For a covalent bond each of the two orbitals localizes with one orbital on
each atom of the bond. For a lone pair both orbitals localize on one atom. Figure 1.3a describes the
covalent sigma bond between an electron in Op, and an electron in 15 ,. The two pairs of electrons
in Figures 1.3b and 1.3c describe two electrons in O, and O, . respectively (these are collectively
denoted as Op,): but each has some backbonding into the empty Vy_ orbitals (dr_ or dr, ). Thus
the oxygen has 5 electrons in p orbitals, corresponding to O~.

In addition to the orbitals in Figures 1.3a. 1.3b, and 1.3¢c, the 1" has one electron in a d,2_,:=



GVB orbital 1 GVB orbital 2 i

Figure 1.3: GVB orbitals describing the vanadyl group at the optimal distance Ryo = 1.59A.
Each row contains the two GVB orbitals of a bond pair, where each orbital is singly-occupied but
overlapping. (a) is the covalent ¢ bond, (b) and (c¢) are equivalent donor-acceptor # bonds. The
GVB diagrams for each pair give our interpretation of the orbitals. S indicates the overlap between
the two orbitals forming a GVB pair.
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orbital. This electron can be spin-coupled with the equivalent electron on one of the neighboring
vanadvls. A proper description of this electron requires the use of a larger cluster. including at
least two vanadyl groups, and it is provided later in this section. The other occupied orbitals in the
complex are mainly on the equatorial ligands. with little 17 character.

Summarizing, the GVB wavefunction leads to a description with two valence electrons localized
in d orbitals on the V: the d.: orbital making a ¢ bond to the O~ and a d,2_,» orbital in the

equatorial plane. Thus we describe the vanadyl bond as
V-0~ (3)

where

1. V3% indicates a d° configuration with 5 — 3 = 2 electrons on the V (d.z bonded to the O and

dy2_y2 not paired).

2. O~ indicates a (2p)® configuration with the singly-occupied orbital covalently bonded to the
V.

3. The dot on the V in (3) indicates an unpaired electron remaining on the V.

Formally, the oxidation state of vanadium in this cluster is described as IV because it 1s assumed

that the covalent bond in Figure 1.3a is completely localized on the O, leading to O-~. In order
to minimize confusion, we will use the notation V!V and V'V to indicate the formal oxidation state
(assuming that ligands are closed shell, e.g., O?~). We will use the notation Vi3t vt ete., to
indicate the number of electrons remaining in valence orbitals on the V (in the GVB wavefunction),
e.g., 2 for V3% 1 for V4,

The above description is for the equilibrium V3t — O~ distance of 1.59 A. As the bond is
stretched, charge transfer is less favorable so that for 2.0A, we obtain the result in Figure 1.4. Here
we find that the ¢ pair corresponds to a stretched covalent bond (polarized toward the oxygen),
while the 7, and 7, pairs describe one covalent bond and one lone pair on the oxygen. As the two
7 systems are almost equivalent, resonance between the two configurations described in Figure 1.4

plays an important role. For this case we found a resonance stabilization of 12 kcal/mol.

Thus the vanadyl for Figure 1.4 is described as

,_4
[N
+

Il

Q

=

where

1. V2t indicates that there are 5 — 2 = 3 electrons in d orbitals on the V.



m
e
|

T [e}QI0 dAD

2 TI0 6D

T (o090 §AD

¢ OIS 20T UOSIY]

2 18310 HAD

;
'
:
:
'
i
:
,

e
:
;

T 1°HQI0 9AD

2 [BUQI0 §AD

T [@Ha10 aAn

1 =2Im3onajs @uﬁ,mﬁOm&m

6T0=8 |

\N.K

2.0A. S indicates the overlap

) at Ryvo =

A

(

0=
L,IK

=
=]
Il
o
Figure 1.4: Orbitals for axial VIV bonds of Figure 2
between the two orbitals forming a GVB pair.
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Figure 1.5: Cluster models used to study the unpaired vanadyl electron. (A) H-cluster: all the
equatorial oxygens and the hydrogens are constrained to be in the same plane and the cluster is
forced to maintain Csp, symmetry; (B) P-cluster: the geometry is fully optimized with Cj, symmetry.

2. O indicates that there are 4 electrons in p orbitals on the O.
3. The double bond indicates two covalent bonds.

The P-cluster 2(B) was used to verify that the choice of the ligands used to terminate the cluster
1s not affecting the essential picture described above and that the artificial constraints forced upon
the H-cluster 2(A) are physically sound.

To study the coupling of the unpaired electron on each vanadium center, we used the clusters in
Figure 1.5. The H-cluster in Figure 1.5(A) was used for the detailed wavefunction analysis. When
the electrons on neighboring vanadyls are singlet paired, GVB predicts the orbitals reported in
Figure 1.6. The overlap between these orbitals is very small (S = 1.1-107%). The orbitals obtained
when the electrons are triplet paired are essentially identical.

Although all computational methods predict the singlet and triplet states to be almost degener-
ate, the spin multiplicity of the ground state of the system depends on the computational method
used. GVB predicts weak triplet pairing, with the singlet state 0.03 kcal/mol higher than the triplet.
MP2, on the other hand, predicts the singlet to be more stable by 0.06 kcal/mol. The ground state
spin configuration cannot be measured directly, but indirect evidence suggests a singlet ground state

with a significant population of the triplet excited state at room temperature.!

1.2.2 Oxygen Atom

20902

The orbital configuration of a free O atom is (15)”(2s)*(2p)?. Hence, ignoring the 1s and 2s electrons,

the configuration can be represented as in Figure 1.7(A), where the p, orbital out of the plane is
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GVB Orbital 1 GVB Orbital 2
H H
0 0

H H

Figure 1.6: GVB orbitals describing the d,=_,> orbitals for the vanadium atoms in cluster 5(A).

represented by a circle (the top lobe of the p orbital) and the p, and p. orbitals in the plane are
represented as two-lobed p orbitals (partially obscured by p,). The occupations are indicated by
dots. The two singly-occupied orbitals are coupled high spin to yleld a § = 1 or triplet ground
state. There are three possible configurations of spatial orbitals (with either p,, py. or p. doubly

occupied), leading to the 3P ground state of oxygen atom.
P g g g

1.2.3 Oxygen Molecule

As discussed elsewhere!® the GVB description of Os leads to a resonance of two configurations as
in Figure 1.8 and sketched schematically in Figure 1.7(B). In each configuration, the O atoms (see
Figure 1.7(A)) are oriented to make a ¢ bond but in such a way that the singly-occupied = orbitals
do not overlap. The reason is that overlapping of the p, orbitals to form a bond leads to overlap of
the doubly-occupied p, orbitals in the other plane (see Figure 1.7(C)), leading to additional repulsive
interactions. Since the singly-occupied orbitals in Figure 1.7(B) are orthogonal, the ground state of
O- 1s a triplet (325).

This description is equivalent to the Molecular Orbital (MO) description in which the o and two
7 bonding orbitals are doubly occupied and the two 7* anti bonding orbitals are singly occupied.
Notice, however, that in order to describe correctly the dissociation of the molecule, the correlation

between the motions of the electrons in the 7 space must be accounted for. The MO description is

thus somewhat incomplete unless more than one configuration are considered.
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(A)

(B)

Figure 1.7: GVB diagrams. (A) oxygen atom; (B) triplet ground state of Os; (C) singlet excited
state of O-.
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GVB Orbital 1 GVB_Orbital 2
o
S=0.70
GVB Orbital 2
T
S=0.90
Unpaired
electron
in XZ plane
GVB Orbital 1
Ty
$=0.90
Singly Occupied
Unpaired :
electron [ 7
in YZ plane

Figure 1.8: One of the two equivalent resonance structures describing O at the GVB(3/6) level.
The other resonance structure is obtained by interchanging the 2 and y coordinates.



Figure 1.9: Cluster models containing one vanadium center for which it was possible to optimize the
geometry. All attempts to bind O» to cluster 9(B) failed.

Table 1.1: Bond energies in kcal/mol of the relevant bonds for the oxidation of clusters containing
one vanadium atom.

Reaction MP2¢ DFT-BLYP?
9A)+O — 9B) 175 161
9B+0 — 9(C) 18
9B)+O — 9(D) 25
9B)+O0 — 9(E) 43
9B)+02 — 9(B)+0O: not bound not bound

@ refers to the MP2 optimized geometry of the H-clusters.
b refers to the DFT-BLYP optimized geometry of the P-clusters.

1.3 Clusters Containing One Vanadium Atom

In this section we discuss possible reactions involving only one vanadium center. The clusters used
to mimic the catalyst are the same used to analyze the electronic structure of the vanadyl bond
and are reported in Figure 1.2. The complete list of the clusters used is given in Figure 1.9 and a
summary of the results obtained is in Table 1.1.

Cluster 9(A) was studied to assess how the energetics are affected by the cluster termination and
by the computational method used.

In order to bind one oxygen atom to cluster 9(B), we considered the attacking positions described
in Figures 1.9(C-E).

For geometry 9(C) two adsorption mechanisms were considered. First, the unpaired vanadyl
electron was transferred to the incoming oxygen, giving rise to an overall doublet spin state. Second,
the unpaired electron was left on the vanadium and the spin density of the incoming oxygen was
delocalized to the vanadyl bond, originating an overall quartet spin state. The charge-transfer
doublet state gave energies higher than the energies of the dissociated cluster 9(B) plus an isolated
oxygen atoni, indicating that the compound is not stable. The energies reported in Table 1.1 refer
to the quartet state.

The most stable wavefunction for geometry 9(D) corresponds to the sum of an oxygen molecule
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Figure 1.10: Cluster models containing two coaxial vanadium centers for which the geometry was
optimized. All attempts to bind O- to cluster 10(B) failed. The distance between the two equatorial
planes was fixed at the bulk interplanar distance of 3.86A.5 1. 17

Table 1.2: Bond energies in kcal/mol of the relevant bonds for the oxidation of clusters containing
two coaxial vanadium atoms.

Reaction DFT-BLYP?
10(A)+0 — 10(B) 154
10(B)+0 — 10(C) 33
10(B)+0 — 10(D) 38
10(B)+0, — 10(B)+0- not bound

@ refers to the DFT-BLYP optimized geometry of the H-clusters.

to cluster 9(A). The two unpaired electrons of the O» are singlet coupled with two 7 electrons on

the vanadium atom.

Geometry 9(E) corresponds to the oxygen atom attacking the unpaired vanadyl electron in the

vanadium d orbital perpendicular to the vanadyl bond.
All attempts to bind O» to cluster 9(B) failed, giving either energies higher than the dissociated

system or geometries corresponding to physisorption with bond energies of less than 5 kcal/mol.

1.4 Clusters Containing Two Vanadium Atoms

Clusters containing two vanadium centers can be used to study two distinct kinds of interactions:
the pairing between coaxial vanadyls on different planes and the pairing of nearest vanadyls on the
same plane. In order to understand the importance of these pairings. two families of clusters were

considered.

1.4.1 Pairing of Coaxial Vanadyl Groups

The pairing of coaxial vanadyls was studied using the clusters in Figure 1.10, where cluster 10(B)
represents the unreacted crystal. The energetics for these clusters are reported in Table 1.2.
To understand the effect of the second layer vanadyl, we notice how the strengths of equivalent

bonds changes when the second vanadyl is missing.



Table 1.3: Reaction energies in kcal/mol for the oxidation of clusters containing two neighboring

vanadium atoms.

Reaction MPp2¢ DFT-BLYP?
11(A) 40 —  11(B) 162
1(B)+O0 — 11{C) 49 48
11(B)+O0 — 11(D) -15 -1
11(B)+O0 — 11(E) 87 65
11(B)+0- 11(B)+0-> not bound  not bound

@ refers to the MP2 optimized geometry of the H-clusters.
b refers to the DFT-BLYP optimized geometry of the P-clusters.

According to our calculations at the DFT-BLYP level, the original surface vanadyl bond, for
instance, is weakened by 6 kcal/mol (it is worth 160 kcal/mol for the one-vanadium cluster and 154
kcal/mol in the two-vanadium cluster). Although the error associated with the bond energies is of
the same order of magnitude of the change, the direction of the change is meaningful as long as the
comparison is made using the same computational technique for both cases.

More pronounced effects are observed when the original cluster 10(B) is reacted with atomic
oxygen. For the geometries considered, the extra stabilization due to the second layer vanadyl
veries between 12 and 23 kcal/mol. This indicates that the second layer vanadyl is likely to play a
significant role in stabilizing reactive species on the surface.

The stabilization effect of the third and subsequent layers cannot be estimated quantitatively
without considering larger clusters. At the qualitative level, however, we estimate the third layer
stabilization to be small compared to the second layer one. The main energy gain, in fact, comes
from the fact that the highly energetic extra oxygen can interact with the neighboring vanadyls.
In cluster 9(C), for instance, the extra oxygen can interact with one vanadium center whereas in
cluster 10(C) it can interact with two and is hence more stable. In a three vanadium cluster, the
extra oxygen would have essentially the same electronic stabilization as in the two vanadium cluster,
except for a better delocalization of partial charges and radical character, so the extra stabilization
would be minor.

When we reacted cluster 10(B) with molecular oxygen we could find no stable products. As
was the case for the one-vanadyl clusters, all resulting species are either more energetic than the

reactants or correspond to weak physisorption.

1.4.2 Pairing of Neighboring Vanadyl Groups

The pairing effect of neighboring vanadyl groups was studied using the clusters in Figure 1.11.
Cluster 11(B) represents the unreacted catalyst and the energetics for the relevant reactions are
reported in Table 1.3.

When atomic oxygen reacts with cluster 11(B) attacking the vanadium end of one of the vanadyl

groups, the vanadyl oxygen moves to a bridging position between the two vanadium atoms, as
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Figure 1.11: Cluster models containing two neighboring vanadium centers for which the geometry
was optimized. All attempts to bind O» to cluster 11(B) failed.

depicted in Figure 1.11(C). The resulting cluster contains two vanadyls and a bridging oxygen. One
of the vanadyls (right in Figure 1.11(C) ) is formed with the newly arrived oxygen. The two unpaired
vanadyl electrons in cluster 11(B) form bonds with the bridging oxygen in cluster 11(C), so that the
overall spin multiplicity is singlet and the vanadium atoms have formal oxidation state V.

Both MP2 with the H-clusters and BLYP with the P-clusters predict a binding energy of ap-
proximately 48 kcal /mol.

A more stable configuration is found assuming that all three active oxygens lie on the same side
of the equatorial plane. Cluster 11(E), in fact, is predicted to be 65 or 87 kcal/mol more stable than
cluster 11(B) plus atomic oxygen, depending on the computational method used. In order to obtain
such a cluster, however, it would be necessary to first rearrange the geometry of cluster 11(B) to
eclipse the two vanadyls, as in cluster 11(D). The net energy cost for this step is estimated to be
small, but the results depend strongly on the constraints forced on the cluster.

Once again, molecular oxygen does not react with cluster 11(B).

1.5 Discussion

The computations reported in the previous two sections indicate that one- and two-vanadium clusters
do not react with molecular oxygen. Two possible explanations for the discrepancy between these
results and the experimental evidence have been considered. First, the activation may be due to a

defect in the crystal or. second. more than two vanadyls may cooperate to activate a single oxygen
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Figure 1.12: Schematic description of the activating mechanism due to a defect (oxygen vacancy) in
the bulk of the crystal.

molecule.

These possibilities cannot be investigated with direct computations due to the size of the clusters,
but strong suggestive evidence in favor of the second explanation can be derived from the energetics

of the clusters already studied.

1.5.1 Defect Hypothesis

If a defect is to be responsible for increasing the affinity of the crystal toward oxygen, then it must
mvolve a somewhat reduced form of the perfect crystal. The defect that would activate the catalyst
the most is then an oxygen vacancy. We hence considered the vacancy of one of the vanadyl oxvgens
inside the crystal. As depicted schematically in Figure 1.12, the defect could activate oxygen. The
energetics for the process can be estimated. if first approximation, from the results of the previous
sections, and they indicate that even assuming the most favorable conditions the process cannot be
catalytic.

Step (1) in Figure 1.12 requires that all the vanadyl oxygens between the defect and the surface
rearrange their structure and transfer to the vanadium atom one layer closer to the vacancy. The

more energy this rearrangement costs, the less favorable this route becomes. Assuming the most
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Figure 1.13: Schematic description of the activating mechanism involving the first two layers of the
crystal.

favorable case, the cost will be negligible. The energy balance of step (1) is hence due to the binding
of O» to the first layer vanadium atom, and this can be estimated from the energetics of clusters
10(A) and 10(D) to be favorable by approximately 74 kecal/mol (we assumed the O — O bond energy
to be 118 kcal/mol).

Similarly, from the results obtained for clusters 11(A) and 11(E), we estimate step (2) to be
favorable by approximately 41 kcal/mol. If we combine the first two steps into a single elementary
reaction, the net energy gain will be of 115 kcal/mol.

The removal of one of the surface oxygens will then cost approximately 66 kcal/mol, so the
surface oxygens are in fact more active than molecular oxygen. The removal of a second surface
oxygen, however, is expected to cost about 160 kcal/mol, as it requires the cleavage of a vanadyl
bond.

This mechanism, therefore, leads to a stable form of the crystal where the initially reduced
vanadium Is oxidized via the inversion of a chain of vanadyl bonds. This form is expected to be

almost as stable as the perfect crystal, so the presence of the defect cannot activate O- catalytically.

1.5.2 Four Vanadyl Hypothesis

According to our computations, each pair of vanadyls can adsorb one oxygen atom but not two.
In order to activate molecular oxygen, it may then be necessary to consider at least four vanadyl
centers. The distance between pairs of vanadyl centers on the surface i1s too large for an oxygen
molecule to react with four vanadium atoms at the same time (the closest surface vanadia of different
pairs are 4.9 A apart). It is possible, however, that the first two layers of the crystal adsorb one
oxvgen each as suggested in Figure 1.13.

The proposed mechanism is the following. As O attacks the exposed surface vanadium, the
corresponding vanadyl oxygen is pushed onto the second layer, which stores it by moving one of the
oxygens to a bridging position. From the energetics for clusters 11(B). 11(C), 10(A), and 10(D). we

estimate step (1) in Figure 1.13 to be uphill by 32 kcal/mol.
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Step (2) in Figure 1.13 is expected to be downhill by between 27 and 47 kcal/mol, depending on
the computational method and the cluster termination considered.

The combined first two steps can be envisioned as a single elementary reaction with a balance
between 15 kcal/mol downhill and 5 kcal/mol uphill. Due to the large error bar associated to these
numbers, it is not clear whether the process can actually happen and further investigations are
required to give better estimates of the energies, but the results suggest that this mechanism is at
least plausible.

Once dioxygen has been adsorbed, the surface oxygens must be removed one at a time to estimate
their reactivity. The first surface oxygen to be removed is bound by approximately 65 kcal/mol and
the second one by 48 kcal/mol. Both oxygen atoms are thus more active than dioxygen. The removal
of two surface oxygens restores the crystal to the starting configuration and hence the activation
can be repeated catalytically.

The intermediates considered in Figure 1.13 are not the most stable forms of oxidized catalyst.
A net stabilization of between 17 and 38 kcal/mol would result for the intermediates considered if
the bridging oxygen on the second layer was on the other side of the equatorial atoms, as depicted
in Figure 1.14. At the same time the starting structure would result somewhat destabilized, making
the formation of the first V" — Os bond more favorable.

It is conceivable that during the activation of the catalyst, which requires several weeks and
millions of catalytic cycles, the second layer of the crystal displaces one of its oxygens to effectively
transfer the bridging oxygen closer to the surface. The experimentally observed rate determining
step, in fact, is the activation of the alkane molecule, indicating that during the reaction the catalyst
spends most of the time in the oxidized state.

This would bring the first step suggested within a plausible energy balance and would make the

combined first two steps definitely favorable.



20
1.5.3 Conclusions

With first principles quantuni chemistry techniques we have studied the chemisorption of dioxygen on
the catalytic surface of vanadyl phyrophosphate. These computations indicate that the adsorption
mechanism must involve at least two layers of the crystal. We show that a defect in the bulk of the
catalyst is not likely to be responsible for the catalytic activation of molecular oxygen. We propose
an activation mechanism involving the top two layers of the catalyst which is consistent with the

experimental data available.

1.6 Calculational Details

Basis Sets

For H-clusters we used the STO-3G minimal basis set!® on the equatorial atoms, Los Alamos Core-
Valence Effective Core Potential (ECP) with double- basis set!® on the vanadium atoms, and
6-31G* double-¢ plus polarization basis set®® on the active oxygens.

For P-clusters we used Los Alamos Core-Valence ECP with double-{ basis set!® on the vanadium
atoms, 6-31G double-¢ basis set?0 on the equatorial atoms and 6-31G* double-¢ plus polarization

basis set?C on the active oxygens.

Methods

The choice of the computational methods was based on the following considerations. The simplest
ab-initio method that correctly describes the dissociation of both the O2 molecule and the vanadyl
bond is MP2. Due to its high cost, we performed computations at the MP2 level only for some of
the H-clusters. The results are provided in Tables 1.1 and 1.3 when available.

We tested several DFT methods on small molecules for which the experimental bond energies
and geometries are known. The molecules considered are: VO, VC'l, VBr, and VOCl3. We included

in the study the following functionals:

GGAIL generalized gradient functional with Slater local exchange,?! Perdew-Wang 1991 local cor-
relation and Perdew-Wang 1991 GGAII non-local exchange and non-local correlation functio-

99
nals.=-

BLYP: generalized gradient functional with Slater local exchange.?! Becke’s 1988 non-local gradient

correction to exchange?® and Lee-Yang-Parr non-local correlation functionals.*

B3LYP: hybrid functional using exact HF, Slater local exchange.”! and Becke's 1988 non-local
gradient correction?3 for the exchange and Lee-Yang-Parr local and non-local functionals* for

the correlation.
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The study revealed a clear deficiency of the hybrid method B3LYP, whereas the two generalized
gradient methods performed both reasonably well. BLYP gave slightly better results than GGAII,
so it was chosen. The importance of allowing unrestricted wavefunctions for open shell systems was
studied only using BLYP. It was determined that the unrestricted description is essentially identical
to the restricted one for the molecules investigated.

The restricted version of BLYP was therefore adopted to study O activation.

Programs

The GVB computations were performed using our computer code. All MP2 computations and
the BLYP on clusters 10(A,B,C,D) as well as the other cluster studied with two coaxial vanadium
centers were performed using the GAUSSIAN commercial packages.2> The other computations were

performed using the PSGVB or JAGUAR commercial packages.?
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Chapter 2 GVB-RCI: a Reliable MCSCF Wavefunction

for Large Systems

Abstract

We have developed a version of Generalized Valence Bond (GVB) that overcomes the major weakness
of the perfect pairing approximation without requiring a full transformation of the integrals at each
step of the self-consistent orbital optimization. The method, called Generalized Valence Bond-
Restricted Configuration Interaction (GVB-RCI), describes properly the dissociation of up to triple
bonds and provides smooth potential energy surfaces for most chemical reactions. The wavefunctions
obtained are a good starting point for more sophisticated computational techniques. A few simple

examples of computations are included to illustrate the capabilities of the method.

2.1 Introduction

Accurate and reliable potential energy surfaces are essential for assessing chemical reaction rates and
mechanisms. A common approach to compute ab initio energies is to start from the Hartree-Fock
(HF) wavefunction (either restricted or unrestricted) and to correct the result with a number of
standard methods to estimate the correlation energy. Such methods include partial configuration
interaction (C1) expansions and perturbative treatments {e.g., MP2).

This approach has two major shortcomings: (1) the correlation energy (i.e., the difference between
the HF and the Full CI energy for a given basis set) depends strongly on the nuclear position, being in
general small close to equilibrium geometry and big as one or more bonds are stretched, broken, and
reformed. The post HF corrections, therefore, need to be accurate and expensive in order to correctly
describe the regions where the correlation energy is big. (2) Near the transition states for forbidden
reactions. the HF potential energy corresponding to a given spin state contains nonphysical edges
(discontinuities in the gradient). This problem generally remains for the higher level treatments.

A convenient way to handle these problems is to use as starting point for the correlation treat-
ment a better self-consistent wavefunction, including just enough correlation to correctly describe
bond dissociations and transition states. Several multiconfiguration self-consistent field (MCSCF)
wavefunctions!- * are appropriate, ranging from a simple one-pair GVB calculation for a single bond
dissociation to larger complete active space self-consistent field (CASSCF)3 for more complicated

systems. In general. including additional configurations in the self-consistent field (SCF) is more
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expensive. It is therefore important to select a wavefunction that has just the right amount of
correlation.

The GVB-PP (Generalized Valence Bond with Perfect Pairing approxtmation)* ® wavefunction
is excellent in describing reactions involving breaking and formation of single bonds. as it does not
require expensive integral transformations at each step of the SCF procedure. GVB-PP, however. has
similar problems to HF in describing multiple bonds and forbidden reactions. More general forms
of GVB3. as well as most other forms of MCSCF! 23 (including C'ASSCF), require a complete
transformation of the four center integrals at each step of the SCF, making the cost increase very
rapidly with the size of the system.

Here we present a method to obtain self-consistent wavefunctions at a level that is intermediate
between the most general GVB and the GVB-PP. The method, called GVB-RCI (GVB with the
Restricted CT approximation®), includes the minimum number of configurations to correctly describe
dissociation for up to triple bonds and transition states involving few electrons. Although the same
approach can be generalized to arbitrary bond order and number of electrons, the current version
should be able to describe properly most of the interesting molecules that require going beyond HF
or GVB-PP wavefunctions but are too big for CASSCF treatments. Because of the very limited
number of configurations included, only a partial integral transformation is required at each self-
consistent step. The cost of the method scales well with the size of the system, making this approach
promising for future applications to extensive systems.

Section 2 outlines the method and derives the main formulas used. Section 3 reports results

obtained for simple reactions and compares them with other computational methods.

2.2 Theoretical Method

2.2.1 Formalism

We use lower case letters a, b, ..., 2, j, ... to indicate orthogonal orbitals. The orbitals in the
G'VB space (or active orbitals) are grouped into pairs. The two orbitals of each pair are denoted as
g for the bonding orbital (good) and u for the antibonding orbital (ungood) which does not imply
that the pair has symmetry (both orbitals can have the same symmetry). We use capital letters to
indicate the pair number; for instance, g; indicates the g orbital of pair 7. The symbol C' indicates

a numerical coefficient.
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2.2.2 GVB-PP Wavefunction

The GVB-PP wavefunction describes each pair of active electrons with two variationally optimized

overlapping (i.e., nonorthogonal) orbitals
Y = [04(1)04(2) + 04(1)0a(2)](a3 = Ja)

Nonactive orbitals are treated as doubly occupied (as in the HF level) or high spin open shell.
It is convenient to carry out the GVB computations in terms of orthogonal orbitals, obtained by

rewriting each GVB pair in the natural orbital representation
VO = [Cgg — CHun](af — Bar)
Thus, GVB-PP wavefunction has the form
WEVB=PP _ [feore} {open}TNO(1,2)0V9(3,4).. ] (2.1)

where {core} and {open} are products of RHF like orbitals with double and single occupancy,
respectively. All singly-occupied orbitals are assumed to have spin a. This is a special case of the
full GVB wavefunction, since the full GVB wavefunction allows all possible spin couplings of the
active orbitals, whereas Eq. (2.1) has just a single valence bond (or perfect pairing) coupling of the
spins. The GVB-PP wave function builds in static correlaiion between electrons in each GVB pair,
by allowing them to each occupy their own orbital, on the average staying farther apart from one
another than if they were restricted to occupy the same spatial orbital.

Upon homolytic bond dissociation, the two electrons forming the bond can smoothly follow
the two fragments as they separate. However, for multiple bonds the optimal wavefunction should
generally dissociate to two high spin fragments, but GVB-PP forces each electron within a pair
to have equal probability of having spin a or 2, regardless of the spin in the other bond pairs.
Consequently, GVB-PP leads to a mixture of high and low spin components. Generally, previous
GVB calculations for dissociation of multiple bonds used the GVB-PP representation but added a
Full CT among the GVB orbitals (GVB-CI). This includes the proper spin configuration and generally
leads to a good dissociation. In some cases. GVB3 was used to optimize the orbital for the GVB-CI
wavefunction. leading to proper dissociation. An efficient alternative was the Correlation Consistent
CT method (CC-CI) which incorporates all correlations that directly affect the bond dissociation.

For reactions in which pairs of electrons must exchange partners, GVB-PP often cannot do the
exchange smoothly, leading to cusps in potential energy surface. Again this can be handled with

GVB-CI or CC-CI but at some loss in interpretation.
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2.2.3 GVB-RC(CI

In order to overcome the weakness of GVB-PP. it 1s necessary to include configurations to allow
electrons in different GVB pairs to be singlet paired and hence electrons within the same GVB pair
to be triplet paired. The simplest way to do this is to include configurations where two separate
(3 VB pairs have their spins coupled into a triplet while the overall spin state (for the two GVB pairs)
remains a singlet (the GF spin coupling in the original SOGI version of GVB theory).

To describe the resulting wavefunction, we define the following intermediate symbols to indicate

GVB pairs and RCI groups of four orbitals from two GVB pairs

(gvb)r = (Clgrgr — Ciurur)®, (CH?+(CYY =1 (2.2)

(red)rg = (grurgsug)©:2(Ciy, Cry) (Ci)° +(Chy ) =1 (2.3)

where the spin functions © are:

1

@1 = \/5(6”3 - /‘3&)
O, = gﬁ(a@—@a)(aﬂ—ﬁa)—f— L 20033 + 288aa — (ap + Ba)(af + Pa)]
2 9 / ! : \/ﬁ M / S DALY {
1 s t s vt
= %(aa,@,@ + BPoa) + <C—2”~ — 3—%) (afap + Bafa) — <—2I—J— + %) (apBa + Jaa)

It 1s also convenient to define the following terms

PP = |{core}(gub)i ... (gub), >
WRET = |{core}(rei)ia(gub)s ... (gub), >
YRCL by analogy with W</

UPP has the form of a traditional GVB-PP wavefunction. WEE7 represents the same wavefunc-
tion where two electrons from pairs I and J have had their spins recoupled. Since in \IIFJCI the four
electrons from pairs I and J occupy four different orbitals, we only require that the overall spin
state 1s a singlet.

The GVB-RCI wavefunction with RCI correlation on N, GVB pairs is

N, N,
U =GPt 4 ST ufet CE+ > () =1 (2.4)
I1.J>1 1,J>1

It is convenient to define

Cir=90 Cyr=Cqy
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so that Eq. (4) can be rewritten as
1 &
PP < QRCI
W= CutP 4 5;(“\11”

We also define the perfect pairing density for pair [ as

Tr=1-Y Cf,
J

N —

Iy is a measure of the importance of the PP coupling within pair 7. If pair I is not included in the

RCI treatment, then all coefficients C'ry are null and I'y = 1.

2.2.4 Total Energy

The energy associated with wavefunction (2.5) is

E= Z 2fihi + Z(aije]ij +b;; Kij) + Z [rrs(grgrluruy)

% 1J

where f is given by

fi=1 if 7 Is a core orbital
fi= % if 7 1s an open shell orbital
_fi:FICE+%(1—F1) if 7 € I where I is a GVB pair

The a;; and b;; are given by

aij = 2fif;
bij =-—fil;

except that

(1) if 4 and j are both open shell orbitals, then  &;; = ——%
cey ep e . . @i = FIC?
(ii) if i is a pair orbital, then

by =0

(i11) if 7 and j are in the same pair I, then

(ivyifeel, jeJ#Tand I,J € RCI, then

+ srp(gruslurgs) + trp(grurlgrur)]

(2.6a)

(2.6b)

(2.6¢)
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a; =(Cr+ Ty +CFy = D2C7C + (1 =T1 = CF,)C7 + (1 =Ty = CF))C7 4+ 5CF,
(v)if i, j € RCI with [i — j| even, then
bij =—(Tr+Ts+Ch —1)CICF— 2(1—T7 = C7,)CF = 5(1 =Ty = CF)Ci+
-3 {4C 2 — 163 - By, ¢l
(vi) if i, € RC'I with |i — j| odd. then
bij =—(Fr + L5+ Ci; = 1)CFCE = 5(1 =T = CF)CF — 3(1 =Ty = C{,)Ci+
~-Ci; {ZH(C';J)? —(Cp)*]+ @C;JC}J}

The r;7.s77, and ty are given by

rry = CoCry(CiCY + CrC9)(V3ECE; + Ciy) +
—(CYCT+CHCH) D CreCir(Cig Cig + Ci Chi)
K
2.6d
CoCra(CICY + CFCHVECT, — Ciy) + (26d)
HCICY + CFC D CrrCrr(Cig Cx — CigpChg)
-

SrJ

try = CoCri(Cf = CENCY = CH)2CT ;) +(Cf = CENCY = CH) > CrrCrr (205 Chey)
=
If I or J are treated at the PP level, then these reduce to rjy = syy = t;5 = 0.

We can express the energy in a more standard form

. (2.7a
E = 22]‘;}27 =+ Z Cijk](ljlkl) )
i ij,k1
where the f are all zero, except
fi=1 if 7 is a core orbital
fi= % if ¢ is an open orbital (2.7b)
ﬂ:F]Cf-l-%(l—I’I) ifiel

and ¢y are all zero, except:



Ciggi = i + big
Ciijj = i
Gjij = Cijji=bij/2
tke€leRCland j.leJ e RCIwithl#J and (k—1i)=(-})
cijpi = rrp/dif or (2.7¢)

t,lel € RCIand j ke J & RCIwith I # Jand ({-1)=(k-17)

wke€leRClIand j,leJeRCIwithI#Jand (k—14)#{—))
Cijkl = 811/4 if or

ijlel€RCIand j ke JeRCIwithI#J and (I—1) % (k—j)

try/4 ifijele RCIand k,l€.J & RCIwithI#J

Cijki
2.2.5 Orbital Optimization

In order to minimize the energy of an initial guess wavefunction with respect to orbital shapes
and CI coefficients, we need to estimate the effect of rotations between orbitals and between CI
coefficients. For a self-consistent optimization algorithm, it is only necessary to estimate the effects
of such rotations one at the time. In particular, we can optimize the CI coefficients for a given set of

orbitals, then improve the orbitals assuming the CI coefficients are fixed and iterate to convergence.

General MCSCF Treatment

To optimize the shape of the orbitals, we consider all possible pairwise rotations, assuming that they

are independent.

The new (improved) orbitals |¢’ > are obtained by a unitary transformation T of the old orbitals

|¢ >. The transformation matrix is written as
T = exp(A)

where A is an antisymmetric matrix containing the rotation angles between the orbitals.
We optimize the rotational angles variationally. assuming that all rotations are independent. The

angle A, must satisfy the condition
OF !

=0 2.8

e (2.8)

Upon application of the rotation

|C): >= ZT;HO,‘ >
-
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the energy expression (2.7) transforms as follows:

E' = > 2f < ollhlo, >+ crulohol]olol,) =

r rstu

= D 2y TiTy <ilhli >+ cren Yy LTy TuTulijlkl)
i

7 [ 7 rstu ijkl

The energy dependence from the rotation A,, and its derivative are

oF 1/(8°E 5
E(A, = F - A, = | —— A
( IQ) 0+<0AP‘1>A =0 Iq+2 <()A;"Z)A =0 pq+
pq= pa=
0E (aE) +(63E> N
6APQ aAF‘I Ap,=0 aA;q Dpg=0 "

(2.9)

(2.10)

(2.11)

We estimate the optimal rotation angle by truncation of the series (2.11) at the second term and

imposing condition (2.8), obtaining

O _ 0 . A - (@%:)‘1 (6E>
0A,, m AL, ) A O2pg ) &

For simplicity we define

1/ OF 1/ 0*E
Apg = = | e ; By =~ (2L
re 4 <6‘AP‘1>AM:O m 4 <8A]:;q>A

so that the estimate for the optimal rotation is

pg=0

A
Apy = —=H
qu
Noticing that
(’TTS)T:I = 67‘5
Trs
(8 - ) 61"])53(] -6 qésp
02y ) T-1
OQTN> )
; -)& = _6[)7'6]75 - bqréqs
(OAI;‘I T=1

(2.12)
(2.13)

(2.14)

we can evaluate A4,, and B,, by direct differentiation of expression (2.9) and substitution of (2.12).

(2.13), and (2.14). The result is

:11)(1 = fph'qp - fthq + Z [Cp]l((q‘]“‘]) - qul.‘l(pj kl)}
ikl
qu = (fq - fp)(hpp - hqq) + Z ["Cpijk(pi“k) - qujk(qil.jk)] +

ijk
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+ 3 eppi (4ali) = epaij (aPlid) = cqpig (Palid) + coqij(pPITT) + cpips(ilai) = cpigi(ailpi) +
i
—Caip (PIl4d) + €qigi (PI|pI) + cpijp(qiliq) = epijo(qilip) — cqijp(pilia) + ¢qijo(pilip)]
Specialization to GVB-RCI

In the case of GVB-RCI, the only nonzero coefficients in expression (2.7) are given by (2.7c¢).

The energy can be expressed as

oce oce RCI
EZZsz:hz'-l-Z(aszij + by Nij) + Z cijrilif|kl)
i i -

and the variational principle imposes

occ oce RCT
bF = 42 <6¢i fih + Z('aiij + by Kj) ¢i> +4 Z Cijr1(00i0;|dror)
7 7 i#j k2l

In this case we can no longer define a Fock operator in terms of Coulomb and Exchange operators
because of the four index summation in the energy expression.

Although it is still possible to define a Fock operator in terms of one electron integral operators 2,
this would contain a double summation over the active space. We prefer instead to use the GVB-PP
Fock operators to simplify these expressions and add the corrective terms one case at a time.

We define the GVB-PP Fock operator for orbital 7 as

oce
Fil= f,'h —+ Z(aij]j + bij]{j)
J

(but its self-consistent eigenfunctions do not minimize the energy).

In order to reduce the summation over the active space to a single index, we adopt the following
formalism: if orbital p belongs to pair P (p € P), then we call p’ its partner (i.e., p’ € P;p’ # p).
Referring to another pair I, we call i and ¢ the two orbitals in the pair with the same position (g
or u) as p and p’, respectively.

The terms A,, and B,, originally described in (2.15) and (2.16) reduce to the following cases:

e If p,q & RCI then

Ay = < plFT —Fig>

Bpy = <plF'—=FPlp>4 <q|FF—Fllg> +7p4
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where: v,y = +2(app + agg — 2ap0)Npg + (bpp 4 bgq — 2050 (K pg + Jpg)

e If pe RC'I and ¢ ¢ RC'I then

RCT
Apy = —Agp =< p|F" = Filg > +5 Z [iPJ(lJP'VI'/) + rpr(qilp’t') + spr (g’ |p'd)
I(#P)
Bpy=Bgyp = <plF'=Flp>+ <g|F" = Fllg > +9pg +
RCT
=Y [1 (pp i) + rp1 (pilp'd) + sp1(pi'|p's)
) PI\PP pI PP pI(pript
I{#£P)
e Ifpe Pc RCI and g € Q € RCT then
RCI
Apg =<plIT = Fg >+ 5 > [tPI(qpllif/) +rpr(qip’d’) + SPI(‘Ii/IP/i)]
I(#P)
| Ber
- 52 [tQIuoq’!if’) +rqr(pile'd) + st<pi'|q'f)]
I(#£Q)
If ¢ £ p’ then B is
Bpg= = <plF?=FPlp>+4 <q[F" = Fig> 47, +

RCIT
3 Z [tPI(PPIIZYI) + rpr(pilp'd') + 5PI(PZ/|P/2)] +
I(#P)
1 RCIT
—3 > [tQI(qqllii/)+7’Q1(qi|q/‘i')+SQI(qi/lq/?')] +
I(#£Q)
—rp(palr'd’) — spo(pp'lad’) — trq(pd'lP'q)

while in the special case that ¢ = p/

By = <plF'=Fllp>+ <q|F" = Flg> 49,4 +
| RCa
—3 Z [41‘131(1)})']“") + (3rpr + spr) (pilp't") + (rpr + 3spr) (pi'|p'i)
I(#P)
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o If p & RCI and ¢ is virtual, then

Apg = =4y =< p|FTg >

Bpy = Byp =< q|FPlg > = < p|FT|p > +2a,, Ky + bpp(Rpy + Jpq)

e If p € RCI and g is virtual, then

RCI

Apg = —Agp =< p[FFlg > +§ Z [tPl(qpl'ii/) + rprqilp'd) + SPI(qi’|Pli)]
I{#£P)
Bpg =By = <qFP|¢>— <plFP|p> +2app Kpg + bpp(Kpg + Jpg) +
| Rer
-3 2 [tm(pp’wz") +rpr(pilp'i') + 5p1<pi'|p’i)]
I(#P)

Integral Requirements

The GVB-PP calculation requires the computation of one-electron terms and the two-electron oper-
ators J and K for all occupied orbitals. The GVB-RCI requires the additional effort of computing
the four-orbital integrals: (pql|ii’), (pilg?’) and (pi’|qi) where p € RCI, i,i € I € RCT and q is any
orbital (occupied or virtual).

In the general case of N orbitals and # GVB pairs involved in the RCI correlation (2R orbitals),

the extra cost is readily estimated as follows:
integral types g range i, range p range
extra cost= 3 * N * R * O 2AR-1)
so the overall extra cost due to integral computations is:

extra cost = 6N R(R — 1)

2.2.6 Optimization of CI Coefficients

Assuming the orbitals are frozen, the optimization of the CI coefficients can exploit all the pairwise
constraint relations forced upon the coefficients by the energy expression.
In the current implementation. we optimize all the C1 coefficients at each wavefunction iteration.

with the following procedure. First, all the pair coefficients are optimized self-consistently. then the
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spin coupling coefficients, then the CI coefficients. We repeat the cycle until all the coefficients are
stable and consistent with one another.
The derivation of detailed formulas to carry out the optimization is tedious but involves no new

techniques or ideas. The detailed formulas used are included in the appendix.

2.3 Applications

2.3.1 Dissociation of Multiple Bonds

We examined the dissociation of the diatomic molecules s and C'O. For each molecule we studied

the dissociation potential energy profiles at various levels of theory, using the 6-31G* basis set.

Ny

The results for the dissociation of N, are summarized in Figure 2.1. As expected, RHF gives a poor
description of the bond and the wrong dissociation limit. RHF gives also a bad wavefunction for
the MP2 treatment, as testified by the RMP2 curve in Figure 2.1. At the next level of theory, UHF
predicts a barrier of about 9.3 kcal/mol for the formation of the molecule. The MP2 treatment of
the UHF (UMP2) wavefunction reduces the barrier to about 1.2 kcal/mol but it fails to eliminate
it. Also, UMP2 predicts an edge close the the equilibrium geometry which is not physical.

At the GVB-PP level, the triple bond formation is barrierless, but the dissociation limit is not
the ground state, as the two fragments are not in their high spin configurations. This leads to a
dissociate limit 66.7 kcal/mol above the correct limit. Restricted HF leads to a limit approximately
700 kcal/mol above the dissociate limit.

Both GVB-RCI(5/5) and CASSCF give a more realistic potential energy profile. The experi-
mental energy” is reported for comparison.

In order to compare the active space provided by various methods, we performed a complete
active space CI on top of the GVB-PP and GVB-RCI wavefunctions. The results are reported in
Figure 2.2. Notice that the commercial version of CASSCF used fails to identify the best active
space for this system, missing part of the correlation between 2s electrons on the same nitrogen
atom.

The computed bond energies are reported in Table 2.1.

(610

The results obtained for the CO molecule are summarized in Figure 2.3. While in this case the
UHF result is qualitatively correct, the GVB-RCI treatment gives a substantially better result,

approaching the CASSCF quality.
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Figure 2.1: N» dissociation potential at various levels of theory. (All using 6-31G* basis sets.)
RMP2 and UMP2 refer to the MP2 treatment on top of RHF and UHF, respectively. GVB-PP(N/M)
indicates GVB-PP correlation on N pairs comprising a total of M orbitals. In the case of two orbitals
per pair M=2N. GVB-RCI{N/M) indicates RCI correlation on N pairs out M and PP correlation
on the remaining (M-N). The experimental curve” is included for comparison.

Figure 2.4 shows that the GVB-RCI active space is close to optimal for a broad region around
the equilibrium geometry. Although CASSCF is preferable for the stretched bond (between 1.7 and

2.3 A), it does not select the optimal active space at distances larger than 2.5 A.

The computed bond energies are reported in Table 2.1.

2.3.2 Transition States
Radical Reaction: Hy + H

The simplest reaction we studied is the linear Ho + H — H + Ha. The results for several levels of
computations are reported in Figure 2.5. In order to have an even number of electrons in the active
space, the unpaired electron was formally paired with a fourth electron placed on a hydrogen atom
at infinite distance.

In this case UHF, GVB-RCI and CASSCF all provide reasonable descriptions of the reaction.
RHF and GVB-PP predict an unphysical edge at the transition state. The edge is due to the

Restricted or the Perfect Pairing nature of the wavefunction: at the transition state the electrons
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Figure 2.2: Equilibrium region of the N potential at various levels of theory. (All using 6-31G*
basis sets.) GVB-RCI and CASSCF are self-consistent. GVB-PP+4CI and GVB-RCI+CI are active
space CI based on GVB-PP and GVB-RCI wavefunctions, respectively. The fact that CASSCF
gives higher energy than GVB-RCI+CI is due to the inability of the commercial implementation of
CASSCF used to select the best active orbitals.

Bond UHF UHF+MP2 GVB-PP GVB-RC(I CASSCF Exper.
Na 108.7 212.7 163.3¢ 203.99 211.8% 228 .5
'O 171.7 255.2 207.8° 244 2% 253.0¢ 257.3

Table 2.1: Computed bond energies of No and C'O in kcal/mol. * indicates 10 electrons, 10 or-
bitals active space, corresponding to 5 GVB pairs. ° indicates 6 electrons, 6 orbitals active space,
corresponding to 3 GVB pairs.
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Figure 2.3: C'O dissociation potential at various levels of theory. (All using the 6-31G* basis set.)
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Figure 2.4: ('O dissociation potential at various levels of theory. GVB-RCI+CI (GVB-RCI followed
by active space CI) shows that GVB-RCI selects the optimal active space in a broader region than

GVB-PP.
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Figure 2.5: Reaction profile for H, + H — H + H» along the reaction path. (Using cc-pVTZ basis
set.) The reaction coordinate was determined for each level of theory as reported in Figure 2.6, with
the exception of Full CI, which is based on the CASSCF reaction coordinate.

1.5 T

1 1 1 T T T T
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Figure 2.6: Reaction coordinate for H, H), + H. Hq,+ HyH, for various levels of theory. (Using
the ce-pVTZ basis set.) The Full CI transition state is included for comparison.
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Figure 2.7: Reaction coordinates for pseudorotation of CyH4 and for the transition state of H,Hj, +
H.H; — H,Hq+HyH,. Both curves are computed at CASSCF (4,4} level and refer to Daj, systems.
H, refers to the position of H, in the plane of the molecule as depicted in the upper right corner.
C'4H 4 refers to the position of one of the cyclobutadiene carbons. Notice that cyclobutadiene cannot
stretch at the transition state due to the presence of the o bonds.

cannot rearrange the pairing in a smooth way unless more than two natural orbitals per pair are
allowed. The Full CI energy profile indicates that post-SCF treatment is required to account for a
significant portion of the correlation energy.

The reaction coordinate was computed at various levels or theory and the results for the saddle
point region are reported in Figure 2.6. The Full CI energy profile was computed at CASSCF
geometries. Only the transition state geometry was optimized at the Full CT level and the result
is included in Figure 2.6 for comparison. GVB-RCI provides essentially the same geometry as
CASSCF for the maximum along the reaction coordinate while UHF and GVB-PP predict bond

lengths shorter by 0.036 A.

Forbidden Reaction: Ho + Ho

The next reaction we studied is Ho + H» with D, (rectangular planar) geometry. The reaction
coordinate was determined at the CASSCF(4.4) level with ¢cc-pVTZ basis set and it is reported in
Figure 2.7. The same reactton coordinate was then used for all levels of theory. The reaction profiles
are reported in Figure 2.8. In the UHF case. only the singlet spin state was considered.

As shown in Figure 2.8, UHF and GVB-PP fail to describe properly the transition state. The
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Figure 2.8: Energy profile for Hs + Ho (Dap geometry) along the CASSCF(4,4) reaction coordinate
reported in Figure 2.7(Ha4). The abscissa is the angle arctan (Y/.\'), where X and Y are the cartesian
coordinates of Figure 2.7. The bottom plot is a magnification of the transition state region reported
on the top. The GVB-RCI potential has an edge at about 43° and 47°.
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MP2 treatment of the UHF wavefunction does not correct the problem. The GVB-RCI potential
energy profile is not smooth, that is, it is the superposition of two distinct electronic states with a
discontinuity in the gradient: however, the discontinuity is not at the transition state and we expect
the GVB-RCI description to provide good potential energy surfaces for most transition states. GVB-
RCI fails to describe the transition state region when it is important to include configurations to
describe charge transfer from one pair to another, as is the case for #ight transition states, with all
the active electrons confined in a restricted volume of space. In this case 1t is easy to include the

mussing configurations at the post-SCF level.

Forbidden Reaction: Cyclobutadiene

In order to understand the importance of this shortcoming, we studied the transition between the

two forms of cyclobutadiene.

H\ / . H\ /H

The reaction coordinate was determined at the CASSCF(4,4) level, with correlation on the four
7 electrons, using 6-31G* basis set and was used for all levels of theory. The reaction coordinate is
reported in Figure 2.7 along with the reaction coordinate for Hs + Hs reaction. The main difference
between the two paths i1s that in the case of cyclobutadiene the transition state cannot stretch
outward due to the presence of the ¢ bonds.

As reported in Figure 2.9, UHF, UHF+MP2, GVB-PP, and GVB-RCI fail to describe the tran-
sition properly, while CASSCF provides a physically reasonable potential energy profile.

A detailed analysis of the wavefunction indicates that the difference between GVB-RCI and
CASSCF wavefunctions is due to the two configurations shown schematically in Figure 2.10. In-
clusion of the extra configurations at the post-SCF level lowers the GVB-RCI energy to within 0.4
kcal/mol of the CASSCF energy. This indicates that the active space selected by GVB-RCI is almost
optimal.

This potential energy is compared with CASSCF in Figure 2.11.

2.3.3 Transition Metal Compounds

As an example of reaction at a transition metal center, we studied the H insertion into the Ru = C'H4

ClRuC Hs.

double bond in the complex CI1RuHC H,
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Figure 2.9: Energy profile along the CASSCF(4,4) reaction coordinate for pseudorotation of CyH4
reported in Figure 2.7(CyHy).

The reaction coordinate determined at the UHF+MP2 level was used also for the other levels of
theory. (We used 6-31G** basis set on the carbon and hydrogens, LACV Effective Core Potential
(ECP) and double-¢ basis set on Ru, and LAV ECP and double-( basis set on Cl.) Figure 2.12
summarizes the results obtained at various levels. The active space used to describe the reaction
includes six electrons and six orbitals in the H — Ru — C plane. These orbitals correspond to the
Crui Chubls CRucr TRuct Truc and Th, ~ in the reactant and to op, . ORycs Ocms O, and two
d orbitals on Ru in the product.

While UHF cannot describe properly the reactants and predicts essentially no barrier for the
forward reaction, all other methods give a more reasonable description. Figure 2.12 shows clearly
that although the GVB-PP description is qualitatively correct, this level of theory cannot he trusted
in the quantitative estimate of reaction and activation enthalpies.

GVB-RCI provides a substantially better result, recovering a large portion of the active space
correlation energy (95.7%, 89.7%, and 94.5% of the active space correlation energy is recovered at

25°, 53°, and 90°, respectively). CASSCF and UMP2 are provided for comparison.
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Figure 2.10: Decomposition of the active space for C4Hy4. The four symmetry orbitals are repre-
sented on top; each circle represents the lobe of a p orbital coming out of the page and the sign
represents its phase. The bottom reports the configurations important for the CASSCF wavefunc-
tion. Configurations 1 — 5 form the GVB-RCI active space. When configurations 6 and 7 are added
to GVB-RCI with a post-SCF Cl, the resulting energies approach the CASSCF result as reported
in Figure 2.11.

2.3.4 Computational Details

All RHF, GVB-PP, GVB-RCI, Full CI computations, as well as the CASSCF for the Ru system
were performed with our code. All UHF, UMP2, and the remaining CASSCF computations were
performed using GAUSSTAN92 and GAUSSIAN943.

2.4 Conclusions

We have developed a self-consistent computational method. called GVB-RCI, which is able to provide
good potential energy surfaces for most reactions that are not properly described at the HF or GVB-
PP levels. The method considers only a small number of selected configurations to describe the

wavefunction and requires the transformation of a limited number of integrals at each self-consistent

step.
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Figure 2.11: Energy profile obtained when two extra configurations are added at the post SCF stage
to the GVB-RCI wavefunction is reported as GVB-RCI(2/2)+2 conf. Notice that the GVB-RCI(2/2)
leads to two energy surfaces depending on spin coupling.

We tested GVB-RCI on a few simple systems, to verify the limits to its applicability and to

suggest possible improvements at the post SCF level.

The potential energies obtained are consistently better than UHF and GVB-PP, often approach-

ing the CASSCF quality. It must however be pointed out that in transition metal systems, dynamic

correlation involving excitations outside the active space may play a significant role.

The self-

consistent wavefunctions considered in this chapter must hence be regarded as starting points for

further procedures to include correlation energy, such as CI or perturbative expansions.

Appendix

It 1s necessary to optimize three kinds of coefficients:

e Pair coefficients C¢.

U

T

defined in Eq. 2.2. for all GVB pairs 1.

e Spin coefficients C'§;, C'7;. defined in Eq. 2.3, for all combinations I.J.

o CI coefficients 'y, C'ry. defined in Eq. 2.5.
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Figure 2.12: Energy profile for C1H RuC H» — ClRu(C H3 at various levels of theory.

We optimize each kind of coefficient assuming the other kinds to be fixed and iterate to a self

consistent convergence.

Pair Coeflicients

Consider the GVB coefficients for a pair P € RCI, namely C, = C'} and Cpy = C%. Assuming that

all other parameters are fixed, the total energy can be expressed as

E = Constant + prhp + 2fpl hpr =+ app,]pp =+ b[’[)]\'pp + a]”p’JP’p' =+ bplpllxvplp/ +
+2 Z (’az'p']{p + bl'p.[\'ip + (Lj[)/ij’ + b[p’.[\vz'p’) + Q(G'PP/JPPI + bpp’I(pp’) +
igP
+ 57 [rapliplis) + s 1) + trp(id |pp))]
I£P

Substituting the values of the parameters f, a, b, r, s, and t and collecting the pair coefficients, this
becomes

%E = CYC — 2CX + Constant
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where
C— Cp v - Yop  Ypp X = A
"t Yo Yoo Ny
The explicit values of each element are
. 1 . .
Yoo = Tphy+ oTpdy +Tp > @2fidiy~ fiKy)+
igRCT
.2 . 2 ; -
+ > (1 +Tp + Clp = NCF + 5(1 =T = Cip)) (20ip = Kip)
i€RCI igP
. 1 -
}-P,p, = FPh‘p’ + §FP']p‘r’ +TIp Z (injip/ — fi[\ip’) +
i@RCI

o Y 1 o .
+ Z {[(FI +Tp+Cip~1)C7 + 5(1 -y - Cfp)} (2Jipr — ]\ip’)}

i€RCT,igP
- - |
Yop = Ypr = —§FP]\PP'
i 1 8 A\ S & N .7
o= g > { CoCrpCin(V3Cip + Cip) = Ci Z CreCrp(CixCip + CrxCip) | (iplIp)+
1£P K
+ |CoCrpCi(V3Cip — Cip) + Ci Z CreCrp(CixCxp = CixCip) | (ip'1i'p) +
-~
+ |2C0C1p(Cs = Cir)Cip + 2(Ci = Cyr) Y CIKCKP(C}QKCIS(P‘)J (4t IPP’)}
K
- 1 1 1 18 1 3 18 A ; WA
Ay = =3 > { CoCrpCi(V3Chp + Cip) = Ci Y CrxCrp(Cix Cicp + CixChep) | (ipli'D)+
1#P K

+ [CoCrpCin(V3Cp — Cip) + C Z CrxCrp(CigCxp — Clx ?{p)} (&' [i'p) +
-

(i’ Ipp’)}

2CoCp(Cs = Ci)Cip + 2(Ci — Ci) Y CrxCrp(CigCicp)
—

We minimize the energy subject to the constraint CC=1

E [éyc — 2CX + Constant — A(CC — 1)}

5C x (Y -2 C-X =0

where X 1s the Lagrange multiplier.



The system has solution

—1

Co | _ | Yop = A Yopr Ap
Cyr Yo o Yo = A X

1 Yo = A =Y || X,
O =0 =015 | v 3 2 || X

T

1 (};’IPI - /\)4Yp - y})pl‘\'[]/
(Vop = MO = N =Yy | (37 = AN = Vo X,

which leads to the normalization condition

[V = N Xp = Yo Xl + [V = VX = ¥orp Xy
[V = 0 = 233,

2 2
1 = Cp+cpl—

which in turn leads to the equation in A

0 = X —2TrA 4+ 2A4+Tr" = X, — X;] NV +
+[2 (Xp Yorpr = Yopr Xp ) Xp + 2 (Xp Yp = Yppr Xp) Xpp = 2ATT] A +

— (X Yorpr = Yo Xpr ) 4 A% = (N ¥ = Yy Xp)°

where

A= }}7? Yplp/ - };,'p/ Tr = );?p + Yo

which has four real solutions since the the hamiltonian is hermitian.

A is related to the energy by £ oc A — CX which enables us to select the solution that minimizes
the energy. Notice that the normalization condition can be satisfied in all cases except when A is
an eigenvalue of the matrix Y, in which case it must be X = 0 and we can solve the homogeneous
equation.

The optimal coefficients for each pair depend from the coefficients of the other pairs and from the
other CI coefficients; therefore, the solution must be determined iteratively until self-consistency.

In the special case that pair P is treated at the perfect pairing level. the above expressions
simplify as follows.

The total energy can be expressed as

E = Constant + 2fphy + 2fprhpr + app Jpp + bpp Wpp + aprpi Jpipr 4 bpoipr Kpipr +

—+—2 Z (([7-1),]7-1) + bz’])[\vip —|-— ai’]”']fp’ + bI'PI [\-7'[,1) + 2 (Ctppl ’]]f'p’ + bp]”]\'[?]")
igP
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which takes the form
1 -
EE = Constant + CYC

where
C, Yor Yo
C = ! and Y= " bt
P Yop Yo
and
. 1 . .
Yie = /u+§-]ﬁ+2fj(2»]jz‘—[\ji)
J€P
. 1 . ..
Yy, = —§Ixij for i # j

We minimize the energy with the constraint CC = 1:

d|CYC — \CC ~1)
aC

xYC-XC=0

In this case A is directly proportional to the energy.

Spin Coefficients

We optimize the coefficients C'}Q and Cpg assuming all other coefficients are frozen.

All terms in the energy expression that do not depend on C}Q or C}Q are constant, so we can

write:

E = Constant + 2bppl]&7pp/ -+ prqf{pq + prq/[&'pq/ + pr/q]{p/q -+ 2bp/q/[\'p/q: + quq/f&yqql +
+2rpQ(pglp'e’) + 2spq(pd'Ip'q) + 2tpq(ppleq’) +

+2 > [ree(ipli's) + sep(iv'['p) + trp (il |pp') + r1qUigli'd') + s1o(id'|i'q) + tro(id' l¢q')]
I1£P.Q

Which is put in the form
E = Constant + CYC — 2CX

where
. A . . . . ; .
Yoo = Cpg 9 (Bpg + Wpgr + Aprg & Rprgr) = (Bppr 4 Bgyr)
. 9 . . . . . .
Yoo = Cj;Q [(]xmw + Ryyr) — 3 (Rpy + Koy + Ry + Kprgr)

V3

Yo = Y= C}QQ—Q— (Kpg + Kprgr = Kpgr — Kprg)
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Xi = —VBCCpo (CrCy 4 CriCy) (palp'q') = V3CoCpq (CoCy + CpCyr) (pd'11'g) +

+Cpg S [CraCiq (CiCh+ Colip) (ipli'p') + CrgClho (CiCh + CCy) (ip'|i'p) +
I£P.Q
+ CrpClp (CiCy + CoCy) (igli'd') + CrpClp (CiCy + CoCy) (g |i'q)]

Xo = —CoCp(CpCy + CrCy) (pglp'a') + CoCpq (CrCy + Cp Cyr) (g’ a) +
—2CCpq (Cp — Cp) (Cy = Cyr) (pP'aq’) +

1Crg Y [CraCiq (CiCy + CuCy) (pli¥) = C1gCiq (CiCyr + CCy) (i/|'p) +
I£P.Q
"QCIQC;Q (C; = Cy) (Cp - Cp’) (ii'|PP/) + CIPC;P (CiCq + Ci’cq’) (iq]i/ql) +

—CrpCip (CiCy + CuCy) (i'|1'q) = 2C1pCip (Cs = Cir) (Cy — Cyr) (it qq")]

and the optimal coefficients can be found using the same algorithm described in the pair coefficients

optimization (this time the Y matrix is traceless; therefore, the equation in A 1s simpler).

CI Coefficients

Let H denote the CI matrix:

< GGVB|H|FGVE > < \I;GVBIH"I,{ECI > < @G\/’B|H|q,gm > e < \I;GVB|H|q,§E{YR >

< ‘I,{{?C'I|H|‘IJG\TB > < ‘DgCllHllIJgC] > < ‘IJ{{QCIlHNJﬁ:.C] > . < ‘I}gCIIHI‘IJJES{yR >
H = < ‘IfﬁCqu‘DGVB > < lI}iR;{CIIH“I,gCI > < WECIIHI\I}{%’%C] > P < W{E,CI'HI\I’gfiR >

<WECT RIHIOVE > < WRT] pHIWT > < ORC] p[HIOETT > o S WRECT G [HIWECT p >

Each element of H can be expressed as function of the pair and spin coeflicients by expanding

each bra and ket and collecting equal integrals over the orbitals.
The ground state CI coefficients are given by the eigenvector with lowest eigenvalue, i.e., lowest

energy, of the above matrix.

Again, the matrix elements depend on the pair and spin coefficients, which in turn depend on

the CI coefficients, so a self-consistent approach is required.

Acknowledgements

We thank Richard P. Muller for working out the detailed formulas for a special case. This research

was supported by NSF (ASC 92-17368 and CHE 95-22179). In addition. the facilities of the MSC



51
are also supported by grants from ARO/DURIP, BP Chemical, ARO, Exxon, Seiko-Epson, Owens
Corning. Asahi Chemical. Saudi Aramco, Beckman Institute. Chevron Petroleum Technology Co..
Chevron Chemical Co., NASA/Ames, NASA/JPL, ONR. Avery Dennison. and Chevron Research

Technology Co.



Bibliography

[1]
2]
[3]

Hinze, J.; J. Chem. Phys. 1973, 39, 6424. Shepard, R.; Adv. Chem. Phys. 1987, 69, 63.
McWeeny, R.; Methods of Molecular Quantum Mechanics, 2°¢ Edition. (Academic Press, 1992).

Roos, B.O.; Taylor, P.R.; Siegbahn, P.E.M.; Chem. Physics 1980, 48, 157. Roos, B.O.: Ad.
Chem. Phys. 1987, 69, 399.

Szabo, A.; Ostlund, N.S.; Modern Quantum Chemistry (McGraw-Hill, 1989).

Bobrowicz, F.W.; Goddard III, W.A.; Modern Theoretical Chemustry, Vol. 3, Methods of Elec-
tronic Structure Theory, Shaefer, H.F.IIL. (Plenum Press, 1977).

Another form of post SCF GVB-RCI was previously used. See, for instance, Carter, E.A.;
Goddard III, W.A.; J. Chem. Phys. 1988, 88, 3132.

Lofthus, A.; Krupenie, P.H.; J. Phys. Chem. Ref. Data 1977, 6, 113.

Gaussian 92/DFT, Revision F.4, Frisch, M.J.; Trucks, G.W.; Schlegel, H.B.; Gill, PM.W_;
Johnson. B.G.; Wong, M.W_; Foresman, J.B.; Robb, M.A.; Head-Gordon, M.; Replogle, E.S.;
Gomperts, R.; Andres, J.L.; Raghavachari, K.; Binkley, J.S.; Gonzalez, C.; Martin, R.L.; Fox,
D.J.; Defrees, D.J.; Baker, J.; Stewart, J.P.P; Pople, J.A.; Gaussian, Inc., Pittsburgh, PA,
1993. Gaussian 94, Revision B.3, Frisch, M.J.; Trucks, G.W.; Schlegel, H.B.; Gill, PM.W
Johnson, B.G.; Robb, M.A.; Cheeseman, J.R.; Keith, T.; Petersson, G.A.; Montgomery, J.A_;
Raghavachari, K.; Al-Laham, M.A.; Zakrzewski, V.G; Ortiz, J.V.; Foresman, J.B.; Peng, C.Y;
Ayala, P.Y.; Chen, W.; Wong, M.W_; Andres, J.L.; Replogle, E.S.; Gomperts, R.; Martin, R.L;
Fox, D.J.; Binkley, J.S.; Defrees, D.J.; Baker, J.; Stewart, J.P.P; Head-Gordon, M.; Gonzalez,
C.; Pople, J.A.; Gaussian, Inc., Pittsburgh, PA, 1995.



Chapter 3 Theoretical Description of the STM Images of
Alkanes and Substituted Alkanes Adsorbed on Graphite

Abstract

A theoretical model based on perturbation theory has been developed to predict the Scanning
Tunneling Microscopy (STM) images of molecules adsorbed on graphite. The model is applicable to
a variety of different molecules with reasonable computational effort, and provides images that are
in qualitative agreement with experimental results. The model predicts that topographic effects will
dominate the STM images of alkanes on graphite surfaces. The computations correlate well with the
STM data of functionalized alkanes, and allow assessment of the structure and orientation of most
of the functionalized alkanes that have been studied experimentally. In addition, the computations
suggest that the highly diffuse virtual orbitals, despite being much farther in energy from the Fermi
level of the graphite than the occupied orbitals of the adsorbed molecules, may play an important

role in determining the STM image contrast of such systems.

3.1 Introduction

This chapter contains the description of a theoretical model to interpret Scanning Tunneling Mi-
croscopy (STM) images of organic molecules adsorbed in ordered monolayers onto highly ordered
pyrolytic graphite (HOPG) surfaces.! The project is the theoretical part of a more complete study
of STM imaging of adsorbed monolayers carried out in collaboration with C. L. Claypool and N. S.
Lewis.I- 2

The experimental images obtained by Claypool et al. are reported in reference 2. The images
reported therein reveal features as small as single atoms and/or functional groups in the adsorbed
molecules and provide atomic level information on the electronic coupling profiles of such overlayers.
The STM images observed in this work and in studies of related systems® # 5 % are, however,
dependent on subtle structural changes in the adsorbed molecules, and appear to be the result of
both electronic and geometric effects. Thus, to fully exploit this imaging technique, it is important
to understand how different aspects of the adsorbate and the experimental conditions blend together
to create the observed images.

The theoretical model described in this chapter has been developed to simulate the STM process

in order to study and explain such phenomena for a large number of molecules. The method
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is accurate enough to be useful and reliable, it is simple enough to provide a facile method for
interpretation of the available STM results, and it is cheap enough to be applicable to the systems
of interest — small functionalized alkanes on HOPG - with affordable computational effort, e.g., a
few hours on an HP9000 workstation.

In order to attain this goal, we have developed an alternative to expensive quantum mechanics
computations that include explicitly the wavefunctions of the tip and/or the graphite. Our approach
is to (1) use a force field (FF) to optimize the geometry of the adsorbed molecules on graphite, (2)
determine the shapes and the energies of the molecular orbitals (MO) using Hartree-Fock (HF) com-
putations for the isolated molecule, and (3) then simulate the STM image using a simple perturbative
approach which adds negligible cost with respect to steps 1 and 2.

Several theories have already been developed to predict and explain STM images of both surfaces
and adsorbates. Tersoff and Hamman” used the transfer hamiltonian approach first introduced by
Bardeen.® Their conclusion is that the observed current is proportional to the local density of states
(LDOS) at the Fermi energy of the sample, at the position of the tip. Adsorbates are observed
through the change they induce in the LDOS of the support. Lang® replaced the support and the
tip with the jellium model and used a metal atom to mimic the tip. This procedure was used to
predict the images of adsorbed atoms using the transfer hamiltonian approach in the low bias limit.
Doyen and coworkers!® have used semi-empirical techniques to study the exact tunneling current,
evaluating the interactions between the tip and the support explicitly and without the assumptions
of the transfer hamiltonian. More recently Hallmark, Chiang, and coworkers!! have used extended
Hiickel calculations to predict images of aromatic molecules adsorbed on a metal substrate, and
Sautet!? used electron scattering techniques for the same purpose. Liang et al.? have also used the
extended Hiickel method to investigate the STM images of alkanes on graphite. Fisher and Bléch]!3
instead have performed ab initio density functional theory studies to simulate the STM imaging of
adsorbed benzene molecules on graphite and M o0Ss>. Hui, Marcus, and Kallebring!* have developed
a model for STM imaging of adsorbed molecules that includes the effect of d orbitals on the tip.

The models based on the transfer hamiltonian have proven effective in predicting images of con-
ducting surfaces in the low bias limit. Tersoff-Hamman theory has been used to interpret atomic
resolution STM i1mages of insulating molecules on a metallic substrate, and these studies have in-
dicated that the molecular features of the images are determined by the most protruded atoms of
the adsorbed molecules.® ¢ In addition. this work indicated that the insulating molecules were de-
tected because their orbitals mix slightly into the Fermi level of the metallic substrate and because
they are close to the tip.3 % When adsorbed insulating molecules are sampled with higher biases,
this approach requires that the periodic molecular structure. as well as the supporting graphite,
be included in the simulation.? 13 As a result, significant effort is spent computing the band struc-

ture of the graphite every time a new molecule is studied. The method then becomes as complex
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as other approaches that can lead. in principle, to an exact prediction but are not based on the
transfer hamiltonian approximation. The result is that most methods which include the detailed
wavefunctions of the graphite and the tip give excellent results but require extensive computations.

The goal of our work was to develop a theoretical approach that could aid in the interpretation
of the experimental images obtained for alkanes and alkanols on graphite, in which the overlayer
only is observed at high tip/sample biases.? 3- 4 Of course. the states of the graphite and of the
tip are the initial and final states for tunneling processes for all of these molecular overlayers on
a graphite surface. However, the primary goal of this theoretical study was to gain insight into
the relative contributions of topographic and electronic factors in determining the STM contrast
of different functional groups in the molecular overlayer. Since the experimental images for the
different overlayers were obtained at a relatively constant tip/sample bias, the theoretical treatment
focused on describing the changes in STM contrast for the various different molecules. To achieve
this goal, a simple model was built that ignores the shape of the graphite states and that considers
the coupling, or perturbation, between molecular states and a simplified version of graphitic states.
In the high bias limit, such a model is expected to produce, at a fraction of the cost, the same
results as a more complete treatment that explicitly includes the graphite orbitals. Of course, in
the low bias limit, and for intermediate bias situations, this mode!l will not be computationally
useful nor physically appropriate. Our approach does, however, allow simulations of STM images
on reasonably big systems with a good description of the molecular states involved mediating the
tunneling process.

In Section 2 we present the theoretical model and the approximations used to implement it.
Section 3 then describes the predictions of the model and compares model and experiment for a

number of molecules for which the experimental images have been obtained.

3.2 Theoretical Model

We are interested in determining how the electric current between a tip and a graphite support Is
modulated by one molecule adsorbed on the graphite. In the cases of concern, the molecules are
physisorbed onto the graphite via van der Waals interactions. These interactions are small compared
to the intramolecular forces, since van der Waals forces are typically on the order of 1 keal/mol per
pair of atoms, while bond energies are on the order of 100 keal/mol per bond. Thus, the shape of the
molecular wavefunction for the adsorbed molecule is not expected to change significantly relative to
that of the unadsorbed molecule. Also, the interaction between the tip and the molecule must be
small, otherwise the molecule would be displaced by the tip, and it could not be observed in the
experimental STM image. The orbital energies, on the other hand. are expected to be affected by the

presence of two conductors in close proximity to the molecule. According to classical electrostatics,
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the presence of the conductors results in a shift of the ionization potentials (IP) and electron affinities

of the molecule, as described in Section 2.5.

3.2.1 Formalism

We will use the symbol |t > to describe the wavefunction of the tip. |t > belongs to a continuum of
states with energies E; and with a density of states p;(E}). E;f indicates the Fermi energy of the tip.
Similarly, |g > indicates the wavefunction of the graphite support. with E;. p,(F;) and E; defined
as the corresponding energy, density of states and Fermi energy, respectively. Also, the adsorbed
molecule is described by its MO [k > (and occasionally |/ >) having orbital energies F; (E;).
When a potential Ej, equivalent to a bias —F},, is applied to the graphite support, electrons may
flow from the more negative to the more positive side of the tunnel gap. When Eg + Ey, > Etf the
electrons will flow from the states with energy E, € (E{,Ej; + E3) on the graphite to the states
with energy F; € (Eif, Eg + E3) on the tip. The reverse is true when ng + Ey < E;f. Throughout
the chapter, the energy band into which the electrons are transferred under such a bias is denoted

as the conduction region.

3.2.2 Coupling Potential

The perturbative potential, V', is the effective potential experienced by an electron in the region
of space occupied by the molecule. Within the independent particle approximation, this potential
is due to the Coulomb attraction of the nuclei, the average Coulomb repulsion from the molecular
electrons, and the exchange interaction (from the Pauli principle).

V" is exactly the potential used to solve the HF equation for the isolated molecule, so it acts on

the MOs k as described in eq 3.1:

VAF|k >= (B — )|k >= (E; — Tk > (3.1)

where E; is the orbital energy from the HF computation, 7" is the kinetic energy operator and HHF

is the HF hamiltonian.

We are interested in tunneling conditions corresponding to the experimental observations, for
which the molecules dominate the STM image contrast. This observation indicates that the direct
coupling between the tip and the graphite is much smaller than the coupling through the molecular
states. Thus, it is legitimate to neglect the direct coupling of tip and graphite and to consider only
the coupling through the MOs. This is equivalent to assuming that the unperturbed states of both
tip and graphite overlap with the molecular wavefunction but not with each other. We also assume
that there is no coupling between different states on the tip or on the graphite.

In this case, evaluation of all the relevant matrix elements for the coupling potential is readily
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performed:

<t|V0]g>=0 assumed
< tVIk >= FySiy — T fromeq. 1

< gVl >= EpSgr — Tyr  fromeq. 1

(3.2)
< kI >=0 because the MOs are HF solutions
<tV >0 assumed
<glVig >=0 assumed

where S and T are the overlap and kinetic energy matrices, respectively.

3.2.3 Perturbation Theory: Nondegenerate Case

The tunneling probability will be evaluated through the use of time-independent perturbation
theory.!> When the perturbation is off, the tip, molecule and graphite do not interact. Thus, the
unperturbed eigenstates are the functions [t > and |¢g > for the tip and the graphite along with the
MO |k > for the molecule. In the presence of the perturbation, the tip wavefunction is corrected by

the first-order term of (3.3),

Vit
1 >=3" A s 3.3
| — (Ey — By) | (3.3)

and by the second-order term of (3.4),

2 Viar Vit 1 Vid?
12 >= ‘ >y ———t> 3.4
| Zk:(Et—Ek)(Et—Eg)'f’ 2;@_&)2! (3.4)

The first correction due to the function |g > appears in the second-order term. It is as if the
functions [t > and |g > were coupled to first order by the effective element:
Vok Vi ;
Vig = = (3.5)
! EA: (B — By)
To first-order, this matrix element will be responsible for the tunneling current.

According to the Fermi golden rule, the number of transitions per unit time dwgy, between an

initial state [t > and all final states |g > with energy hetween E, and E, + dE, is'®

27 5
dw‘gf = 7[Vtg|ﬂb(Et — Eg)py(Et)dEg (36)
The total current is then
2 [ , ‘ VoeVie | .
I = 5 | p(EQAE | py(Ey)dE, Ekj FoEg| A E) (3.7)
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pi(E)py(E)AE (3.8)

L Vor Ve
T /‘;w—&-)

where all integrals are over the conduction region. A more detailed description of the bias dependence
is given in the appendix.

This approach provides an alternate method, relative to the traditional transfer hamiltonian
formalism? 8 for obtaining an expression for the tunneling current under our conditions. In the
transfer hamiltonian formalism,” the graphite wavefunction includes explicitly the contributions
from the molecular states.® Its coupling with the tip is due, in the high bias limit, mainly to these
contributions. In our approach, the same physical picture is described, but within the framework
of a perturbation theory formalism. The results are thus consistent with the transfer hamiltonian
theory and help to gain insight into the STM process of concern in the experimental data by focusing
on the properties due to molecular states.

It should be noted that the common assumption that all of the STM current flows to or from
states near the graphite Fermi level® does not hold in the high bias regime. The current involves all
the states in the conduction region, hence an integration over energy in this region is required. This
integration was performed for all of the molecular overlayers investigated during the course of this

study.

3.2.4 Perturbation Theory: General Case

The above theory holds only for the case when all the energy differences in the denominators are large
with respect to the coupling elements in the numerators. A more general treatment is described

in this section. The molecular spectrum can be considered as a continuum with the following

distribution:
S(E) = Vo Vit (E — Ey) (9)
]\.
where 8()(x) is such that
lim 8'(x) = é(x) (10)

and € is a small quantity with the physical meaning of uncertainty in the energy. For instance,
8()(z) can be taken to be a square function centered at x = 0 of width ¢ and height 1/¢.

It is now necessary to estimate the order of magnitude of e. Whenever one of the orbitals falls in
the conduction region, it is expected to be responsible for most of the observed current. A typical
current used in STM imaging is 650pA = 9.8 x 1072 au, so on average one electron leaves the orbital
to contribute to the current every 1/9.8 x 1078 &~ 1 - 107 au of time. If we further assume that the
orbital is doubly occupied half of the time, then each electron spends about 5 x 10° au of time in

the orbital, that is, the state with the electron in the orbital has an average lifetime of 5 - 10% au,
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which implies an uncertainty in its energy of /(5 x 10°) = 2 x 1077 hartrees. Thus, a very rough
order-of-magnitude estimate gives ¢ &~ 2 x 10~ and yields 6'9(0) ~ 5 x 10° au.
The number of transitions per unit time is then'®

2T

7 /LE')-(IE(—(S(Er‘—Ey)pg(ET)dE!] (11)

dw, =
gt (E; — E +i0)

where the notation ¢0 indicates that in evaluating the integral, one must take the principal value

plus one half the contribution from the residue on the integration path:

S(E) = _SE) e
/de“p/ E, gL sk (12)

Since ¢ is small, the integral can be computed easily. When all orbitals are not degenerate with
the tip, this expression becomes the same as the one found for the nondegenerate case. When one
of the orbitals, for example |{ >, is degenerate with the tip, its contribution to the principal value
of the integral vanishes, so the integral becomes

S(E . e ,
| o e = 3 e + i Vi 0(0) (13)

(Et E + LO) Py Et

The number of transitions per unit time due to the degenerate orbital is then

271':,

dwg = Vo Vie)?

[0130)] (2 — E,py (B, (14)

The actual formula for the current is therefore

o

Vor Vi
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where C'R indicates the conduction region. Expanding the absolute value yields the desired expres-

sion:

: VoeVi R
Io</ p(E)pg(E)S | D (—E%}‘;’—) 7m0 Vb NE - Ey)| pdE - (16)
CR kgCR k keCR

where again the bias dependence (described explicitly in the appendix) is included implicitly into

the energy terms of (16).

3.2.5 Practical Implementation

Several other approximations were made in order to simplify the practical implementation of this

approach. These are described below.
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First, the tip wavefunction was replaced by a single 2s oxygen orbital (using the STO-3G basis).1¢
This orbital is similar in size to one lobe of a platinum d.- orbital, which would be the dominant
orbital in computing the tip sample wavefunction overlap properties in a more complete quantum
mechanical representation of the tip.

Second, the graphite wavefunction was replaced by an array of 2p carbon orbitals (STO-3G
basis) that were centered onto a grid of points. The coupling between the graphite and each MO
was obtained by summing the absolute contributions from each lobe on the grid. Tests with various
grid spacings gave essentially identical results. This choice of graphite basis set is one of several
possible methods to implement practically our algorithm. As long as the wavefunction decay with
distance is reasonable and coupling is allowed to occur to all of the graphite states, the result is
expected to depend little on the actual form of the graphite wavefunction, especially when the
features of interest are the relative functional group contrasts of the various molecular STM images
under high bias conditions.

The grid used in the simulation was deliberately chosen to be more dense than the carbons on
the real graphite surface in order to avoid accidental couplings that might arise due to the position
of the grid.

Third, since the continuum and the discrete states cannot be easily normalized using the same
criteria, the unnormalized states were used for the continuum part. As a consequence, all coupling
elements are only known up to a proportionality constant. Thus, the actual current cannot be
estimated at each tip position, but only the ratio between currents at different points is obtained.

This is not a practical drawback at the present time since only the relative tunneling probabilities
are of primary interest in modeling the observed image contrast. This approach does have the
disadvantage that it requires tuning the tip-molecule distance based on the experimental images
rather than on the intensity of the current. This approximation is a limitation to the method that
could, in principle, be removed by explicitly taking into account the proper normalization of the
continuum states. We prefer to keep the model as simple as possible and thus have not pursued
such refinements at the present time.

Fourth, the orbital energies of the MOs used in (16) were shifted to account for the presence of
two conductors in close proximity to the molecule. This required an estimate of the Coulomb term
acting on the molecular state. Within the HF framework, the energy of an occupied orbital has the
physical meaning of an IP: F,.. = —IP = Epo:cute — Ecation. The presence of the conductors has
little effect on E\porecute. but it stabilizes the cation, therefore E,.. becomes less negative, and the IP
decreases. Another way to view this effect is the following: in vacuum, the IP is the energy needed
to move one electron from the molecule to infinity. whereas in the presence of the conductors, the
electron only must be moved from the molecule to the conductor: therefore. the IP decreases.

The stabilization effect can be computed with the method of image charges. Let the charge on
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GRAPHITE ~R— TIP
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Figure 3.1: Charge distribution used to estimate the effect of the conductors on the orbital energies
of the adsorbed molecule with the method of the image charges. The molecular ion is replaced by
a point charge halfway between the tip and the graphite, seen as semi-infinite conductors. R is the
tip-graphite distance.

the molecule be localized at its center of mass. The center of mass is estimated to be roughly half
way between the tip and the graphite, which, for this purpose, are taken to be two semi-infinite
conductors terminated by two parallel planes.

Let R be the distance between the two planes and R/2 the distance between each plane and the
localized charge. In order for the potential to be zero on the surfaces of the conductors, a first pair
of negative charges can be placed at a distance R/2 into each conductor. Each one of these charges
will have positive images at a distance 3R/2 into the opposite conductor, and so on, to infinity, as
depicted in Figure 3.1.

The electrostatic stabilization of the original charge due to this series of images is (in au):

AE:Q{—%JF%_%JF..}:%EO:(—1)":_2log(2) (17)
3R = n R

Thus, the occupied orbital energies used in the computation of the current are shifted by adding
2log(2)/ R, where R is the distance between the tip and the graphite.

The HF virtual orbitals, on the other hand, describe the energy required to add an electron to
the molecule and have the physical meaning of electron affinities: Eyire = Eanion — Emoieeute . In this
case, the anion is stabilized by the presence of the two conductors but the molecule is not. so the
virtual orbital energies must be corrected by subtracting the quantity 2log(2)/R. This treatment 1s
not rigorous, as we do not account for the different shapes and polarizabilities of different orbitals.

However, it is very simple and it gives a reasonable estimate of this Coulombic correction term.
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The different behavior of occupied and virtual orbitals is a consequence of the definition of orbital
energy arising from the HF treatment. All HF orbital energies include the interactions of an electron
in the orbital with the nuclei and with all the other electrons in the system. For a molecule containing
2\ electrons. for instance. the energy of an occupied orbital includes interactions with the remaining
(N — 1) electrons while the energy of a virtual orbital includes interactions with all A electrons.
Occupied orbital energies. therefore. describe the removal and virtual orbital energies describe the
addition of one electron with respect to the state for which the orbitals were optimized.

Fifth, orbitals that fall in the conduction region must be treated separately. During the flow of
current, their occupations and their orbital energies are not easily defined. A simple approximation
is to assume that they fall in the middle of the conduction region. Notice also that orbitals that are
occupied in the isolated molecule, but that fall above the conduction region, are not well-described
and hence should be treated as conduction orbitals.

Sixth, it is necessary to estimate the potential distribution when a bias is applied across the tip-
sample gap. When the tip, molecule, and graphite are brought together, the Fermi levels of the three
components tend to become equal at the interface.1” The rigorous description of this effect is rather
complicated, requiring sophisticated computational techniques that would considerably increase the
cost of the simulation. For the situation of interest, the Fermi energies of the metal tip and of the
graphite were assumed to be equal to each other. Additionally, as derived previously, the bias was
assumed to be distributed in the tip-sample gap such that the molecule experiences 1/2 of the bias
potential. 2 18

To account for the effects of the initial charge equilibration on the energies of the MOs, all orbital
energies were considered to be shifted from their values in vacuum by an amount A. This quantity
represents the difference between the computed HF orbital energies, rescaled to account for the
presence of the conductors, and the real orbital energies of the adsorbed molecules during the STM
Imaging experiment.

A includes contributions from two very different phenomena. One contribution to A arises from
the inability of HF calculations to reliably predict IPs. This contribution can be evaluated by
comparison of the highest occupted molecular orbitals (HOMO) energy obtained from the HF cal-
culation to a reliable value for the IP of the molecule, obtained either from experimental data or
from high level calculations. For a number of small molecules, the energies of both the molecules
and the corresponding cations were computed at the HF and MP2 level, and the resulting IPs, as
well as the experimental ones whenever available, are displayed in Table 1. Although the HOMO
energy obtained from the HF calculation tends to overestimate the true IP by about 1 eV. the error
changes considerably for different molecules. The correction for this effect was estimated for every
class of molecules, and this correction was included in the value of A for each different molecule. For

consistency, the value chosen for the correction was taken as the difference between the HF HOMO
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TABLE 1: Ionization Potentials (eV)

Molecule IP¢ IP? IP* 1P?
(Koopmans) (HF) (MP2) (exper)
CH3(CH»)3sCH; 11.57 10.12 10.44 (10.22)¢
CHs(CHs)3OH 11.87 9.24 10.56 10.37-10.44
CH3(CH»)sF 12.53 11.10 11.30 —f
CH3(CHs)3C1 11.42 9.96 10.60 10.84
C'Hs(CHy)3Br 10.55 9.38 9.75 (10.15)¢
CH3(CHs)sl 9.62 8.66 8.99 9.5
C'H3(CH)3CN 11.92 10.48 12.05 —f
CoHsCFy 14.02 12.85 12.72 —f
CyHsCOCHs 11.14 7.97 9.55 9.52
CoHsNHC>Hs 9.87 7.37 8.54 3.63-8.68
CyHsN Ho 10.47 8.19 9.33 9.47-9.50
CyH50Cs Hs 11.32 8.46 9.85 9.59-9.70
CoH5SCy Hy 9.00 7.44 8.23 7.45-8.44
CoHsSH 9.60 8.21 8.94 (9.15)¢
C42H5SSCy Hs 9.13 8.06 8.15 8.70-8.85
CH3COOH 11.90 8.78 10.35 (10.66)°
CyHsCCCoHs 9.37 7.90 9.14 (9.32)¢
CoHsCHCHCHsy 8.74 7.35 8.69 9.14

The values are vertical ionization potentials in eV'.

¢ Estimate based on Koopmans theorem (HF orbital energy) with 6-31G** basis set.

b Estimate obtained by comparing the total HF /6-31G** energies of the molecule and the cation.
¢ Estimate obtained by comparing the total MP2/6-31G** energies of the molecule and the cation.
4 Experimental value from ref. 25,

¢ Adiabatic ionization potential.

f Data not available.
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energy and the IP that was computed at the MP2 level.

The other contribution to A arises from a need to account for possible energetic differences
between the energy levels of molecules adsorbed onto graphite and those in vacuum. It is likely that
the reference energy for a molecule (the chemical potential of the electrons in the molecule) changes
from its value in vacuum when the molecule instead 1s adsorbed on graphite, surrounded by solvent,
and approached by the tip. For the substituted alkane chains under similar tunneling conditions (i.e.,
similar bias and tunneling current). this component of A was chosen to best reproduce in general
the entire set of observed images and then was not varied for calculations on individual systems.

Seventh, the density of states for the tip p;(E) was assumed to be a constant in the conduction

region. The density of states for the graphite p,(£') was assumed to be a parabola having a vertex

o

at the initial value of the graphite Fermi level,1® p,(E) o< (E — E¢)”.

Adopting these approximations, the STM current is then

o

™ 3 VuVied NE - Ey)| dE (18)
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where again the bias dependence is implicitly contained in the energy terms of (18). The first of
these integrals is computed numerically (e.g., using Simpson’s rule), and the second one uses the

estimates of £} described above and the value of 6(5)(E — FE}.) obtained in Section 2.4.

3.2.6 General Procedure

For every chemical species, one molecule was laid onto a rigid graphite slab and the molecular geom-
etry was optimized using the Dreidingll FF?9 with charges estimated using charge equilibration.?!
Two more molecules were then added, parallel to the first one and sandwiching it, at a distance
of about 4.5 A. The molecular geometry was then reoptimized. The distance of 4.5 A was chosen
because it is close to the one observed experimentally, both in STM images® and in low-angle X-ray
diffraction experiments of alkane and alkanol overlayers on HOPG.*?

The central molecule was then isolated without changing its geometry. All alkyl chains were
truncated four carbons away from any functional group, and the cleaved bonds were saturated with
hydrogens. The resulting molecules were then checked for symmetry elements. The molecules that
were found to be symmetric (with a tolerance of 0.04 A) were svmmetrized in order to speed up
the Hartree-Fock computation. A standard HF computation was then performed on the resulting
molecules using the 6-31G** basis set.?3 The choice of the basis set was motivated by the desire for
reasonably accurate orbital energies.

To simulate an STM scan, a grid of 26 x 26 points was positioned to correspond to the graphite

surface in the FF computation. All of the coupling elements with the graphite were then computed
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placing one carbon 2p orbital at each grid point. The tip was positioned on a grid of 51 x 51 points
that was positioned parallel to, and at a fixed distance from, the plane of the graphite grid. For
each position of the tip. the coupling elements were computed and the tunneling current estimated
assuming a bias of —1 eV, The resulting data were then used to produce three-dimensional plots
or contour diagrams of the current. This approach simulates a constant height STM image. and
was used to calibrate the tip-graphite distance and to establish the value of the parameter A. For
each molecule. a constant current simulation was also performed, in which the tip was allowed to
move in a direction perpendicular to the graphite in order to adjust the current to a fixed value.
The tip displacement was then plotted with respect to an arbitrary plane that was parallel to the
graphite surface. These simulations are three to four times more computationally expensive than the
constant height simulations, but resemble more closely the experimental STM technique. Qualitative
agreement was observed between the computed constant height and constant current images for all
the cases studied in this work.

In order to facilitate interpretation of the results in terms of electronic and geometric effects,
the overlap between the tip wavefunction and the occupied MOs was also evaluated. The resulting
images have no experimental equivalent, but represent what the STM image would look like if only
the geometry of the molecule were mapped while all electronic effects were ignored. The comparison
of these images with the results of the complete simulations will point out whether topographic or
electronic effects are primarily responsible for the features that are observed in the experimental and
computed STM images.

The tip-molecule distance that was used for the constant height simulations, and the current
used in the constant current simulations, were each chosen to reproduce as closely as possible the
features that were observed experimentally. A tip-molecule distance of 7 au &3.7 A was selected
for the constant height simulations. At this distance, the maximal current observed for the alkane
molecules is close to 0.001 arbitrary units (only relative current densities are computed in the present
model) and this value was used for the constant current simulations. For much shorter distances,
the resulting images seem to be determined mainly by the topology of the molecule, while at much
longer distances the computed resolution decreased below that observed experimentally.

In all constant current plots, the tip was not allowed to get too close to the graphite, so these
plots produce features that appear to be bumps on a flat surface. In previous simulations reported in
the literature, > STM images have been related to the LDOS at a distance of 0.5 A from the adsorbed
molecule. We believe such distances are unrealistically small to describe actual STM measurements.
In our work, the distance corresponding to the flat surface was set to be 14.5 bohrs for molecules
oriented with their carbon-carbon skeletons parallel to the graphite surface plane and 15 bohrs for
molecules having their carbon-carbon skeletons oriented perpendicular to the plane of the graphite

surface. These values correspond to a tip-molecule distance of about 2.9 A.
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The value of the parameter A was chosen to best reproduce the experimental images. While the
value of A has little or no effect on most molecules, it plays a fundamental role for the molecules
having their HOMOs close to the conduction region. After correcting for the difference between the
HOMO energy and the MP2 IP, as reported in Table 1, the second contribution to A was estimated
by the value needed to bring the HOMO of the amines into the conduction region and to leave the
HOMO of the alkyl bromide at lower energy. This condition is satisfied for any correction between
1.3 and 1.8 eV, assuming a tip-molecule distance of 7 au. We arbitrarily selected a correction of
1.5 eV. This value was fixed for all the simulations, based on the assumption that it should be

approximately equal for all the molecules of concern.

3.3 Results

The orientation of the carbon-carbon skeletons of the alkyl chains relative to the graphite surface
plane must be carefully considered in order to accurately model the STM images that have been
observed experimentally. In the discussion that follows, the term flat will be used to indicate
adsorption orientations in which the carbon-carbon skeleton of the alkane chain lies parallel to the
plane containing the graphite surface, while the term vertical will be used to indicate the situation
in which the carbon-carbon skeleton is oriented perpendicular to the graphite surface plane. Also,
since the tip is assumed to be above the graphite, down and up will be used to describe atomic

positions that are located toward the graphite and toward the tip, respectively.

3.3.1 Alkanes

To investigate the geometry and packing of adsorbed alkanes, the molecule C H3(C H2)33C Hs was
considered, since it was the alkane that was imaged experimentally with the STM.? According to
the results from the FF study, a single trans- C'Hs(C H)33C Hs molecule adsorbs on graphite in
the flat orientation, with the vertical orientation being less stable by 8 kcal/mol. The adsorption
energy (from the gas phase) for C' H3(C' H2)33C' Hs was computed to be on the order of 70 keal/mol.
In these computations, only the all trans- conformation was considered. This was justified because
conformations with gauche- bonds were likely to be significantly less favorable energetically, and
because the experimental STM? and X-ray diffraction®? data strongly suggest that the alkanes are
adsorbed in an all trans- conformation onto the graphite surface.

When three trans- C Hz(C H2)33C H3z molecules are adsorbed from the gas phase, each pairwise
interaction between neighboring molecules was computed to further stabilize the system by about
23 and 56 kcal/mol in the flat and the vertical orientations, respectively. Consequently, for a three-
molecule overlayer model, the vertical orientation is computed to be more stable by an energy

difference of 25 keal/mol.
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The experimental images indicate that the molecules are generally adsorbed in the flat orienta-
tion.” 3 Although the vertical orientation is computed to be more stable, if the monolayer is built
by adding one molecule at a time and by letting it migrate on the graphite surface, it is conceivable
that the system would be trapped into the flat orientation. Migration of a single C'H3((C' H2)33C Hy
molecule on the graphite surface was computed to have a barrier of 1-2 keal/mol. However, the
barrier to flip one C'Hs(C H+)33C" Hs molecule into the vertical orientation is estimated to be around
18 kcal/mol, making this process unlikely at room temperature. This proposed nucleation process
is similar to one that has been recently ohserved in an STM study of the growth dynamics of self-
assembled thiol monolayers on gold.”* An alternative possibility that was not explored in the present
calculations is that since the adsorption occurs from solution, differential solvation plays a significant
role in determining the energetically favored orientation of the molecules in the graphite overlayer.

Instead of carrying out more extensive simulations to include both dynamical effects and sol-
vation effects, both orientations of the alkane were investigated in order to evaluate which pro-
duced computed STM images that more closely matched the experimental data. The images for
C'H3(C'H2)7C Hz in the vertical orientation are reported in Figure 3.2A. The constant current image
of Figure 3.2A clearly does not match the high resolution STM image observed experimentally for
alkanes on HOPG.? The constant height and the constant current images show spots corresponding
to the hydrogens closest to the tip, leading to a rectangular pattern that is predominantly due to the
geometry of the molecule, similar to the conclusions of a previous extended Hiickel level analysis of
this system.? Qur calculations produced an average distance between maxima in the constant cur-
rent mode of 2.59 A in the direction along the backbone and an average distance of 1.57 A between
nearest neighbors.

The STM images predicted for the flat molecule CH3(C H2)sC Hs at a bias of —1 eV are reported
in Figure 3.2B. The constant current and constant height images of the alkane in this orientation
were similar to each other, and both displayed patterns that closely match the pattern produced
by the geometric locations of the hydrogens that were closest to the tip. This effect can be seen
more clearly by comparison of the image in Figure 3.2B to the overlap plot of Figure 3.2C. This
comparison indicates that the molecular topography alone is sufficient to explain the qualitative
aspects of the computed STM image of this system.

The images of Figure 3.2B are in excellent agreement with the experimental images obtained for
alkanes on graphite.? In the constant current simulation, the average distance between subsequent
spots along the alkane chain is 2.61 A and the average distance between spots along the direction
of the molecule is 2.56 A, whereas the experimental data are 2.35 A between spots along the chain
and 2.54 A between spots along the direction of the molecule. The positions of the spots observed
experimentally are not in exact agreement with those in the simulation presumably due to the

approximations contained in both the model and the computation.
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Figure 3.2: Computed STM images of an alkane molecule adsorbed on graphite. The contour levels
are at 1/6, 2/6. 3/6, 4/6, and 5/6 of the maximum peak of each plot; the same spacing criteria for
contour levels is used for all the contour plots of the paper. 3-D plots are shown to the right of the
contour plots. The bias is -1 eV in all panels of Figures 2-16 unless otherwise noted. In (A), the
vertical orientation is assumed, while (B) and (C) depict results for the flat orientation. (A) Constant
current simulation: the plot represents the tip displacement perpendicular to the graphite surface.
The maximum displacement is 1.71 a.u. (B) Constant current simulation in the flat orientation. The
maximum displacement is 1.47 a.u. (C) Simulation of only the overlap of the tip with the occupied
MOs at each tip position (see text for details). The maximum current is 0.050 arbitrary units.



69
It is also of interest to examine the relative contribution of the occupied and unoccupied or-
bitals to the overall tunneling current. Since the occupied orbitals of the alkane are very stable, the
computations indicate that the current is determined mainly by the virtual orbitals. A simple inter-
pretation of this behavior is that the tunneling electrons behave as low energy electrons elastically
scattered by the adsorbed molecules. Because the same coupling is present in both biases, the images

are predicted to be symmetric with bias voltage,” ¥ in accord with experimental observations.>

3.3.2 Alkanols

Since the experimental STM images show that alkanols lay flat on HOPG,* only the flat adsorption
orientation was considered computationally for these systems. The molecular geometry of the ad-
sorbed alkanol was computed for the molecule CH3(CH»)11OH and the ab initio computation of
the STM image was carried out on the molecule CH3(C H2)30H.

Three conformations were investigated for the flat orientation of CH3(C'H2)110H on graphite.
For one adsorbed molecule, the most stable conformation was the one with the OH group trans to the
alkyl chain. This conformation was computed to have an adsorption energy of 26.3 kcal/mol from
the gas phase. The two gauche-conformers, in which the OH group was either pointing toward the
graphite (OH down) or toward the tip, denoted as OH up, were less stable by 3.4 and 3.0 kcal/mol,
respectively. For three C'H3(C'H2)11OH molecules adsorbed on graphite, the {rans-conformer was
again the most energetically favored in the computations, while the gauche-conformers were 3.2 and
3.1 keal/mol higher in energy, respectively.

Figure 3.3A displays the computed STM images for the most energetically favorable trans-
conformer of C'H3(CH2)3OH at a bias of —1 eV in the flat orientation. The simulation shows
that the alcohol is dark with respect to the alkyl chain, in accord with experiment. Additionally,
the image of the chain is dominated by the spots corresponding to the hydrogen atoms closest to
the tip, as in the case of unsubstituted alkanes.

The average distance between spots is 2.63 A along the direction of the molecule and 2.62 A
between nearest neighbors. The average angle between spots imaged on the alkyl chain is 60.2°. The
experimental values for C'H3(C H-)130H are 2.57 A, 2.36 A, and 61° respectively.? The difference
between these computed values and the ones obtained for the unsubstituted alkane can be attributed
to the fact that the alkyl chain used in the computational modeling of the alkanol overlayer is
shorter, and hence is less representative of the real system. Again the virtual orbitals were primarily
responsible for the contrast between the OH group and the hydrogens in the methylene chain.

The gauche-conformers of the alkanol produced significantly different computed STM images.
The OH group in the computed STM plot for both gauche-isomers is brighter than the spots in the
alkyl chain, although the computations indicate that the oxygen atom is not observed directly by

the STM for either conformation of the alkanol. For the OH down conformation, the a-hydrogen
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Figure 3.3: Computed constant current STM images of an alcohol molecule laid flat on the graphite
surface. (A) The -OH group is trans- to the alkyl chain. The maximum value of the plot is 1.00 a.u.
(B) The -OH group 1s gauche- to the alkyl chain and it points toward the graphite. (C) The -OH
group is gauche- to the alkyl chain and it points away from the graphite. The maximum value of
the plots in (B) and (C) are 1.32 and 1.12 a.u.. respectively.
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is forced up toward the tip and becomes bright due to a topographic effect (Figure 3.3B). For the
OH up conformation, the hydrogen atom of the OH group is close to the tip and is thus computed
to be imaged as a bright spot (Figure 3.3C). Since the gauche-conformations produce computed
images that do not agree with experimental observation, but the computed STM lmage of the trans-
conformation does agree with the data, it is reasonable to conclude that the more energetically

favored trans-conformer was in fact being imaged experimentally in the work of Claypool et al.2

3.3.3 Halogenated Alkanols

For these molecules, only the flat orientation was considered. This was justified by the observation
that the experimental images of halogenated alkanols show the same packing as that displayed by un-
substituted alkanols,? for which the high resolution STM images clearly revealed a flat orientation.?
The parameters of the adsorbed molecules were determined for X(CH2)12OH, where X = F, Cl,
Br, and I, whereas the ab initzo STM image computations were performed on the smaller molecules
X(C'H»)3CHs.

Figure 3.4 depicts the images computed for these adsorbates at a bias of —1 eV. These images
display the results obtained for the most energetically stable conformation, in which the halide was in
a trans-conformation relative to the alkyl chain. The images show that the functional groups F', C1,
and Br appear dark in the STM images relative to the alkyl chain, while I is much brighter than any
other part of the iodoalkanol. These predictions are in excellent agreement with the experimental
observations.?

In the case of I, the two HOMOs fall in the conduction region. The molecule then becomes a
conductor and most of the current goes through the lone pairs on the iodine.

In the case of F', C'l, and Br, both the occupied and virtual orbitals are far in energy from the
conduction region. As the virtual orbitals reach farther out from the molecule than the occupied
orbitals, they couple better with the tip and with the graphite. Consequently, the virtual orbitals
are computed to be responsible for most of the current. These halogens cannot transmit current,
and thus appear dark in the STM image contrast, because they have no low energy virtual orbital
available. To illustrate these effects, Figure 3.5 compares the constant height images obtained
from the entire STM image computation to those computed for the alkyl bromide and alkyl iodide
adsorbates when only the occupied or the virtual orbitals are considered. When only the occupied
orbitals are considered, both Br and I are bright, even though I is much brighter.

Computations were also performed for two other conformations of the alkyl bromide. both of
which had the Br in a gauche-position relative to the alkyl chain. In one conformation, the Br group
was pointing toward the graphite (Br down) and in the other conformation the Br was pointing
away from the graphite (Br up).

For a single adsorbed molecule, the adsorption energy (from the gas phase) of the trans-Br
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Figure 3.4: Computed constant current STM images of halobutanes laid flat on graphite. (A)
Fluoro-butane: (B) Chloro-butane: (C) Bromo-butane: (D) Iodo-butane. The maximum values for
the plots are 0.99. 0.99, 0.98, and 5.16 a.u., respectively.



Bromo-butane — all orbitals lodo-butane — all orbitals

Bromo-butlane - occupied orbitals lodo-butane - occupied orbitals

H I‘A

H oc
C H

H C
C W

Br

Bromo-butane — virtual orbitals fodo-butane — virtual orbitals

Figure 3.5: Computed STM 1mages of bromo- and iodo-butane in the constant current mode. The
top two plots represent the total current transmitted. The contributions to the current due to the
occupied (center) and the virtual (bottom) orbitals alone is reported to show the similarity between
the two molecules. To illustrate the differences between the two molecules, the same contour levels
and reference distance were used in all plots. Each contour line represents a tip displacement of 1/6
a.u. The zero corresponds to a tip-graphite distance of 14.5 a.u. (i.e., a tip-molecule distance of
about 2.9 A,) and only positive displacements are computed. In the bromine, the total current is
dominated by the virtual orbitals while in the iodine it is dominated by the occupied orbitals.
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Figure 3.6: Computed constant current STM images of bromo-butane on graphite. (A) The Br
is gauche to the alkyl chain and points toward the graphite. (B) The Br is gauche to the alkyl
chain and points away from the graphite. The maximum values in the plots are 1.91 and 2.95 a.u.,
respectively.

conformation was 28.9 kcal/mol, whereas the gauche-conformers were found to be less stable by 3.6
keal/mol (Br down) and 3.5 kcal/mol (Br up). For three adsorbed molecules, the gauche-conformers
were less stable than the trans by 11.9 kcal/mol (Br down) and 13.7 kcal/mol (Br up).

STM simulations were performed on both of these gauche- conformations. As displayed in Fig-
ure 3.6, changing the conformation from a trans to a gauche-alkyl halide is predicted to effect a large
and diagnostic change in the STM image. Although the Br is dark relative to the alkyl chain in a
trans-conformation, it 1s predicted to be bright in both gauche-conformations. With the Br down,
the Br pushes up one of the hydrogen atoms on the a carbon, and this topographic effect causes the
« hydrogen atom to become bright in an STM image (Figure 3.6A). With the Br up, the Br atom
itself is bright (Figure 3.6B). Neither of these predictions correspond to the experimental data on
the alkanol bromide, which are instead in accord with the computational prediction that the more
energetically stable trans-conformation is being imaged in the STM experiment. The prediction that
a bromide group would change from dark to bright in an STM image if its conformation changed
from trans to gauche is consistent with the image-contrast reversal that has been recently reported

for bromide groups after sustained imaging of alkyl bromide overlayers on graphite substrates.?
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3.3.4 TFluorinated Alkanols

Figures 3.7 and 3.8 depict the STM images that were computed for the ('F5 and (3F- functional
groups. Both of these molecules were considered in the flat adsorption orientation. As observed
experimentally, all three functional groups appear darker than the alkyl chain.

In these molecules, some fluorine atoms are closer to the tip than any other atom in the alkyl
chain. Despite this topographic effect that should cause the flourine atoms to be bright in the STM
contrast, they are dark both theoretically and experimentally. This electronic effect results from the
fact that the occupied orbitals describing the wavefunction in the fluorine region are computed to
be very strongly bound while the virtual orbitals are very far above the vacuum level. Hence, the
current due to these orbitals is very small, despite a good overlap with the tip wavefunction, and

these functional groups thus appear to be dark in STM contrast.

3.3.5 Ethers

The adsorption orientation on a graphite surface was determined for the long chain ether
CH3(CH9)150(CH2)15CHs. According to FF simulations, a single molecule prefers to be adsorbed
in the flat orientation but the vertical orientations are computed to be less stable by 9.3 and 9.5
kcal/mol when the oxygen is pointing down and up, respectively. When the molecules are packed
with a density close to the experimental one, the vertical orientation with oxygen pointing up is
computed to be the most stable, followed by the vertical orientation with oxygen pointing down
(1 kcal/mol) and the flat (8.2 kcal/mol) orientation. STM images for all three possibilities were
therefore simulated.

Figure 3.9 reports the results obtained for a bias of —1 eV for the molecule O[(C'Hs)sC Hsls. In
the vertical orientation with the oxygen down (Figure 3.9A), the ether is bright, due to the hydrogens
on the a carbons. This image is thus not in agreement with experiment.

In the flat orientation (Figure 3.9B), the ether is dark and it appears similar to a missing hydrogen
in the alkyl chain. In the vertical orientation with the oxygen pointing up (Figure 3.9C), the ether is
also dark. In this orientation, the dark area is bounded by the spots corresponding to the hydrogens
on the 3 carbons with respect to the oxygen.

Since by itself the observed STM contrast does not distinguish between the flat and O up orien-
tations, it would be useful to obtain independent support for the orientational assignment suggested
above. Such support can be obtained by inspection of the molecular packing arrangement of the
ether overlayer. As discussed by Claypool at al.?, the characteristic angle 8 is expected to be 0° for
the sterically favored packing arrangement in the flat orientation (c.f. Figure 20B in ref. ?) and is
expected to be 26° for the sterically favored packing in the vertical orientation (c.f. Figure 20A in

ref. 2). The option for producing 6 = 26°, arising from the flat orientation with an offset of adjacent
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Figure 3.7: Computed constant current STM images of C'H3(C H1)3C F3 laid flat on the graphite

surface. The maximum values for the three plots are: (A) 1.12 a.u.; (B) 0.00038 arbitrary units;
and (C) 0.054 arbitrary units.
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Figure 3.8: Computed constant current STM images of C'Hz(CHs)3(CF5)3CFs laid flat on the
graphite surface. The maximum values for the three plots are (A) 1.55 a.u.; (B) 0.0011 arbitrary
units; and (C) 0.097 arbitrary units.
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Figure 3.9: Computed constant current STM images of CH3(CH»)30(C Hs)3C Hs on graphite.
(A) Vertical orientation with the oxygen atom pointing down. (B) Flat orientation. (C) Vertical
orientation with the oxygen atom pointing up. The maximum values for the three plots are 2.12.
1.51, and 1.76 a.u., respectively.
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molecules by the distance of methylene unit. The experimental observation of #=26° for the ether
packing arrangement in the experimental STM images” therefore provides additional support for

the suggestion that the ether is adsorbed in the flat orientation on the graphite surface.

3.3.6 Thio-ethers and Thiols

The FF simulation predicts one molecule of C'H3(C H»)135(C'H+)13C'Hs to be most stable when
adsorbed in the flat orientation, and the vertical orientations are predicted to be higher in energy
by 7.8 (S down) and 8.8 (S up) kcal/mol. When more molecules are packed at the density observed
experimentally, the vertical orientation with the sulfur pointing down becomes the most stable. The
other vertical orientation is higher in energy by 6.9 kcal/mol and the flat orientation is higher in
energy by 9.2 kcal/mol. Since these orientations were close in energy, STM images were computed
for molecules in all three adsorption orientations.

Figure 3.10 presents the STM images predicted for the molecule CH3(C H2)3S(CH2)3C' Hs in
each of the three orientations. In all three orientations the alkyl chains define a linear intramolecular
axis, so mspection of the molecular shape alone does not allow identification of the orientation that
1s being observed experimentally in the STM image unless the position of the sulfur relative to the
alkyl chain can be accurately resolved.

In all three orientations, the sulfur appears much brighter than any other portion of the molecule.
The lone pair orbitals on the sulfur atom are in the conduction region and are responsible for most
of the tunneling current. Under these conditions, the actual size of the bright spot is expected to
depend strongly on the dimensions and the shape of the tip. However, for the constant experimental
conditions assumed in the simulations, the size of the bright spot is different for the three orientations,
being larger in the vertical orientation with the sulfur pointing toward the graphite. The bright spot
in the various computed constant current STM images is approximately 10 A (S down), 8.2 A (flat),
or 5.4 A (S up), as compared to the experimentally observed value of 6.5 — 6.7 A.2 This comparison
1s very instructive, indicating that the large apparent width of the thioether functionality observed
in the experimental images” can be naturally explained by the electronic structure of this molecule.

Because alkanethiols have also been recently imaged using STM, the images of alkanethiol over-
layers were also modeled theoretically in this study. Only the flat adsorption geometry was con-
sidered for the molecule C H3(C H2)7SH. and the STM simulation was conducted on the molecule
CH3(CH2)35H. As displayed in Figure 3.11, the thiol group is overwhelmingly brighter than the
rest of the molecule. This prediction is in good agreement with experimental results.* The bright-
ness is due to the sulfur nonbonding electrons which enter the conduction region, making the thiol a

conductor for the same reason that the S functionality 1s bright in the STM image of the thioether.
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Figure 3.10: Computed constant current STM images of C'H5(C H2)3S5(C H-)3C Hs on graphite. (A)
Vertical orientation with the sulfur atom pointing down; (B) flat orientation; (C') vertical orientation,
with the sulfur atom pointing up. The maximum values for the three plots are 3.17. 4.26, and 3.74
a.u., respectively.



Figure 3.11: Computed constant current STM images of C'H3(C H»)3SH laid flat on graphite. The
maximum value for the plot is 4.30 a.u.

3.3.7 Disulfide

The molecule used to study the adsorption orientation is [C'H3(CH2)155]>. Once again, for a
single molecule, the flat adsorption orientation was computed to be favored, being lower in en-
ergy by 10.4 kcal/mol, while the vertical orientation is more stable by 7.9 kcal/mol for densely
packed systems. Also, for this system, the lowest energy conformation of the vertical orientation
of CH3(CH1)1555(C Hy)15C Hy had the carbon-carbon skeletons of both alkyl chains oriented per-
pendicular to the graphite surface plane. This adsorbate geometry is significantly different than the
lowest energy molecular conformation for the disulfide in the gas phase, in which the carbon-carbon
skeletons of the alkyl chains are mutually perpendicular.

The STM predictions for the computed lowest energy flat and vertical orientations are reported
for negative bias in Figure 3.12. The computed images reveal that the disulfide functionality is much
brighter than the rest of the molecule in either orientation. As discussed above for the iodoalkanol,
the bright spot is due to the lone pair electrons on the sulfur, which become conducting electrons and
thereby facilitate electronic coupling between the tip and the graphite. The apparent width of the
disulfide functionality in the computed STM image is 9.4 — 11.3 A, which is in good agreement with
the experimentally observed value of 11.6 — 12.6 A. As is the case for the thioether, this agreement
indicates that the very large width of the disulfide functional group in the experimental STM image

has a very plausible physical explanation in terms of the electronic structure of the disulfide moiety.

3.3.8 Primary and Secondary Amines

Both primary and secondary amines have been imaged recently using STM. We first discuss the
theoretical results for the secondary amine and then extend these findings to a primary amine.

For the secondary amine. four possible adsorption orientations must be considered: two flat
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Figure 3.12: Computed constant current STM images of C'H3(C'H1)35S(C'H2)3C Hs on graphite.
(A) Flat orientation; (B) vertical orientation. The maximum values of the plots are 4.10 and 4.57
a.u., respectively.
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Figure 3.13: Computed constant current STM images of C'H3(C H»)3N H((C H+)3C Hs on graphite.
(A) flat orientation with the NH group pointing up; (B) flat orientation with the NH group pointing
down; (C) vertical orientation with the NH group pointing up; (D) vertical orientation with the

NH group pointing down. The maximum values for the plots are 2.71, 2.16, 2.26. and 3.00 a.u..
respectively.
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and two vertical. with the amine hydrogen pointing either toward the graphite or away from the
graphite. FF simulations on the molecule C'H3(C' Ha)17N H(C H2)17C Hs predict isolated molecules
to be more stable by 9.9 kcal/mol in the flat orientations and packed molecules to be more stable
by 10.4 keal/mol in the vertical orientations. Nevertheless, STM images were computed for all four
orientations (Figure 3.13).

When the molecule is flat, the amine i1s predicted to be brighter than the rest of the molecule
(Figures 3.13A,B). The brightness is localized on the hydrogen atoms which are close to the nitrogen
and point toward the tip. The predicted brightness is due to the fact that the HOMO, which is
localized on the amine, is in the conduction region, making the molecule a conductor.

When the molecule is vertical, the amine is only slightly brighter than the alkane chain when
the NH group is pointing up (Figure 3.13C) and it is bright when the N H is pointing down
(Figure 3.13D). The prediction is in qualitative agreement with the experimental image for three of
the four possible orientations,? and further assignment cannot be made with the resolution of the
STM data available at present.

To describe the properties of primary amines, the adsorption geometry of the molecule
CHs(C'Hs):N Hs was studied when the alkyl chain i1s flat. Three conformations were considered,
in which the lone pair of the amine group was either flat (¢rans to the alkyl chain), pointing up or
pointing down. All three conformations are found to lie within 0.5 kcal/mol of each other, and were
investigated theoretically.

The STM simulation was carried out on the molecule CH3(C H2)3N Ho, and the results are
reported in Figure 3.14. For all three conformations, the amine appears to be bright, with the main
spot centered on the o hydrogens. This result is in qualitative agreement with the experimental
images reported in the literature for a primary amine,* although the exact position of the bright
spot could not be determined from the STM data on this system. The computations indicate that
the low IP of the amine brings the HOMO of the adsorbate into the conduction region. The HOMO
has significant contributions from the a hydrogens, which have a good coupling with the tip and the

graphite and appear therefore bright in the simulation.

3.3.9 Alkene

FF minimizations on the adsorbed molecule CH3(C'H2)1sCHCH{C H5)14C Hs predict that isolated
molecules should adsorb in the flat orientation. with the vertical orientation being more energetic
by 9.1 keal/mol. Packed molecules on the graphite surface are more stable by 11.8 kcal/mol in the
vertical orientation, with the double-bond region strongly distorted toward a flat orientation and the
rest of the molecule oriented vertically. We considered both orientations for the STM simulation.
The 1mages obtained for trans-5>-decene are reported in Figure 3.15. Both orientations exhibit

a bright spot located close to the double bond. in agreement with the experimental results.? The
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Figure 3.14: Computed constant current STM images of C'H3((C' H2)3N H- adsorbed flat on graphite.

(A) Amine lone pair flat; (B) amine lone pair pointing up; (C) amine lone pair pointing down; The
maximum values for the three plots are 1.39, 2.49, and 1.74 a.u., respectively.
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CHy(CHy)sHC = CH(CHy)3C' Hy

Figure 3.15: Computed constant current STM images of CHz(CH2)3CHCH(CH»)3
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Figure 3.16: Computed constant current STM images of C'Hs(CH2)3CC(C H»)3C Hs laid flat on
graphite. The maximum value for the plot is 2.58 a.u.

high conductivity of this functionality in the STM experiment is due to the HOMO being located
in the conduction region. In the flat orientation, the bright spot is centered on top of the double
bond, essentially imaging the = system of the molecule (Figure 3.15A). In contrast to this electronic
effect, in the vertical orientation the bright spot is dominated by topographical considerations, and
arises from the location of one of the hydrogen atoms pointing up from the molecule towards the
tip (Figure 3.15B). Better resolution would be needed to distinguish between these possibilities
experimentally.

Interestingly, the packing arrangement displayed by the trans-pentatriacontene produced an angle
6 of 0° in the experimental STM images.? In this case, the possibility of significant intermolecular
forces between the double bonds in the overlayer must be considered. Thus, for this system, the
observed packing angle does not uniquely identify the orientation of the carbon-carbon skeleton, but
it can be taken to indicate that the double bonds are in translational registry in the overlayer as

would be expected for significant = — 7 interactions between adsorbed molecules.

3.3.10 Alkyne

The molecule studied experimentally by Claypool et al. is 7-hexadecyn-1-ol.? Since alkanols prefer
to lay flat on the graphite,” only the flat orientation was investigated computationally.

The predicted image for 5-decyne, at a bias of —1 eV, is reported in Figure 3.16. In this image,
the triple bond and the surrounding hydrogens appear to be brighter than the rest of the molecule,
in agreement with experimental data on 7-hexadecyn-1-ol® as well as on 10,12 octadecadiynoic acid.?
The simulated width of the bright spot around the triple bond was 6.4 A, versus the experimental
observation of 3.5 — 4.3 A.? Additionally. the flat orientation is expected to produce a kink around
the triple bond due to the geometry of the molecule, and this feature is observed in the experimental

STM images of the alkyne overlayers.?
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CHy(CHy)CN

(A) Flat

Figure 3.17: Computed constant current STM images of C H3(CH2)3CN laid flat on graphite. The
maximum value of the plot is 1.09 a.u.

3.3.11 Nitrile

Figure 3.17 depicts the predicted STM image of a nitrile. This functionality also has a 7 system,
like the alkenes and alkynes discussed above, yet it appears dark in the experimental STM image.?
This behavior is reproduced in the computed STM images. The nitrile HOMO is much lower in
energy than that of the alkyl chain; additionally, in the energetically favored trans- conformation,
the nitrile group is farther from the tip than are the methylene hydrogens in the alkyl chain. Thus,
both electronic and geometric considerations would predict the group to be dark, in accord with the

experimental STM data for nitrile-containing alkyl overlayers on graphite.?

3.3.12 Acid Dimer

Prior work has described STM images of carboxylic acids on graphite.® 5 To investigate this system
theoretically, the dimer [C'Hs(C H2);COOH]> was studied to determine the adsorption geometry.
Only the adsorption of one dimer was studied in the flat configuration.

The STM simulation was then performed on the smaller dimer [C'H3(C H2)sC'OOH]2, and the
results are reported in Figure 3.18. The acid region appears to be dark, in good agreement with
the experimental results.® This occurs because, similar to the nitrile group, the 7 system of the
acid group is very stable. The HOMO remains far from the conduction energy and the image is

dominated by the alkyl hydrogens, which are closer to the tip.

3.3.13 Ketone

FF simulations on the molecule C'H3(C'H2)16CO(C' Ha)16C' Hz indicate that the flat orientation is
expected to be most stable for a singly adsorbed molecule, while the vertical orientations with C'O

pointing down and up are 12.4 and 9.0 kcal/mol more energetic, respectively. For packing densities
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(C'Hs(CHy)sCOOH ),

(A) Flat

Figure 3.18: Computed constant current STM images of [C' H3(C H2)3COO H]» laid flat on graphite.
The maximum value for the plot is 1.72 a.u.

close to those observed experimentally, the vertical orientation with C'O pointing up is most stable,
the vertical orientation with C'O pointing down is less stable by 8.5 kcal/mol, and the flat geometry
is less stable by 9.5 kcal/mol.

Figure 3.19 reports the computed STM images for C Hz(C H2)sCO(CH3)3C Hs in each of the
three orientations. The ketone region is bright in the STM image when the molecule is in the vertical
orientation with the C'O pointing down (Figure 3.19A). The brightness is predominantly topographic
in origin and is due to the fact that the hydrogens closest to the C'O are pushed toward the tip. In
the flat orientation, the ketone is predicted to be dark (Figure 3.19B). The dark region extends over
the hydrogens on the a carbons and, to a minor extent, to those on the 3 carbons with respect to
the CO. In the vertical orientation with the C'O pointing up, the ketone is predicted to be bright
in the STM image (Figure 3.19C).

No conclusive experimental images are available for comparison with these computational results.
Preliminary experimental data, however, gave a bright spot on the ketone for negative bias and a
dark region for positive bias.? According to the theoretical model presented above for the effects of
bias in STM experiments, based on the derivation of Marcus,> 1® images obtained under positive and
negative bias should be very similar unless the orientation or geometry of the molecule is different at
the different bias polarities. Since the ketone is a polar group, it is possible that the transition from
the flat to the vertical orientation with the C'O pointing up is more favorable when the graphite
has a negative charge (negative bias) than when the graphite has a positive charge. If this is the
case, the observed images should depend on the history of the sample, with fresh samples having the
molecules in the flat orientation and old samples, as well as samples already used for negative bias
STM., having the molecules in the vertical orientation. These considerations are being investigated
experimentally at present for ketones and for other highly polar functionalities adsorbed on graphite

surfaces.
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Figure 3.19: Computed constant current STM 1mages of C'H3(C' H2)sC'O(CH2)3C Hg on graphite.
(A) Vertical orientation with the CO pointing down toward the graphite; (B) flat orientation: (C')
vertical orientation with the CO pointing up. The maximum values for the three plots are 2.23.
1.63, and 1.77 a.u., respectively.



3.4 Discussion

The predicted STM images reproduce the qualitative features of all of the experimental STM data
reported by Claypool at al. as well as those of other results on related systems.?-% These compu-
tations have provided physically reasonable explanations for the STM image contrast of all of the
functional groups investigated experimentally. and also allow an understanding of the widths of the
various functional groups that have been observed in the experimental STM data.? In addition, the
results explain the angles between the spots observed in the STM images of alkyl chains, and in
a number of cases allow assignment of the orientation of the adsorbates with respect to the gra-
phite surface plane. The computations also allow separation of the importance of electronic and
topographic effects in the STM images of many of the systems studied experimentally.

An interesting result arising from the computational model used in this work is the predicted
importance of the virtual orbitals of the halogenated alkanols and of other related substituted alkanes
in defining the STM image contrast. This result is different from the HOMO-dominated electronic
coupling that is believed to determine electron tunneling matrix elements in intramolecular electron
transfer processes between a donor and an acceptor connected to an alkane chain. The difference
in mmportance of the occupied and virtual orbitals arises because the STM experiment is much
more sensitive to the shape of the orbitals that are projected into the localized region defined by
the tip-sample gap; thus, the more diffuse virtual orbitals can play a much more dominant role in
defining the overall electronic coupling term in an STM experiment despite being significantly farther
in energy from the Fermi level of the substrate than the occupied orbitals. Although the relative
contributions of the virtual and occupied orbitals in determining electronic coupling matrix elements
in an STM image have not been definitively established experimentally, the calculations presented
herein should offer a framework for future expertmental studies that are designed to evaluate these
effects in a systematic fashion.

The computational results have allowed classification of the functional groups into three cate-
gories, based on how their electronic structure affects the contrast in an STM image. These categories

are discussed briefly below.

3.4.1 Conductors

These functional groups have an IP lower than a fixed value I;. The exact value of I is not known,
but based on the available data it is between the IP of an alkyl bromide and that of an alkyl amine.”
These groups have one (or more) orbital, in resonance with the conduction states on the tip and on
the graphite, that is responsible for most of the observed current. As the STM image is essentially a
map of the conducting orbitals, these groups tend to appear much brighter than the alkyl chain. For

functionalized alkanes on graphite. this category of functional groups includes disulfides. thioethers,
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thiols. amines, alkenes, alkynes, and alkyl iodides. This functional group classification is closely

related to the HOMO-IP model discussed by Claypool et al.?

3.4.2 Dark Groups

Functional groups that are not conductors and that have low electron affinities appear dark. This is
because the coupling is small through both the HOMO and LUMO. In addition, the computations
indicate that most of the tunneling current in the systems evaluated in this work is described by
the low lying virtual orbitals, much like a low energy electron diffraction process. Virtual orbitals,
in fact, need to be orthogonal to the occupied orbitals. Since the occupied orbitals tend to be
close to the nuclei, the virtual orbitals are therefore squeezed toward the outside of the molecule
and have better overlap, in general, with the tip and graphite, so they can dominate the tunneling
matrix element that is responsible for the STM process. Functional groups with electron affinities
lower than that of the corresponding alkane will hence be dark in the STM image. Nonconducting
functional groups in this class include #rans-conformations of alkyl fluorides, alkyl chlorides, alkyl

bromides, and alcohols, as well as ethers and trifluoromethyene units.

3.4.3 Bright Groups

Functional groups with high electron affinities but which are not conductors, are expected to be
brighter than the alkyl chain. However, these groups are not expected to appear as bright as
conductors. Since the relative energies of the virtual orbitals localized on different parts of the
molecule must be compared, it is also important to consider that charge-withdrawing groups will
lower the electron affinity of the alkyl chain, effectively shifting the reference intensity of neighboring
groups that might be used to establish the STM image contrast of the functional group. No functional

groups in this class have been observed yet.

3.4.4 Relative Importance of Geometric and Electronic Effects

Since the electronic coupling is determined strongly by the overlap of each orbital with the tip and
the graphite, the geometry of the molecule plays a key role in determining the STM image. In
fact, the theoretical STM images presented in this work reveal that the experimental STM data
for most of the functionalized alkane overlayers investigated to date are dominated by topographic
effects of the molecules in the overlaver. Functional groups which are close to the tip (or to the
graphite) will thus tend to appear bright unless there are strong electronic effects that reduce the
orbital overlap in this region of space. Fluorinated alkyvls ( Figure 3.7 ) provide an example of this
interplay between topographic and electronic effects in determining the contrast of an STM image.

A theoretical description of the image contrast of such systems therefore requires an evaluation of
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electronic and steric effects in a fairly detailed fashion.
The conclusion that most molecules are imaged through the virtual orbitals is consistent with
the observation that at low bias the graphite is imaged while at high bias the molecules are observed.

The long-range behavior of an electronic wavefunction in a Coulomb potential is described by15

v(r) = flr)e™" A = V2]E] (19)

where f(r) diverges at most like a polynomial. Therefore, in general. the occupied MQOs of the
absorbate decay faster than the orbitals of the substrate that have energies near the graphite Fermi
level. These graphite orbitals, in turn, decay faster than the virtual MOs of the absorbate overlayer.
It follows that if the occupied orbitals dominate the STM images at large distances, then they should
also dominate the image at smaller distances. Thus, the experimental data, which show a transition
from images of graphite at small tip-sample biases to images of the overlayer at large tip-sample
biases, are in accord with the behavior expected for the situation where the virtual orbitals of the
molecular overlayer dominate the electronic coupling in the tip-sample gap. This result is, however,
only described qualitatively at present because the graphite states were omitted in our simulation
method so that the description of the STM data at high bias could be obtained in a straightforward

fashion.

3.4.5 Expense of the Computational Methods

The computational methods were reasonably inexpensive to perform. The computational cost of
each prediction can be roughly divided as follows: 40% to optimize the adsorption geometry, 55%
to run the HF computation, and 5% to run the actual STM simulation. The overall computer
(CPU) time on HP9000/735 workstations is of the order of 30 minutes for the small molecules and
1 hour for the largest ones. Thus, this theoretical framework can be readily adopted by a variety of
researchers in order to guide future experimental investigations of the mechanisms underlying the
image contrast of molecules in an STM experiment. Numerous theoretical predictions have been
advanced in this chapter that will be interesting to explore experimentally, and the hope is that this
set of predictions will stimulate experimental studies designed to further elucidate the factors that

control these interesting atomic-resolution imaging processes.

3.5 Summary and Conclusions

In summary, a simple model, based on perturbation theory, was used to predict the STM images of
molecules adsorbed on graphite. The geometries of the adsorbed molecules were estimated using a

FF and the unperturbed molecular wavefunction was assumed to be the HF wavefunction for the
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gas-phase molecule. except for a simple shifting of the orbital energies to account for the fact that
during the tunneling process the molecule is in close proximity to two conductors: the tip and the
graphite.

The model contains one adjustable parameter representing the interaction between the molecules
and the graphite. This parameter is expected to change very little for different molecules of the same
family, and it was fixed to a value that seems to reproduce most of the experimental images.

For most of the molecules investigated in this study. topographic effects were observed to play
a key role in determining the contrast observed in the experimental STM images. In fact, this
correlation allows assignment of the orientation of most of the molecules with respect to the plane of
the graphite surface, and allows formulation of predictions regarding how the image contrast should
be affected as the molecular orientation is varied. Electronic effects on the STM image contrast
were revealed through an analysis of the orbital coupling properties of functional groups such as
fluoromethyl and perfloromethylene units in the alkane and alkanol overlayers investigated in this
work.

The theoretical predictions are mainly qualitative, but they can provide significant insight into the
experimental STM images and can define further avenues of interest in the experimental investigation

of STM imaging mechanisms with a minor computational cost.

Appendix: Bias dependence in formulas (8), (16) and (18).

The bias dependence in Eq. (8) appears in two forms: (1) the integration domain is the conduction

region C'R defined as

{E':E € (Es, By + Ey)}  for negative bias (£} > 0)
{E:E€(E;+Ey, Ef)}  for positive bias (£} < 0)

CR=

where E; is the fermi energy and —E), is the bias; (2) the scaled orbital energies Fy are
1
Ery=er + EEb

where €, is the original orbital energy.

We can write Eq. (8) as:

9

By +Ey

27 Vor Vi
I, == SR LS A E— Eyp AF)dE
=g v !; (E~Er - 1Ey) pi(E)pg(E)

with the assumption that the absolute value of the integral be taken.
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Including explicitly the dependence in Eq. (16) requires the definition of a new function F'(E):

1 ifE¢CR
F(E)=
0 fEeCR

Equation (16) becomes then (again, we need to take the absolute value of the integral, but this time

the relation is formally correct due to the o symbol):

]

Z F(Ep+ $E)VyrVia
(E— Ey — +E3)

Ef+Ey
I'x / pi(E)pg(E)

E; k

n dE

) 1 . Lo 1
Ty (1 — F(Ey + 5Eb)> Vo Vied N (B = Ex — 5 Eu)
k

Finally, Eq. (18) becomes:

Ef+E,
I x / (E; — E)?
Ej

Ej+Ey L
+ / (Ef — BY
Ey

T F(Ey + LE) Vi Vi
(E—Ej— 1E)

k

2
1 o 1
T E <1 — F(Ey + §Eb)> Vo Ve NE — Ey — §Eb) dE
k
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