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ABSTRACT 

 

RNA is a rich and versatile substrate for the construction of information 

processing devices. These devices detect the levels of specified intracellular biomolecules 

and control cellular behavior accordingly. With few superficial constraints on the identity 

of the recognized biomolecule or the targeted gene, RNA-based information processing 

devices can be rapidly implemented toward various applications in medicine and 

biotechnology. To advance the design and implementation of RNA-based information 

processing devices, we delineated general design principles and applied these principles 

to the construction of devices that operate through RNA interference (RNAi). 

RNAi represents an endogenous enzymatic pathway present in humans and other 

eukaryotes that mediates targeted gene silencing. The pathway has garnered recent 

interest as a revolutionary biological research tool and as a targeted therapeutic strategy. 

While RNAi has left an indelible mark on the scientific community, exerting greater 

control would advance the applicability and safety of this already impressive gene 

silencing mechanism. Toward this goal, we engineered ligand control of three types of 

RNAi effectors in mammalian cells: small interfering (si)RNAs, small hairpin (sh)RNAs, 

and microRNAs (miRNAs). Engineering frameworks enabled facile replacement of the 

biomolecule sensory and gene targeting domains, thus lending to rapid implementation as 

biosensors or autonomous control devices. Experimental and computational 

characterization studies provided a comprehensive understanding of device behavior, 

thereby facilitating forward design.  
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Naturally-occurring analogs of RNA-based information processing devices are 

riboswitches. Riboswitches predominantly mediate dynamic feedback in metabolism and 

share many traits with current examples of engineered information processing devices. 

Various experimental characterization studies of riboswitches showed that kinetics 

underlying events such as conformational switching and ligand binding have a substantial 

impact on device performance, although these factors remain to be comprehensively 

evaluated or considered when formulating design principles for synthetic riboswitch 

construction. We explored the contribution of kinetic factors to riboswitch performance 

in silico, where model predictions matched experimental observations, including results 

from our ligand-responsive RNAi effectors. From our modeling results, we developed a 

general set of design principles that guide riboswitch assembly and performance tuning. 
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Chapter 1 

 

Introduction 

 

Advancing the construction of biological systems 

Biological engineering is entering a new, unprecedented era of design and 

implementation. DNA synthesis technologies currently allow the generation of entire 

genomes, while continuing insights into the diversity and underlying mechanisms of life 

are providing the basis to construct autonomous cells and organisms with programmed 

behaviors and functions. Initial engineered systems resulting from these advances are 

already addressing global challenges, with prominent examples in sustainable energy 

production and inexpensive pharmaceutical synthesis (Keasling, 2008; Savage et al, 

2008). However, these simple systems pale in comparison to the complexity, scale, and 

diversity of function observed in the natural world. To continue advancing the 

sophistication and scale of engineered systems, a common need exists to improve the 

availability and encoded functionalities of biological components that form the basis of 

these systems. With each development, new tools will emerge that will yield further 

insights into biological function and address current challenges in our world. While tool 

development has primarily focused on protein design, a new player – RNA – has gained 

prominence and is poised to reshape how we approach the construction of biological 

systems. 
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The many faces of RNA 

RNA is a rich and versatile biomolecule composed of a linear chain of nucleotide 

units. Each unit includes one of four chemical bases (G, A, U, and C), a ribose sugar, and 

a negatively-charged phosphodiester backbone. Individual bases can pair through specific 

hydrogen bonding interactions (G to C, A to U), such that a strand of RNA can identify 

its sequence complement with high resolution. Base pairing can also occur internally, 

lending to the formation of complex secondary and tertiary structures. These structures 

can form unique epitopes for protein recognition, catalyze the cleavage or ligation of 

nucleic acid molecules, and bind diverse biomolecules with high affinity and specificity. 

Furthermore, the structure and activity of RNA sequences are amenable to computational 

prediction based on the hierarchical folding of RNA (Shapiro et al, 2007). Finally, the 

pivotal localization of RNA in gene expression translates the myriad of functionalities 

associated with RNA into potential gene regulatory strategies in cells. 

Within biological systems, RNA is traditionally viewed as a passive information 

carrier in gene expression. However, the identification of endogenously-expressed RNAs 

displaying these different functionalities has radically redefined the natural role of RNA. 

The identified RNAs do not encode proteins – garnering the title noncoding RNAs – yet 

act as critical regulators in diverse cellular processes. Prominent examples include 

microRNAs in development (Erson and Petty, 2008), piwi-interacting RNAs in 

transposon defense and methylation patterning (Klattenhoff and Theurkauf, 2008), 

bacterial small RNAs in stress responses (Majdalani et al, 2005), self-cleaving ribozymes 

in viral reproduction (Lilley, 1999; Shih and Been, 2002), and riboswitches in dynamic 

metabolic control (Henkin, 2008). The current list may represent the tip of the iceberg, as 
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a plethora of recently identified noncoding RNAs still awaits characterization (Guttman 

et al, 2009). 

 

Engineering riboswitches 

Inspired by the emerging regulatory role of RNA in nature, biological engineers 

have begun designing synthetic RNA sequences that serve as genetic regulators in 

biological systems (Isaacs et al, 2006). Design efforts have predominantly focused on 

riboswitches, naturally occurring noncoding RNAs generally located in the 5’ 

untranslated region (UTR) of genes involved in metabolite biosynthesis and breakdown 

(Winkler, 2005). Riboswitches dynamically activate (ON behavior) or repress (OFF 

behavior) the expression of downstream genes in response to changing metabolite 

concentrations (Figure 1.1). Two domains with prescribed functionalities are responsible 

for riboswitch activity: an aptamer domain that recognizes and binds a cognate metabolite 

and a gene regulatory domain that controls gene expression. Metabolites of diverse 

compositions are specifically recognized, including vitamins, amino acids, nucleic acid 

bases, metals, and secondary messengers. In addition, natural riboswitches utilize diverse 

regulatory mechanisms, including alternative splicing, transcriptional termination, 

translational repression, mRNA destabilization, and combinations thereof (Barrick and 

Breaker, 2007). In almost all instances of characterized riboswitches, metabolite binding 

stabilizes an alternative conformation associated with differential expression levels of the 

downstream gene. Therefore, riboswitches mediate an indirect link between molecular 

information in the cell and the genetic program primarily through conformational 
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stabilization, providing a natural RNA-based strategy to coordinate cellular processes in 

response to environmental perturbations. 

 

 

Figure 1.1 General schematic of riboswitch function. Riboswitches are generally composed of 

two domains that encode a ligand-binding aptamer and a genetic regulatory element. Ligand 

binding to the aptamer modulates the activity of the regulatory element, thereby affecting the 

expression levels of genes under the control of the riboswitch. (A) Most riboswitches adopt two 

distinct conformations designated A and B associated with differential expression levels of the 

encoded protein (P). Only one of the two conformations (conformation B) contains a formed 

aptamer shown in blue. Interaction between the aptamer and the ligand (L) stabilizes 

conformation B, thereby biasing conformational partitioning and subsequent protein expression 

levels. (B) Response curves relating ligand concentration (L) and protein levels (P). Ligand 

addition either increases (ON behavior) or decreases (OFF behavior) protein levels when the 

conformation with the formed aptamer is associated with higher or lower expression levels, 

respectively. 

A B 
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Initial efforts to design synthetic riboswitches began after the discovery of 

aptamers, the RNA elements responsible for molecular recognition. Novel aptamers can 

be generated in vitro through a procedure termed SELEX (systematic evolution of ligands 

by exponential enrichment) that isolates RNA sequences with specific ligand binding 

activity (Ellington and Szostak, 1990; Tuerk and Gold, 1990). Following the 

development of SELEX, aptamers have been selected against a wide range of molecules 

– well beyond the known number and types of molecules recognized by natural 

riboswitches. In an effort to couple genetic control and molecular recognition by 

aptamers, Werstruck and Green introduced aptamers selected against Hoechst dye into 

the 5’ UTR of a mammalian reporter gene (Werstuck and Green, 1998). Addition of the 

dye to cells harboring the engineered reporter construct greatly reduced reporter 

production by perceivably inhibiting ribosomal loading. This seminal demonstration of 

ligand control of gene expression catalyzed the exploration of synthetic riboswitch 

design.  

Since the communication of this seminal example in 1998, researchers have 

devised ingenious ways to combine aptamers and regulatory elements in order to 

introduce ligand control of gene expression. Riboswitch designs now include diverse 

regulatory mechanisms and operate in bacteria, yeast, and mammalian cells (Suess and 

Weigand, 2008), all working toward the design of riboswitches to control cellular 

processes in response to a selected ligand in different applications. Through the design 

process, a few desirable properties of riboswitches were identified that facilitate the 

implementation process. The first property is aptamer modularity – namely, the ability to 

introduce new aptamers in order to change the recognized ligand without riboswitch 
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redesign. By limiting the necessity for redesign, a single riboswitch design can be widely 

applied without significant time investment. A second property is tuning of the response 

curve, the quantitative relationship between ligand concentration and gene expression 

levels. By modifying the characteristics of riboswitch activity, such as aptamer affinity or 

the stability of the alternative conformation, the associated response curve could be 

rationally tuned to meet the regulatory demands of the desired application. A final 

property is the ability to control endogenous genes. Most riboswitch designs act in cis 

such that the riboswitch is included in the transcript of the regulated gene. However, 

directed recombination techniques necessary to couple endogenous genes with synthetic 

riboswitches are either technically challenging or unavailable in many organisms, 

limiting most riboswitch designs to the control of heterologous genes. At the start of this 

thesis work, only one riboswitch design attained regulation in trans, which relied on 

antisense inhibition as the regulatory mechanism (Bayer and Smolke, 2005). The 

challenges associated with antisense technology and the advent of a recently discovered 

trans regulatory mechanism, RNA interference (RNAi), provided the motivation to 

pursue the design of riboswitches that exploit this powerful mechanism of control (Sahu 

et al, 2007; Scherer and Rossi, 2003). 

 

The emergence and importance of RNA interference 

RNAi represents a powerful trans-targeting mechanism originally discovered only 

ten years ago in the worm Caenorhabditis elegans (Figure 1.2). After injecting C. elegans 

with double-stranded (ds)RNA homologous to a target gene, Fire and Mello observed 

dramatic silencing of the encoded protein from even a few molecules of the applied RNA 
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(Fire et al, 1998). The observed knockdown was sequence-specific, suggesting a targeted 

approach to silence any individual gene in the genome. Ensuing studies revealed an 

endogenous enzymatic pathway that conducts gene silencing through a process generally 

called RNA interference or RNAi. The general pathway was later identified in diverse 

organisms including insects, fungi, plants, and mammals, and unified seemingly 

unrelated silencing mechanisms such as quelling in fungi and post-transcriptional gene 

silencing in plants (Sharp, 1999).  

 

 

Figure 1.2 Number of RNAi publications each year since the discovery of RNAi in 1998. The 

search was conducted on the online NCBI PubMed database. Publications with the phrase “RNA 

interference” in the title or abstract were included in the tally. Notable landmarks in the timeline 

include the discovery of RNAi in mammalian cells in 2001 and the awarding of the Nobel Prize 

in Physiology or Medicine for the discovery of RNAi in 2006. 

 

The RNAi pathway encompasses a linear processing cascade that sequentially 

reduces the applied dsRNA to a single strand of 21 – 24 nucleotides. This strand, termed 

Year 

Pu
bl

ic
at

io
ns
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the guide strand, is loaded into the RNA induced silencing complex (RISC) and serves as 

a template to recruit complementary transcripts to RISC through base pairing 

interactions. Recruited transcripts that are partially or fully complementary to the guide 

strand are translationally inhibited or cleaved by RISC, thereby suppressing levels of the 

encoded protein. 

RNAi can generally accept four different forms of dsRNA at distinct points in the 

processing cascade: microRNAs (miRNAs) at the beginning, small hairpin (sh)RNAs and 

long dsRNA in the middle, and small interfering (si)RNAs at the end (Figure 1.3). 

miRNAs are large imperfect hairpins present in pol II transcripts and exist as naturally-

occurring effectors of RNAi. Processing by the nuclear RNase III Drosha (Lee et al, 

2003) releases an shRNA with a characteristic 2-nt 3’overhang recognized for nuclear 

export by the shuttle protein Exportin-5 (Lund et al, 2004; Yi et al, 2003). Processing of 

shRNAs and long dsRNA by the cytoplasmic RNase III Dicer produces a duplex siRNA 

with symmetric 2-nt 3’overhangs. The siRNA is loaded into RISC, where one of the two 

strands is cleaved and discarded (Matranga et al, 2005; Rand et al, 2005) based on a 

collection of factors that include loading orientation and the relative thermodynamic 

stability on the 3’ end of the retained strand (Amarzguioui et al, 2006). The remaining 

piece of the siRNA serves as the guide strand for transcript targeting. Note that the 

transcribed miRNA, the produced shRNA, and the final guide strand are also called 

primary, precursor, and mature miRNAs, respectively, within the natural miRNA field 

due to the difference in nomenclature used for naturally-occurring and synthetic RNAi 

effectors. 
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Figure 1.3 RNAi processing pathway and post-transcriptional gene silencing mechanism in 

mammals. The linear cascade terminates with the loading of RISC with the guide strand 

responsible for transcript targeting. The guide strand can be generated from three different RNAs: 

miRNAs, shRNAs, and siRNAs. miRNAs are processed to shRNAs by Drosha located in 

nucleus. Following export to the cytoplasm by Exportin-5, shRNAs are processed to siRNAs by 

Dicer. One of the two strands is retained by RISC as the guide strand.  

 

With a greater understanding of the RNAi pathway came the advent of synthetic 

RNAi effectors for targeted gene silencing. Within mammalian cells, siRNAs were first 

developed for exogenous delivery in order to circumvent the non-specific interferon 

response (Elbashir et al, 2001). This response is induced by long dsRNA containing at 

least 30 consecutive base pairs and triggers a global shutdown of protein synthesis. 

shRNAs were developed after siRNAs as single RNA molecules that induce RNAi, 

where their use was bolstered by reports that Dicer processing improved RISC loading 

and subsequent gene silencing (Kim et al, 2005; Siolas et al, 2005). shRNAs have been 
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primarily used to endogenously activate RNAi since only one promoter is necessary to 

transcribe the molecule. With the discovery and characterization of the miRNA-

processing enzyme Drosha, synthetic miRNAs dubbed second-generation shRNAs were 

developed (Silva et al, 2005). These RNAi effectors showed improved silencing over 

shRNAs presumably due to earlier entry into the RNAi processing pathway.  

The ability to specifically silence any individual gene through RNAi has had a 

profound impact on fundamental biological research and holds tremendous potential in 

the treatment of genetic diseases. Through the facile design and implementation of RNAi 

effectors targeting individual genes, researchers are capable of rapidly deciphering 

genetic functions. Moving beyond single-gene studies, comprehensive libraries have been 

developed to target every expressed coding region in a genome (Haney, 2007). 

Associated large-scale screens have elucidated entire regulatory networks and identified 

novel members of critical signaling pathways (Berns et al, 2004; Mullenders et al, 2009; 

Tang et al, 2008).  

The characteristic high specificity and efficiency of silencing has motivated the 

consideration of RNAi as a therapeutic strategy. RNAi effectors have been tested in 

model systems for cancer (Takeshita and Ochiya, 2006), HIV infection (Singh, 2008), 

neurodegenerative diseases (Farah, 2007), and macular degeneration (Whitehead et al, 

2009) to silence genes associated with the disease state, with promising results that have 

spurred a flurry of clinical trials (Castanotto and Rossi, 2009). Related research efforts 

have revealed two major safety and efficacy concerns: off-target effects and cytotoxicity. 

Off-target effects result from the suppression of non-target genes with partial sequence 

complementarity to the guide strand, thereby compromising the specificity of targeting 
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and the potential therapeutic benefit (Kim and Rossi, 2009). Cytotoxicity has been 

attributed to induction of the interferon response and saturation of the RNAi machinery. 

Apart from dsRNA with 30 contiguous base pairs, high concentrations of dsRNA, the 

presence of 5’ phosphates, or some dsRNA sequences can efficiently trigger the innate 

immune response (Kim and Rossi, 2009). Saturating the RNAi machinery appears to 

impair the regular function of endogenously-expressed miRNAs, which may be critical 

for cellular homeostasis. Mouse studies revealed that constitutive over-expression of 

some shRNAs induced death within a month (Grimm et al, 2006). The toxic effect was 

relieved by co-expressing Exportin-5 or avoided by expressing synthetic miRNAs, 

suggesting alternative routes to improve the safety of RNAi therapeutics. Through further 

research efforts to overcome these challenges, the use of RNAi will progress rapidly in 

the clinic and may revolutionize the treatment of a broad range of genetic diseases.  

 

Design of riboswitches that act through RNA interference 

The work described in this thesis exploits the regulatory prowess of RNAi in 

riboswitch design and evaluates the quantitative relationship between riboswitch function 

and performance. Chapters 2 through 4 discuss the design of riboswitches that introduce 

ligand control of siRNA, shRNA, and miRNA processing. Designs rely on known 

structural requirements for efficient processing by the RNAi machinery elucidated 

through structural studies. A key pursuit in these chapters is achieving both aptamer 

modularity and tuning of the response curve to facilitate the widespread implementation 

of these designs toward different applications. The design of ligand-responsive shRNAs 

also integrated mathematical modeling and RNA folding algorithms toward the 
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development of sequence-function relationships for the forward design of riboswitches. 

Chapter 5 extends on these modeling efforts by investigating how the dynamics of 

riboswitch function dictate performance for various cis-acting regulatory mechanisms. A 

collection of design principles were elucidated to guide future design efforts and 

highlight areas for future experimental studies to better understand the design of synthetic 

riboswitches and the evolutionary optimization of natural riboswitches. Finally, Chapter 6 

provides a perspective on where future research should be focused and the role RNA may 

play in the construction of biological systems. 
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ABSTRACT 

Small interfering (si)RNAs are duplexed RNAs of 19 base pairs that induce potent 

and specific gene silencing in metazoans through the RNA interference pathway. We 

have designed siRNAs, which we call siSwitches, that activate gene silencing only in the 

presence or absence of a selected ligand. Rational integration of siRNAs and ligand-

binding aptamers imparted tunable ligand control of siRNA formation and Dicer 

processing in vitro. Surprisingly, siSwitches produced by T7 transcription and not 

chemical synthesis induced potent silencing in mammalian cells even when one of the 

two siRNA strands were absent, suggesting the presence of spurious T7 transcription 

products that activate gene silencing. Plasmid-based expression of siRNAs with 25 base 

pairs from U6 promoters induced greater silencing than the traditional siRNA 

counterparts, supporting further research in the endogenous expression of siSwitches 

toward applications in advanced genetic screens and gene-specific therapeutics. 
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INTRODUCTION 

RNA interference (RNAi) is a revolutionary genetic tool that enacts targeted post-

transcriptional gene silencing in most organisms including humans. Applied double-

stranded or hairpin RNAs are processed by the RNase III enzyme Dicer to 19-base pair 

duplexes termed small interfering (si)RNAs (Bernstein et al, 2001). One of the two 

siRNA strands termed the guide strand is retained by the RNA induced silencing complex 

(RISC) and serves as a template for the targeting of transcripts with complementary 

sequences. Researchers have implemented siRNAs with duplexes of 19 base pairs or 27 

base pairs that respectively bypass or undergo Dicer processing to enact gene silencing 

(Elbashir et al, 2001; Kim et al, 2005). Simple base pairing interactions between the 

guide strand and transcript dictate target recognition, lending to the rational design of 

siRNAs that specifically target any single expressed gene (Tilesi et al, 2009). In turn, 

siRNAs have been used as the basis for high-throughput genetic screens (Echeverri and 

Perrimon, 2006) and emerging treatment strategies to quell viral infection and genetic 

diseases such as cancer (Aagaard and Rossi, 2007). 

The regulatory capabilities of siRNAs represent only one of many unique 

qualities afforded to RNA. As a second example, RNAs termed aptamers can bind 

diverse molecules or ligands with high affinity and specificity. These molecules can be 

selected through a standard in vitro procedure (Ellington and Szostak, 1990; Tuerk and 

Gold, 1990), resulting in the identification of aptamer sequences against proteins, metals, 

metabolites, and small molecule drugs. Utilizing these versatile recognition properties, 

researchers have integrated aptamers into multifunctional RNAs that activate or repress 

gene expression in the presence or absence of the recognized ligand (Suess and Weigand, 
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2008). Researchers have exploited a diversity of regulatory mechanisms in bacteria, 

yeast, and mammalian cells in the design of these multifunctional RNAs, although none 

to-date have integrated aptamers and siRNAs for ligand control of RNAi. 

In this report, we describe a strategy to engineer ligand control of RNAi through 

the rational combination of siRNAs and aptamers. The modular and tunable designs are 

based on a previous framework developed in our group for ligand control of eukaryotic 

gene expression through antisense inhibition (Bayer and Smolke, 2005). Under our 

design, ligand binding controls whether or not the siRNA can undergo further processing 

to activate RNAi. By coupling in vitro aptamer selection technologies and rational siRNA 

design, virtually any gene can be controlled by a diversity of molecules located in the 

intracellular environment.  

 

RESULTS AND DISCUSSION 

We devised two design schemes that rationally combine aptamers and siRNAs to 

introduce ligand control of siRNA processing and subsequent RNAi-mediated gene 

silencing (Figure 2.1). We call the resulting regulatory molecules small interfering 

switches or siSwitches. In both design schemes, hybridization of the guide strand and the 

passenger strand form the siRNA that undergoes Dicer processing. Ligand binding to the 

aptamer stabilizes one of two conformations that either expose or sequester the passenger 

strand to promote (OFF behavior) or inhibit (ON behavior) siRNA formation, 

respectively. In the scheme for ON behavior, the aptamer is flanked by the siRNA 

passenger strand and a competing strand complementary to the passenger strand (Figure 

2.1A). The competing strand is intentionally shorter than the passenger strand to avoid 
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Dicer recognition and processing. In the absence of ligand, the guide strand preferentially 

displaces the competing strand and hybridizes to the passenger strand, thereby forming an 

siRNA. Ligand binding stabilizes the aptamer stem, which coincides with base pairing 

between the passenger strand and competing strand. Thus, the addition of ligand is 

anticipated to increase target gene levels by inhibiting siRNA formation and subsequent 

Dicer processing. 

In the scheme for OFF behavior, the passenger strand and the aptamer are 

separated by an intervening sequence complementary to the passenger strand (Figure 

2.1B). In the absence of ligand, the intervening sequence base pairs to the passenger 

strand, sequestering it from guide strand hybridization. Ligand binding to the aptamer 

displaces the passenger strand, allowing guide strand hybridization, siRNA formation, 

and subsequent gene silencing. Overall, the two schemes allow either activation or 

repression of target gene levels in the presence of the cognate ligand by controlling the 

activity of RNAi.  

An important design consideration for both ON and OFF behavior is the number 

of base pairs in the formed siRNA. In mammals, double-stranded RNAs consisting of 

more than 30 base pairs efficiently activate the interferon response, which shuts down 

global protein synthesis. To maintain targeted gene silencing through RNAi, the formed 

siRNA should be less than the cutoff of 30 base pairs. 
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Figure 2.1 Design schemes for ligand-regulated siRNAs or siSwitches that rely upon the 

necessity of a 2-nt 3’overhange for efficient Dicer processing. Designs combine two strands of 

RNA. One encodes the guide strand (GS) and the other encodes the passenger strand (PS), a 

ligand-binding aptamer, and a competing strand (CS) complementary to the passenger strand. 

Ligand binding (blue circle) stabilizes an aptamer-formed conformation such that the guide strand 

can or cannot hybridize. Hybridization produces an siRNA with the necessary overhang that can 

undergo Dicer processing, subsequently activating gene silencing. Designs exhibiting ON 

behavior (A) or OFF behavior (B) as designated by the expression level of the target gene in the 

presence of the ligand. Red arrows designate Dicer cleavage sites. 
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We first evaluated the behavior of siSwitches in vitro (Figure 2.2). An initial 

siSwitch (S1) was constructed following the design scheme for ON behavior. S1 contains 

a passenger strand matching the fluorescent protein encoding gene gfp, an in vitro-

selected aptamer against the small molecule theophylline (Jenison et al, 1994; 

Zimmermann et al, 2000), and a competing strand that forms 19 base pairs with the 

passenger strand (Figure 2.2A). To assess the impact of ligand binding on siRNA 

formation and Dicer processing in vitro, T7-transcribed and 5’-radiolabeled S1 was 

incubated with a 2-fold molar excess of an unlabeled 28-nt guide strand (aS1) and 

varying concentrations of theophylline in the presence or absence of Dicer. RNAs were 

then resolved by nondenaturing PAGE (Figure 2.2B). In the absence of Dicer, S1 

predominantly hybridized with aS1 to form an siRNA and theophylline addition partially 

inhibited siRNA formation. The presence of Dicer removed all traces of full-length S1 

even in the presence of theophylline. These results suggest that theophylline addition 

inhibited siRNA formation in line with the predicted behavior for ON-acting siSwitches, 

although irreversible Dicer processing drove the partitioning toward siRNA formation 

until the entire S1 pool had been cleaved.  
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Figure 2.2 Length of the competing stem affects the extent of binding and Dicer processing in 

vitro. (A) Schematic of two ON-behaving long siRNAs with competing strand lengths of 19-nt 

(S1) and 23-nt (S2) with radiolabeled 5’ phosphates. The antisense strand was unlabeled in these 

experiments. (B) Non-denaturing gel results of both sense strands incubated with a 200% molar 

excess of the antisense strand in the presence (+) or absence (–) of Dicer and varying 

concentrations of theophylline (theo). Specific theophylline concentrations used (mM): 0.01, 0.1, 

1, 10, 25. Gel results are representative of two independent experiments. 
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The substantial processing even in the presence of theophylline highlights the 

irreversibility of the Dicer processing step, which may lead to extensive gene silencing in 

vivo for ON behavior even in the presence of ligand. Therefore, it would be beneficial to 

tune the extent of processing to manipulate the relationship between ligand concentration 

and target gene levels. One tuning strategy was suggested by two reports of synthetic 

RNA-based gene regulation, where the complementarity between hybridizing RNAs was 

modified to modulate the energetics of complex formation (Bayer and Smolke, 2005; 

Isaacs et al, 2004). We adopted a similar strategy by extending the competing strand of 

S1 to form 19 base pairs with the passenger strand (Figure 2.2A). The designed siSwitch 

(S2) was subjected to the in vitro processing assay to compare theophylline control of 

siRNA formation and Dicer processing to that of its counterpart S1. In vitro results 

showed that S2 was less prone to form an siRNA and Dicer processing was more 

sensitive to theophylline addition. By extending the competing strand, siRNA formation 

was less thermodynamically favorable, providing fewer formed siRNAs for Dicer 

processing. Modulating the competing strand length can be considered a general design 

strategy to tailor siSwitch behavior to in vivo silencing requirements. 

We next explored the behavior of siSwitches in vivo through two modes of 

delivery: transfection and endogenous expression. Transfection was initially evaluated 

based on the predominance of this mode of siRNA delivery in both basic research and 

disease treatment applications. Transfected siRNAs can be generally produced through 

chemical synthesis or in vitro transcription, where the latter is more economically viable 

to mass produce RNAs greater than 50 nts. However, delivery of T7-transcribed RNAs 

has been shown to induce an innate immune response through PKR recognition of the 5’ 
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triphosphate (Kim et al, 2004). To initially test the silencing capacity of T7-transcribed 

RNAs through RNAi, we transfected cells with chemically-synthesized or T7-transcribed 

siRNAs designed to target GFP. 5’ phosphates on T7-transcribed siRNAs were removed 

by phosphatase treatment. Both GFP-targeting siRNAs effectively reduced fluorescence 

levels, which were insensitive to a T7-transcribed siRNA with a scrambled guide strand 

(Figure 2.3A).  

We anticipated that siSwitches should show the same targeting specificity as the 

siRNAs when both siRNA strands are present and designed to target GFP. Surprisingly, 

transfection of the T7-transcribed passenger strands or the guide strands for both ON- and 

OFF-behaving designs significantly silenced GFP levels (Figure 2.3B). Silencing was not 

observed for a scrambled guide strand (aSC), suggesting that silencing was sequence-

specific. To evaluate whether silencing was linked to T7 transcription, we transfected 

cells with a T7-transcribed or chemically synthesized guide strand (aS1) targeting GFP 

and measured relative GFP levels. Only the T7-transcribed guide strand induced GFP 

silencing, eliminating the possibility of antisense inhibition. One interpretation is that T7 

transcription for siSwitches produces spurious products that activate RNAi, either as 

separate species or extensions of the templated RNAs. These spurious products must be 

removed to allow ligand control of RNAi-mediated silencing by siSwitches produced 

through T7 transcription. Alternatively, chemical synthesis may become a viable option 

with further improvements in RNA synthesis technologies and corresponding cost 

reductions.  

An alternative possibility is endogenously expressing siSwitches in cells to 

introduce ligand control of gene silencing. Previous work showed that plasmid-based 
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expression of individual siRNA strands from U6 promoters could significantly silence a 

target gene through RNAi (Miyagishi and Taira, 2002; Wu et al, 2005; Yu et al, 2002). 

Only siRNA duplexes with 19 base pairs were tested, where siRNAs of this length do not 

undergo Dicer processing. More recent work showed that delivery of longer siRNAs 

improved silencing efficiency (Kim et al, 2005). These longer siRNAs undergo Dicer 

processing, resulting in rapid loading of the guide strand into RISC (Gregory et al, 2005; 

Maniataki and Mourelatos, 2005). Since these longer siRNAs have not been tested under 

endogenous expression and form the basis of our siSwitch designs, we evaluated the 

improved silencing efficiency of longer siRNAs under endogenous expression. The 

strands of GFP-targeting siRNAs with 19 or 26 base pairs were encoded in plasmids 

downstream of U6 promoters. The resulting plasmids were cotransfected into HeLa cells 

with a GFP reporter plasmid. The relative fluorescence showed a much larger decrease in 

GFP for cells transfected with the longer siRNAs, supporting the improved silencing 

efficiency of longer siRNAs (Figure 2.4). 
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Figure 2.3 Relative EGFP knockdown by T7-transcribed siRNAs in HEK293T tTA-d2EGFP. 

(A) T7-transcribed siRNAs produce sequence-specific knockdown of EGFP. Compared to 

untransfected cells, a scrambled 25-bp siRNA (siC) produces negligible knockdown, whereas 

chemically-synthesized (IDT) and T7-transcribed (T7) 25-bp siRNAs (si1) produce dose-

dependent knockdown of fluorescence. (B) Individual molecules of T7-transcribed ligand-

regulated siRNAs produce sequence-specific knockdown of EGFP. Individual molecules were 

transfected at a concentration of 10 nM, where trials with two RNA strands had a total RNA 

concentration of 20 nM. Sc, Scrambled RNA strand; aS1, antisense strand for ON behavior; S1, 

siSwitch for ON behavior containing sense strand and theophylline aptamer; aS2, antisense strand 

for OFF behavior; S3, sense strand for OFF behavior. (C) T7-transcribed antisense RNAs 

produce sequence-specific knockdown. Chemically-synthesized antisense RNA (IDT) produced 

no knockdown compared to untransfected cells, while T7-transcribed antisense RNAs produced 

dose-dependent knockdown of EGFP. Error bars for all three graphs represent three independent 

measurements. 
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Figure 2.4 Endogenously-expressed long siRNAs induce greater EGFP knockdown than regular 

siRNAs. Both strands of 19 bp (white) or 25 bp siRNAs (black) targeting EGFP were placed 

downstream of a U6 promoter encoded in a single plasmid. Different amounts of the siRNA-

encoding plasmids were cotransfected with 10 ng of an EGFP-expressing reporter plasmid into 

HeLa cells. Measured fluorescence was normalized to the fluorescence of cells transfected with 

the corresponding amount of an empty plasmid. Error bars represent the standard deviation of two 

independent transfections. 

 

Future work should focus on testing both ON and OFF designs for siSwitches 

under endogenous expression. Plasmids encoding siSwitches could be transfected in a 

cell line stably expressing GFP to facilitate the evaluation of siSwitch activity. Once a 

base assay is developed, aptamer swapping and performance tuning should be evaluated 

to ascertain how well siSwitches can be tailored to meet any regulatory demands. 

siSwitch performance should also be compared to the other designs documented in 

Chapters 3 and 4 to assess which engineered mode of ligand control of RNAi is best for 

any desired application.  
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MATERIALS AND METHODS 

T7 transcription. All reagents and solutions for T7 transcription were RNase-free. 

Shorter DNA templates for the T7 transcription reaction were synthesized (IDT) and 

annealed. For longer templates, the top and bottom strands were ordered truncated at the 

3’ end. Full-length templates were produced by annealing these strands, adding Klenow 

(NEB), the supplied buffer, and enough dNTPs for a final concentration of 0.33 mM and 

incubated at room temperature for 30 mins. Templates were then ethanol-precipitated 

prior to the T7 transcription reaction. The sequence of the final template contained the T7 

promoter sequence (TTCTAATACGACTCACTATAG) at the 5’ end. The final 

sequences of synthesized or transcribed RNAs are reported in Table 2.1. RNA was 

transcribed using the Ampliscribe T7 transcription kit (Epicentre) according to the 

manufacturer’s instructions. To remove 5’ phosphates, 1 U calf intestinal phosphate 

(NEB) was added to the transcription reaction, followed by incubation at 37 ºC for 1 hr. 

Unincorporated ribonucleotides were removed using NucAway spin columns (Ambion) 

and the transcribed RNA was further purified by PAGE. RNA concentration was 

estimated from the measured absorbance at 260 nm using a DU530 spectrophotometer 

(Beckman Coulter). 

 

In vitro Dicer assay. Transcribed RNA was 5’ labeled by incubating the RNA with γ-

[32P]-ATP and T4 polynucleotide kinase (NEB) for 30 min at 37 ºC and purified using the 

NucAway spin column. Approximately 1 nmol of the labeled RNA was incubated for 16 

hrs in 1X Dicer reaction buffer (20 mM Tris-HCl, 150 mM NaCl, 2.5 mM MgCl2, pH 

8.0) with varying concentrations of theophylline in the presence or absence of 0.5 U of 
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Dicer (Stratagene) for a total volume of 10 μl. After the incubation, each sample was 

combined with 2 μl of 6X loading buffer (40% sucrose), resolved on a 12% non-

denaturing polyacrylamide gel, and imaged on an FX phosphorimager (BioRad).  

 

Plasmid construction. The endogenously-expressed siRNAs were encoded in 

pcDNA3.1(+) (Invitrogen), where the two siRNA strands were separately placed 

downstream of U6 promoters. The U6 promoters were cloned into BglII/MfeI and 

SpeI/XhoI of pcDNA3.1(+) after amplification from pSilencer 2.1 puro. Each siRNA 

strand was encoded in a 5’ tail of the reverse oligo primer. sU6.fwd 5’- 

AATAAGATCTCCCCAGTGGAAAGACGCGCA-3’, aU6.fwd 5’- AATAACTAGTCC 

CCAGTGGAAAGACGCGCA-3’, 19nt-sU6.rev 5’-AATACAATTGAAAAAAGATG 

AACTTCAGGGTCAGCGGATCCCGCGTCCTTTCCACA-3’, 19nt-aU6.rev 5’-AATA 

CTCGAGAAAAAAGCTGACCCTGAAGTTCATCGGATCCCGCGTCCTTTCCACA-

3’, 25nt-sU6.rev  5’-AATACAATTGAAAAAATGCAGATGAACTTCAGGGTCAGCG 

GATCCCGCGTCCTTTCCACA-3’, 25nt-aU6.rev 5’-AATACTCGAGAAAAAAGCTG 

ACCCTGAAGTTCATCTGCATTTCGGATCCCGCGTCCTTTCCACA-3’. Underlined 

text designates restriction sites while each bolded ‘C’ marks the start of transcription 

from the U6 promoter. All restriction enzymes and T4 DNA ligase were purchased from 

NEB. All constructs were sequence-verified (Laragen). 

 

Cell culture and transfection. HEK293T and HeLa cells were maintained in minimal 

essential medium alpha media (Invitrogen) with 10% fetal bovine serum (Invitrogen) at 

37°C in a 5% CO2-humidified incubator. Cells were transfected 1 day after seeding with 



 32
 

either plasmid DNA, T7-transcribed RNA, or chemically-synthesized RNA (IDT) using 

Lipofectamine 2000 (Invitrogen) according to the manufacturer’s instructions. 

pcDNA3.1(+) encoding EGFP was transfected to evaluate siRNA potency. pSilencer 2.1 

puro served as a negative control. One day post-transfection, the media was replaced. 

 

Quantification of fluorescence. Three days post-transfection, the media was removed 

from each well and 100 μl (for 48-well plate) of M-PER Mammalian Protein Extraction 

Reagent (Pierce) was added to each well. After 5 min of agitation, each well was scraped 

with a pipette tip and the lysed cells were transferred to a 1.5 ml microcentrifuge tube. 

Following a 10 min spin at 4 ºC and 14K rpm, the supernatant was transferred to a fresh 

tube and assayed for total protein using the BCA kit (Sigma). The remaining supernatant 

was transferred to a 386-well plate and assayed for fluorescence using a Safire (Tecan) 

fluorescent plate reader set to the appropriate excitation (EGFP, 485 nm) and emission 

(EGFP, 515 nm) wavelengths. Sample fluorescence was normalized to total protein levels 

then normalized such that 100% represents relative GFP levels for cells transfected with 

the negative control plasmid. 

One drawback to this procedure is that the measured fluorescence is a population 

average; hence confounding factors such as variable transfection efficiency bias the 

fluorescent data. To correct for this, flow cytometry should be used in the future, since 

the effects of transfection efficiency can be ascertained and removed from the data. 
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Table 2.1 Sequence of synthesized and T7-transcribed RNAs. Sequences are written 5’ to 3’. The 

theophylline aptamer is indicated in blue text. The guide strand (GS) and passenger strand (PS) 

are shown for the siRNAs tested in Figure 2.3. 

Name Sequence 

S1 GCUGACCCUGAAGUUCAUCUGCGGUGAUACCAGCAUCGUCUUGAUGCCCU
UGGCAGCACCGCAGAUGAACUUCAG 

S2 GCUGACCCUGAAGUUCAUCUGCGGUGAUACCAGCAUCGUCUUGAUGCCCU
UGGCAGCACCGCAGAUGAACUUCAGGGUC 

S3 GCUGACCCUGAAGUUCAUCUGCGAACUUCAGGGUCAGCGAUACCAGCAUC
GUCUUGAUGCCCUUGGCAGCGCUGACCCUU 

aS1 GCACCGCAGAUGAACUUCAGGGUCAGCU 

aS2 GUUCGCAGAUGAACUUCAGGGUCAGCU 

aSC GUUGCACUGGCUCUACAACUAGACCGCA 

si1 (GS) GGUGCAGAUGAACUUCAGGGUCAGCUU  

si1 (PS) GCUGACCCUGAAGUUCAUCUGCACC 

siC (GS) GUUGCACUGGCUCUACAACUAGACCGC 

siC (PS) GGUCUAGUUGUAGAGCCAGUGCAAC 
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ABSTRACT 

Progress in constructing biological networks will rely on the development of more 

advanced components that can be predictably modified to yield optimal system 

performance. We have engineered an RNA-based platform, which we call an shRNA 

switch, that provides for integrated ligand control of RNA interference (RNAi) by 

modular coupling of an aptamer, competing strand, and small hairpin (sh)RNA stem into 

a single component that links ligand concentration and target gene expression levels. A 

combined experimental and mathematical modeling approach identified multiple tuning 

strategies and moves towards a predictable framework for the forward design of shRNA 

switches. The utility of our platform is highlighted by the demonstration of fine-tuning, 

multi-input control, and model-guided design of shRNA switches with an optimized 

dynamic range. Thus, shRNA switches can serve as an advanced component for the 

construction of complex biological systems and offer a controlled means of activating 

RNAi in disease therapeutics. 
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INTRODUCTION 

To maintain fitness under diverse conditions, biological systems must integrate 

multiple environmental cues (inputs) to determine appropriate phenotypic outcomes 

(outputs) over short and long time scales. This relationship, which can be interpreted as 

an input–output function or transfer function, is specified by the behavior of the 

individual system components and their network interactions. The complexity of natural 

biological systems, reflected by the sheer number of associated components and network 

interactions, can appear intractable to scientists and engineers seeking to understand and 

reliably construct biological systems.  

Synthetic biological systems that perform information processing operations with 

specified transfer functions can be constructed through the design of either individual 

complex components encoding multiple integrated functionalities or simpler components 

assembled into networks with emergent properties. For example, the ultrasensitive switch 

behavior of the mitogen-activated protein kinase signaling cascade (Huang and Ferrell, 

1996) has been replicated with one component (Dueber et al, 2007) or a network of 

components (Hooshangi et al, 2005). The majority of previously engineered biological 

systems have employed design strategies focused on the assembly of simpler components 

into networks (Elowitz and Leibler, 2000; Gardner et al, 2000). However, as biological 

engineers move towards constructing large-scale systems with more advanced behaviors, 

integration of complex components into network design will be critical, especially as 

current network design strategies do not effectively scale with system complexity (Croft 

et al, 2003). Furthermore, engineering of complex components and their integration into 

networks will facilitate the construction of advanced systems with a reduced number of 
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constituent parts. Such design strategies will result in a lower energetic load on the cell 

and will comply with size limitations associated with packaging synthetic systems for 

delivery applications (Flotte, 2000; Grieger and Samulski, 2005). 

RNA is a rich biological substrate for engineering complex components (Isaacs et 

al, 2006), where scalable molecular information processing systems have been built in 

vitro from nucleic acid components (Stojanovic and Stefanovic, 2003; Seelig et al, 2006). 

Natural biological systems exhibit widespread utilization of regulatory RNAs in larger 

networks (Shalgi et al, 2007) and integrated functionalities by riboswitches (Sudarsan et 

al, 2003; Grundy and Henkin, 2006). The latter is an example of a complex RNA 

component that converts the intracellular concentration of a molecular signal into levels 

of a target protein. Building on these natural examples, researchers have integrated 

synthetic regulatory RNAs into larger networks (Deans et al, 2007; Rinaudo et al, 2007) 

and developed synthetic riboswitch elements (Isaacs et al, 2006; Suess andWeigand, 

2008) to yield desired transfer functions. Synthetic riboswitches have been developed 

through the coupling of regulatory RNA elements to aptamers, sensory elements that bind 

specific ligands, to achieve in vivo ligand control of transcription (Buskirk et al, 2004), 

RNA stability (Win and Smolke, 2007), translation (Grate and Wilson, 2001; Suess et al, 

2003; Bayer and Smolke, 2005; Lynch et al, 2007; Ogawa and Maeda, 2008; Wieland 

and Hartig, 2008), splicing (Thompson et al, 2002; Weigand and Suess, 2007), and RNA 

interference (RNAi) (An et al, 2006). As aptamers can be generated de novo to 

potentially any molecule (Lee et al, 2004; Gopinath, 2007) and regulatory RNAs can be 

designed to target practically any gene of interest, the potential exists to construct 

complex regulatory RNAs that respond to molecular inputs displaying low cytotoxicity, 
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tissue targeting, or endogenous production to impose desired phenotypic outcomes. In 

addition, the ability to alter or tune the component transfer function, which allows 

manipulation of component performance towards optimal system performance, has been 

demonstrated for in vivo (Suess et al, 2003; Isaacs et al, 2004; Bayer and Smolke, 2005; 

Win and Smolke, 2007) and in vitro systems (Hall et al, 2007) by modifying RNA 

folding energetics. However, broader implementation of these synthetic regulatory 

components has been limited, as most examples do not support domain swapping of 

different sensory and regulatory elements. Furthermore, the design of such regulatory 

systems has lacked predictive tools for the translation of sequence information into 

component transfer functions to enable in silico optimization of system behavior before 

construction. 

We have developed a framework for the construction of shRNA switches that 

mediate ligand control of RNAi across diverse mammalian cell types. Our platform 

utilizes a strand displacement strategy, where the functions of ligand binding, RNAi 

activation (Kim and Rossi, 2008), and translation of the binding interaction into reduced 

processing by the RNAi machinery are isolated to individual domains, which increases 

the generality and ease of successful domain swapping and subsequent broad application. 

In addition, we systematically investigated tunability of the shRNA switch transfer 

function through a combined experimental and mathematical modeling approach that 

resulted in the identification of five tuning strategies. Standard RNA folding algorithms 

(Mathews et al, 2004) were used to establish a quantitative sequence-to-function 

relationship. Our efforts highlight the current limitations of these broadly used algorithms 

for the design of RNAs that function in vivo and offer a framework for optimizing 
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shRNA switch behavior in silico. By demonstrating combinatorial tuning strategies, 

multi-input control, and model guided forward design of shRNA switches with an 

optimized dynamic range within a specified context, we show that shRNA switches 

extend the utility of RNAi as a regulatory tool and are valuable components for the 

construction of complex biological systems. 

 

RESULTS 

Design and characterization of a modular shRNA platform 

We engineered a complex RNAi substrate that encodes a ligand-controlled gene 

regulatory function by replacing the loop of a small hairpin (sh)RNA with two domains: 

an aptamer and a competing strand (Figure 3.1A). The shRNA switch molecule is 

designed to adopt distinct ‘active’ and ‘inactive’ conformations due to complementarity 

between the competing strand and the shRNA stem, similar to previously engineered 

RNA regulatory systems (Bayer and Smolke, 2005; Lynch et al, 2007; Win and Smolke, 

2007). In the active conformation, irreversible processing by the RNAi machinery of the 

formed shRNA stem results in small interfering (si)RNA production and subsequent 

RNAi-mediated silencing of the target gene. In the inactive conformation, base-pairing 

by the competing strand disrupts the shRNA stem, which is predicted to inhibit 

processing by the RNAi machinery (Zeng and Cullen, 2004; Macrae et al, 2006). This 

base-pairing coincides with formation of the aptamer domain, such that ligand binding 

stabilizes the inactive conformation and indirectly reduces siRNA production, thereby 

linking intracellular ligand concentration to target protein levels through a component 

transfer function. To decrease the activation energy separating the two conformations, we 
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removed two nucleotides in the passenger strand, thereby mimicking the bulge from the 

microRNA (miRNA) mir-30a (Griffiths-Jones, 2004; Griffiths-Jones et al, 2006). 

 

Figure 3.1 Design and characterization of an shRNA switch platform. Color schemes for 

switches shown in all figures are as follows: shRNA stem, green; aptamer domain, blue; 

competing strand, red; mutations to aptamer core, orange. (A)  Sequence and representative 

structures of shRNA switch S1 and proposed mechanism for ligand control of RNAi-mediated 

gene silencing. KComp, KApt, and e are parameters from the mathematical model; L denotes ligand. 
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(B) In-line probing of S4t under the following theophylline concentrations (µM): 0.001, 0.01, 0.1, 

1, 10, 100, 1000, and 8000. S4t was also resolved as unreacted (NR), partially digested with the 

G-specific RNase T1 (T1), and under basic conditions (OH). The included secondary structure of 

S4t is representative of the inactive conformation. Band quantification (right) is aligned with the 

resolved gel image. Nucleotides undergoing constant (●), increased (●), or decreased (●) 

cleavage in the presence of theophylline are shown. (C) Sequence and representative structure of 

shRNA switch S1 in the inactive conformation and associated controls. (D) Component transfer 

functions of S1 and switch controls. Dependence of GFP levels on theophylline concentration for 

HEK293T tTA-d2EGFP cells transfected with plasmids harboring the indicated constructs in the 

presence of varying theophylline concentrations. Median fluorescence values from flow 

cytometry analysis were normalized to that of untransfected cells in the same well. Error bars 

represent one standard deviation from duplicate transfected wells. 

 

  The three domains that comprise an shRNA switch perform distinct functions: the 

shRNA stem encodes the guide strand that activates RNAi-mediated silencing of the 

target gene, the aptamer detects the molecular input concentration through a ligand-

binding interaction, and the competing strand translates the binding interaction into a 

decrease in regulatory activity by affecting processing by the RNAi machinery. On the 

basis of the action of the competing strand that is complementary to the shRNA stem, the 

sequences of the shRNA stem and aptamer domains are independent of one another. 

Therefore, the shRNA stem and aptamer domains can be independently modified without 

altering the functionality of the opposing domain or requiring sequence reassignment.  

We designed an initial shRNA switch (S1) to target EGFP and respond to 

theophylline by incorporating an EGFP-targeting guide strand and the theophylline 
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aptamer (Zimmermann et al, 2000) into our switch platform (Figure 3.1A). We used in-

line probing (Soukup and Breaker, 1999) to assess the structural characteristics of a T7-

transcribed variant similar to S1 (S4t; Figure 3.1B). In-line probing provides information 

on structural changes within the molecule as a result of theophylline binding from the 

ligand dependence of spontaneous RNA cleavage. Theophylline-dependent changes in 

cleavage rates at individual nucleotides were observed in the aptamer domain, competing 

strand, and the downstream shRNA stem sequence. The results suggest that theophylline 

binding promotes structural changes in the shRNA switch as expected for dynamic RNAs 

undergoing ligand-dependent conformational switching. The apparent dissociation 

constant (KD) of ~5 µM, which was determined by quantifying the cleavage products at 

two positions (Supplementary Figure S3.1), is an order of magnitude larger than that of 

the aptamer alone (KD ≈ 0.29 µM) (Zimmermann et al, 2000). The observed increase in 

KD is in agreement with our proposed mechanism (see below), where only the inactive 

conformation provides a formed aptamer that can bind ligand. As shRNA switches can 

occupy both conformations, the apparent affinity will be lower because ligand can only 

bind the inactive conformation that is transiently present in a fraction of the shRNA 

switch population. 

The functionality of shRNA switches was assessed in mammalian cell culture. We 

transiently transfected plasmids harboring S1 and various switch controls transcribed 

from a U6 promoter into HEK293T cells stably expressing EGFP (Abbas-Terki et al, 

2002). Flow cytometry analysis revealed that S1 elicits intermediate knockdown of EGFP 

as compared to the original shRNA targeting EGFP (sh) and a scrambled shRNA (neg) 

(Figure 3.1C and D), where the observed silencing by S1 can be attributed to activation 
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of RNAi on the basis of antisense inhibition of guide strand activity (Hutvagner et al, 

2004; Meister et al, 2004) (Supplementary Figure S3.2). In the presence of theophylline, 

GFP levels increased in a dose-dependent manner for S1 but not for the control shRNAs. 

The effective concentration to achieve 50% activity (EC50) for S1 of ~300 mM was much 

larger than the KD of 5 µM measured in vitro, which can be primarily attributed to a 

concentration drop in theophylline across the cellular membrane (Koch, 1956) (J Liang, J 

Michener, C Smolke, unpublished data, 2008). Mutating the aptamer core of S1 (S10) 

greatly reduced the observed theophylline dependence without perturbing basal 

expression levels. We attribute the minor increase in GFP levels at high theophylline 

concentrations for S10 to pleiotropic effects of the ligand (An et al, 2006) and potentially 

to reduced binding capability of the mutated aptamer. Taken together, S1 links 

theophylline concentration to GFP levels in vivo through a relationship described by a 

component transfer function (Figure 3.1D). We obtained qualitatively similar results 

when shRNA switches targeting EGFP were transiently transfected into other cell lines 

(Supplementary Figure S3.3), suggesting that shRNA switches can be broadly applied in 

different cell lines and types. 

 

Mathematical modeling offers tuning parameters to predictively modulate 

component transfer functions 

Previous switch platforms utilizing strand displacement strategies have 

demonstrated tuning on the basis of aptamer swapping and modulation of folding 

energetics (Bayer and Smolke, 2005; Win and Smolke, 2007). We systematically 

evaluated the tuning capabilities of shRNA switches with the aid of a mathematical 
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model relating ligand concentration and target gene expression levels. Standard model 

parameters were incorporated to represent each chemical step from our proposed 

mechanism (Supplementary text S3.1). We assumed that the two adopted conformations 

are at thermodynamic equilibrium, that ligand only binds the inactive conformation, and 

that the active conformation is solely processed to an siRNA with a reduced efficiency as 

compared to the original shRNA. These assumptions yield the following relationship 

between relative expression levels of the target gene (f; output) and exogenous ligand 

concentration (L; input):  

( )[ ] h- 
AptCompshRNA LK1K1 fe1   f ⋅++⋅−= , 

where e is the processing efficiency, fshRNA is the relative knockdown achieved by the 

original shRNA (sh), KComp is the partitioning constant between active and inactive 

conformations (KComp = [inactive]/[active]), KApt is the association constant for binding 

between ligand and the formed aptamer, and h is the Hill coefficient to account for non-

linearity between siRNA concentration and target expression levels. Although 

mathematical models have been developed for RNAi (Raab and Stephanopoulos, 2004; 

Bartlett and Davis, 2006; Malphettes and Fussenegger, 2006), our approach utilizes a 

minimal parameter set that is experimentally tractable, fully represents RNAi in the 

context of shRNA switches, and captures the steady-state behavior of our system 

(Supplementary Figure S3.4). For one shRNA stem sequence and input ligand (fixed 

fshRNA, h), our model provides three tuning parameters that can be varied to tune the 

component transfer function: KComp, KApt, and e (Figure 3.2A–C). Varying KComp results 

in a concomitant and opposing variation in EC50 and basal expression levels, which are 

independently tuned by KApt and e, respectively. In addition, as KComp approaches zero, 

(3.1) 
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basal expression levels approach a lower limit that is dependent on the value of e and is 

higher than that of the original shRNA (Figure 3.2D). As each tuning parameter 

represents individual steps in the proposed mechanism, we examined how modifying the 

sequence in each domain, specifically the competing strand and aptamer domains, 

corresponds to parameter variation to identify unique tuning strategies (Figure 3.3A). 

 

Figure 3.2 Model predicts tuning of the shRNA switch transfer function through variation of 

identified tuning parameters. Model predictions for the effect on the component transfer function 

of varying KComp (A), KApt (B), or e (C). (D) Effect of e on the dependence of basal expression 

levels on KComp. Minimal basal expression set by fshRNA (▬); the transfer function that fits the S1 

theophylline response curve from Supplementary Figure S3.4 (▬): KComp = 0.17, KApt = 0.016 

µM-1, e = 0.85, fshRNA = 0.94, and h = 1.33. 
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Figure 3.3 Experimental validation of competing strand tuning strategies. (A) Designated 

strategies for physical modulation of the tuning parameters. Three strategies pertain to the 

competing strand (▬) and reflect changes in KComp, and two strategies pertain to the aptamer 

domain (▬) and reflect changes in KApt and e. (B–G) Tuned theophylline response curves as 

described in Figure 3.1D and associated RNA sequences. Each family of curves represents 

iterative nucleotide modifications under a single tuning strategy within the competing strand: 3’ 

end (B), 5’ end (D), and complementarity to the shRNA stem (F). Indicated sequence variants are 

swapped into the equivalent box in (A), which designates the applied tuning strategy for each 

family of curves. Error bars represent one standard deviation from duplicate transfected wells. 

 

Competing strand tuning strategies enable predictive alteration of the component 

transfer function 

Modifying competing strand base-pairing interactions is anticipated to reflect 

changes in KComp, as this parameter represents the thermodynamic partitioning between 

active and inactive conformations. We developed competing strand tuning strategies to 

target modifications to three regions within the competing strand domain: the length of 

the competing strand on the 3’ end (Figure 3.3B and C) or the 5’ end (Figure 3.3D and 

E), or the base-pairing complementarity (Figure 3.3F and G). We introduced iterative 

nucleotide changes under each competing strand tuning strategy and generated 

component transfer functions as before. Regardless of the selected strategy, each 

nucleotide change resulted in a shift in the response curve in line with the model 

prediction for variation in KComp. The results suggest that decreasing the extent of base-

pairing interactions between the competing strand and the shRNA stem decreases the 

stability of, or bias towards, the inactive conformation (lower KComp), resulting in lower 
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basal expression levels and a higher EC50. The trend towards higher EC50 is consistent 

with the order-of-magnitude difference between the apparent KD of S4t observed in the 

in-line probing experiment and that reported for the aptamer alone (Figure 3.1B). Thus, 

sequence modifications to the competing strand that affect the extent of base-pairing 

solely map to variation of KComp. 

 

Aptamer tuning strategies enable predictive alteration of the component transfer 

function 

Although ligand binding to the formed aptamer directly relates to aptamer 

affinity, represented by KApt, sequence changes in the aptamer domain may affect other 

parameters. To evaluate how sequence modification of the aptamer domain corresponds 

to parameter variation, we tested two theophylline aptamer variants (S11 and S12) with 

dissimilar KD values (Zimmermann et al, 2000) and the mutated aptamer (S10) (Figure 

3.4A and B). Mutating the aptamer core (S10) without perturbing shRNA switch 

secondary structure or sequence length resulted in a shift in EC50, whereas decreasing 

aptamer affinity by decreasing the aptamer stem length (S11 and S12) resulted in a shift 

in both EC50 and basal expression levels. The shifts in EC50 for S11 and S12 matched the 

relative KD measured in vitro for the aptamer variants alone (Zimmermann et al, 2000), 

suggesting that modulating aptamer affinity is reflected by variation in KApt. However, 

KApt affects only EC50, suggesting that either KComp or e varies with aptamer size. As the 

competing strand sequence is preserved for S1, S10, S11, and S12, we hypothesized that 

the shift in basal expression levels independent of KApt (most obvious in comparing the 
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transfer functions of S1 and S11) is solely attributed to the third tuning parameter e 

(Figure 3.2C). 

 

Figure 3.4 Experimental validation of aptamer tuning strategies. (A) Theophylline aptamer 

variants swapped into the equivalent box in Figure 3.3A. Dissociation constants (KD) as reported 

previously (Zimmermann et al, 2000) are indicated for each aptamer. (B) Tuned theophylline 

response curves as described in Figure 3.1D for shRNA switches that incorporate aptamers from 

(A). (C) Relationship between aptamer size and the lower limit of basal expression levels 

estimated from shRNA switches that primarily adopt the active conformation. HEK293T tTA-

d2EGFP cells were transfected with shRNA switches containing the following aptamers: none 
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(― ; sh), xanthine aptamer (xa; X3), smaller theophylline aptamer (thS; S7, S14, S15), larger 

theophylline aptamer (thL; S5, S7, S9, S10), and tetracycline aptamer (tc; T1). Values represent 

the average of the indicated switches for each aptamer. The original shRNA targeting EGFP (sh) 

represents the lower theoretical limit in this cellular context. (D, E) Modular replacement of 

aptamer imparts new ligand dependence while maintaining switch functionality. Hypoxanthine 

response curves were generated for shRNA switches incorporating the xanthine aptamer as 

described in Figure 3.1D, except that cells were grown in the presence of varying concentrations 

of hypoxanthine. Indicated sequence variants are swapped into the equivalent box in Figure 3.3A. 

(F, G) Preservation of competing strand tuning strategies for shRNA switches containing the 

xanthine aptamer. Variations targeted the length of the 30-end of the competing strand. Error bars 

represent one standard deviation from duplicate transfected wells. 

 

To evaluate the relationship between aptamer size and the tuning parameter e, we 

replaced the theophylline aptamer with the smaller xanthine aptamer (Kiga et al, 1998) or 

the larger tetracycline aptamer (Berens et al, 2001). As variation of e and KComp both 

affect basal expression levels, sole evaluation of e requires estimation of the lower limit 

of basal expression levels for vanishingly small values of KComp (Figure 3.2D). To this 

end, we constructed at least one shRNA switch with each aptamer that strongly prefers 

the active conformation (low KComp) and measured GFP basal expression levels of cells 

transfected with these constructs (Figure 3.4C). Assay results indicated that aptamer size 

strongly correlated with the lower limit of basal expression levels. The results suggest 

that the tuning parameter e, which is predicted to have a significant effect on the lower 

limit of basal expression levels, maps to the size of the aptamer domain. Our observations 

led to the specification of two aptamer tuning strategies: targeted changes in aptamer 
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affinity without changing aptamer size alter KApt and targeted changes to aptamer size to 

alter the processing efficiency of the switch (e). Taken together, variation of KApt and e 

map to the aptamer domain and depend on the nature of the sequence modification. 

We examined whether placement of new aptamers into the aptamer domain 

imparts new ligand dependence while preserving shRNA switch functionality. Previous 

RNA-based regulatory platforms have demonstrated alteration of ligand dependence by 

the modular incorporation of new aptamers (Bayer and Smolke, 2005; Win and Smolke, 

2007) or minimal mutation of the base aptamer (Thompson et al, 2002; Desai and 

Gallivan, 2004). We evaluated the xanthine aptamer, as it produced low basal expression 

levels and tightly binds the water-soluble and non-cytotoxic small molecule 

hypoxanthine. Following construction of shRNA switches that incorporate the xanthine 

aptamer by direct replacement of the aptamer domain, we generated component transfer 

functions in HEK293T cells stably expressing EGFP. As observed for S1, intermediate 

basal expression levels of GFP increased in a dose-dependent manner that was abolished 

by mutating the aptamer core (Figure 3.4D and E). Furthermore, the competing strand 

tuning strategies were preserved as evidenced by the effect of changing the competing 

strand length on the hypoxanthine response curves (Figure 3.4F and G). Contrary to 

model predictions, mutation of the xanthine aptamer resulted in increased basal 

expression levels, which may be attributed to base-pairing interactions between the 

mutated aptamer and the competing strand or shRNA stem sequences, or changes in 

aptamer folding and stability. However, the shift in basal levels upon mutation of the 

aptamer sequence is less than that observed for changes in the competing strand, 

supporting the conclusion that our model serves as a sufficient first approximation. Thus, 
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our shRNA switch design can accommodate different aptamers to alter the identity of the 

molecular input that regulates gene expression. 

 

Programming transfer functions by combining competing strand or aptamer tuning 

strategies 

The ligand-regulated behavior of shRNA switches can be programmed through 

application of the competing strand and aptamer tuning strategies described above. If 

these programming strategies could be combined, then a collection of shRNA switches 

could be constructed that display finely tuned transfer functions and respond to a range of 

molecular inputs. Such capabilities will be integral to the construction of higher order 

biological networks that display multi-input control over gene expression. 

On the basis of the independence of the competing strand tuning strategies, we 

examined whether the strategies can be combined to fine-tune the component transfer 

function beyond the capabilities of any single strategy. To generate small deviations in 

the transfer function of a parent shRNA switch, we added compensatory nucleotide 

changes under each competing strand tuning strategy in a stepwise manner (Figure 3.5A 

and B): a point mutation (G68A) within the competing strand to increase 

complementarity, deletion of two base-pairs to decrease the competing strand length at 

the 5’ end, and a single insertion at the 3’ end to increase the competing strand length. 

Each nucleotide change yielded the expected shift in the transfer function corresponding 

to the relative stabilization (increased KComp) or destabilization (decreased KComp) of the 

inactive conformation. The final switch, S10, displayed a transfer function slightly shifted 

from that of the parent switch, S4, demonstrating that nucleotide changes following the 
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three competing strand tuning strategies can be combined to yield fine-tuning of the 

component transfer function. 

 

 

 
 
 
 
 



 56

Figure 3.5 Programming transfer functions through combinatorial design strategies. (A) 

Combinatorial tuning strategies enable fine-tuning of the component transfer function. Stepwise 

nucleotide changes were made to S4, where each change fell under a different competing strand 

tuning strategy. (B) Tuned theophylline response curves as described in Figure 3.1D. Arrows 

depict the systematic modifications designated in (A). (C) Circuit configuration of shRNA 

switches responsive to theophylline (S4) or hypoxanthine (X1) that both target EGFP. (D) 

Predicted transfer function on the basis of application of the mathematical model to the circuit 

depicted in (C). Fit curves represent the individual component transfer functions for S4 (▬) and 

X1 (▬), respectively. (E) Combinatorial implementation of shRNA switches enables 

construction of networks that process multiple molecular inputs. Results are shown for HEK293T 

tTA-d2EGFP cells transfected with each shRNA construct (250 ng) or cotransfected with both 

shRNA constructs (125 ng of each) in the presence of water (■), 3 mM theophylline (■), 2 mM 

hypoxanthine (■), or both theophylline and hypoxanthine (□). Error bars represent one s.d. from 

duplicate transfected wells. 

 

In addition to fine-tuning of a single shRNA switch, combining shRNA switches 

with different ligand dependencies would contribute to the construction of networks that 

integrate multiple molecular inputs, as suggested from recent work on siRNA-based logic 

evaluator systems (Rinaudo et al, 2007). To evaluate the efficacy of combining shRNA 

switches, we transfected HEK293T cells stably expressing EGFP with shRNA switches 

that incorporate the theophylline aptamer (S4) or the xanthine aptamer (X1), where both 

switches target EGFP and display similar basal expression levels. On the basis of the 

combined component transfer functions (Materials and methods), we anticipated that the 

combined regulatory effects of S4 and X1 would require the presence of both 

hypoxanthine and theophylline to fully inhibit GFP silencing (Figure 3.5C and D). 
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Relative GFP levels were measured for cells transfected in the presence of theophylline, 

hypoxanthine, or the combination of the two (Figure 3.5E). GFP levels were high when 

individual switches were paired with their cognate ligand or both ligands. Some signal 

cross talk was observed as evidenced by the lower responsiveness of S4 and X1 to their 

non-cognate ligands, and primarily attributed to low aptamer specificity as observed in 

previous theophylline aptamer studies (Jenison et al, 1994) and not explicitly tested for 

the xanthine aptamer (Kiga et al, 1998). When the switches were cotransfected, high GFP 

levels coincided only in the presence of both ligands as expected on the basis of the 

circuit configuration. On the basis of the results, shRNA switches allow the construction 

of finely tuned genetic networks that can process multiple inputs. 

 

An in silico framework towards component sequence-to-transfer function prediction 

The construction of large-scale biological systems will require the simultaneous 

optimization of the behavior of all system components to yield proper network behavior 

as suggested for natural (Suel et al, 2007) and synthetic (Gardner et al, 2000; 

Yokobayashi et al, 2002) systems. Although the transfer functions associated with 

shRNA switches and other synthetic riboswitches are amenable to physical tuning, a 

computational framework to effectively navigate through qualitatively functional 

sequences is necessary for the rapid optimization of switch performance. Folding 

energetics dictate conformational partitioning and therefore switch performance for a 

strand displacement mechanism. RNA secondary structure prediction algorithms 

(Mathews et al, 2004) have the potential to perform accurate in silico prediction of in 

vivo switch performance, although these algorithms have not been sufficiently tested for 
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in vivo folding dynamics. To investigate the applicability of the secondary structure 

algorithms to predict in vivo switch behavior, we sought to develop a sequence-to-

function relationship for shRNA switches using such algorithms in combination with our 

model (Figure 3.6A). On the basis of our tuning analysis, we identified KComp as the sole 

parameter that reflects partitioning between active and inactive conformations and maps 

to the competing strand. The free energy difference (ΔG) between conformations is 

directly related to KComp such that transfer function prediction is possible by calculating 

ΔG from sequence information with the aid of structure prediction algorithms, converting 

this value into KComp, and inserting KComp into Equation (3.1) to quantitatively relate 

ligand concentration and target gene expression levels. A fully determined model requires 

values for the remaining model parameters; as these parameters are not currently 

amenable to calculation in silico, experimental estimation can be conducted with a 

minimal set of experiments on the basis of our model construction (Supplementary text 

S3.1). 

We first determined if ΔG values calculated from the algorithm correlate with the 

measured basal expression levels for shRNA switches with varying competing strand 

sequences. The implicit assumption is that competing strand alterations affect only 

conformational partitioning, which can be calculated with the structure prediction 

algorithms. We evaluated ΔG (ΔGmethod) by separating active and inactive conformations 

on the basis of the minimal free energy (MFE) and the weighted energies from a partition 

function (PF) calculation (Supplementary text S3.2 and Supplementary Figure S3.5), 

where both methods are commonly used to evaluate RNA folding in vitro and in vivo. 
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These methods were employed to calculate ΔGmethod for shRNA switches S1–10, which 

differ only in their competing strand sequence. 
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Figure 3.6 Extended model enables sequence-to-transfer function prediction and guides the 

forward design of optimized shRNA switches. (A) General process to convert shRNA switch 

sequence information into a predicted transfer function. RNA secondary structure algorithms and 

the method displaying the highest correlation strength (‘Stems’ method; Supplementary text S3.2 

and Supplementary Figure S3.5) were used to calculate the free energy difference between active 

and inactive conformations (ΔGmethod). This value is subsequently used to calculate KComp, which 

is inserted into the extended model to yield the predicted relationship between ligand 

concentration and target gene expression levels. (B) Predicted relationship between basal 

expression levels and calculated free energy difference (ΔGmodel) between active and inactive 

conformations. (C) Sequence–function relationship for shRNA switches under the ‘Stems’ 

method. This method links sequence information to basal expression levels with the aid of RNA 

secondary structure prediction algorithms. ΔG was calculated (ΔGmethod) according to this method 

for shRNA switch sequences S1–10 and plotted with the associated measured basal expression 

levels. The strength of the three-parameter curve fit was evaluated on the basis of the coefficient 

of determination (R2). Each data point represents one shRNA switch. (D) Extended model 

predictions for the relationship between ΔGmethod and dynamic range (η). η is defined as the ratio 

of GFP (%) at high (3 mM) and low (1 mM) theophylline concentrations. Curves represent 

shRNA switches containing the smaller theophylline aptamer (▬ ; e = 0.94, KApt = 0.015 µM-1) 

or the larger theophylline aptamer (▬ ; e = 0.85, KApt = 0.016 µM-1), respectively. (E) Values of 

η for shRNA switches containing the larger theophylline aptamer (S1–10; ○) or the smaller 

theophylline aptamer (S11–25; ■) as a function of ΔGmethod. Each data point represents one 

shRNA switch. S13 (the optimized shRNA switch) and S1 (the original shRNA switch) are 

marked. (F, G) Flow cytometry data for HEK293T tTA-d2EGFP cells transfected with S1 (F) or 

S13 (G) in the presence (+th, ▬) or absence (-th, ▬) of 3 mM theophylline. Histograms are 

included for the untransfected population of each switch in the absence of theophylline (neg, ▬) 
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or cells transfected with the original shRNA targeting EGFP in the absence of theophylline (sh, 

▬). 

 

To measure the correlation strength between ΔGmethod and basal expression levels for 

either method, we performed a least-squares fit using a three parameter equation of the 

same form as our model with both data sets. Ideally, the fit relationship between ΔGmethod 

and measured basal expression levels should align with the same relationship predicted 

by the model (Figure 3.6B), where ΔG (ΔGmodel) is related to KComp according to 

Equation (3.3). Both MFE and PF calculations failed to provide a significant correlation 

between ΔGmethod and basal expression levels (Supplementary Figure S3.6), suggesting 

that these methods are insufficient for accurate prediction of RNA folding dynamics in 

vivo. 

For all competing strand tuning strategies, increasing the stability of the inactive 

conformation always resulted in an increase in basal expression (Figure 3.3B–G). The 

MFE and PF methods did not effectively capture each energetic shift potentially due to 

the inclusion of binding interactions outside of the major stems. We hypothesized that the 

interactions outside of the competing strand domain are less prevalent in vivo and are 

biasing the energetic calculations. To examine this possibility, we devised a third method, 

the ‘Stems’ method, that accounts only for the energetics of the major stem in each 

conformation (Supplementary Figure S3.5). Implementing the ‘Stems’ method resulted in 

a strong correlation (R2 = 0.94) between basal expression levels and ΔGmethod (Figure 

3.6C). 

Despite the absence of a perfect overlap between the correlation of the ‘Stems’ 

method and that predicted by our model (Figure 3.6B and C), the correlation established a 
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significant empirical link between shRNA switch sequence and behavior in the absence 

of ligand. This correlation can be assimilated into the model by equating basal expression 

levels predicted by the fit equation and the model to determine the relationship between 

ΔGmethod and KComp (Supplementary text S3.2). Doing so yields a predictive component 

transfer function that is now dependent on the calculated value of ΔGmethod: 
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where C1-3 are empirical constants from the fit correlation. Our extended model provides 

a general framework for predicting shRNA switch transfer functions from sequence 

information, where energetic values produced from structure prediction algorithms are 

inserted into the model for the prediction of switch behavior. Although the extended 

model currently requires parameter fitting to yield the predicted relationship between 

ligand concentration and target gene expression levels, the framework establishes a 

starting point for the development of methods that rely on in silico calculations for 

transfer function prediction from sequence information. 

 

Model-guided forward design of shRNA switches with optimized transfer functions 

To apply the extended model to the forward design of shRNA switches with 

defined functional properties, we sought to design a theophylline-regulated shRNA 

switch displaying a maximized dynamic range (η). η is defined as the ratio of GFP levels 

at high (3 mM) and low (1 mM) theophylline concentrations. We used our extended 

model to calculate the range of ΔG values where η is maximized. Model predictions 

suggest that γ is maximized for switches with ΔGmethod ≈ -3 kcal/mol and that use of the 

(3.2) 
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smaller theophylline aptamer (higher e) yields a higher maximum (Figure 3.6D). To 

evaluate the predicted landscape, we designed new shRNA switches (S13–25) that 

include the smaller theophylline aptamer and display ranging ΔG values, generated 

component transfer functions and calculated η. Plotting ΔGmethod against the measured 

value of η for all theophylline-regulated shRNA switches (S1–25; Figure 3.6E) shows a 

maximum for switches containing the smaller theophylline aptamer that is higher than 

that for the switches containing the larger aptamer. Furthermore, both maxima existed at 

ΔGmethod ≈ -3 kcal/mol as predicted by the extended model supplemented with the 

empirical parameter values, and the best switch (S13) was approximately equal to the 

theoretical maximum of η according to model predictions (ηmax,theor = 5). Flow cytometry 

data illustrate the improvement in dynamic range (Supplementary Figure S3.7) for the 

best shRNA switch (S13; Figure 3.6G) as compared to the original shRNA switch (S1; 

Figure 3.6F). 

To examine the generality of shRNA switch design and functionality, we 

designed a set of shRNA switches targeting the endogenous La protein. Following 

selection of an shRNA sequence that yielded moderate knockdown of La as assayed by 

qRT–PCR, six shRNA switches (L1–6) were constructed with the smaller theophylline 

aptamer and various competing strand sequences covering a range of ΔG values. Each 

shRNA switch exhibited variable response to 1.5 mM theophylline that was not observed 

for the base shRNA (Supplementary Figure S3.8). As observed for the GFP-targeting 

shRNA switches, use of the ‘Stems’ method provided a suitable correlation between 

basal levels and ΔGmethod, whereas the MFE and PF methods did not. Supplying the 

model with fit values for C1-3 yielded a predicted dynamic range trend that closely 
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matched the experimental data (Figure 3.7A and B). Interestingly, when the values of 

fshRNA and e calculated from the La-targeting base shRNA and an shRNA switch 

preferentially adopting the active conformation (L6) were combined with the remaining 

parameter values from the GFP experiments, the resulting trend predicted the same 

maximum dynamic range with a shifted value of ΔGmethod corresponding to the maximum 

dynamic range. The results suggest that the shRNA sequence affects calculations with the 

‘Stems’ method such that empirical values are specific to individual sequences and 

experimental conditions. However, the ‘Stems’ method produced a strong correlation 

such that the model may be implemented in future designs by generating a small set of 

shRNA switches covering ΔGmethod values of approximately -5 to 0 kcal/mol and 

measuring basal expression levels. Thus, shRNA switches can be constructed to target 

different genes, and the model can be used as a tool to guide the forward design of 

switches displaying optimal behavior. 
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Figure 3.7 Model application guides the forward design of shRNA switches targeting an 

endogenous gene. (A) Extended model predictions for the relationship between ΔGmethod under the 

‘Stems’ method and dynamic range (η) using empirical parameter values determined from the 

GFP experiments and experimental parameters determined from the La control experiments (▬; 

fshRNA = 0.6, e = 0.72), or extrapolated empirical parameter values determined from the La switch 

experiments (▬) (Supplementary Figure S3.8). (B) Relationship between ΔGmethod and 

experimental dynamic range (η) for La-targeting shRNA switches L1–6. Plasmids harboring 

shRNA switches L1–6 displaying a range of ΔGmethod values were transiently transfected into 

HEK293T tTA-d2EGFP cells in the presence or absence of 1.5 mM theophylline and La mRNA 

levels were analyzed by qRT–PCR (Supplementary Figure S3.8). Each data point represents one 

shRNA switch. The dashed line represents the apparent increase in La mRNA levels upon 

theophylline addition observed for the original shRNA (shL). 

 

DISCUSSION 

A comparison between the framework described here and a recently described 

ligand-controlled shRNA system (An et al, 2006) highlights important design strategies 

to engineer domain swapping and tuning of the transfer function into synthetic riboswitch 

systems. In the previous design, ligand control of RNAi was achieved through direct 

coupling of the theophylline aptamer and an shRNA stem. This design inherently limits 

aptamer swapping, as the aptamer must perform ligand binding coordinated with 

modulation of Dicer processing, and prevents tuning of the transfer function, as sequence 

changes that modulate Dicer processing cannot be implemented without a complete loss 

of ligand responsiveness. In contrast, we propose here a framework on the basis of the 

coupling of three distinct domains that carry out separate functions necessary to convert 
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ligand binding into modulation of RNAi activity. Our system requires that the aptamer 

performs one function, ligand binding, and the modulation of RNAi processing is 

performed by a separate domain, the competing strand. The competing strand permits 

fine-tuning of the transfer function and enables modular coupling of the aptamer and 

shRNA stem domains, as confirmed by independently replacing each domain and 

demonstrating preservation of functionality. 

We developed a model to enhance our understanding of shRNA switch activity 

and identified five tuning strategies reflected in three model parameters, KComp, KApt, and 

e, that map specifically to sequence changes in the competing strand or aptamer domains. 

Our model also established important shRNA switch design guidelines. The first is that 

basal expression levels are determined by a collection of factors: shRNA potency 

(fshRNA), shRNA switch processability (e) and prevalence of the active conformation 

(KComp). To achieve a desired basal expression level, all factors must be considered in the 

switch design. Another guideline originates from the observation that larger aptamers 

coincided with increased basal expression levels, potentially due to sterically hindering 

processing by the RNAi machinery. The specific contribution of secondary or tertiary 

structure to the inhibitory effect is unclear, although further understanding of how the 

RNAi machinery specifically interacts with the shRNA through crystallographic or 

mutational studies may shed light on this dependence. Our results suggest that shRNA 

switch sequence length has an upper limit before compromising activity, where future 

engineering efforts may focus on alleviating or entirely removing this limitation. 

Furthermore, if achieving low basal expression levels is critical and a set of aptamers 

against the same ligand are available, use of smaller aptamers may be preferred even at a 
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cost to aptamer affinity. Such a guideline may even direct library design for the selection 

of new aptamers by placing an upper limit on the length of the randomized sequence. 

We incorporated RNA folding algorithms into our model for in silico prediction 

of shRNA switch behavior in vivo. The resulting model yielded a framework for the 

forward design of shRNA switches with specified functional properties. This was 

achieved by linking RNA secondary structure prediction algorithms, which convert 

sequence information into energetic values, to our model, which converts energetic 

values into switch behavior, to provide an empirical sequence–function relationship. The 

specific method used to calculate the free energy difference (ΔGmethod) between active 

and inactive conformations deviated from commonly used methods (MFE and PF 

calculations) on the basis of observations from the experimental tuning trends. Our 

alternative method may provide a better correlation with experimental results by focusing 

the prediction of KComp to the region of the switch in which the competing strand binding 

events are occurring, ignoring energetic contributions from other regions of the switch 

molecule that may not be relevant to the in vivo conformational switching process. Our 

analysis moves towards direct sequence-to-function relationships and suggests that 

commonly used methods for predicting RNA structure and behavior should be carefully 

evaluated when applied to in vivo environments. RNA folding in vivo is a complex 

process, and algorithms that account for folding kinetics (Danilova et al, 2006) and 

ulterior structural formation (Parisien and Major, 2008), such as pseudoknots or non-

canonical base-pairing interactions, may increase the accuracy of the model as well as 

provide insight into sequences that deviate from model predictions (Figures 3.6E and 

7B). For practical application, newer algorithms will need to be more fully developed to 
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offer the same functionalities as existing algorithms, such as the ability to rapidly scan 

suboptimal structures, calculate the energetics of multiple RNA strands, and perform a 

partition function calculation. Although the PF method did not produce a strong 

correlation using existing algorithms, non-canonical base-pairing interactions may have 

been an important factor that will be accounted for with newer algorithms. 

On the basis of the demonstrated modularity and tunability of our platform, 

shRNA switches can be implemented towards various applications. The required 

dynamic regulatory range of a given application will be one of the main considerations in 

utilizing shRNA switches, as the switches are practically limited to an ~10-fold induction 

ratio on the basis of the maximum achievable knockdown with an endogenously 

expressed shRNA. However, many endogenous non-coding RNAs, including miRNAs, 

exhibit similar restrictions on dynamic regulatory range and have important functions in 

diverse biological processes, suggesting that this limited dynamic range is not absolutely 

restrictive to the utility of shRNA switches as dynamic gene regulatory components. 

As one potential application, shRNA switches can be applied to disease therapy 

by sensing intracellular disease markers and inducing apoptosis or cell cycle arrest only 

in the affected cells as suggested previously (Rinaudo et al, 2007). When a context-

dependent concentration threshold divides diseased and normal cells, tunability is 

essential to reduce the likelihood of false positives or negatives. In addition, shRNA 

switches can be integrated into synthetic genetic circuits to generate advanced control 

schemes in biological systems. Such systems often exhibit complex dependencies on the 

dynamics of component interactions, and tuning of component behavior is often 

necessary to achieve optimal system performance. Through the fine-tuning strategies and 
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model-guided forward design tools described here, shRNA switches may be used to 

address challenges faced in biological network design and serve as complex regulatory 

components in synthetic biology (Endy, 2005; Keasling, 2008; Savage et al, 2008). 

 

MATERIALS AND METHODS 

Plasmid construction. All shRNAs were cloned into pSilencer 2.1-U6 puro (Ambion). 

The original shRNA present in pSilencer was used as a scrambled shRNA control. The 

pSilencer backbone was modified to co-express DsRed-Express in 293T cells by cloning 

the SV40 origin of replication, CMV IE promoter, and DsRed-Express into the NsiI/MfeI 

restriction sites. The original XhoI site present in the backbone was removed by XhoI 

cleavage, extension with the large Klenow fragment (New England Biolabs), and 

ligation. To clone the shRNA switches, the original shRNA followed by a 6-nucleotide 

(nt) string of T’s was cloned into BamHI/HindIII directly downstream of the U6 

promoter. The original shRNA was converted into an shRNA switch by cloning the 

remaining sequence (Supplementary Table S3.1) into XhoI/XbaI contained within the 

shRNA loop region. This allowed cloning in parallel of multiple shRNA switches that are 

comprised of the same shRNA region. All cloning steps involved annealing of 5’-

phosphorylated synthetic oligonucleotides (Integrated DNA Technologies) and ligation 

into the backbone vector. All restriction enzymes and T4 DNA ligase were purchased 

from NEB. All constructs were sequence-verified (Laragen Inc.), where sequences are 

provided in Supplementary Table S3.1. 
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Preparation of RNAs. S4t was transcribed in vitro from an annealed template containing 

the T7 promoter (5’-TTCTAATACGACTCACTATAGGG-3’, where G is the first 

transcribed nucleotide) using the Ampliscribe T7 transcription kit (Epicentre) according 

to the manufacturer’s instructions. Following transcription and DNase treatment, 

unincorporated NTPs were removed using a NucAway clean-up column (Ambion). 5’-

phosphates were subsequently removed using Antarctic phosphatase (NEB). 

Dephosphorylated RNA was then gel-purified on a 6% denaturing polyacrylamide gel 

and quantified using an ND-1000 spectrophotometer (NanoDrop). RNAs were 5’-

radiolabeled using T4 PNK (NEB) and [γ-32P]-ATP, purified using a NucAway clean-up 

column, and gel-extracted on a 6% denaturing polyacrylamide gel. 

 

In-line probing. In-line probing was conducted as described previously (Soukup and 

Breaker, 1999). After heating at 70°C for 2 min followed by slow cooling to room 

temperature, 5’-radiolabeled RNAs (0.2 pmol) were incubated for 40 h at 25°C in varying 

amounts of theophylline with 50 mM Tris–HCl pH 8.5 and 20 mM MgCl2. Reactions 

were terminated by adding an equal volume of loading buffer (10 M urea, 1.5 mM 

EDTA). The alkaline hydrolysis ladder was generated by incubating RNA in 50 mM 

NaHCO3/Na2CO3 pH 9.2 and 1 mM EDTA for 6 min at 95°C. The G-specific cleavage 

ladder was generated by incubating RNA in 1U RNase T1 (Ambion) with 20 mM sodium 

citrate pH 5.0, 1 mM EDTA, 7 M urea, and 3 mg yeast RNA for 25 min at 25°C. RNAs 

were resolved on an 8% denaturing polyacrylamide gel, dried for 90 min at 70°C, then 

visualized on an FX phosphorimager (Bio-Rad). Band quantification was performed 

using the Quantity One software package (Bio-Rad). To account for well-loading 
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variability, quantified band intensities were normalized to an adjacent band of similar 

intensity showing negligible theophylline dependence. 

 

Cell culture and transfection. All cells were maintained at 37°C in a 5% CO2-

humidified incubator. HEK293T, HEK293, HeLa, and HEK293T tTA-d2EGFP cells 

were maintained in minimal essential medium alpha media (Invitrogen) supplemented 

with 10% fetal bovine serum (FBS) (Invitrogen), whereas MDA-MB-231 cells were 

maintained in RPMI 1640 with glutamine (Invitrogen) supplemented with 10% FBS. 

Cells were transfected 1 day after seeding using Fugene 6 (Roche) according to the 

manufacturer’s instructions, followed by the immediate addition of ligand. HEK293T 

tTA-d2EGFP were transfected with shRNA vector (250 ng), whereas cells lacking 

endogenous GFP were cotransfected with shRNA vector (250 ng) and pcDNA3.1(+) 

(Invitrogen) harboring the d2EGFP gene (25 ng) (Clontech). One day post-transfection, 

the media and ligand were replaced. Transfected cells were collected 3 days post-

transfection for flow cytometry analysis. 

 

Cell fluorescence analysis. Three days post-transfection, cells were trypsinized and 

subjected to flow cytometry analysis using the Cell Lab Quanta SC MPL (Beckman 

Coulter). Cells were first gated twice for (1) viability as assessed by electronic volume 

versus side scatter and (2) green fluorescence above autofluorescence to remove a non-

fluorescent subpopulation. Cells were then gated for either low or high DsRed-Express 

fluorescence, representing untransfected or transfected cells, respectively. To minimize 

well-to-well variability, the median green fluorescence value of transfected cells were 
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divided by that of untransfected cells in the same well and reported as GFP(%). For cells 

cotransfected with shRNA and GFP plasmids, GFP(%) is the relative GFP levels when 

normalized to mean red fluorescence followed by normalization to cells transfected with 

the scrambled shRNA. See Supplementary Figure S3.9 for representative plots and the 

corresponding gates for transfected and untransfected cells. 

 

Modelling and RNA energetic calculations. Calculation of RNA free energy and 

partition functions were performed using RNAStructure (Mathews et al, 2004). KComp 

and the energy difference between inactive and active conformations are related by the 

following expression: 
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where NA is Avogadro’s number, kB is the Boltzmann constant, and T is temperature (K). 

See Supplementary texts S3.1 and S3.2 for a full description of the model derivation, 

methods for calculating folding energetics, and prediction of the transfer function for a 

given shRNA switch sequence. Equation fits to measure the correlation strength between 

ΔGmethod and basal expression levels were performed by least squares analysis using the 

following expression that has the same mathematical form as Equation (3.1): 
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where C1-3 are the fit constants. Supplementary Table S3.2 contains energetic values 

calculated under each method along with experimentally determined expression levels. 

To model the multi-input system attained by cotransfecting equimolar 

concentrations of plasmids harboring S4 and X1, the knockdown achieved by the original 

(3.3) 

(3.4) 
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shRNA was halved to reflect the 50% decrease in delivered plasmid DNA. The ligand-

dependent contributions to decreased expression levels were combined into a single 

expression to reflect the additive nature of shRNA levels mediating knockdown of the 

target gene: 
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where the subscripts S4 and X1 designate parameter values generated by a fit to the 

corresponding individual component transfer functions, and Lth and Lxan represent the 

exogenous theophylline or hypoxanthine concentration, respectively. 
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SUPPLEMENTARY INFORMATION 

 

 

 

Supplementary Figure S3.1 Theophylline dependence of in-line cleavage at C56 (■) and C74 

(○) of S4t. Individual bands from the in-line gel (Figure 3.1B) were quantified and normalized to 

an adjacent constant region to remove bias from inconsistent well loading. C56 bands were 

normalized to U47 bands, while C74 bands were normalized to U100-G102 bands. Curves were 

fit using a standard Michaelis-Menten model, with determined KD values of 3.6 µM and 6.8 µM 

for C56 and C74, respectively. 

 

 

 

 



 79

 

 

Supplementary Figure S3.2 Antisense inhibition of guide strand activity represses RNAi-

mediated silencing of GFP. Cells stably expressing EGFP were cotransfected with the designated 

oligo and a plasmid that expresses a scrambled shRNA (neg), shRNA switch S1, or an shRNA 

targeting a different region of the EGFP mRNA (sh’). Mean fluorescence relative to neg are 

based on flow cytometry measurements of transfected cells. The guide strands are shown in 

green, 2’-O-Methyl nucleotides in black, and deoxy nucleotides in blue. Error bars represent one 

standard deviation from duplicate transfected wells. 
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Supplementary Figure S3.3 Functionality of shRNA switches in different cell lines. Cells 

lacking endogenous EGFP expression were cotransfected with the shRNA construct and an EGFP 

expression plasmid in the presence (■) or absence (□) of 3 mM theophylline. Mean fluorescence 

values were normalized to red fluorescence values (DsRed-Express) contributed by the shRNA 

construct. These values were then normalized to those cells transfected with a scrambled shRNA 

(neg). Error bars represent one standard deviation from triplicate transfected wells.  
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Supplementary Figure S3.4 Derived model equation and model fit of theophylline response 

curve for S1 data from Figure 3.1D. See Supplementary Text S3.1 for model derivation. The 

value of fshRNA was set by a separate transfection experiment with the original shRNA targeting 

EGFP (sh) under the same conditions. The value of e was determined from the average basal 

expression levels of shRNA switches that highly favor the active conformation (S5, S7, S9, S10). 

Parameters KComp, KApt, and h were produced by a least-squares fit (▬) to the S1 data (●). 

Parameter values are reported to the right of the plot. 
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Supplementary Figure S3.5 Depiction of methods to calculate ΔG from shRNA switch 

sequence information. Base-pairing probabilities of base-pairs designated by arrows were used 

for the PF method. The boxed sections designate the major stem in the active and inactive 

conformations used under the Stems method. 
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Supplementary Figure S3.6 Alternative methods to relate shRNA switch sequence and in vivo 

basal expression levels. ΔG was calculated (ΔGmethod) for shRNA switches S1-10 using RNA 

secondary structure prediction algorithms. Plots relating ΔGmethod and measured basal expression 

level for shRNA switches S1-10, where ΔG was calculated using the MFE method or the PF 

method. A three-parameter equation with the same mathematical form as the model was fit by 

least-squares analysis to each data set. 
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Supplementary Figure S3.7 Theophylline response curve for the initial (S1, ●) and optimized 

(S13, ●) shRNA switches. Median fluorescence values from flow cytometry analysis were 

normalized to that of untransfected cells in the same well. Error bars represent one standard 

deviation from duplicate transfected wells. 
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Supplementary Figure S3.8 Theophylline-mediated gene regulation of endogenous La protein 

with shRNA switches. (A) qRT-PCR of La protein mRNA from HEK293T tTA-d2EGFP cells 

transfected in the presence (■) or absence (□) of 1.5 mM theophylline. Calculated free energy 

differences from the ‘Stems,’ MFE, and PF methods are displayed below each shRNA switch. 

Our model predicts decreasing basal levels for increasing bias toward the active conformation 

(higher values of ΔGmethod). Coefficient of determination (R2) for each method is included. Error 

bars represent the standard deviation for quadruplicate qRT-PCR measurements. (B) Curve fit to 

extrapolate empirical parameters C1-3 using the ‘Stems’ method using a least-squares fit. Dashed 

line marks knockdown achieved by base shRNA shL.  
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Supplementary Figure S3.9 Representative histograms and dot plots for HEK293T tTA-

d2EGFP cells transiently transfected with a plasmid expressing DsRed-Express and either a 

scrambled shRNA (Scr), the base shRNA targeting EGFP (sh), or shRNA switch S13. Gates in 

the histogram capture the transfected (H) and untransfected (L) populations in each well, where 

the untransfected gate was set based on a mock-transfected control that was below the limit of 

detection (data not shown). The two bottom rows show the resulting GFP histograms on linear or 

logarithmic axes for the transfected (▬) and untransfected (▬) gates. The calculation of GFP(%) 

used in the main text is shown on the right. Median GFP levels of each transfected population 

were normalized to that of untransfected cells in the same well, thereby reducing well-to-well 

variability. As compared to the mean, the median of each histogram gave more consistent results 

for the transient assays. 
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Supplementary Table S3.1 shRNA and shRNA switch sequences. Color schemes 
correspond to Figure 1A. Oligos are written from 5’ to 3’ and reflect the insert sequence 
cloned into the base plasmid. L1-6 were cloned into shL, while all other switch sequences 
were cloned into sh. 

Name Aptamer Sequence Cloning 
sites (5'/3') 

Database 
# 

neg 
GGATCCACTACCGTTGTTATAGGTGTTCAAG
AGACACCTATAACAACGGTAGTTTTTTGGAA
AAGCTT 

pCS626 

sh 
GGATCCGGTGCAGATGAACTTCAGGGTCAG
CTCGAGTCTAGAGCTGACCCTGAATCATCT
GCACCTTTTTTGGAAGCTT 

pCS741 

shL 

N
/A

 

GGATCCGGCTTCCCAACGATGATGCAACTC
CTCGAGTCTAGAGGAGTTGCATCAGTTGGG
AAGCCTTTTTTGGAAGCTT 

BamHI/ 
HindIII 

pCS1457 

        

S1 CTCGAGATACCAGCATCGACTCTTCGATGC
CCTTGGCAGCTCGGGCTGACCCTGACTAGA pCS630 

S1' 
CTCGAGGACCCAGCATCGACTCTTCGATGC
AAATGGCAGCTCGGGCTGACCCTGACTAG
A 

pCS847 

S2 
CTCGAGATACCAGCATCGACTCTTCGATGC
CCTTGGCAGCTCGGGCTGACCCTGAAGCTA
GA 

pCS633 

S3 
CTCGAGATACCAGCATCGACTCTTCGATGC
CCTTGGCAGCTCGGGCTGACCCTGAACTAG
A 

pCS631 

S4 CTCGAGATACCAGCATCGACTCTTCGATGC
CCTTGGCAGCTCGGGCTGACCCTGCTAGA pCS628 

S5 CTCGAGATACCAGCATCGACTCTTCGATGC
CCTTGGCAGCTCGGGCTGACCCTCTAGA pCS632 

S6 
CTCGACGATACCAGCATCGACTCTTCGATG
CCCTTGGCAGCGTCGGGCTGACCCTGCTA
GA 

pCS848 

S7 CTCGATACCAGCATCGACTCTTCGATGCCC
TTGGCAGCGAGCTGACCCTGCTAGA pCS807 

S8 CTCGAGATACCAGCATCGACTCTTCGATGC
CCTTGGCAGCTCGAGCTGACCCTGCTAGA pCS629 

S9 CTCGAGATACCAGCATCGACTCTTCGATGC
CCTTGGCAGCTCGAGCTGATCCTGCTAGA pCS1005 

S10 CTCGATACCAGCATCGACTCTTCGATGCCC
TTGGCAGCGAGCTGACCCTGACTAGA pCS808 

S11 CTCGAGATACCAGCCGAAAGGCCCTTGGCA
GCTCGGGCTGACCCTGACTAGA pCS634 

S12 CTCGAGATACCACCGAAAGGCCTTGGCAGC
TCGGGCTGACCCTGACTAGA pCS635 

S13 

th
eo

ph
yl

lin
e 

CTCGAGATACCAGCCGAAAGGCCCTTGGCA
GCTCGGGCTGACCCTGCTAGA 

XhoI/ 
XbaI 

pCS911 
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Supplementary Table S3.1 cont’d. 

Name Aptamer Sequence Cloning 
sites (5'/3') 

Database 
# 

S14 CTCGATACCAGCCGAAAGGCCCTTGGCAGC
GAGCTGACCCTGCTAGA pCS908 

S15 CTCGATACCAGCCGAAAGGCCCTTGGCAGC
GGGCTGACCCTGCTAGA pCS909 

S16 CTCGATACCAGCCGAAAGGCCCTTGGCAGC
GAGCTGACCCTGACTAGA pCS910 

S17 CTCGAGATACCAGCCGAAAGGCCCTTGGCA
GCTCGAGCTGACCCTGCTAGA pCS941 

S18 CTCGAGATACCAGCCGAAAGGCCCTTGGCA
GCTCGAGCTGACCCTACTAGA pCS942 

S19 CTCGAGATACCAGCCGAAAGGCCCTTGGCA
GCTCGGGCTGACCCTGAACTAGA pCS1001 

S20 CTCGAGATACCAGCCGAAAGGCCCTTGGCA
GCTCGGGCTGACCCTGAAGCTAGA pCS1002 

S21 CTCGAGATACCAGCCGAAAGGCCCTTGGCA
GCTCGGGCTGACCCTGGCTAGA pCS1003 

S22 CTCGATACCAGCCGAAAGGCCCTTGGCAGC
GAGCTGACCCTGAACTAGA pCS1004 

S23 CTCGAGATACCAGCCGAAAGGCCCTTGGCA
GCTCGAGCTGATCCTGCTAGA pCS1061 

S24 CTCGAGATACCAGCCGAAAGGCCCTTGGCA
GCTCGGGCTGATCCTGCTAGA pCS1062 

S25 

th
eo

ph
yl

lin
e 

CTCGAGATACCAGCCGAAAGGCCCTTGGCA
GCTCGGGCTGATCCTGACTAGA 

XhoI/ 
XbaI 

pCS1063 

        

X1 CTCGAGTGTATTACCCAGCGAGGTCGACTC
GAGCTGACCCTGACTAGA pCS870 

X1' CTCGAGTTTCAAACCCAGCGAGGTACACTC
GAGCTGACCCTGACTAGA pCS913 

X2 CTCGAGTGTATTACCCAGCGAGGTCGACTC
GAGCTGACCCTGAACTAGA pCS972 

X3 

xa
nt

hi
ne

/g
ua

ni
ne

 

CTCGAGTGTATTACCCAGCGAGGTCGACTC
GAGCTGACCCTGCTAGA 

XhoI/ 
XbaI 

pCS869 

        

T1 

te
tra

cy
cl

in
e 

CTCGAAAACATACCAGAGAAATCTGGAGAG
GTGAAGAATACGACCACCTCGAGCTGACCC
TGCTAGA 

XhoI/ 
XbaI pCS895 
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Supplementary Table S3.1 cont’d. 

Name Aptamer Sequence Cloning 
sites (5'/3') 

Database 
# 

L1 CTCGAGATACCAGCCGAAAGGCCCTTGGCA
GCTCGAGGAGTTGCATCCTAGA pCS1458 

L2 CTCGAGATACCAGCCGAAAGGCCCTTGGCA
GCTCGAGGAGTTGCATTCTAGA pCS1459 

L3 CTCGAGATACCAGCCGAAAGGCCCTTGGCA
GCTTGAGGAGTTGCATCCTAGA pCS1460 

L4 CTCGAGATACCAGCCGAAAGGCCCTTGGCA
GCTTGAGGAGTTGCATACTAGA pCS1462 

L5 CTCGAGATACCAGCCGAAAGGCCCTTGGCA
GCTCGAGGAGTTGCACTAGA pCS1463 

L6 

th
eo

ph
yl

lin
e 

CTCGAGATACCAGCCGAAAGGCCCTTGGCA
GCTTGAGGAGTTGCACTAGA 

XhoI/ 
XbaI 

pCS1464 
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Supplementary Table S3.2 Calculated free energies and corresponding expression 
levels of theophylline-regulated shRNA switches. η: ratio of relative GFP levels at 
exogenous theophylline concentrations of 3 mM and 1 µM for each shRNA switch.  

ΔG (method) 
Name Aptamer Basal expression 

levels (%) η 
MFE PF Stems 

neg 90.7 1.07 N/A 

sh 

N
/A

 

4.6 1.19 N/A 

              

S1 33.8 2.71 -0.1 0.6 -5.1 

S1' 37.0 1.39 -0.3 0.8 -5.1 

S2 76.7 1.25 0.0 -0.2 -8.6 

S3 52.8 1.68 -0.6 -0.1 -6.1 

S4 23.8 3.65 3.2 3.4 -3.2 

S5 21.1 3.58 6.2 6.2 -0.6 

S6 42.5 2.20 2.1 2.7 -5.7 

S7 14.5 2.32 2.5 3.2 0.4 

S8 37.3 2.47 0.3 1.2 -4.1 

S9 12.1 4.75 2.9 3.2 -1.5 

S10 29.4 3.60 -0.9 -0.1 -1.5 

S11 20.0 4.20 0.6 0.9 -5.1 

S12 13.4 4.06 -0.1 0.8 -5.1 

S13 16.7 5.61 4.0 3.8 -3.2 

S14 14.3 2.86 2.6 3.3 0.4 

S15 

th
eo

ph
yl

lin
e 

11.2 2.56 9.9 9.1 1.3 
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Supplementary Table S3.2 cont’d. 

ΔG (method) 
Name Aptamer Basal expression 

levels (%) η 
MFE PF Stems 

S16 21.7 3.85 0.1 0.1 -1.5 

S17 17.5 3.12 2.5 2.0 -4.1 

S18 19.5 3.89 5.7 4.5 -1.5 

S19 38.3 2.38 -0.6 0.0 -6.1 

S20 49.8 1.75 0.0 -0.2 -8.6 

S21 10.8 2.52 4.6 4.6 -4.2 

S22 35.0 2.73 -0.9 -0.9 -2.4 

S23 16.6 3.30 5.1 4.4 -1.5 

S24 10.8 3.00 6.6 6.1 -0.6 

S25 

th
eo

ph
yl

lin
e 

11.8 2.63 3.2 3.3 -2.5 
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Supplementary Text S3.1 

 

DERIVATION OF MATHEMATICAL MODEL 

 

We initially developed a mathematical model to examine the mechanism through 

which shRNA switches mediate ligand control of RNA interference (RNAi). Instead of 

drawing from existing models (Bartlett and Davis, 2006; Malphettes and Fussenegger, 

2006; Raab and Stephanopoulos, 2004) that take into account the mechanistic steps and 

kinetics of RNAi that are well characterized, we chose to derive a simplified model that 

captures the steady-state behavior of shRNA switches and the fundamental mechanism 

that provides for ligand regulation of gene expression. The goal was to develop a model 

that predicts the relative steady-state expression levels of the target gene (f; output) as a 

function of exogenous ligand concentration (L; input) and can be easily adapted to 

predict shRNA switch activity in different cellular environments. 

To accomplish this we first began with the proposed mechanism for shRNA 

switch functionality (Figure 3.1A). This mechanism asserts that a single shRNA switch 

can adopt two conformations due to distinct base-pairing interactions. The active 

conformation (left) is processed by the RNAi machinery to an siRNA that initiates RNAi-

mediated silencing of target transcripts. Processing includes nuclear export by Exportin-5 

(Yi et al, 2003) and cleavage by the RNase III-like enzyme Dicer (Ketting et al, 2001). 

Conversely, the inactive conformation (middle) is not processed by the RNAi machinery. 

Ligand binding to the formed aptamer domain in the inactive conformation stabilizes this 
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conformation (right), thereby reducing overall processing of the shRNA switch to an 

siRNA. 

Model derivation began by assuming that the three conformations (active, 

inactive, and inactive bound to ligand) are at thermodynamic equilibrium as determined 

by KComp and KApt. KComp is the equilibrium partitioning constant between active and 

inactive conformations, while KApt is the association constant for binding between ligand 

and the inactive conformation. When normalized to the total shRNA switch 

concentration, the fraction of shRNA switches in the active conformation is 

   

 The next step was correlating the fraction of shRNA switches in the active 

conformation to relative expression levels of the target gene. Previous models have 

highlighted the importance of absolute expression levels of the RNAi substrate, target 

gene transcripts, and the RNA-induced silencing complex (RISC), as well as the rate of 

cell division (Bartlett and Davis, 2006). Recent work has elaborated on the mechanism of 

RNAi, including the emerging role of Dicer binding partners TRBP and PACT (Gregory 

et al, 2005; Kok et al, 2007; Lee et al, 2006), association of RISC and Dicer (Gregory et 

al, 2005), shuttling of the cleaved siRNA from Dicer to RISC (Gregory et al, 2005), 

cleavage and release of the passenger strand (Matranga et al, 2005; Rand et al, 2005), 

target site availability for efficient degradation of the target transcript (Westerhout and 

Berkhout, 2007), and the potential for saturation of Exportin-5 (Grimm et al, 2006; Yi et 

al, 2005). Rather than offer a descriptive model of RNAi that incorporates all of these 

( )LK1K1
1     

aptcomp ⋅++
=⎥

⎦

⎤
⎢
⎣

⎡
(3.6) . 



 95

mechanisms that are still under investigation, we chose an empirical route that requires 

minimal experimental data. 

 Excluding nuclear export by Exportin-5, the mechanistic steps described above 

apply to the linear cascade downstream of and including Dicer recognition and 

processing. Incorporation of three parameters, fshRNA, e, and h, can account for the 

dynamics of these steps. fshRNA is the relative knockdown achieved by the original shRNA 

– an RNA molecule comprised of a loop region and the shRNA stem sequence, e is the 

efficiency of shRNA switch processing by the RNAi machinery, and h is the hill 

coefficient that accounts for the nonlinearity between the concentration of Dicer-cleaved 

siRNAs and relative expression levels of the target gene. To capture the correlation 

between the prevalence of the active conformation and target gene expression levels, we 

used the following relationship: 

 

Introducing equation (3.6) into equation (3.7) yields the final form of the model: 

 

where the relative expression levels of the target gene (f) are a function of exogenous 

ligand concentration (L).  

 The power of our model lies in the ability to calculate realistic parameter values 

from a minimal set of experiments: fshRNA can be found in one experiment by measuring 

the relative knockdown of the target gene induced by an shRNA that contributes the 

shRNA stem, e can be calculated from basal expression levels from a few shRNA 

(3.8) ( )[ ] h- 
AptCompshRNA LK1K1 fe1   f ⋅++⋅−= , 

h 

shRNA

     
fe1   f ⎥

⎦

⎤
⎢
⎣

⎡
⋅−= (3.7) . 
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switches that strongly prefer the active conformation, and h can be calculated by 

generating a ligand response curve with one shRNA switch – as long as administration of 

the highest ligand concentration results in negligible knockdown of the target gene. The 

remaining model parameters, KComp and KApt, can be found from the same response curve 

used to calculate e, since varying KApt only changes the EC50 while varying KComp 

changes both EC50 and basal expression levels. A summary of the model parameters and 

how values are experimentally obtained are included in Supplementary Table S3.3 below. 

  

Supplementary Table S3.3 Description of model parameters. 

parameter initial determination description 

KComp fit to data Equilibrium partitioning constant between 
conformations equal to [inactive]/[active] (-) 

KApt fit to data Association constant between ligand and formed 
aptamer (1/μM) 

e extrapolated from data RNAi processing efficiency (-) 

fshRNA from shRNA data Relative knockdown by original shRNA (-) 

h fit to data Hill coefficient (-) 

 

 

To investigate the validity of the model, we experimentally determined model 

parameter values as described above: fshRNA was equated to the knockdown achieved with 

the original shRNA targeting EGFP (sh); e was calculated from the average basal 

expression levels produced by shRNA switches S5, S7, S9, and S10; and KComp, KApt, and 

h were determined by a model fit of the theophylline response curve for S1. The resulting 

parameter values are shown in Supplementary Figure S3.4. The fit curve aligns with the 
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response curve for S1, and the fit parameter values are realistic as described below for 

KApt and KComp. The EC50 is related to KApt and KComp according to the following: 

 

From the in-line assay results, the ratio of the apparent KD of S4t (5 µM) to the KD of the 

aptamer alone (0.29 µM (Zimmermann et al, 2000)) was ~ 17. Solving for KComp in 

equation (4) yields a value of 0.06. While this is below the fit value from the S1 data of 

0.17, S1 has one less base pair than S4 contributed by the competing strand. Thus, the 

value from S4t is anticipated to be closer to 0.17 if the extra base pair is included. The fit 

value for KApt (0.016 µM-1) from the S1 data was lower than that for the aptamer alone 

(3.4 µM), which can be attributed to a theophylline concentration drop across the cellular 

membrane as observed in E. coli (Koch, 1956) and S. cerevisiae (J Liang, J Michener, C 

Smolke, unpublished data, 2008). Hence the model faithfully follows the underlying 

mechanism of ligand regulation of gene expression mediated by shRNA switches and can 

capture in vivo behavior by utilizing a minimal set of experiments. 
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Supplementary Text S3.2 

 

FREE ENERGY CALCULATIONS AND MODEL EXTENSION 

 

The model derived in Supplementary Text S3.1 identified different tuning trends 

that were observed in our experimental analysis, although this form of the model only 

predicts qualitative shifts in the transfer function based upon nucleotide changes to a 

parent shRNA switch. We sought to augment the model with predictive capabilities for 

the forward design of shRNA switch sequences that yield desired transfer functions. We 

initially focused on KComp, the partitioning coefficient between active and inactive 

conformations, since it solely captured the effect of multiple changes to the competing 

strand and has a thermodynamic basis. Under basic thermodynamic assumptions, KComp is 

related to the free energy difference (ΔG) between the active and inactive conformations 

according to 

 

where NA is Avogadro’s number, kB is the Boltzmann constant, and T is temperature (K). 

If ΔG can be calculated for a given shRNA switch sequence, then the corresponding 

value of KComp can be calculated. When paired with the other experimentally-determined 

parameter values (Supplementary Text S3.1), this value of KComp can then be used in the 

model to predict the transfer function relating ligand concentration and relative gene 

expression levels. The initial challenge is calculating an experimentally valid ΔG from a 

given shRNA switch sequence. 

 , ( )CompBA KlnTkN
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Free energy calculation  

To calculate ΔG, we employed the RNA secondary structure prediction program 

RNAStructure 4.5 (Mathews et al, 2004) to output structural and energetic information 

for a given sequence. The program’s dynamic folding algorithm utilizes empirical energy 

values measured in vitro (Mathews et al, 2004) to predict RNA conformations and their 

relative free energy. Since application of the program to in vivo folding has rarely been 

addressed (Mathews et al, 2004), we first asked if ΔG values calculated from the program 

(ΔGmethod) correlated with measured basal expression levels for each shRNA switch. Two 

commonly used methods were initially employed to calculate ΔGmethod for S1-10 

(switches with the same aptamer domain and shRNA stem): minimal free energy of the 

active and inactive conformation (MFE method) and partition function calculation to find 

the relative probability of either general conformation (PF method). ΔGmethod values were 

then plotted with the associated basal expression levels measured in vivo (Supplementary 

Table S3.2) and compared to the expected trend from the model (ΔGmodel; Figure 3.6B). 

A three-parameter equation with the same mathematical form as the model was then fit to 

each data set using a least-squares analysis to evaluate the correlation strength, since a 

strong correlation is necessary for accurate prediction of the transfer function. The 

mathematical form used to fit the data was 

 

where C1 , C2 , and C3 are fit constants and ffit is the basal expression of the target gene 

for the fit curve. 
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MFE method 

The minimal free energy conformation – the most stable conformation – has been 

considered to be representative of the actual tertiary structure, and the free energy of this 

conformation is often considered to represent overall energetics of the RNA sequence. 

Under the MFE method, the free energy is recorded for the most stable active and 

inactive conformation. The difference in these free energy values is then reported as 

ΔGmethod. The resulting plot (Supplementary Figure S3.6) shows no significant correlation 

and an associated weak fit (R2 = 0.35), suggesting that this method is insufficient for 

predicting transfer functions. 

 

PF method 

Calculation of the partition function is a more advanced and considered to be a 

more accurate method for the approximation of RNA energetics. All possible secondary 

structure conformations and their energies are calculated in order to identify the most 

prevalent conformation, which often deviates from the minimal free energy 

conformation. Under the PF method, the program outputs the probability of a given base-

pair based on the partition function calculation. To convert these probabilities into a value 

of ΔG, we first found the smaller value of the base-pair probabilities near the top and 

bottom of the upper shRNA stem (starting at the stem bulge) in the active conformation 

and the stem formed by the competing strand and the shRNA stem in the inactive 

conformation (Supplementary Figure S3.5). Base-pairs were chosen such that the same 

nucleotide in the shRNA stem was part of the selected base-pair in both conformations. 

This ensures that a base-pair probability only applies to one of the two conformations. In 
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other words the sum of the base-pair probabilities that include the same nucleotide for 

both conformations should always be less than one. Ideally, the sum should equal one, 

where all calculated sums for S1-10 were between 85% and 99% (data not shown). The 

value of ΔGmethod can be calculated from the base-pair probabilities according to the 

following: 

 

where PA and PI are the base-pair probabilities representing the active or inactive 

conformations, respectively. ΔGmethod values were calculated using the PF method and 

plotted in the same way as above (Supplementary Figure S3.6). The PF method provided 

a better fit (R2 = 0.53) when compared to the MFE method that qualitatively matched the 

model trend, although the fit is not suitable for predictive purposes. 

 

Stems method 

While increasing the extent of base-pairing between the competing strand and 

shRNA stem always resulted in an increase in basal expression levels (Figure 3.3B-G), 

the MFE and PF calculations output predicted an increase or decrease in free energy 

changes based on binding interactions outside of the major stems. We attributed the 

inaccuracy of the MFE and PF methods to the equal weight placed on these binding 

interactions. To remove these contributions to the energetic calculation, we devised a 

third method we term the ‘Stems’ method. This method only accounts for the energetic 

contributions from the major stems in the active and inactive conformations. The major 

stem for the active conformation spans from the shRNA stem bulge to the top of the 
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shRNA stem, while the major stem for the inactive conformation includes base-pairs 

formed between the shRNA stem and the competing strand (Supplementary Figure S3.5). 

The lower portion of the shRNA stem is ignored since it is present in both conformations. 

As before, we calculated ΔGmethod for S1-10 and plotted these values against the basal 

expression levels. The resulting plot (Figure 3.6C) shows a strong correlation (R2 = 0.94), 

a significant improvement over the other methods. 

 It is surprising yet insightful that the most accurate method only accounts for 

energetic contributions from regions that interact with the competing strand, which is 

precisely and solely where KComp maps. An inequality does exist between the fit curve 

from the ‘Stems’ method and model predictions in terms of the abscissa values and curve 

slope, which suggests that sequences outside of the major stem contribute to folding 

energetics in vivo in a way that is improperly treated by the MFE or PF method.  

 

Model extension 

Based on the strong correlation between ΔGmethod calculated from shRNA switch 

sequence and in vivo basal expression levels, the fit curve from the ‘Stems’ method can 

be incorporated into our model for the forward design of shRNA switches. This is 

accomplished by converting the value of ΔGmethod calculated from the ‘Stems’ method 

into KComp that can be used in the model to predict the transfer function. To perform this 

conversion, f from the model equation and ffit from the curve fit are set equal to each 

other. For successful conversion, the dynamic range (the range of f) of the model and fit 

curves must match exactly. This can be done by ensuring that 

 
 , (3.13) ( )∞→=⋅ methodfitshRNA ΔGf   fe-1
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where e and fshRNA are model parameters. Once set equal to each other, KComp can be 

found in terms of ΔGmethod: 

 

 Replacing KComp in the model with equation (5) yields the extended model: 

 

Following experimental determination of the remaining model parameter values 

(Supplementary Text S3.1), this equation can be used to predict relative expression levels 

of the target gene (fmodel) as a function of ligand concentration (L) by calculating ΔGmethod 

under the ‘Stems’ method using RNAStructure. 

Since the obtained fit parameter values are specific to shRNA switches S1-10, 

there is a question as to how parameter values and model accuracy will change for a new 

aptamer, target sequence, or cellular context. To address the generality of the model, we 

constructed six shRNA switches (L1-6) targeting the endogenous La protein that covered 

a range of values for ΔGmethod. Cells were transiently transfected with plasmids harboring 

each shRNA in the presence or absence of theophylline and assayed for La levels by 

qRT-PCR (Figure 3.7, Supplementary Figure S3.8). Parameter values C1-3 were again 

extrapolated through a least-squares fit of the basal expression data for L1-6. Similar to 

the GFP-targeting shRNA switches, a strong correlation was determined using the 

‘Stems’ method, which was not observed with the MFE and PF methods, that yielded a 

relationship between dynamic range and ΔGmethod closely matching experimental results. 
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However, the predicted relationship between ΔGmethod and dynamic range was slightly 

shifted as compared to that generated from the fit parameter values for S1-10 

supplemented with the shRNA potency (fshRNA) and aptamer inhibitory effect (e) 

determined for the La-targeting shRNA switches. The parameters fshRNA and e were 

calculated using basal levels from the base shRNA (shL) and an shRNA switch (L6) 

strongly biased toward the active conformation, respectively. The results suggest that the 

‘Stems’ method is suitable for the prediction of shRNA switch behavior in vivo when 

supplemented with empirical parameter values specific to each shRNA stem sequence. 

As demonstrated here the parameter values can be determined from the basal expression 

levels of only a few switches. As our understanding of dynamic RNA behavior in vivo 

progresses, future modeling efforts may provide more accurate methods that move 

toward de novo sequence-function prediction. 
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Supplementary Methods 

 

Antisense inhibition of RNAi. Oligonucleotides were chemically synthesized 

(Integrated DNA Technologies) with 3’ amino linkers (L). The following sequences were 

used, where 2’-O-methyl nucleotides are underlined and all other nucleotides are 2’-

deoxy: 2’OMe anti, 5’-CUGACCCUGAAGUUCAUCUGCACCL-3’; 2’OMe rev, 5’-

CCACGUCUACUUGAAGUCCCAGUCL-3’; deoxy anti, 5’-CTGACCCTGAAGTTCA 

TCTGCACCGCGL-3’. Oligonucleotides were cotransfected with the designated shRNA 

plasmid (500 ng) into HEK293T tTA-d2EGFP cells seeded in a 12-well plate using 

Lipofectamine 2000 (Invitrogen) according to the manufacturer’s instructions with a final 

oligo concentration of 50 nM. The media was replaced one day post-transfection and the 

cells were trypsinized and assayed by flow cytometry three days post-transfection. Only 

transfected cells were included in the analysis based upon high DsRed-Express 

expression levels. A separate shRNA (sh’) that targets the EGFP mRNA in a different 

location was included in the analysis. 

 

qRT-PCR. The following oligos were used for qRT-PCR against La protein (Acc # 

X13697) and the loading control GAPDH (Acc # NM_002046): La_fwd, 5’-

GGTTGAACCGTCTAACAACAG-3’; La_rev, 5’-ATGTCATCAAGAGTTGCATCAG-

3’; GAPDH_fwd, 5’-GAAGGTGAAGGTCGGAGTC-3’; GAPDH_rev, 5’-GAAGATG 

GTGATGGGATTTC-3’. HEK293T tTA-d2EGFP cells were transfected in a 12-well 

plate in the presence or absence of 1.5 mM theophylline with plasmids harboring the 

hygromycin B resistance gene and an shRNA targeting La protein mRNA (Acc # 
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X13697). shRNA sequences are contained in Supplementary Table S3.1. One day post-

transfection, cells were subcultured and seeded into a 6-well plate. One day later, the 

media was replaced and supplemented with 300 µg/ml puromycin. Four days after adding 

hygromycin, dead cells were removed with a 1X PBS wash and total RNA was extracted 

using the RNeasy Protect Mini kit (Qiagen) according to the manufacturer’s instructions 

and DNase I-treated for 20 minutes at 37°C. Following purification using a NucAway 

column (Ambion), total RNA (up to 5 µg) was reverse-transcribed using Superscript III 

reverse transcriptase (Invitrogen) according to the manufacturer’s instructions using the 

gene-specific reverse primers for La protein and GAPDH followed by the recommended 

incubation with RNase H. qRT-PCR was conducted with this cDNA on the iCycler iQ 

system (BioRAD) according to the manufacturer’s instructions. Samples were prepared 

in quadruplicate using the iQ SYBR green supermix and data were analyzed using the 

iCycler iQ software. 
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Chapter 4 

 

Design of Ligand-Responsive MicroRNAs 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This chapter was adapted with permission from Beisel CL, Culler SJ, Hoff KG, and 

Smolke CD. Design of ligand-responsive microRNAs based on structural insights into 

Drosha processing. The manuscript was in submission at the time of the thesis defense. 
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ABSTRACT 

MicroRNAs (miRNAs) are endogenous small RNAs that mediate gene silencing 

in higher eukaryotes and play critical roles in regulating diverse cellular processes. Here, 

we describe a strategy for engineering ligand-responsive miRNAs in mammalian cells 

based on structural requirements for efficient Drosha processing – namely, the single-

stranded nature of the miRNA basal segments. We utilized a unique property of aptamer 

binding, termed adaptive recognition, to introduce ligand control over structure within the 

basal segments, rendering Drosha processing and subsequent gene silencing sensitive to 

ligand concentrations. The generality of this strategy as a means of introducing ligand 

control over gene silencing was demonstrated for three different aptamer-small molecule 

ligand pairs. Furthermore, we explored the versatility of ligand-responsive miRNAs 

through the engineering of miRNA clusters, cis-acting miRNAs, and self-targeting 

miRNAs that combine cis and trans regulation. This versatility is an important property 

for tailoring genetic regulatory systems to applications in biotechnology and medicine 

that require finely tuned, combinatorial control of transgene or endogenous gene 

expression. Finally, our synthetic ligand-responsive miRNAs suggests an as yet 

undiscovered regulatory mechanism for small molecule control of natural miRNAs. 
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INTRODUCTION 

miRNAs comprise a conserved class of small noncoding RNAs that direct 

targeted gene silencing through the RNA interference (RNAi) pathway in humans and 

other eukaryotes (Bartel, 2004). Most miRNAs are encoded within long transcripts 

transcribed from Pol II promoters (Cai et al, 2004; Lee et al, 2002). The primary (pri-) 

miRNA is initially processed to an ~65 nucleotide (nt) precursor (pre-)miRNA by the 

Microprocessor (Gregory et al, 2004; Han et al, 2004; Lee et al, 2003) composed of the 

cleaving enzyme Drosha and the RNA binding protein DGCR8. Following pri-miRNA 

cleavage and export from the nucleus, the pre-miRNA is processed by Dicer to a 22-25 nt 

miRNA duplex. One of the duplex strands termed the mature miRNA is incorporated into 

the RNA-induced silencing complex (RISC), which subsequently cleaves or 

translationally represses the target transcript depending on the degree of complementarity 

between the guide sequence of the miRNA and the target. miRNA-mediated gene 

regulation has been implicated in diverse biological processes ranging from development 

to angiogenesis and may be involved in the regulation of a majority of the human genome 

(Friedman et al, 2009). 

 Engineered genetic systems that display ligand control of gene silencing mediated 

by miRNAs will provide a powerful and versatile means to control transgene and 

endogenous gene expression. In addition, the application of such control systems to 

natural miRNAs will allow coordinated regulation of potentially hundreds of genes and 

diverse cellular functions (Baek et al, 2008; Selbach et al, 2008). Recently, researchers 

have designed synthetic RNA-based regulatory systems that integrate sensing and gene-

regulatory functions, where the former are encoded in RNA aptamer sequences that 
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recognize small molecule ligands (Suess and Weigand, 2008). Such integrated ligand-

responsive RNA-based control systems offer several advantages over more traditional 

protein-based regulatory systems in avoiding potential immunogenicity of heterologous 

protein components and providing a more tunable control system. In addition, as 

aptamers can be selected against a wide range of biomolecules (Ellington and Szostak, 

1990; Osborne and Ellington, 1997; Tuerk and Gold, 1990), such integrated RNA 

systems provide platforms for gene expression control in response to potentially any 

molecular input.  

Recently, integrated RNA-based control systems that mediate gene silencing 

through the RNAi pathway in response to small molecule ligands were built from gene 

regulatory functions encoded by intermediate substrates in the processing pathway, small 

hairpin RNAs (shRNAs) (An et al, 2006; Beisel et al, 2008). The ligand-responsive 

shRNA system designs linked small molecule RNA aptamers to shRNA elements to 

modulate the extent of Dicer processing and subsequent gene silencing through ligand 

binding events based on known structural requirements for efficient Dicer processing (An 

et al, 2006; Beisel et al, 2008). However, sequence restrictions and in vivo toxicity of 

shRNAs (Boudreau et al, 2009; Grimm et al, 2006; McBride et al, 2008) establish 

significant hurdles toward broader implementation of these control systems. Recent 

research indicates that such practical application issues may be avoided through the 

implementation of integrated ligand-responsive miRNAs (Bauer et al, 2009; Boudreau et 

al, 2009; McBride et al, 2008).  

We have designed ligand-responsive miRNAs and demonstrated their 

implementation in regulatory circuits that modulate and tune the resulting regulatory 
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response. Our design is based on elucidated structural requirements for miRNA 

processing, specifically that the bulge size in the miRNA basal segments dictates the 

extent of Drosha processing and in vivo silencing. By integrating an aptamer into the 

miRNA basal segments, we utilized aptamer-ligand binding interactions to increase the 

local structure in that region, such that Drosha processing and subsequent gene silencing 

were inhibited with increasing ligand concentration. The sequence flexibility of the basal 

segments allows for the introduction of different aptamer sequences in this region, 

resulting in a modular design framework that allows modification of the detected ligand 

or target gene without compromising regulatory activity. We further engineered circuits 

comprising clusters of ligand-responsive miRNAs, where the use of cis- or trans-acting 

miRNAs at variable copy number provided tunable control of gene expression. We also 

engineered a self-targeting ligand-responsive miRNA circuit based on combined cis and 

trans regulation that resulted in more stringent regulatory properties, providing a novel 

system for transgenic control. Our integrated ligand-responsive miRNA framework offers 

considerable versatility for genetic control and will be broadly useful across applications 

in biotechnology and medicine. 

 

RESULTS 

Extent of structure in the basal segments dictates Drosha processing and gene 

silencing 

miRNAs can be partitioned into four domains (Figure 4.1A) that exhibit unique 

structural requirements for efficient Drosha processing and RISC activation (Boudreau et 

al, 2008; Han et al, 2006; Zeng and Cullen, 2003, 2004, 2005; Zeng et al, 2005). For 
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example, in vitro studies have shown that mutating the sequence of the basal segments to 

form extensive base pairing interactions abolishes Drosha processing (Han et al, 2006; 

Zeng and Cullen, 2005). These results indicate that efficient Drosha processing requires 

that the basal segments be single-stranded or unstructured. 
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Figure 4.1 Extent of structure in the basal segments dictates miRNA processing and target gene 

silencing. (A) General domains of a pri-miRNA. The upper stem encodes the mature miRNA 

sequence. The lower stem is ~11 base pairs (bp) in length and designates the Drosha cleavage 

site. The basal segments comprise the flanking sequences outside of the lower stem. (B) Sequence 

and secondary structures of minimal pri-miRNAs used to examine the effects of bulge size in the 

basal segments on Drosha processing in vitro. The minimal pri-miRNAs contain a mature 

miRNA sequence that targets GFP (green text) and differ only in their basal segments. The bulge 

sequences for each pri-miRNA are indicated in yellow boxes. Black and gray arrows indicate the 

putative cleavage sites for productive and abortive processing, respectively, based on data from 

the cleavage assay. (C) In vitro Drosha cleavage assay results on the minimal pri-miRNAs with 

varying bulge sizes. Internally radiolabeled miRNAs were incubated with immunopurified 

Drosha (Drosha) or mock preparations (Mock), and reaction products were resolved by PAGE. 

Productive processing is expected to result in an ~61 nt pre-miRNA. Black and gray arrows mark 

the presumed productive and abortive cleavage products, respectively, from Drosha cleavage as 

indicated in (B). Gel images are representative of at least two independent experiments. (D) 

Schematic of the in vivo miRNA expression and targeting system. GFP-targeting miRNAs were 

placed within the 3’ UTR of a transcript encoding DsRed-Express that was expressed from the 

constitutive CMV promoter. (E) GFP silencing results from cell culture assays performed with 

miRNAs exhibiting varying bulge sizes. The population median of GFP fluorescence from 

transiently transfected HEK 293 cells stably expressing GFP was normalized to that from a 

construct lacking a miRNA (No miRNA). Error bars represent the standard deviation of two 

independent transfections. 

 

 



 115

This requirement suggests a mechanism for regulating Drosha processing, and thus 

RNAi-mediated gene silencing, by regulating the structure of the basal segments. To 

utilize this mechanism as a design strategy, we more systematically examined the 

relationship between bulge size in the miRNA basal segments, in vitro Drosha 

processing, and in vivo gene silencing.  

We performed in vitro Drosha cleavage assays that mimic the first step in miRNA 

biogenesis to examine the relationship between bulge size and Drosha processing. RNAs 

with varying bulge sizes in the basal segments (Figure 4.1B) were transcribed in vitro, 

incubated with immunopurified Drosha, and resolved by PAGE (Figure 4.1C). 

Decreasing the size of the loop from 18 to 8 nts greatly reduced the appearance of the 61 

nt pre-miRNA (Figure 4.1B, black arrows) and increased abortive processing (Figure 

4.1B, gray arrows). Abortive processing was previously observed and attributed to 

DGCR8 recognition of the terminal loop instead of the miRNA basal segments (Han et 

al, 2006). 

To examine the relationship between bulge size in the basal segments and gene 

silencing, we developed a general cell culture assay for miRNA activity (Figure 4.1D). 

miRNAs designed to target a transcript encoding the green fluorescent protein (GFP) 

were inserted into the 3’ untranslated region (UTR) of a constitutively-expressed 

transcript encoding the fluorescent protein DsRed-Express. Plasmid DNA encoding the 

DsRed-Express construct was transfected into HEK 293 cells stably expressing GFP. The 

level of miRNA-mediated gene silencing was determined by flow cytometry analysis, 

where DsRed-Express levels were used to distinguish between transfected and 

untransfected cells. Using the cell culture assay, miRNAs with the same bulges as in the 
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in vitro experiments were tested for silencing efficiency. Flow cytometry results 

supported the data from the in vitro Drosha cleavage assays, as smaller bulge sizes 

showed reduced GFP silencing (Figure 4.1E). Therefore, proper Drosha processing and 

gene silencing correlate with the size of the bulge in the miRNA basal segments. 

 

Aptamer integration renders miRNA processing sensitive to a small molecule ligand 

Aptamers often undergo transitions from unstructured to highly structured 

conformations upon ligand binding, a phenomenon termed adaptive recognition 

(Hermann and Patel, 2000). We developed a design strategy based on this phenomenon 

and the dependence of Drosha processing on the structure of the basal segments to 

introduce ligand control of miRNA-mediated gene silencing (Figure 4.2A). Through 

integration of an aptamer into the basal segments of a miRNA, we anticipated that the 

aptamer-ligand binding interactions would decrease the unstructured nature of that 

region, thereby inhibiting proper processing and subsequent gene silencing (Figure 4.2B). 

 We first examined the ability of an aptamer to mediate ligand control of Drosha 

processing. The theophylline aptamer (Jenison et al, 1994; Zimmermann et al, 2000) was 

inserted in the basal segments domain directly adjacent to the miRNA lower stem (Figure 

4.2C). The resulting miRNA (th1) was transcribed in vitro and subjected to the Drosha 

cleavage assay in the presence or absence of theophylline. The primary products of 

Drosha processing for th1 and a control miRNA were both ~61 nts, the expected size for 

the pre-miRNA (Han et al, 2006; Lee et al, 2003) (Figure 4.2D). In addition, the presence 

of theophylline inhibited proper processing of the aptamer-containing miRNA, resulting 

in an alternative cleavage pattern similar to that observed from miRNAs with smaller 
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bulges (Figure 4.1C). The control miRNA exhibited negligible theophylline dependence, 

suggesting that ligand binding to an aptamer located within the basal segments can 

control Drosha processing. 
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Figure 4.2 Ligand-responsive miRNAs enable ligand-mediated regulation of Drosha processing 

and gene silencing. (A) A design framework for ligand-responsive miRNAs based on integrating 

the aptamer binding core into the miRNA basal segments directly adjacent to the lower stem. 

Drosha processing of the miRNA is inhibited through an increase in structure of the basal 

segments domain resulting from the binding interaction between the aptamer and its cognate 

ligand. (B) Proposed relationship between Drosha processing (dashed gray line), target gene 

expression levels (black line), miRNA basal segments structure, and ligand concentration for a 

ligand-responsive miRNA. Unstructured basal segments lead to efficient processing and gene 

silencing, whereas structured basal segments, resulting from ligand binding and favored as the 

ligand concentration increases, inhibit Drosha processing. (C) Sequence and secondary structures 

of minimal GFP-targeting pri-miRNAs with a large bulge (m1) or the theophylline aptamer (th1) 

inserted in the basal segments. Notation follows that indicated in Figure 4.1B. (D) In vitro Drosha 

cleavage assay results for m1 and th1. Internally radiolabeled miRNAs were incubated with 

immunopurified Drosha (Drosha) or mock preparations (Mock) in the presence or absence of 5 

mM theophylline, and reaction products were resolved by PAGE. Black and gray arrows mark the 

presumed productive and abortive cleavage products, respectively, from Drosha cleavage as 

indicated in (c). Gel images are representative of at least two independent experiments. (E) 

Theophylline response curves for constructs harboring a GFP-targeting miRNA with basal 

segments containing the theophylline aptamer (th1, blue) or sequence similar to miR-30a (wt, 

gray) (Figure S4.1). miRNAs were cloned into the plasmid constructs and characterized through 

the cell culture assays described in Figure 4.1D. The population median of GFP fluorescence 

from transiently transfected HEK 293 cells stably expressing GFP was normalized to that from a 

construct lacking a miRNA (No miRNA) at each theophylline concentration. wt was used as a 

negative control as it results in similar levels of GFP silencing in the absence of theophylline. (F) 

GFP silencing results from cell culture assays performed on th1 and wt transiently transfected in 

the absence (white) or presence of either 5 mM theophylline (gray) or 1 mM caffeine (black). 
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GFP levels were normalized to that from a construct lacking a miRNA (No miRNA) transfected 

under the same conditions. Error bars represent the standard deviation of two independent 

transfections. 

 

 We next examined whether theophylline regulation of Drosha processing resulted 

in ligand-mediated control of gene silencing. Using the cell culture assay, we tested the 

silencing efficiency of a GFP-targeting miRNA with a theophylline aptamer in the basal 

segments (th1). Extensive base pairing below the bulge encoded in the aptamer sequence 

was incorporated to ensure proper aptamer folding. We also included a GFP-targeting 

miRNA with basal segments similar to the natural miRNA miR-30a as a control (wt, 

Figure S4.1). Transient transfections were conducted in the presence of varying 

concentrations of theophylline. Results show that both miRNA constructs silence GFP 

with comparable strength in the absence of theophylline (Figure 4.2E). However, the 

miRNA with the theophylline aptamer mediated a theophylline dose-dependent increase 

in GFP expression levels, whereas silencing by the miRNA lacking the aptamer was 

insensitive to theophylline. In addition, silencing by both miRNAs was insensitive to the 

presence of caffeine (Figure 4.2F), a molecule that differs from theophylline by a single 

methyl group and binds the theophylline aptamer with a 10,000-fold lower affinity 

(Jenison et al, 1994). The results demonstrate that the observed effect of theophylline on 

miRNA-mediated gene silencing is specific to the incorporation of the theophylline 

aptamer in the basal segments of the miRNA. 
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Framework modularity supports the integration of different aptamer and miRNA 

targeting sequences 

A desirable property of any ligand-responsive regulatory system is modularity. 

Modular regulatory systems can be readily modified to change the targeted gene or 

recognized ligand without complete redesign, facilitating the rapid implementation of 

base designs in diverse applications with varying regulatory needs. While most ligand-

responsive RNA regulator designs can be readily modified to target different genes, only 

a fraction of the developed designs have been shown to support direct insertion of 

different aptamer sequences (Bayer and Smolke, 2005; Beisel et al, 2008; Win and 

Smolke, 2007).  

 The targeted gene is specified by the mature miRNA sequence in a miRNA 

regulatory element. Previous work has shown that modifying the mature miRNA 

sequence in natural miRNAs is sufficient to target different genes (Zeng et al, 2002). 

Since the aptamer and mature miRNA sequences do not overlap, we expected that each 

of these elements can be changed independently without affecting the other’s function. 

Using the cell culture assay, we tested two different mature miRNA sequences: one that 

targets a different location in the GFP encoding transcript (th2) and the other that is 

partially scrambled (th1’). Flow cytometry results showed GFP silencing and 

theophylline-dependent up-regulation of gene expression by th2 and negligible silencing 

by th1’ (Figure S4.2). Therefore, the mature miRNA sequence can be modified without 

compromising the ligand control function encoded within the aptamer sequence. 

 To examine the modularity of the aptamer sequence, we tested two aptamers that 

display different lengths and secondary structures: the tetracycline aptamer (Berens et al, 
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2001) and the xanthine aptamer (Kiga et al, 1998). The binding core of each aptamer was 

initially integrated adjacent to the lower stem in place of the bulge (Figure 4.3A), and the 

resulting miRNAs were tested using the cell culture assay in the presence or absence of 

the associated ligand. Hypoxanthine was used as a soluble alternative to xanthine that 

binds the aptamer with comparable affinity (Kiga et al, 1998). Control miRNAs that 

resulted in similar levels of gene silencing as the ligand-responsive miRNAs in the 

absence of ligand were also tested to determine any non-specific impacts of ligand 

addition on GFP levels. The miRNA harboring the tetracycline aptamer (tc1) down-

regulated GFP and mediated a tetracycline-dependent increase in GFP levels (Figure 

4.3B). The control miRNA (m2) delivered a similar extent of silencing with negligible 

tetracycline dependence, indicating that insertion of the tetracycline aptamer rendered 

gene silencing sensitive to tetracycline. However, compared to the theophylline aptamer, 

insertion of the tetracycline aptamer imparted reduced silencing and ligand sensitivity. 

The altered silencing in the absence of ligand may be attributed to the nature of the 

unbound aptamer structure, where the tetracycline aptamer folds into a preformed pocket 

(Muller et al, 2006). The altered regulatory response may be attributed to aptamer 

affinity, the relative membrane permeability of each small molecule, and the extent to 

which each aptamer adopts a more structured conformation upon ligand binding. 

 In contrast, insertion of the binding core of the xanthine aptamer (xa1) completely 

abolished silencing (Figure 4.3C). The size of the bulge in the basal segments of xa1 was 

similar to m4, the miRNA with the smallest bulge tested (Figure 4.1B), such that the 

small size of the xanthine binding core may similarly prevent proper Drosha processing. 

We speculated that an aptamer with a small binding core bulge can be made more 
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unstructured by including additional bulges, thereby restoring proper processing. Most 

aptamers selected in vitro contain loops that are separate from the binding core. To 

decrease the structure of the basal segments without compromising binding activity, we 

included the loop of the original xanthine aptamer and inverted the aptamer sequence to 

ensure hypoxanthine binding was proximal to the lower stem (xa2). Results from the cell 

culture assay showed significant GFP silencing and a hypoxanthine-dependent increase in 

GFP levels (Figure 4.3C), whereas hypoxanthine had no effect on a control miRNA with 

a similar silencing strength (m1). To further probe the specificity of ligand dependence, 

we repeated the cell culture assays using tc1 or xa2 with tetracycline or hypoxanthine. 

Results showed that GFP levels increased only when each aptamer was paired with its 

associated ligand (Figure 4.3D).  

 

Engineering ligand-responsive miRNA clusters for tunable genetic control 

Multiple miRNAs can be naturally found in clusters within a single transcript, 

such as miR-17-92 (He et al, 2005) and miR-34b-34c (He et al, 2007). Each miRNA 

within a cluster is individually processed such that cells can efficiently regulate multiple 

miRNAs through a single promoter. This property provides a level of regulatory 

efficiency that is currently unavailable to shRNAs, which must be paired with individual 

promoters to increase copy number (Gonzalez et al, 2005) or achieve combinatorial 

control (Beisel et al, 2008). By integrating multiple miRNAs into the same transcript, 

researchers have exploited this architecture to target multiple genes or tune gene silencing 

(Aagaard et al, 2008; Sun et al, 2006; Xia et al, 2006). Integrating ligand-responsive 
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miRNAs into clusters would allow tuning of the regulatory response, simultaneous 

regulation of different targets, and multi-input control.  

 

 

 

Figure 4.3 Ligand-responsive miRNAs can accommodate different aptamers to tailor the input-

responsiveness of the regulatory system. (A) Sequence and secondary structures of GFP-targeting 

pri-miRNAs with the tetracycline (tc1) or xanthine (xa1, xa2) aptamers inserted in the basal 

segments. The aptamer binding core was inserted for tc1 and xa1, whereas the binding core and 

loop were inserted for xa2. Notation follows that indicated in Figure 4.1B. (B-D) GFP silencing 
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results for tetracycline- (tc1) and hypoxanthine-responsive (xa1, xa2) miRNA constructs 

transiently transfected in the absence (white) or presence of either 100 μM tetracycline (gray) or 5 

mM hypoxanthine (black). The GFP-targeting miRNAs were cloned into the plasmid constructs 

and characterized through the cell culture assays described in Figure 4.1D. The population 

median of GFP fluorescence from transiently transfected HEK 293 cells stably expressing GFP 

was normalized to that from a construct lacking a miRNA (No miRNA) transfected under the 

same conditions. m1 and m2 were used as negative controls as they result in similar levels of GFP 

silencing as xa2 and tc1, respectively, in the absence of ligand. Error bars represent the standard 

deviation of two independent transfections. 

 

 Natural miRNAs in clusters range from being directly adjacent to one another (He 

et al, 2005) to being separated by hundreds of nucleotides (He et al, 2007). The 

variability in spacing may be important in Drosha processing and gene silencing, 

although the effect of spacing on miRNA activity has not been assessed to date. 

Therefore, we examined the relationship between the spacer length connecting two 

ligand-responsive miRNAs and the resulting gene silencing and ligand control. We 

inserted a second copy of the theophylline-responsive, GFP-targeting miRNA (th1) 

upstream from the first copy in the 3’ UTR of the transcript encoding DsRed-Express 

with different spacer lengths (Figure 4.4A) and performed the cell culture assay with 

theophylline. To keep the local sequence around each miRNA consistent, the spacer 

sequences were identical to the sequence downstream of the first miRNA up to the 

poly(A) signal. Spacer lengths were measured between the bottoms of each stem below 

the aptamer and ranged from 2 to 112 nt. Adjacent placement of the miRNAs 

compromised both silencing and the response to theophylline potentially due to disrupted 
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miRNA folding or steric hindrance of Drosha processing, whereas increased spacer 

length restored and even exceeded the silencing activity and theophylline-dependence 

from a single copy (Figure 4.4B). The results suggest that separating the identical 

miRNAs a minimal distance improves processing and gene silencing. 

 

 

 

 
Figure 4.4 Synthetic ligand-responsive miRNA clusters allow tuning of the regulatory response. 

(A) Schematic of a synthetic miRNA cluster in which multiple ligand-responsive miRNAs are 

placed in the 3’ UTR of a transgene encoding transcript. The spacer sequence downstream of 

each miRNA (indicated in red) was kept consistent, and the spacer length (L) was varied between 

2 and 112 nts. Multiple copies (from 1 to 4) of a single miRNA were sequentially inserted. (B) 

The impact of spacer length between two theophylline-responsive GFP-targeting miRNAs (2X, 
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th1) on gene silencing in the presence (gray) or absence (white) of 5 mM theophylline. The GFP-

targeting miRNAs were cloned into the plasmid constructs and characterized through the cell 

culture assays described in Figure 4.1D. GFP levels are reported as described in Figure 4.3. The 

GFP silencing from a single-copy theophylline-responsive miRNA construct (1X, th1) is shown 

for comparison. (C) The impact of ligand-responsive miRNA copy number on gene silencing and 

dynamic range. Multiple copies (#X) of the GFP-targeting (th1) or non-targeting (th1’, Figure 

S4.2) theophylline-responsive miRNAs were cloned into the plasmid constructs described in 

Figure 4.1D using the largest spacer length tested (112 nt). GFP levels were characterized and 

reported as described in (B), and the dynamic range is reported as the ratio of GFP levels in the 

presence and absence of theophylline. 

 

 Gene silencing and the dynamic range increased when two copies of a ligand-

responsive miRNA were separated by the longest spacer tested (112 nt). As miRNAs in 

natural clusters are individually processed, we expected that inserting additional copies 

separated by appropriate spacer lengths would further improve silencing and the 

theophylline response. Constructs harboring up to four copies of the theophylline-

responsive, GFP-targeting miRNA (th1) or four copies of the non-targeting variant (th1’) 

separated by the longest spacer sequence were subjected to the cell culture assay. GFP 

silencing increased with each additional copy of th1, whereas four copies of th1’ had no 

effect on GFP levels (Figure 4.4C). The addition of each miRNA copy provided more 

miRNAs for Drosha processing, resulting in greater production of mature miRNAs. The 

presence of additional miRNA copies also increased the number of opportunities to 

inhibit Drosha processing, thereby increasing the dynamic range (measured as the ratio 

between the expression activity in the presence and absence of theophylline).  
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Therefore, changing the copy number of ligand-responsive miRNAs provides one 

approach to coordinately tune gene silencing and the dynamic range. The diminished 

GFP levels in the presence of theophylline may be attributed to the inability to access 

higher theophylline concentrations due to cytotoxicity (Beisel and Smolke, 2009) and 

incomplete inhibition of Drosha processing when theophylline is bound to the aptamer. 

 

Ligand-responsive miRNA clusters can regulate endogenous genes 

Most of the synthetic ligand-responsive RNA-based regulatory systems are 

encoded in the target transcript, providing regulation in cis (Desai and Gallivan, 2004; 

Ogawa and Maeda, 2008; Suess et al, 2004; Suess et al, 2003; Thompson et al, 2002; 

Win and Smolke, 2007; Yen et al, 2004). However, the regulation of endogenous genes 

through cis regulatory strategies is currently limiting due to the lack of directed 

recombination technologies. To test whether ligand-responsive miRNAs provide a trans 

regulatory strategy for the effective regulation of endogenous genes, we cloned a miRNA 

that targets the endogenous La gene (La1) into the 3’ UTR of a transcript encoding 

DsRed-Express (Figure 4.5A). Under transient transfection conditions, La1 resulted in 

only 40% knockdown as measured by qRT-PCR (data not shown). To improve silencing, 

we cloned four copies of La1 or a La-targeting miRNA harboring the theophylline 

aptamer (La2) separated by the longest spacer sequence into the 3’ UTR of the transcript 

encoding DsRed-Express. We made HEK 293 stable cell lines with single integrands of 

these constructs in the same genomic locus to reduce variability in the bulk qRT-PCR 

measurements. The resulting lines were grown in the presence or absence of theophylline 

for over one week and assayed for relative La transcript levels by qRT-PCR. Four copies 
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of either La1 or La2 resulted in relatively strong silencing of the La target, and only La2 

mediated a theophylline-dependent increase in La transcript levels (Figure 4.5B). The 

results demonstrate that ligand-responsive miRNAs can control endogenous genetic 

targets, providing a control strategy that does not physically disrupt the locus of the target 

gene. 

 

Ligand-responsive miRNAs can control gene expression in cis 

Drosha cleavage separates the pre-miRNA from upstream and downstream 

sequences. When the miRNA is located in the 3’ UTR of a transcript, Drosha cleavage is 

anticipated to separate the coding region from the poly(A) tail, resulting in the prevention 

of translation and facilitation of mRNA degradation (Dreyfus and Regnier, 2002; Sachs 

and Varani, 2000). Drosha was recently shown to cleave a naturally-occurring pseudo-

miRNA in the transcript of DGCR8 to regulate the activity of the Microprocessor (Han et 

al, 2009). In addition, a recent study showed that introducing a 3’ UTR-encoded miRNA 

down-regulated expression from the transcript harboring the miRNA (Stern et al, 2008). 

As such, transcripts containing 3’ UTR-encoded ligand-responsive miRNAs are expected 

to be down-regulated in a ligand-dependent manner.  
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Figure 4.5 Ligand-responsive miRNA clusters can effectively control expression of endogenous 

gene targets. (A) Sequence and secondary structures of miRNAs that target the endogenous La 

gene. Color schemes are identical to Figure 4.1B, except that the mature miRNA sequence 

complementary to the La transcript is indicated in red. Sequences similar to miR-30a (La1) or the 

theophylline aptamer (La2) were inserted into the miRNA basal segments. miRNAs were cloned 

into the plasmid constructs described in Figure 4.1D at the indicated copy numbers using the 

largest spacer length tested (112 nt). The resulting constructs were stably transfected into HEK 

293-Flp-In cells. (B) Relative La transcript levels for stable cell lines expressing the La-targeting 

miRNA constructs in the presence (gray) or absence (white) of 1.5 mM theophylline. La 

transcript levels were measured through qRT-PCR and normalized to GAPDH encoding 

transcript levels as an internal control. Relative levels are normalized to that of cells stably 



 130

transfected with the construct lacking a miRNA (No miRNA) grown under the same conditions. 

Error bars represent the calculated error of quadruplicate qRT-PCR wells of each sample.  

 

To assess the capacity for ligand-responsive miRNAs to regulate gene expression 

in cis, we measured expression levels for the transcripts harboring the ligand-responsive 

miRNAs targeting GFP and La. DsRed-Express levels were quantified by flow cytometry 

under similar conditions as the trans-targeted gene silencing experiments. The effects of 

increasing copy number of the miRNA on cis regulation were examined for the th1 and 

th1’ series. DsRed silencing increased with increasing copy number of the theophylline-

responsive, GFP-targeting miRNA (th1), and two copies were sufficient to introduce 

ligand regulation (Figure 4.6A). Similar effects were observed with four copies of the 

non-targeting miRNA (th1’), indicating that transcript silencing and ligand control are 

independent of downstream processing. Transcript analysis confirmed that the 

predominant regulatory mechanism of ligand-responsive miRNAs in cis is mRNA 

destabilization (Figure S4.3). A similar analysis on the stably integrated La-targeting 

miRNAs indicated that four copies of La1 or La2 resulted in significant DsRed-Express 

down-regulation (Figure 4.6B). In addition, the miRNA containing the theophylline 

aptamer (La2) conferred an increase in DsRed levels in the presence of theophylline that 

was not observed for the construct lacking the theophylline aptamer (La1). These results 

suggest that ligand-responsive miRNAs can regulate transcripts in cis by modulating 

Drosha cleavage. 
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Figure 4.6 Ligand-responsive miRNAs can control transgene expression in cis. (A) Schematic of 

DsRed regulation in cis through miRNA cleavage. Drosha processing of the miRNA located in 

the 3’ UTR separates the coding region from the poly(A) tail, thereby inactivating the transcript. 

(B) The impact of ligand-responsive miRNA copy number on expression of the transgene through 

regulation in cis in the presence (gray) or absence (white) of 5 mM theophylline. DsRed-Express 

levels of the constructs tested in Figure 4.4C were characterized through identical cell culture 

assays. The population mean of DsRed-Express fluorescence from transiently transfected HEK 

293 cells stably expressing GFP was normalized to that from a construct lacking any miRNAs 

(No miRNA) transfected under the same conditions. Error bars represent the standard deviation of 
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two independent transfections. (C) Flow cytometry histograms for DsRed-Express levels from the 

La-targeting miRNAs. The stable cell lines tested in Figure 4.5B were grown in the presence 

(red) or absence (black) of 1.5 mM theophylline for over a week prior to flow cytometry analysis. 

Histograms are representative of two independent experiments.  

 

Self-targeting miRNAs combine trans and cis regulation for a tighter control system 

Ligand-responsive miRNAs can regulate genes in trans through RISC targeting 

and in cis through Drosha cleavage. A control system based on combining both modes of 

regulation into ‘self-targeting miRNAs’ may offer tighter regulation while still operating 

within the 3’ UTR of the transgene encoding transcript. We developed a dual-acting 

miRNA circuit based on the insertion of ligand-responsive miRNAs or miRNA clusters 

into the 3’ UTR of a targeted GFP transcript (Figure 4.7A), where ligand-responsive 

control of Drosha cleavage is expected to impact direct destabilization of the cleaved 

transcript and subsequent RISC-mediated inactivation of other target transcripts. The 

resulting constructs were stably integrated into a single genomic locus in HEK 293 cells 

to ensure consistent expression for all constructs. Cells were grown in the presence or 

absence of theophylline for over a week and analyzed by flow cytometry. The self-

targeting miRNAs (combined cis and trans mechanism; th1) improved both GFP 

silencing and the dynamic range as compared to their non-targeting counterparts (cis 

mechanism; th1’) (Figure 4.7B, Figure S4.4). Similar effects were observed for the self-

targeting miRNA clusters. These results demonstrate the diverse tuning capabilities when 

encoding ligand-responsive miRNAs in a transcript 3’ UTR by implementing self-

targeting and non-targeting miRNAs at different copy numbers. 
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Figure 4.7 Self-targeting miRNAs provide an enhanced regulatory response. (A) Schematic of 

the miRNA regulatory circuit associated with self-targeting miRNAs. Self-targeting miRNAs are 

located in the 3’ UTR of the trans targeted transcript encoding GFP such that Drosha cleavage 

and RISC targeting down-regulate expression. Both events are inhibited by ligand binding to the 

aptamer contained in the miRNA basal segments. (B) Relative GFP levels for cells stably 

expressing the self-targeting miRNA constructs grown in the presence (gray) or absence (white) 

of 1.5 mM theophylline for over a week. Gene silencing from one (1X) or four (4X) copies of a 

theophylline-responsive self-targeting miRNA (th1) and one or four copies of a theophylline-

responsive non-targeting miRNA (th1’) were determined, where multiple copies were separated 

by the largest spacer length (112 nt). One copy of a self-targeting miRNA with basal segments 

similar to miR-30a (wt) was used as a negative control. The dynamic range is reported as the ratio 

of GFP levels in the presence and absence of theophylline. (C) Temporal response of the relative 
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GFP levels to a change in ligand concentration for cell lines stably expressing ligand-responsive 

miRNAs. Representative time course data is shown for cells expressing the miRNA construct 

containing four copies of th1. Cells were grown in the presence of 1.5 mM theophylline for six 

days and then transferred to media without theophylline for six days. (D) Normalized GFP levels 

for cell lines stably expressing ligand-responsive miRNAs over time in changing concentrations 

of ligand. Normalized time course data are shown for cells expressing the miRNA constructs 

containing four copies of th1’ (red), one copy of th1 (blue), or four copies of th1 (black). Time 

course data were normalized to zero when theophylline was added at the beginning of the time 

course and one when theophylline was removed in the middle of the time course to compare the 

dynamics of the approach to steady-state between ligand-responsive miRNAs acting through 

different regulatory mechanisms. Error bars represent the standard deviation of cells grown in two 

separate culture wells. 

 

We performed time course studies on the dual-acting miRNA circuits to examine 

the dynamic properties of these regulatory systems. Cells lines were grown in the 

presence of theophylline for six days and then grown in media without theophylline for 

another six days. Cell lines harboring th1 or th1’ in single or four copies exhibited 

increasing GFP levels when grown in the presence of theophylline and reached steady-

state levels by day 6 (Figure 4.7C). GFP levels decreased upon removal of theophylline 

and returned to original levels after 4-6 days of growth in the absence of theophylline, 

indicating that the genetic control exerted by ligand-responsive miRNAs is reversible.  

We further examined the effects of miRNA copy number and regulatory 

mechanism (cis, dual cis/trans) on the dynamics of the ligand-responsive miRNA 

regulatory response (Figure 4.7D). Time-course data for th1, th1 (4 copies), and th1’ (4 
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copies) were normalized to lie between zero and one, marking the steady-state levels in 

the absence or presence of theophylline, respectively. Cells with four copies of the non-

targeting miRNA (th1’) approached steady-state faster than the self-targeting miRNA 

(th1), especially upon the addition of theophylline. Cells with either one or four copies of 

the self-targeting miRNA approached steady state at similar rates. The different rates of 

approach to steady-state between the non-targeting and self-targeting miRNAs can be 

explained by the machinery involved in each response. Transcripts harboring the non-

targeting miRNAs are regulated directly by Drosha processing, which is rapidly 

modulated by ligand binding and release. The approach to steady-state is thus set by the 

rates of transcription and translation when theophylline is added and by GFP turnover 

and dilution when theophylline is removed. Conversely, transcripts harboring self-

targeting miRNAs are regulated by both Drosha processing and subsequent RISC 

targeting. Therefore, the approach to steady-state levels following theophylline addition 

is anticipated to be slower since transcript levels will continue to increase after the 

turnover of activated RISC (Bartlett and Davis, 2006). However, the response to 

theophylline removal is more similar for non-targeting and self-targeting miRNAs due to 

the small time lag between Drosha processing and RISC activation in comparison to GFP 

turnover and dilution. The particular response dynamics associated with the cis and 

cis/trans regulatory mechanisms offer yet another design parameter when specifying the 

regulatory performance of ligand-responsive miRNAs. 
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DISCUSSION 

We have developed a novel mode of RNA-based gene regulation in mammalian 

cells based on synthetic ligand-responsive miRNAs. Ligand-responsive miRNAs function 

through ligand-mediated regulation of Drosha processing of a pri-miRNA based on 

modulation of the structured nature of the basal segments region through aptamer-ligand 

binding interactions. The use of theophylline, tetracycline, and hypoxanthine as effective 

ligands in this work supports the ability to utilize diverse molecules to control miRNA 

activity, such as metabolites, metals, and proteins, against which aptamers have been 

selected (Lee et al, 2004). Beyond in vitro selected aptamers, aptamers present in natural 

riboswitches have also been integrated into RNA-based ligand control systems (Barrick 

and Breaker, 2007). While most aptamers conform to a standard bulge-loop structure, a 

significant number adopt alternative structures, such as pseudoknots (Lorsch and Szostak, 

1994; Mannironi et al, 1997; Tuerk et al, 1992; Wilson et al, 1998) or dangling ends 

(Koizumi and Breaker, 2000), that may be incompatible with the ligand-responsive 

miRNA framework. To address such broader implementation challenges, future work 

may focus on the development of modified frameworks that accept more diverse aptamer 

structures, the modification of aptamer selection procedures to preferentially select bulge-

loop structures, or the selection of aptamers within RNA-based regulatory systems to 

identify sequences that function as integrated sensing components (Weigand et al, 2008). 

 We showed that ligand-responsive miRNAs can be readily altered to target 

different genes by changing the mature miRNA sequence. A future extension of our 

system will be the incorporation of natural miRNA sequences to exploit natural 

regulatory networks. Natural miRNAs are key players in diverse cellular processes and 



 137

help enact global changes in gene expression by simultaneously targeting hundreds of 

genes. Therefore, ligand-responsive miRNAs can be directly interfaced with the 

regulatory architecture controlling complex cellular processes. By implementing ligand-

responsive miRNAs that respond to endogenously-expressed molecules, these regulatory 

molecules will provide a platform for reprogramming cellular state according to the 

intracellular environment, supporting autonomous approaches to tissue engineering and 

disease treatment.  

 We also found that gene silencing and ligand responsiveness were dependent on 

the spacer length between miRNAs in synthetic miRNA clusters. The variable spacing 

within natural-occurring miRNA clusters suggests that secondary structure of the 

intervening sequence may be a key factor in miRNA processability and that spacing may 

be an evolutionary factor to tune miRNA processing and subsequent gene silencing 

activity. Future studies that correlate the secondary structures of natural miRNA clusters 

with the extent of processing of each miRNA will provide further insight into this 

relationship. From this enhanced understanding, molecular engineers may be able to 

design synthetic cluster expression platforms that will minimize the cluster length, while 

maximizing the processing of the encoded miRNAs (Aagaard et al, 2008). Scalable 

synthetic cluster expression platforms will also be important tools in the development of 

sophisticated gene regulatory circuits based on simultaneous implementation of multiple 

ligand-responsive miRNAs to achieve finely tuned, combinatorial gene expression 

control schemes. Such scalable systems will require an understanding of how to engineer 

molecular platforms that effectively insulate the function of individual miRNA elements 

within larger clusters and thus an enhanced understanding of RNA structure-function 
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relationships. However, the practical size of an engineered miRNA cluster may be limited 

by downstream bottlenecks in the linear pathway of miRNA biogenesis, such as Drosha 

cleavage, nuclear export, Dicer processing, and RISC loading and targeting.  

 The linear pathway of miRNA biogenesis offers multiple points at which to 

engineer ligand-responsive control of RNAi-mediated gene silencing. Besides regulation 

of Drosha cleavage, RNA-based regulatory frameworks have been reported that regulate 

nuclear export (Beisel et al, 2008) and Dicer processing (An et al, 2006; Beisel et al, 

2008). Since miRNA biogenesis spans the nuclear and the cytoplasmic compartments of 

the cell, specific regulatory approaches may be more appropriate for a given application 

depending on the localization properties of the ligand. Furthermore, more sophisticated 

regulatory strategies can be designed that combine regulatory modes to coordinately 

modulate multiple points in the processing pathway by integrating aptamers to the same 

ligand or different ligands.  

The synthetic ligand-responsive miRNA systems reported here may foreshadow a 

prevalent strategy used by natural systems to achieve sophisticated control over miRNA 

regulatory networks. The successful design of such synthetic systems may suggest 

relevant architectures to assist in the identification of natural counterparts. Researchers 

have previously identified mechanisms that modulate miRNA activity based on binding 

interactions between RNA binding proteins and miRNA loops (Guil and Caceres, 2007) 

and target sites (Kedde et al, 2007), lending further support to the likelihood of an as yet 

undiscovered natural regulatory strategy based on small molecule control of miRNA 

activity.  
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MATERIALS AND METHODS 

Plasmid construction. The coding region of DsRed-Express was initially cloned with the 

consensus Kozak sequence (CGCCACC) into the NheI/XhoI restriction sites of 

pcDNA3.1(+). pcDNA3.1(+) contains the constitutive CMV promoter upstream of a 

multicloning site. Ligand-responsive and control miRNAs reported in Table S4.1 were 

cloned into XbaI/ApaI downstream of each coding region. To construct synthetic miRNA 

clusters, additional miRNAs were digested with AvrII/XhoI and iteratively inserted into 

XhoI/XbaI within the miRNA-containing plasmid. For the 2-nt spacer, the second 

miRNA (th3) was separately prepared and inserted. For all other spacer lengths, the 

original miRNA was amplified with a common forward primer and a reverse primer that 

hybridizes different distances downstream of the miRNA: Sp.fwd, 5’-

GTTCCTGTAGACGGCTCTC-3’; Sp1.rev, 5’-AATACCTAGGCTGATCAGCGGGT 

TT-3’; Sp2.rev, 5’-AA TACCTAGGAGGGGCAAACAACAG-3’; Sp3.rev, 5’-AATA 

CCTAGGAAAGGACAGTGGGAGTG-3’. To make stable cell lines, the coding region 

of DsRed-Express was replaced with EGFP and the entire transcript was excised with 

NheI/NsiI and cloned into the same sites in pcDNA5/FRT (Invitrogen). Prior to insertion, 

the NsiI site was introduced into this plasmid at position 1524 using site-directed 

mutagenesis. All restriction enzymes and T4 DNA ligase were purchased from New 

England Biolabs. All constructs were sequence-verified (Laragen). 

 

RNA preparation. Internally radiolabeled RNAs were transcribed in vitro from an 

annealed template containing the T7 promoter (5’-TTCTAATACGACTCACTATAGGG 

-3’, where G is the first transcribed nucleotide) using the Ampliscribe T7 transcription kit 
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(Epicentre) according to the manufacturer’s instructions with [α-32P]-GTP. Following 

transcription and DNase treatment, the transcription product was purified through a 

NucAway clean-up column (Ambion) according to manufacturer’s instructions and gel-

purified by PAGE.  

 

Drosha cleavage assays. In vitro assays were conducted as described previously (Lee 

and Kim, 2007). Briefly, the Drosha complex was immunopurified from 293T cells 

transiently transfected with pCK-Drosha-FLAG and pCK-DGCR8-FLAG (9:1 mass 

ratio). Two days post-transfection, cells were lysed using M-PER (Pierce) according to 

the manufacturer’s instructions and the resulting supernatant was incubated with Anti-

FLAG M2 affinity beads (Sigma Aldrich) for at least 1 hr at 4°C with rotation. The beads 

were then washed with the lysis buffer (20 mM Tris-HCl pH 8.0, 100 mM KCl, 0.2 mM 

EDTA) five times and evenly divided for the in vitro assays (two in vitro reactions from a 

10 cm transfection dish). Radiolabeled RNAs (~105 cpm, 3 µl) were combined with 0.75 

µl RNasin (Promega), 3 µl reaction buffer (64 mM MgCl2), 8.25 µl water, and 15 µl 

immunopurified Drosha complex. After an incubation of 90 min at 37°C, the reaction 

was terminated with the addition of 0.5 M sodium acetate and 0.02% sodium dodecyl 

sulfate (SDS), phenol:chloroform extracted, and ethanol precipitated. Samples were then 

resuspended in 15 μl RNA loading buffer (95% formamide, 0.02% SDS, 0.025% 

bromophenol blue, 0.025% xylene cyanol FF) and resolved on a 12.5% denaturing 

polyacrylamide gel. The RNA decades ladder (Ambion) was used as a size marker. 
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Cell culture and transfection. 293 and Flp-In-293 cells were maintained in DMEM 

supplemented with 10% FBS at 37°C in a 5% CO2–humidified incubator. Transient 

transfections were conducted with Fugene 6 (Roche) according to the manufacturer’s 

instructions one day after seeding. Immediately prior to transfection, the media was 

supplemented with the appropriate ligand at the specified concentration. The media was 

replaced two days post-transfection. Three days post-transfection, the cells were 

trypsinized and subjected to flow cytometry analysis on a Cell Lab Quanta SC MPL 

(Beckman Coulter) and the resulting data was analyzed using the Flowjo software (Tree 

Star). Cells were initially gated for viability by electronic volume and side scatter. GFP 

and DsRed fluorescence of viable cells were measured through a 525 nm and 760 nm 

band pass filter, respectively, after excitation with a 488 nm laser. Moderate to high 

DsRed levels served as a transfection control to gate between transfected and 

untransfected cells. Transfected cells could be distinguished from untransfected cells 

even when four miRNAs were present in the 3’UTR of the DsRed-Express encoding 

transcript (data not shown). GFP levels were calculated as the median fluorescence of the 

transfected population divided by that of the untransfected population (Beisel et al, 

2008). All ratios were normalized such that the value for DsRed-Express lacking a 

miRNA under the same conditions was set to 100%. Reported DsRed measurements are 

the mean value of the transfected population normalized to the construct lacking a 

miRNA set to 100%, where the mean value was selected based on the high variability 

associated with transient plasmid-based expression of fluorescent proteins.  

Stable transfection of 293-Flp-In cell lines was performed using the Flp-In 

recombinase system (Invitrogen) according to the manufacturer’s instructions to generate 
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isogenic stable cell lines. Integrands were selected using 200 μg/ml hygromycin B 

(Invitrogen), whereas stable cell lines were maintained in 50 μg/ml hygromycin B. The 

procedure described above for the fluorescence expression analysis of transiently 

transfected cell populations was used to analyze the stable cell lines with notable 

exceptions. Normalization of flow cytometry data to untransfected cells was not 

performed as all cells express the integrated construct, and all data was normalized to 

cells lacking a miRNA and grown in the absence of theophylline. Normalization to cells 

grown under the same conditions was not performed since theophylline differentially 

affected the two negative controls: no miRNA and a self-targeting miRNA lacking the 

theophylline aptamer. The different effects may be attributed to differences in 

perturbations induced by theophylline stress on unregulated genes and genes regulated by 

a self-targeting miRNA as observed for other cellular stressors (Figure S4.5). 

 

qRT-PCR. The following oligos were used for qRT-PCR. La protein (Acc # X13697): 

La_fwd, 5’-GGTTGAACCGTCTAACAACAG-3’; La_rev, 5’-ATGTCATCAAGAGTT 

GCATCAG-3’; GAPDH (Acc # NM_002046): GAPDH_fwd, 5’-GAAGGTGAAGGTC 

GGAGTC-3’; GAPDH_rev, 5’-GAAGATGGTGATGGGATTTC-3’; DsRed-Express: 

DsRed.fwd, 5’-AAGAAGACTATGGGCTGGGA-3’; DsRed.rev 5’-CGATGGTGTAGT 

CCTCGTTG-3’; and the Neomycin resistance gene: NeoR.fwd, 5’-ACCTTGCTCCTGC 

CGAGAAAGTAT-3’; NeoR.rev, 5’-ATGTTTCGCTTGGTGGTCGAATGG-3’. 

Transcript levels were measured by qRT-PCR under either transient or stable transfection 

conditions. For transient transfections 293 cells were washed with 1X PBS three days 

post-transfection and total RNA was extracted using the RNeasy Mini kit (Qiagen) 
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according to the manufacturer’s instructions. For stable transfections, cell lines were 

grown for over a week in the presence or absence of 1.5 mM theophylline prior to total 

RNA extraction. Total RNA samples were treated with DNase I at 37°C for 20 minutes 

and purified using a NucAway column (Ambion). Up to 5 µg of purified RNA was 

reverse-transcribed using Superscript III reverse transcriptase (Invitrogen) according to 

the manufacturer’s instructions using the reverse primers for each pair of gene target and 

loading control (DsRed/NeoR, La/GAPDH) followed by the recommended incubation 

with RNase H. qRT-PCR was conducted with the resulting cDNA on the iCycler iQ 

system (BioRAD) according to the manufacturer’s instructions. Samples were prepared 

in quadruplicate using the iQ SYBR green supermix and data were analyzed using the 

iCycler iQ software. The mean of the resulting CT values for the target gene of each 

sample were subtracted from the mean CT value for the control gene. The resulting values 

were then converted from log2 to linear scale and normalized to the value for the sample 

lacking any miRNA transfected with the same concentration of ligand. The reported 

sample error was calculated using the following expression: 

( ) ( ) ( ) ( )[ ] ( ) ( )

( ) ( )[ ]Neg
TargetAVEContAVE

TargetAVEContAVETargetSDContSD
2
1TargetAVEContAVE

2
22Error Sample −

−++−
−

=  

where AVE and SD are the respective average and standard deviation of each 

quadruplicate sample, Cont and Target are the loading control and target, respectively, 

and Neg is the sample lacking a miRNA transfected with the same ligand concentration 

as the sample in question. 

 

 

(4.1) 
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Figure S4.1 Sequence and secondary structures of miRNAs targeting GFP. Basal segments 

contain sequences that are similar to miR-30a (wt) or the theophylline aptamer (th1). The aptamer 

insertion site is indicated by the yellow box according to Figure 4.3A and the mature miRNA 

sequence complementary to the GFP transcript is indicated in green text. 
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Figure S4.2 Ligand-responsive miRNAs can accommodate different mature miRNA sequences 

to tailor the gene silencing output of the regulatory system. (A) The mature miRNA sequence 

contained within the upper stem of th1 was modified to target a different sequence within the 

GFP mRNA (th2) or abolish targeting (th1’). All miRNAs contain the theophylline aptamer in the 

basal segments. The aptamer insertion site is indicated by the yellow box according to Figure 

4.3A, and mature miRNA sequences are indicated in green text. The GFP-targeting miRNAs 

were cloned into the plasmid constructs and characterized through the cell culture assays 

described in Figure 4.1D. (B) GFP silencing results for theophylline-responsive miRNA 

constructs (th1, th2, or th1’) transiently transfected in the absence (white) or presence of either 5 
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mM theophylline (gray) or 1 mM caffeine (black). The population median of GFP fluorescence 

from transiently transfected HEK 293 cells stably expressing GFP was normalized to that from a 

construct lacking a miRNA (No miRNA) transfected under the same conditions. Error bars 

represent the standard deviation of two independent transfections. 

 

 

 

 
Figure S4.3 Ligand-responsive miRNAs control gene expression in cis through transcript 

destabilization. Multiple copies (#X) of the GFP-targeting (th1) theophylline-responsive miRNAs 

were cloned into the plasmid constructs described in Figure 4.1D using the largest spacer length 

tested (112 nt). wt was used as a negative control to allow direct comparison to Figure 4.4B. HEK 

293 cells stably expressing GFP were transiently transfected with these constructs in the presence 

(gray) or absence (white) of 5 mM theophylline. DsRed transcript levels were measure through 

qRT-PCR and normalized to transcript levels of the Neomycin resistance gene expressed from the 

same transfected plasmid. Relative levels were normalized to that of cells transfected with the 

construct lacking any miRNAs (No miRNA) grown under the same conditions. Error bars 

represent the calculated error of quadruplicate qRT-PCR wells for each sample. 
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Figure S4.4 Flow cytometry histograms for HEK 293-Flp-In cells stably expressing the self-

targeting miRNA constructs. miRNAs were located in the 3’ UTR of the trans-targeted transcript 

encoding GFP. Constructs harboring no miRNAs (No miRNA), one copy of a self-targeting 

miRNA with basal segments containing sequences similar to miR-30a (wt), one (1X) or four (4X) 

copies of a theophylline-responsive self-targeting miRNA (th1), and one or four copies of a 

theophylline-responsive non-targeting miRNA (th1’) were characterized, where multiple copies 

were separated by the largest spacer length tested (112 nt). Stable cell lines were grown for over 
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one week in the presence (red) or absence (black) of 1.5 mM theophylline prior to flow cytometry 

analysis. 

 

 

 
Figure S4.5 Self-targeting miRNAs confer differential response to cellular stress. miRNAs were 

located in the 3’ UTR of the trans-targeted transcript encoding GFP. Constructs harboring no 

miRNAs (No miRNA), one copy of a self-targeting miRNA with basal segments containing 

sequences similar to miR-30a (wt), one (1X) or four (4X) copies of a theophylline-responsive 

self-targeting miRNA (th1), and one or four copies of a theophylline-responsive non-targeting 

miRNA (th1’) were characterized, where multiple copies were separated by the largest spacer 
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length tested (112 nt). Stable cell lines were grown for over one week in the presence (gray) or 

absence (black) of 1 µg/ml cisplatin, 900 µg/ml G418, or 500 µM tetracycline prior to flow 

cytometry analysis. The right column reports the ratio of GFP levels in the presence and absence 

of theophylline. Error bars represent the standard deviation of cells grown in two separate culture 

wells. 

 

 

 

 

 

Table S4.1 Sequences for ligand-responsive and control miRNAs. Each sequence is written 5’ to 

3’ and represents the final construct cloned into XbaI and ApaI within pcDNA3.1(+). th3 was 

cloned into XhoI and XbaI in pcDNA3.1(+) already containing th1 to test the efficacy of two 

miRNAs separated by a minimal spacer. Color codes: gray, restriction sites; blue, aptamer; green, 

designed guide strand sequence. The database # is included for plasmid requests. 

 

Name Sequence Aptamer Database 
# 

wt 
TCTAGAGTTTGACAGTGAGCGAGCACAAGCTGGAGTACAACTAT
AGTGAAGCCACAGATGTATAGTTGTACTCCAGCTTGTGCCTGCC
TACTGCCTCGGACTGAATTCATAGGGCCC 

pCS351 

m1 
TCTAGAACGGGAAGTAATTACAGTGAGCGAGCACAAGCTGGAGT
ACAACTATAGTGAAGCCACAGATGTATAGTTGTACTCCAGCTTG
TGCCTGCCTACTGCCACATAGGGCCC 

pCS1246 

m2 
TCTAGAACGGGAAACACAGTGAGCGAGCACAAGCTGGAGTACAA
CTATAGTGAAGCCACAGATGTATAGTTGTACTCCAGCTTGTGCC
TGCCTACTGCCTCGGGCCC 

pCS1215 

m3 
TCTAGAACGGGAAACACAGTGAGCGAGCACAAGCTGGAGTACA
ACTATAGTGAAGCCACAGATGTATAGTTGTACTCCAGCTTGTG
CCTGCCTACTGCCGGGCCC 

pCS1241 

m4 
TCTAGAACGGGAAACACAGTGAGCGAGCACAAGCTGGAGTACAA
CTATAGTGAAGCCACAGATGTATAGTTGTACTCCAGCTTGTGCC
TGCCTACTGGGGCCC 

None 

pCS1242 
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Table S4.1 cont’d 

Name Sequence Aptamer Database 
# 

th1 
TCTAGAACGGGTCCTGATACCAGCGTGAGCGAGCACAAGCTGGA
GTACAACTATAGTGAAGCCACAGATGTATAGTTGTACTCCAGCT
TGTGCCCGCCTACGCCCTTGGCAGCAGGGCCC 

pCS1183 

th1’ 
TCTAGAACGGGTCCTGATACCAGCGTGAGCGAGCACAAGCTAT
CAACATGAGGTAGTGAAGCCACAGATGTACCTCATGTTGATAG
CTTGTGCCCGCCTACGCCCTTGGCAGCAGGGCCC 

pCS1258 

th2 
TCTAGAACGGGTCCTGATACCAGCGTGAGCGCCAAGAAGATGG
TGCGCTCCTGGAGTGAAGCCACAGATGTCCAGGAGCGCACCAT
CTTCTTGTCGCCTACGCCCTTGGCAGCAGGGCCC 

pCS1664 

th3 
TCTAGACGCCAGAATGATACCAGCGTGAGCGAGCACAAGCTGGA
GTACAACTATAGTGAAGCCACAGATGTATAGTTGTACTCCAGCT
TGTGCCCGCCTACGCCCTTGGCAGCATTCTGGCGCCTAGG 

Theophylline 

pCS1229 

tc1 

TCTAGAACGGGTCCTAAAACATACCGTGAGCGAGCACAAGCTGG
AGTACAACTATAGTGAAGCCACAGATGTATAGTTGTACTCCAGC
TTGTGCCTGCCTACGGAGAGGTGAAGAATACGACCACCTAGGGC
CC 

Tetracycline pCS1217 

xa1 
TCTAGAACGGGTCCGTGTATTACCTGAGCGAGCACAAGCTGGAG
TACAACTATAGTGAAGCCACAGATGTATAGTTGTACTCCAGCTT
GTGCCCGCCTAGGTCGACGGGCCC 

pCS1218 

xa2 
TCTAGAACGGGTCCGAGGTCGACGTGAGCGAGCACAAGCTGGAG
TACAACTATAGTGAAGCCACAGATGTATAGTTGTACTCCAGCTT
GTGCCCGCCTACGTGTATTACCCAGGGCCC 

Xanthine 

pCS1244 

La1 
TCTAGAGTTTGACAGTGAGCGCTGGAAATCAGTGAAGATAAAAT
AGTGAAGCCACAGATGTATTTTATCTTCACTGATTTCCATTGCC
TACTGCCTCGGACTGAATTCATAGGGCCC 

None pCS1676 

La2 
TCTAGAACGGGTCCTGATACCAGCGTGAGCGCTGGAAATCAGT
GAAGATAAAATAGTGAAGCCACAGATGTATTTTATCTTCACTG
ATTTCCATCGCCTACGCCCTTGGCAGCAGGGCCC 

Theophylline pCS1677 
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Chapter 5 

 

Design Principles for Riboswitch Function 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The text in this chapter is reprinted with permission from Chase L Beisel and Christina D 

Smolke. PLoS Comput Biol 2009, 5(4): e1000363. doi:10.1371/journal.pcbi.1000363. 

Copyright 2009, Beisel and Smolke. 
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ABSTRACT 

Scientific and technological advances that enable the tuning of integrated 

regulatory components to match network and system requirements are critical to reliably 

control the function of biological systems. RNA provides a promising building block for 

the construction of tunable regulatory components based on its rich regulatory capacity 

and our current understanding of the sequence-function relationship. One prominent 

example of RNA-based regulatory components is riboswitches, genetic elements that 

mediate ligand control of gene expression through diverse regulatory mechanisms. While 

characterization of natural and synthetic riboswitches has revealed that riboswitch 

function can be modulated through sequence alteration, no quantitative frameworks exist 

to investigate or guide riboswitch tuning. Here, we combined mathematical modeling and 

experimental approaches to investigate the relationship between riboswitch function and 

performance. Model results demonstrated that the competition between reversible and 

irreversible rate constants dictates performance for different regulatory mechanisms. We 

also found that practical system restrictions, such as an upper limit on ligand 

concentration, can significantly alter the requirements for riboswitch performance, 

necessitating alternative tuning strategies. Previous experimental data for natural and 

synthetic riboswitches as well as experiments conducted in this work support model 

predictions. From our results, we developed a set of general design principles for 

synthetic riboswitches. Our results also provide a foundation from which to investigate 

how natural riboswitches are tuned to meet systems-level regulatory demands. 
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INTRODUCTION 

The breadth of function exhibited by biological systems provides a foundation 

from which to develop solutions to global challenges including sustainability, renewable 

energy production, material synthesis, and medical advancement. Underlying these 

systems-level functions are regulatory components that evaluate molecular information in 

the extracellular and intracellular environments and ultimately translate that information 

into phenotypic responses over varying time scales. The properties of individual 

regulatory components and genetic networks composed of these components are tuned to 

control critical functions, including survival in fluctuating environments (Acar et al, 

2008; Bennett et al, 2008), minimization of energy expenditure in metabolism (Dekel and 

Alon, 2005; Zaslaver et al, 2004), developmental fate assignment (Suel et al, 2007), and 

proper information transmission through regulatory cascades (Hao et al, 2008; 

Levchenko et al, 2000; Yokobayashi et al, 2002). To more effectively approach the 

reliable construction of synthetic biological systems, it is critical to advance our 

understanding of the degree to which individual component properties are tuned in 

natural systems, the underlying mechanisms that support tuning of biological 

components, and the effect of tuned components on resulting systems-level functions. 

Riboswitches are RNA-based regulatory components that mediate ligand control 

of gene expression. Natural riboswitches have been identified in all three kingdoms of 

life (Barrick and Breaker, 2007) and primarily function by sensing a variety of essential 

cofactors, amino acids, and nucleotides and regulating the expression levels of proteins in 

associated metabolic pathways (Winkler, 2005). Riboswitches typically exploit three 

properties of RNA to translate changes in ligand concentration to changes in the 
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expression of a target protein: specific and high affinity ligand binding by aptamer 

sequences, formation of distinct functional conformations primarily dictated by base-

pairing interactions, and diverse gene expression regulatory mechanisms based on the 

central location of mRNA in the process of gene expression. With the exception of the 

glmS ribozyme (Klein and Ferre-D'Amare, 2006; Winkler et al, 2004), natural 

riboswitches function through a general mechanism in which the RNA molecule can 

primarily adopt two conformations and ligand binding to the formed aptamer in one 

conformation biases partitioning toward the ligand-bound conformation. Each 

conformation is associated with differential regulatory activities such that increasing 

ligand concentrations either increase (ON behavior) or decrease (OFF behavior) gene 

expression depending on which conformation contains the formed aptamer. Synthetic 

riboswitches have been constructed based on this functional mechanism to expand on the 

regulatory potential exhibited by natural riboswitches (Isaacs et al, 2006; Suess and 

Weigand, 2008). There has been significant interest in engineering riboswitches as 

tailored ligand-responsive genetic control elements by integrating aptamers selected in 

vitro (Osborne and Ellington, 1997) against diverse molecular ligands appropriate for 

different applications. 

 Natural and synthetic riboswitches have been demonstrated to be highly tunable 

regulatory components. Targeted nucleotide changes in synthetic riboswitches can shift 

the response curve (Bayer and Smolke, 2005; Beisel et al, 2008; Isaacs et al, 2004; Lynch 

et al, 2007; Win and Smolke, 2007). Studies of natural riboswitches functioning through 

transcriptional termination found that the time lag between transcription of the aptamer 

and the terminator stem can tune the effective ligand concentration at which a half-
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maximal response is achieved (EC50) (Wickiser et al, 2005a; Wickiser et al, 2005b). 

These previous studies explored tuning in limited contexts by focusing on one aspect of 

riboswitch function (EC50) for one type of regulatory mechanism. However, advancing 

the characterization or design of new riboswitches requires a general quantitative 

framework that applies broadly to different regulatory mechanisms. Due to the link 

between RNA secondary structure and function and the relative ease with which RNA 

molecules can be modeled, riboswitches present an interesting class of regulatory 

components through which researchers can examine links between physical composition, 

tuned component response properties, and resulting systems-level behavior.  

In this study, we employed mathematical modeling to explore how the dynamics 

of riboswitch function dictate its performance, where performance is evaluated based on 

the response curve quantitatively linking ligand concentration and protein levels. To draw 

general conclusions regarding riboswitch performance, we considered three 

representative regulatory mechanisms: transcriptional termination, translational 

repression, and mRNA destabilization. Parameter space for all three mechanisms was 

surveyed in order to understand the relationship between model parameters and 

riboswitch performance. Our results show that the competition between reversible and 

mechanism-specific irreversible rate constants primarily dictates riboswitch performance 

and response curve tuning properties. Complete dominance of irreversible rate constants 

renders a riboswitch non-functional, although ligand binding during transcription can 

rescue riboswitch performance. Our results also demonstrate that placing an upper limit 

on the ligand concentration alters the observed tuning properties such that a maximum 

dynamic range exists for intermediate conformational partitioning. Model predictions are 
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supported by published experimental data and new data obtained through the 

modification of a synthetic riboswitch. We provide a set of design principles for the 

construction of synthetic riboswitches based on our modeling results. In addition, our 

results lend insights into the inherent flexibility and potential biological relevance of 

tuning of natural riboswitches.  

 

RESULTS 

Kinetic modeling of riboswitch function 

We started with a detailed molecular description of riboswitch function (Figure 

S5.1) that accounts for folding and ligand binding during discrete steps of transcription. 

Three regulatory mechanisms were considered: translational repression, transcriptional 

termination, and mRNA destabilization. Translational repression occurs through 

ribosome binding site (RBS) sequestration in a double-stranded secondary structure that 

prevents ribosome recruitment. Transcriptional termination occurs through a rho-

independent mechanism such that hairpin formation directly upstream of a polyuridine 

stretch induces dissociation of the transcript from the template and the polymerase. We 

also considered the regulatory mechanism of a recently-described synthetic riboswitch 

that undergoes ribozyme self-cleavage (Win and Smolke, 2007), thereby initiating 

mRNA destabilization (Collins et al, 2007). In these examples, two inter-converting 

conformations (A/B) are associated with differential protein levels subject to the 

specified regulatory mechanism. Ligand binding to the formed aptamer harbored in B 

promotes conformational stabilization, thereby increasing the prevalence of B. 
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We assigned a rate constant to each mechanistic step in the models to yield a 

detailed relationship between ligand concentration (L) and protein levels (P). In all 

models, transcriptional initiation produces a partial-length riboswitch in either 

conformation A (kfA) or B (kfB) to reflect transcriptional folding. Transcription is broken 

into discrete steps that represent different sequence lengths. Each step determines the 

extent of conformational switching (k1, k1’), the ability to bind and release ligand (k2, 

k2’), and the rate of progression to the next step (kE). For transcriptional termination, 

riboswitches effectively choose between termination (kTA, kTB) and extension (kMA, kMB) 

after transcription of the terminator stem. To ensure that both conformations make the 

decision with the same frequency, we set the sum of termination and extension rate 

constants for each conformation equal to a single parameter kM: 

TBMBTAMAM kkkkk +=+=  

Following transcription of the full-length riboswitch for translational repression and 

mRNA destabilization or extension through the terminator stem for transcriptional 

termination, the transcript can be translated into protein (kPA, kPB) or undergo degradation 

(kdMA, kdMB). A single constant is assigned when the rate constants are equal between 

conformations (kP, kdM). Values for the rate constants can vary widely depending on the 

organism and regulatory mechanism (Table 5.1). Therefore, we explored how each rate 

constant contributes to riboswitch performance. 

 

 

 

 

(6.1) 



 164

Table 5.1 Estimated ranges for parameter values based on previous experimental and 

computational studies. Rates for endogenous mRNA degradation (norm) and ribozyme cleavage 

(rib) are separately described. αReflects the time to reach the termination stem following 

transcription initiation and is dependent on the rate of polymerase extension, pausing, the length 

of the transcribed sequence, and nucleotide concentration. βIncludes mRNA or protein 

degradation and dilution due to cell division. γObserved upper limit. 

Parameter Units Value Range References 
kf M/s 10-13 – 10-8 (Voigt et al, 2005) 
kP 1/s 10-4 – 101 (Voigt et al, 2005) 

kE
α 1/s 10-2 – 102 (Pan and Sosnick, 2006; Wickiser 

et al, 2005b) 

k1, k1’ 1/s 10-3 – 103 
(Lee et al, 2007; Su et al, 2005; 
Zarrinkar et al, 1996; Zhuang et 

al, 2000) 

k2 1/M·s 103 – 108 

(Greenleaf et al, 2008; Kensch et 
al, 2000; Lang et al, 2007; Rieder 
et al, 2007; Wickiser et al, 2005a; 
Wickiser et al, 2005b; Win et al, 

2006) 

k2’ 1/s 10-3 – 101 

(Greenleaf et al, 2008; Kensch et 
al, 2000; Wickiser et al, 2005a; 
Wickiser et al, 2005b; Win et al, 

2006) 

kM 1/s 10-2 – 10-1 (Crothers et al, 1974; Wickiser et 
al, 2005b) 

kdM 
(norm)β 1/s 10-5 – 10-2 

(Bernstein et al, 2002; Leclerc et 
al, 2002; Narsai et al, 2007; 

Selinger et al, 2003) 
kdM (rib) γ 1/s 10-1 (Emilsson et al, 2003) 

kdP
β 1/s 10-5 – 10-2 (Belle et al, 2006; Corish and 

Tyler-Smith, 1999) 
 
 

Riboswitch performance was evaluated under steady-state conditions for both ON 

and OFF behaviors by calculating a collection of performance descriptors that define the 

response curve (Figure 5.1A): EC50, dynamic range (η) defined as the difference between 
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high and low protein levels, basal protein levels (P(L = 0)), and ligand-saturating protein 

levels (P(L → ∞)). While the dynamic range can be alternatively defined as the ratio of 

high and low protein levels, we selected the difference definition based on the 

mathematical symmetry between the equations representing ON and OFF behaviors (Text 

S1). 

Transcription can be considered as a discrete multistep process (Figure S5.1). The 

conformations that can form at each step depend on the ordering of elements along the 

riboswitch sequence, such as the relative location of the aptamer or gene regulatory 

elements. Matching the number of steps and parameter values to particular sequence 

configurations becomes burdensome and restricts the elucidation of general principles. 

Therefore, we simplified the transcription process by assuming that synthesized 

transcripts appear in either conformation A or B and are immediately subject to 

conformational partitioning, ligand binding, and the regulatory mechanism (Figure 5.1B–

D). As a result, the outcome of the transcription process is reflected by biased folding 

into either conformation A (kfA) or conformation B (kfB). This simplification excludes 

ligand binding during transcription, which has been demonstrated for natural 

riboswitches functioning through transcriptional termination (Wickiser et al, 2005a; 

Wickiser et al, 2005b). Therefore, we separately accounted for ligand binding during 

transcription in our analyses. 
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Figure 5.1 Kinetic models for riboswitches functioning through three distinct regulatory 

mechanisms. (A) General response curve relating ligand concentration (L) and regulated protein 

levels (P) for both ON and OFF behavior. Descriptors important in evaluating riboswitch 

performance are indicated: dynamic range (η), EC50 (○), basal protein levels (●), and ligand-

saturating protein levels (●). Gene regulatory mechanisms include (B) translational repression, 

(C) transcriptional termination, and (D) mRNA destabilization. All riboswitches can reversibly 

switch between conformations A and B that display different regulatory activities or different 

rates of degradation. Conformation B contains a formed aptamer that can reversibly bind ligand. 

Models assume negligible ligand binding during transcription. Green arrows designate mRNA 

synthesis with biased transcriptional folding, red arrows designate species degradation, and blue 

arrows designate translation that is proportional to mRNA levels. Under transcriptional 

termination (C), riboswitches effectively choose between termination to form a truncated product 

(T) and extension to form the full-length mRNA (M). To ensure both conformations make the 
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decision with the same frequency, we designated a rate constant kM equal to the sum of the rate 

constants for extension and termination for either conformation (kM = kMA + kTA = kMB + kTB). 

 

Competition between reversible and irreversible rate constants suggests three 

operating regimes 

We first derived expressions for the performance descriptors – dynamic range, 

EC50, and basal and ligand-saturating levels – for riboswitches functioning through each 

regulatory mechanism (Text S5.2). From these derivations two common parameters 

emerged: the partitioning constant (K1 = k1’/k1) and the ligand association constant (K2 = 

k2/k2’). K1 reflects the relative stability of conformation A and is present in all 

performance descriptor expressions. K2 reflects the affinity between the aptamer and its 

cognate ligand and is only present in the expression for EC50.  

For all regulatory mechanisms, K1 and K2 reflect reversible conformational 

switching and ligand association, the core processes of riboswitch function. These 

processes are opposed by irreversible events that deplete the abundance of both 

conformations: mRNA degradation for translational repression and mRNA 

destabilization, and the riboswitch’s decision to terminate or extend for transcriptional 

termination. The ratio between the rate constants for irreversible and reversible events is 

prevalent in all expressions for the performance descriptors (Text S5.2). This ratio is 

encapsulated in two reduced parameters γ1 and γ2: 
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Here, kiA and kiB represent the irreversible rate constants for conformation A or B, 

respectively, for translational repression (kdM), transcriptional termination (kM), and 

mRNA degradation (kdMA and kdMB). 

Three operating regimes can be defined based on the ratio of reversible and 

irreversible rate constants within γ1 and γ2. The first regime occurs when both reversible 

rate constants dominate (γ1, γ2 converge to one), the second begins when either of the 

reversible rate constants is balanced with the associated irreversible rate constant (either 

γ1 or γ2 is less than one), and the third begins when the irreversible rate constant kiA 

dominates over k1 (γ1 converge to zero). Each regime is generally determined by the 

competition between reversible and irreversible rate constants. We next evaluated the 

tuning properties of each regime for all regulatory mechanisms. 

 

Riboswitches display similar tuning trends in the thermodynamically-driven regime 

For dominating reversible rate constants (γ1 = γ2 = 1), a riboswitch molecule can 

sample both conformations and bind and unbind ligand many times before the 

irreversible event occurs. We define this regime as ‘thermodynamically-driven’ in accord 

with previous uses of this term in the study of natural riboswitches (Breaker, 2008; 

Rieder et al, 2007; Wickiser et al, 2005a), since energetics dictate the prevalence of each 

conformation. 

In the thermodynamically-driven regime, riboswitch function is captured for the 

three regulatory mechanisms by a general molecular description (Figure 5.2A). The 

associated response curve is captured by a single equation that includes the partitioning 

constant (K1), the aptamer association constant (K2), mRNA degradation rate constants 
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(kdMA, kdMB), and representative regulatory activities of conformations A (KA) and B 

(KB): 

( )
( )LK1kKk

LK1KKK
k
kP
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f

++
++

⋅=  

The values of KA and KB depend on the selected regulatory mechanism and are provided 

in Supplementary Text S5.2.  

Parameter variation has a unique effect on the response curve for both ON (Figure 

2B,C) and OFF behaviors (Figure S5.2). Increasing K1 stabilizes conformation A, 

resulting in more riboswitch molecules adopting this conformation. Since conformation 

A has lower regulatory activity for ON behavior (KA < KB), basal levels decrease. 

Concomitantly, EC50 increases as higher ligand concentrations are required to offset the 

decreased abundance of conformation B. Increasing K2 reduces EC50 as expected when 

aptamer affinity is modulated. However, K2 has no effect on dynamic range and ligand-

saturating levels since we assumed sufficient ligand can be added to saturate the response 

curve. Previous mutational studies of two synthetic riboswitches (Bayer and Smolke, 

2005; Beisel et al, 2008) support these model predictions. However, these studies 

examined trans-acting mechanisms, calling into question whether model insights apply to 

cis-acting mechanisms. Finally, rate constants distinct from the core processes of 

riboswitch function such as transcription initiation (kf) and protein decay (kdP) affect both 

basal levels and dynamic range by modulating the steady-state mRNA and protein levels. 

 

 

 

 

(6.4) 
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Figure 5.2 Thermodynamically-driven riboswitches display similar tuning properties. (A) 

Simplified molecular description that captures the three riboswitch regulatory mechanisms in the 

thermodynamically-driven regime. K1 is the conformational partitioning constant (k1’/k1) and K2 

is the aptamer association constant (k2/k2’). Coloring is the same as in Figure 1B-D. KA and KB 

reflect the regulatory activity of conformations A and B, respectively, and are specific to each 

regulatory mechanism: translational repression (kPA, kPB), transcriptional termination (kP·kMA/kM, 

kP·kMB/kM), and mRNA destabilization (kP, kP). (B) K1 affects both basal levels and EC50. (C) K2 

only affects EC50. Parameter values for red response curves: K1 = 10; K2 = 1/µM; KA = 10-3/s; KB 

= 10-2/s; kf = 10-11 M/s; kdP = 10-3/s; kdMA = kdMB = 10-3/s. (D) Biased conformational partitioning 

toward conformation B maximizes the dynamic range (η) at the cost of increased EC50. 
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 Stabilizing conformation A (increasing K1) improves the dynamic range to an 

upper limit set by the regulatory activities (KA, KB) and mRNA degradation rate 

constants (kdMA, kdMB) associated with each conformation (Figure 5.2D). While all four 

parameters affect the dynamic range, kdMA and kdMB also impact the dependence of the 

dynamic range on conformational partitioning (Figure S5.3). This latter effect results 

from the dominant influence of the larger mRNA degradation rate on steady-state mRNA 

levels, which can be countered by biasing partitioning toward the more stable 

conformation. Therefore, when conformation A degrades faster (higher kdMA, ON 

behavior), less partitioning toward conformation A (lower K1) is required to separate 

basal and ligand-saturating levels, whereas more partitioning toward conformation A 

(higher K1) is required when conformation B degrades faster (higher kdMB, OFF 

behavior). As a result, thermodynamically-driven riboswitches functioning through 

mRNA destabilization require more (OFF behavior) or less (ON behavior) partitioning 

toward conformation A to achieve a larger dynamic range. In contrast, riboswitches 

functioning through translational repression and transcriptional termination display 

similar trends in dynamic range as a function of conformational partitioning for ON and 

OFF behaviors as the degradation rate constants are the same for each conformation. 

EC50 is also dependent on the value of K1 according to the following relationship:   
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EC50 approaches the lower limit set by the aptamer dissociation constant when 

riboswitches principally adopt conformation B (low K1). Therefore, although stabilizing 

conformation A (increasing K1) can improve the dynamic range, excessive stabilization 

(6.5) 
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can be detrimental due to the increase in EC50. As a result, tuning strategies based on 

increasing K1 require higher ligand concentrations to access the improved dynamic range. 

The ratio of the mRNA degradation rate constants in the expression for EC50 offsets the 

modified dependence of the dynamic range on K1 for riboswitches functioning through 

mRNA destabilization. Therefore, riboswitches functioning through any of the regulatory 

mechanisms exhibit the same trade-off between EC50 and dynamic range. 

 

Riboswitches display expanded tunability with reduced performance in the 

kinetically-driven regime 

The second regime begins when either of the irreversible rate constants balances 

the associated reversible rate constant (either γ1 or γ2 is between zero and one). We call 

this regime the ‘kinetically-driven’ regime in accord with uses of this term in the study of 

natural riboswitches (Wickiser et al, 2005a; Wickiser et al, 2005b), where performance is 

driven by kinetics over energetics. In this regime, riboswitch molecules have fewer 

opportunities to sample both conformations and bind and release ligand before the 

irreversible event occurs, where the number of opportunities is governed by the 

competition between reversible and irreversible rate constants. Since γ1 is coupled to K1 

and kfA while γ2 is coupled to K2, both γ1 and γ2 are anticipated to have a significant 

impact on the response curve and impart several tuning properties distinct to this regime. 

We initially use riboswitches functioning through transcriptional termination to highlight 

two of these tuning properties (Figure 5.3A–C). 
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Figure 5.3 Rate competition dictates riboswitch performance. The relative values of the 

reversible and irreversible rate constants generally establish three operating regimes: 

thermodynamically-driven (■) when reversible rate constants dominate, kinetically-driven (■) 

when the rate constants are balanced, and non-functional (□) when irreversible rate constants 

dominate. Regimes are qualitatively marked for dynamic range and basal and ligand-saturating 

levels according the ratio of the rate constants for terminator stem formation (kM) and the 

progression from conformation A to conformation B (k1). Effect of varying kM on (A) dynamic 

range, (B) basal protein levels and ligand-saturating protein levels, and (C) EC50 for riboswitches 

functioning through transcriptional termination. In (B), colored pairs show basal (light) and 

ligand-saturating (dark) protein levels for complete (red line), balanced (black line), and 

negligible (blue line) transcriptional folding into conformation B. Parameter values for all curves 
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in (A) and (B) and red curve in (C): k1 = 10-1/s;k1’ = 10/s; k2 = 106/M·s; k2’ = 10-1/s; KA = 

kP·kMA/kM = 10-3/s; KB = kP·kMB/kM = 10-2/s; kf = 10-11 M/s; kdP = 10-3/s. 

 

First, irreversible rate constants modulate all performance descriptors, often at a 

cost to riboswitch performance. As the rate constant for terminator stem formation (kM) 

increases, riboswitch molecules become trapped in a given conformation after 

transcriptional folding or conformational switching as reflected in γ1. This effect reduces 

the dynamic range (Figure 5.3A) and shifts basal and ligand-saturating levels according 

to the extent of transcriptional folding (Figure 5.3B). The reduction in dynamic range can 

be offset by increasing the overall mRNA and protein abundance through modulation of 

the rates of transcription (kf), translation (kP), and mRNA (kdM) and protein (kdP) 

degradation. However, such changes also increase basal levels.  

γ1 and γ2 both impact EC50 according to the following relationship: 
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Since γ1 and γ2 reflect the ratios of kM/k1 and kM/k2’, respectively, the relationship 

between EC50 and kM depends on both conformational switching (k1) and ligand release 

(k2’) (Figure 5.3C). Increasing kM, which reduces both γ1 and γ2, can increase or decrease 

EC50 based on the opposing contributions of γ1 and γ2. Reducing γ1 decreases EC50 by 

restricting the time available to switch between conformations, while reducing γ2 

increases EC50 by decreasing the half-life of the ligand-aptamer complex (BL). 

Therefore, the relative values of k1 and k2’ must be known to predict the effect of 

modulating the irreversible rate constant on EC50. 

(6.6) 
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 Second, biased transcriptional folding can modulate the relationship between 

irreversible rate constants and the dynamic range (Figure 5.3A). When transcriptional 

folding is biased toward conformation A (kfB/kf = 0), riboswitch molecules must have 

sufficient time to switch between conformations to maintain activity. Therefore, the 

dynamic range declines as kM approaches and surpasses k1. In contrast, when 

transcriptional folding is biased toward conformation B (kfB/kf = 1), riboswitch molecules 

must switch to conformation A before the irreversible event occurs. In this case, kM must 

exceed the sum 2k1 + k1’ to reduce the dynamic range. As a result, biasing transcriptional 

folding toward conformation B in the kinetically-driven regime increases the dynamic 

range. 

 A third tuning property is associated with riboswitches functioning through 

mRNA degradation. The rate constants for mRNA degradation (kdMA, kdMB) are 

responsible for both the irreversible event and the steady-state basal and ligand-saturating 

levels, resulting in complex tuning properties (Figure S5.4). Increasing either kdMA (ON 

behavior) or kdMB (OFF behavior) initially improves the dynamic range by separating the 

steady-state basal and ligand-saturating levels. However, the impact of larger values of 

kdMA and kdMB depends on riboswitch behavior. For ON behavior, if a riboswitch 

predominantly folds into conformation A during transcription (kfB/kf = 0), then values of 

kdMA in excess of k1 diminish the dynamic range as conformation A is degraded before it 

can switch conformations. However, if a riboswitch predominantly folds into 

conformation B during transcription (kfB/kf = 1), then the dynamic range plateaus as each 

molecule either binds ligand or irreversibly switches to conformation A. In contrast, 

transcriptional folding has a negligible impact on the relationship between the dynamic 
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range and kdMB for OFF behavior, since molecules that adopt conformation A will switch 

to conformation B before undergoing degradation. Furthermore, as observed for the 

thermodynamically-driven regime, more partitioning toward conformation A (higher K1) 

is required to counteract the influence of kdMB on mRNA steady-state levels. Increasing 

kdMB eventually dominates basal levels when partitioning is maintained, leading to a loss 

in the dynamic range (Figure S5.3). 

 As such, a tailored design approach is required to account for the difference 

between ON and OFF behavior for kinetically-driven riboswitches functioning through 

mRNA destabilization. Transcriptional folding is a key tuning parameter for ON behavior 

and should be the predominant focus before tuning the degradation rate of conformation 

A. In contrast, transcriptional folding can be largely ignored for OFF behavior, and the 

degradation rate of conformation B must be properly tuned to optimize the dynamic 

range. 

 

Rescuing riboswitch performance in the non-functional regime 

Higher irreversible rate constants require increased ligand concentrations to 

achieve a diminishing change in protein levels. We define the ‘non-functional’ regime as 

one in which riboswitches are effectively trapped in the conformation formed during 

transcriptional folding (γ1 = 0). In this regime, ligand has a negligible effect on 

performance. The fast time scales of terminator stem formation and mRNA cleavage may 

drive riboswitches functioning through these regulatory mechanisms into this regime. 
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Figure 5.4 Rescuing riboswitch performance in the non-functional regime. (A) Molecular 

description of a non-functional riboswitch functioning through transcriptional termination. The 

description is identical to that in Figure 5.1C with notable exceptions: the aptamer in 

conformation B is transcribed first (B*) and can reversibly bind and release ligand before the 

terminator stem is transcribed (kE), and terminator stem formation (kM = kMA + kTA = kMB + kTB) 

occurs much faster than ligand release (k2’) or the progression from conformation A to B (k1). (B) 

The competition between terminator stem formation (kM) and the progression from conformation 

B to A (k1’) determines the dynamic range. (C) EC50 can be tuned independent from the dynamic 

range. The accessible range of EC50 values is bounded by the aptamer association constant (K2 = 

k2/k2’), the rate constant for the progression from conformation B to A (k1’), and the rate constant 

for terminator stem formation (kM). EC50 is tuned over this range by the rate constant representing 

the delay between aptamer formation and transcription of the terminator stem (kE). Parameter 
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values: k2 = 106/M·s; k2’ = 3·10-3/s; KA = kP·kMA/kM =10-3/s; KB = kP·kMB/kM = 10-2/s; kf = 10-11 

M/s; kdP = 10-3/s; kdM = 10-3/s; k1’ + kM = 20/s. 

 

Our analysis of the kinetically-driven regime revealed that performance can be 

preserved by biasing transcriptional folding toward conformation B and ensuring that k1’ 

exceeds the irreversible rate constant kiA. However, these approaches do not alleviate the 

increased EC50 caused by the reduced half-life of the ligand-aptamer complex (BL) when 

γ2 approaches 0. As a potential solution, studies of natural riboswitches have suggested 

that ligand binding during transcription can preserve EC50 (Wickiser et al, 2005a; 

Wickiser et al, 2005b). Therefore, we examined the effect of ligand binding during 

transcription under the assumption that conformation B is solely available (kfB/kf = 1) 

prior to polymerase extension (kE) through the gene regulatory element responsible for 

the irreversible event.  

We examined ligand binding during transcription for riboswitches functioning 

through transcriptional termination (Figure 5.4A). We assumed that terminator stem 

formation (kM) occurs much faster than ligand release (k2’) and the progression from 

conformation A to B (k1) to limit consideration to non-functional riboswitches. Under 

these assumptions, the dynamic range is dependent on the ratio of read-through 

efficiencies for conformations A (kMA/kM) and B (kMB/kM), the progression from 

conformation B to A (k1’), and the rate of terminator stem formation (kM). The dynamic 

range is maximized when conformational progression occurs much faster than terminator 

stem formation (Figure 5.4B) as predicted from our analysis of the kinetically-driven 

regime (Figure 5.3A). An in vitro study of the ribD FMN riboswitch operating through 

transcriptional termination yielded a reduced dynamic range when removing the 
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polymerase pause site in the terminator sequence, increasing the nucleotide 

concentration, and withholding the NusA protein responsible for increasing polymerase 

residence time at pause sites (Wickiser et al, 2005b). These manipulations are expected to 

reflect an increase in kM and thus support our model predictions. If increasing k1’ above 

kM maximizes the dynamic range, riboswitches operating in this regime are expected to 

display strong stabilization of conformation A reflecting rapid progression from 

conformation B. In support of this claim, full-length riboswitches operating under 

transcriptional termination strongly prefer the aptamer-disrupted conformation and 

exhibit negligible ligand binding affinity (Lemay et al, 2006; Rieder et al, 2007; Wickiser 

et al, 2005b). 

EC50 tuning properties are strikingly different for riboswitches in which ligand 

binding during transcription allows for improved performance than those for 

thermodynamically-driven riboswitches. EC50 depends on model parameters in Figure 

5.4A according to the following relationship: 

( )( ) ( ) ( )⎥⎦
⎤

⎢⎣
⎡ +′++′−+′++′++′+′= E2M1

2
E2M1E2M1

2
50 kkkkkkkkkkkk4

k2
1EC  . 

Both ligand release (k2’) and the time necessary to transcribe the sequences required for 

the formation of conformation A (kE) have a significant impact on the value of EC50 

(Figure 5.4C). Interestingly, tuning of kE decouples EC50 and basal levels such that EC50 

can equal the aptamer dissociation constant (k2/k2’) without impacting the dynamic range. 

In contrast, the EC50 of a thermodynamically-driven riboswitch approaches the aptamer 

dissociation constant as conformation B is stabilized, resulting in a concomitant decrease 

in the dynamic range (Figure 5.2D). A previous theoretical study of the pbuE adenine 

riboswitch using experimentally measured kinetic rates also concluded that modulating 

(6.7) 
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polymerase extension time can tune EC50 when the extension time is not significantly 

slower than ligand release (Wickiser et al, 2005a). 

 

Restricting the ligand concentration upper limit alters observed tuning properties 

 In our analyses thus far, we assumed that the maximum ligand concentration 

always saturates the response curve. However, studies of synthetic riboswitches have 

demonstrated that the response curve may not be saturated by the accessible upper limit 

in ligand concentration (Figure 5.5A) due to various system properties including aptamer 

affinity, ligand solubility, permeability of the ligand across the cell membrane, and 

cytotoxicity of the ligand (An et al, 2006; Bayer and Smolke, 2005; Beisel et al, 2008; 

Desai and Gallivan, 2004; Suess et al, 2003; Win and Smolke, 2007). Furthermore, 

natural riboswitches may regularly function in response to physiologically-relevant 

changes in metabolite concentrations that are much smaller than the ~1000-fold range 

necessary to access the full riboswitch response curve. To assess the effect of establishing 

an upper limit to the ligand concentration, we evaluated the response curve descriptors 

for a maximum ligand concentration of L’. An apparent EC50 (EC50
APP) was calculated 

according to protein levels at L = 0 and L’. 
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Figure 5.5 Placing an upper limit on the ligand concentration range alters the observed tuning 

properties. (A) Placing an upper limit on the ligand concentration (L’) restricts access to the full 

response curve. This limit affects the dependence of (B) the dynamic range (η) and (C) the 

apparent EC50 (EC50
APP) on the conformational partitioning constant (K1) and the aptamer 

association constant (K2). The maximum dynamic range (ηmax) is proportional to the difference 

between regulatory activities for conformations A (KA) and B (KB) normalized to the respective 

degradation rate constants kdMA and kdMB. (D) Normalized response curves for fixed L’ and 

increasing values of (1 + K1)/K2, which equals EC50 under ligand-saturating conditions. Parameter 

values are identical to those reported in Figure 5.2 with L’ = 60 µM. 

 

Restricting L’ alters the dependence of the dynamic range (Figure 5.5B) and the 

apparent EC50 (Figure 5.5C) on model parameters as illustrated for riboswitches 

operating in the thermodynamically-driven regime. L’ acts as a system restriction that 
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prevents access to the full response curve such that increasing K1 shifts the actual EC50 

beyond L’, thereby reducing the maximum dynamic range that can be achieved. This 

behavior was recently observed for a trans-acting synthetic riboswitch operating under a 

limited ligand concentration range (Acar et al), supporting model predictions. Reflecting 

this behavior, the apparent EC50 has the following dependence: 
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where the apparent EC50 converges to L’/2 as expected for a linear response when L’ is 

below the EC50 for an unbounded ligand concentration range (Figure 5.5D). Our 

modeling results demonstrate that restricting the ligand concentration upper limit reduces 

riboswitch performance and establishes a unique relationship between dynamic range and 

conformational partitioning. In addition to serving as a design constraint for synthetic 

riboswitches, natural riboswitches may inherently operate under defined limits in ligand 

concentration. Future experiments may focus on measuring the physiologically-relevant 

metabolite concentration range experienced by natural riboswitches to examine what 

section of the response curve is utilized. 

 

Application of tuning strategies to a synthetic riboswitch supports model predictions 

To begin evaluating how the predicted tuning trends apply to both natural and 

synthetic riboswitches, we physically manipulated a recently-described synthetic 

riboswitch functioning through translational repression that up-regulates gene expression 

(ON behavior) in the presence of theophylline (Lynch et al, 2007) (Figure 5.6A). Under 

(6.8) 
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the naming convention from Figure 1A, conformation A comprises a base-paired 

structure between the aptamer and RBS, while conformation B includes a formed 

aptamer and a single-stranded RBS. This riboswitch was selected because it closely 

resembles natural riboswitches functioning through translational repression, experimental 

data suggest that this riboswitch operates in the thermodynamically-driven regime (Lynch 

et al, 2007), the ligand concentration upper limit does not saturate the response curve 

(Desai and Gallivan, 2004), and the demonstration that different sequences yield different 

response curves suggests riboswitch tuning (Lynch et al, 2007). A theophylline 

concentration of 1 mM was used as an upper limit, as exceeding this concentration 

inhibits cell growth. In studies performed by Lynch and coworkers, sequences associated 

with desirable response curves were identified by randomization of the RBS and 

screening for variants with low basal activity and a large activity increase in the presence 

of theophylline. Since the randomized sequence was located in a region responsible for 

conformational partitioning and translation, mutations most likely reflect simultaneous 

modulation of KA, KB, and K1. We therefore sought to introduce directed mutations to 

solely modulate individual model parameters and test model predictions for a 

thermodynamically-driven riboswitch with a ligand concentration upper limit that 

prevents response curve saturation. 

We examined two model predictions that could not be supported with available 

experimental data for cis-acting riboswitches: (1) solely modulating conformational 

partitioning (K1) affects both EC50 and basal levels (Figure 5.2B), and (2) the dynamic 

range can be optimized by modulating K1 when the ligand concentration upper limit does 

not saturate the response curve (Figure 5.5B). We modulated K1 by introducing 
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systematic mutations into the aptamer stem while preserving the RBS sequence (m1-4; 

Figure 5.6A). Mutant sequences were ordered with increasing K1 based on the energetic 

difference between conformations predicted by the RNA folding algorithm mfold (Beisel 

et al, 2008). The mutations were not anticipated to significantly affect aptamer affinity 

(K2) (Jenison et al, 1994; Zimmermann et al, 2000) or translational efficiency for either 

conformation (KA, KB). Additional mutants were examined that are predicted to entirely 

favor either conformation A (mA) or conformation B (mB) to establish the regulatory 

activity of either conformation. Riboswitch performance was evaluated by measuring β-

Galactosidase levels over a range of theophylline concentrations.  

The introduced mutations altered the response curve in agreement with model 

predictions (Figure 5.6B–D). Protein levels in the presence and absence of theophylline 

correlated with the relative stability of conformation A. Furthermore, complete 

stabilization of conformation A (mA) and conformation B (mB) established respective 

lower and upper limits for the observed expression levels. As predicted for a non-

saturating value of L’, an intermediate conformational partitioning value optimized the 

dynamic range to a value that was below the maximum dynamic range (ηmax = 15,600 

MU) (Figure 5.6B), and EC50 approached 0.5 mM (L’/2) for increased stabilization of 

conformation A (Figure 5.6C,D). Dynamic range optimization is clearly observed when 

evaluating the ratio of high and low protein levels, which is predicted to display the same 

qualitative tuning behavior (Figure S5.5). The data agree with our model predictions for 

K1 modulation in the thermodynamically-driven regime under conditions where the 

ligand concentration upper limit does not saturate the response curve, although we cannot 

rule out the possibility that stabilization of conformation A inadvertently drove the 
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riboswitch into the kinetically-driven regime. The introduction of the aptamer sequence 

to the regulatory element decreased the regulatory activity of conformation B as observed 

when comparing protein levels for mB and a construct harboring only the RBS and 

aptamer basal stem (empty; Figure 5.6B). Our previous construction and characterization 

of a trans-acting synthetic riboswitch functioning through RNA interference (Beisel et al, 

2008) also showed sub-maximum dynamic range optimization when the ligand 

concentration was limiting and compromised activity of the regulatory element due to 

introduction of the aptamer element of the riboswitch. Thus, the results support the 

extension of our model predictions to synthetic riboswitches. In addition, our modeling 

results may have direct implications for the performance and tuning of natural 

riboswitches based on the similarity between the synthetic riboswitch examined here and 

natural riboswitches operating under translational repression. 
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Figure 5.6 Mutational analysis of a synthetic riboswitch supports model predictions. (A) 

Mutations made to the aptamer stem of the parent synthetic riboswitch (m1-4) are anticipated to 

solely modulate conformational partitioning (K1). The theophylline-responsive riboswitch 

controls Tn10-β-Galactosidase levels through RBS sequestration, thereby repressing translation. 

Mutations were also introduced to lock the riboswitch in either conformation A (mA, gray box) or 

conformation B (mB, brown box). The RBS and start codon are highlighted in orange and green, 

respectively. (B) β-Galactosidase assay results are reported in Miller Units (MU) for each 

riboswitch variant in the presence (○) or absence (●) of 1 mM theophylline. Dynamic range (η) is 
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calculated as the difference between high and low expression levels, where all values were below 

the theoretical maximum of 15,600 MU as determined by the difference between mB with 

theophylline and mA without theophylline. The positive control construct (empty) harbors only 

the RBS and aptamer basal stem. A slight increase in β-Galactosidase activity was observed in 

the presence of theophylline for the control construct. (C,D) Theophylline response curves for 

riboswitch variants: parent (yellow), m1 (red), m2 (orange), m3 (green), and m4 (blue). (C) Raw 

data and (D) normalized data illustrate the predicted shift in both basal levels and EC50 for 

increasing stabilization of conformation B. Data represent independent measurement of triplicate 

samples, where the standard error was below 5% of each mean value. 

 

DISCUSSION 

The competition between reversible and irreversible rate constants establishes 

three operating regimes with distinct tuning properties. Therefore, measuring the 

reversible and irreversible rate constants is critical when predicting the impact of 

parameter modulation on the response curve. While well-established methods allow 

measurement of the rates of mRNA degradation and ligand binding and release, 

measuring the rates of RNA folding and conformational inter-conversion is currently an 

active area of research. New technologies are emerging that allow the measurement of 

kinetic folding rates: site-specific incorporation of aminopurines (Lang et al, 2007; 

Rieder et al, 2007), single-molecule force experiments (Greenleaf et al, 2008; Li et al, 

2008; Woodside et al, 2006), and single-molecule fluorescence resonance energy transfer 

(Lee et al, 2007). Studies of natural and synthetic riboswitches that apply these 

approaches may yield a comprehensive understanding of the relationship between 

riboswitch function and performance (Al-Hashimi and Walter, 2008). 
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 An alternative approach to measuring conformational switching relies on 

parameter predictions with RNA folding algorithms. Most algorithms calculate the free 

energy of individual conformations and can be used to estimate the value of K1 for a 

riboswitch sequence (Mathews et al, 2004; Parisien and Major, 2008). Algorithms have 

also been developed that provide estimates of the rate constants for conformational 

switching (k1, k1’) (Danilova et al, 2006). By employing these algorithms, sequences can 

be rapidly screened in silico to identify riboswitches with tuned conformational 

partitioning according to model predictions. Mutations that impact other parameters, such 

as mutations to the RBS sequence that affect regulatory activity, can also be screened in 

silico to evaluate the impact on secondary structure and conformational partitioning. 

However, these algorithms are often inaccurate when predicting RNA folding in vivo, 

requiring modified approaches (Beisel et al, 2008) or the development of more advanced 

algorithms (Parisien and Major, 2008). 

 

Design principles for synthetic riboswitches 

Synthetic riboswitches can be divided into two categories based on the intended 

application: inducible regulators and autonomous regulators. The applicable category 

depends on the identity and source of the detected ligand and requires distinct approaches 

to riboswitch design. We provide the following design principles assembled from our 

modeling results to guide the design of synthetic riboswitches as inducible or autonomous 

regulatory systems. 

The desired properties of inducible regulatory systems include large dynamic 

ranges, low basal expression levels, and titratable control over expression levels. 
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Selecting an effective regulatory mechanism is critical since numerous factors reduce the 

dynamic range, such as conformational partitioning, dominating irreversible rates, upper 

limits to ligand concentration, and reduced gene regulatory efficiencies from the 

incorporation of other riboswitch elements (Beisel et al, 2008; Win and Smolke, 2007). A 

design that is biased toward forming the disrupted-aptamer conformation (high K1) will 

generally increase the dynamic range, although such strategies require higher ligand 

concentrations to modulate protein levels. The rates of events separate from core 

riboswitch processes, such as transcription, translation, and protein decay, can be 

modulated to increase the dynamic range difference at the expense of increased basal 

levels. 

The selected regulatory mechanism will likely dictate the values of the 

irreversible rate constants and thus the operating regime. In support of this, studies on 

natural riboswitches have suggested a consistent pairing between translational repression 

and the thermodynamically-driven regime (Rieder et al, 2007) and transcriptional 

termination and the non-functional regime with ligand binding during transcription (Lang 

et al, 2007; Lemay et al, 2006; Rieder et al, 2007; Wickiser et al, 2005a; Wickiser et al, 

2005b). Therefore, the design of inducible regulatory systems may rely on the tuning 

properties associated with each regime. While thermodynamically-driven riboswitches 

generally provide for the largest dynamic range, kinetically-driven and non-functional 

riboswitches can be designed to perform similarly using insights from our modeling 

efforts. In general, placing the aptamer toward the 5’ end of the riboswitch sequence will 

preserve the dynamic range by biasing transcriptional folding toward conformation B. 

The exception is OFF-behaving riboswitches acting through mRNA destabilization, 
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which are insensitive to biased transcriptional folding (Figure S5.4). In addition, 

introducing pause sites and ensuring rapid conformational switching from the aptamer-

formed conformation (k1’) will allow kinetically-driven and non-functional riboswitches 

to exploit ligand binding during transcription, thereby decreasing the amount of ligand 

required to induce gene expression. 

In many practical applications, system restrictions will limit the accessible range 

of the response curve (Figure 5.7A,B). Such limitations need to be addressed through 

parameter tuning in order to access the appropriate section of the response curve. For 

most biological systems, a predominant restriction is a limit to the maximum ligand 

concentration. In situations where the maximum ligand concentration does not saturate 

the response curve, designs for thermodynamically-driven riboswitches should be based 

on intermediate conformational partitioning values (K1) that achieve a suboptimal 

maximum dynamic range. An alternative strategy is the design of non-functional 

riboswitches that bind ligand during transcription, which can respond to ligand at lower 

concentrations without sacrificing the dynamic range. 

Genes often exist in regulatory networks that dictate cellular phenotype such that 

complex relationships exist between the expression levels of individual genes and 

systems-level functions. To effectively regulate these genes with synthetic riboswitches, a 

variety of tuning strategies must be employed to tune the response curve to operate within 

system restrictions. The properties of the regulated gene, its integration into a biological 

network, and the ultimate systems-level functions must be considered. One can envision 

an application-specific regulatory niche that defines the acceptable ranges of basal and 

maximum-ligand expression levels for proper system performance (Figure 7B). For 
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example, the properties of a given system may require that the riboswitch be tuned to 

minimize basal expression over maximizing dynamic range, such as when the regulated 

enzyme exhibits high activity or cytotoxicity. 

 

 

Figure 5.7 The accessibility of the riboswitch response curve depends on application category 

and associated system restrictions. Categories include an inducible regulatory system with (A) no 

ligand limitations or (B) a ligand concentration upper limit, and (C) an autonomous regulatory 

system with defined lower and upper limits for the ligand concentration. The accessible dynamic 

range (η) for each response curve depends on the system restrictions. The properties of other 

components in the network will dictate which riboswitch design best meets performance 

requirements. For example, under the autonomous regulatory system (C) the red curve may be 

more appropriate for the regulation of cytotoxic genes, the orange curve may be more appropriate 

for the regulation of enzymes with low catalytic activity, and the blue curve may be more 

appropriate for regulatory networks that require a large change in protein levels. 

 

The engineering of synthetic riboswitches that act as autonomous regulatory 

systems presents an even greater design challenge. Here, the upper and lower ligand 

concentrations that the system fluctuates between establish the accessible section of the 
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response curve such that the regulatory niche is further restricted (Figure 5.7C). For 

example, riboswitches responsive to an endogenous central metabolite will likely be 

operating under a defined concentration range characteristic of the organism and the 

environment. In this case, the response curve must be tuned to place the desired 

expression levels at the limits of this defined concentration range by modulating the 

appropriate performance descriptors. Depending on system restrictions, proper tuning of 

riboswitches acting as autonomous control systems may require minimization of basal 

levels, operation across higher expression levels, or maximization of the change in 

expression levels.  

Many parameters can potentially be modulated to tune the response curve. 

However, current practical considerations favor the modulation of a subset of these 

parameters in the laboratory. As one example, a given riboswitch may require a higher 

EC50 value to meet the performance requirements. Aptamer affinity (K2), conformational 

partitioning (K1), and the irreversible rates associated with the gene regulatory 

mechanism can be modulated to increase EC50. However, rational modulation of aptamer 

affinity is restrictive since most mutations effectively abolish ligand binding, while the 

method and ease of modulating irreversible rates depend on the regulatory mechanism. 

Modulating conformational partitioning is an attractive approach since simple base-

pairing interactions principally establish each conformation. However, conformational 

partitioning also impacts basal levels and the dynamic range, such that other parameters 

may need to be modulated to compensate for any undesired changes. Thus, the effective 

design of synthetic riboswitches requires knowledge of the relationship between 
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riboswitch sequence and model parameters and may require the coordinated modulation 

of multiple parameters to meet application-specific performance requirements. 

 The relationship between riboswitch sequence and model parameters depends in 

part on the composition framework used in the riboswitch design. A synthetic riboswitch 

can be designed such that parameters map to individual domains (Bayer and Smolke, 

2005; Beisel et al, 2008; Win and Smolke, 2007) or multiple domains (Lynch et al, 2007; 

Topp and Gallivan, 2007, 2008). Each design strategy offers distinct advantages 

depending on whether rational design or random screening is used to select riboswitch 

sequences. Individual domain mapping strategies allow for insulated control over each 

parameter and domain swapping without requiring redesign of the riboswitch, thereby 

presenting significant advantages for rational design approaches. Multiple domain 

mapping strategies may be more desirable for random screening approaches, where 

assigning multiple parameters to a single sequence domain can reduce the number of 

randomized nucleotides required to sufficiently sample parameter space. 

 

Evolutionary implications for tuning in natural riboswitches 

Natural riboswitches primarily serve as key autonomous regulators of diverse 

metabolic processes (Winkler, 2005). Recent characterization of eleven known S-

adenosylmethionine riboswitches in Bacillus subtilis demonstrated that these 

riboswitches exhibit a diverse range of values for basal expression levels, EC50, and 

dynamic range (Tomsic et al, 2008), suggesting that natural riboswitches are finely tuned 

to match their occupied regulatory niche. However, this study is the only one to date to 

characterize the response curves of multiple natural riboswitches responsive to the same 
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ligand. Two questions emerge from these observations and our modeling results that 

underlie the biological utilization of natural riboswitches as dynamic regulators of 

metabolism: (1) how finely tuned are natural riboswitches to their regulatory niche, and 

(2) what sequence modifications are associated with response curve tuning? 

Understanding the extent to which natural riboswitches are tuned to their 

regulatory niches will provide insights into riboswitch utilization and the underlying 

principles of genetic regulatory control. Similar to the tuning of synthetic riboswitches to 

match their intended regulatory niche, investigating the extent and biological relevance of 

natural riboswitch tuning requires knowledge of the functional properties of the regulated 

genes and their contribution to cellular fitness. Furthermore, the typical ligand 

concentration range encountered in the intracellular environment designates the 

operational section of the response curve, such that determining this range is critical to 

advancing our understanding of natural riboswitch tuning within regulatory niches.  

The composition of a natural riboswitch dictates the relationship between its 

sequence and model parameters. One way to gain insights into this relationship is 

investigating sequence deviations between natural riboswitches in the same organism or 

different organisms that recognize the same ligand and employ the same regulatory 

mechanism. Using the response curve as a basis of comparison, these mutations may be 

neutral or shift the response curve in line with modulation of single or multiple 

parameters. Identifying which parameters are modulated will provide insights into how 

accessible each parameter is to random point mutations and how evolution effectively 

tunes the response curve through parameter modulation. Advances in our understanding 

of the biological utilization of natural riboswitches will enable researchers to better define 
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regulatory niches in a biological system and more effectively design synthetic 

riboswitches to match these niches. Beyond riboswitch design and implementation, 

insights into the fine-tuning of natural regulatory components and networks will enable 

the construction of biological networks that reliably control systems-level functions.  

 

MATERIALS AND METHODS 

Mathematical modeling. All modeling assumptions and methods are fully described in 

Text S5.2. Briefly, time-dependent differential equations were generated using mass 

action kinetics to describe each mechanistic step in the simplified molecular description 

of riboswitch function for translational repression, transcriptional termination, and 

mRNA degradation. The resulting equations were simplified by assuming steady-state 

conditions. Relevant tuning properties were identified based on the impact of model 

parameters on the response curve descriptors, including dynamic range (η) defined as the 

difference between high and low protein levels, ligand concentration to induce a half-

maximal response (EC50), basal protein levels (P(L=0)), and maximum-ligand protein 

levels (P(L→L’ or ∞)). 

 

Plasmid construction. pSAL8.3 served as the base plasmid for all experimental studies 

(Lynch et al, 2007). A theophylline-dependent synthetic riboswitch functioning through 

translational repression resides between the upstream Ptac1 promoter and the downstream 

Tn10-β-Galactosidase fusion gene. Mutant sequences were cloned into the unique KpnI 

and HindIII restriction sites located directly upstream of the riboswitch and 

approximately 200 nucleotides into the fusion gene coding region. Primers harboring 
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mutant sequences (Table S1) and a 5’ KpnI site were used to PCR amplify the 5’ 

untranslated region extending through the HindIII restriction site. The resulting PCR 

product was digested with KpnI/HindIII, ligated into pSAL8.3 digested with the same 

restriction enzymes, and transformed into Escherichia coli strain DH10B. Assembled 

plasmid constructs were verified by sequencing (Laragen, Inc.). All molecular biology 

reagents and enzymes were obtained from New England Biolabs. 

  

β-Galactosidase activity assay. β-Galactosidase assays were conducted using E. coli 

DH10B cells harboring the pSAL8.3 plasmid mutants based on modifications to 

previously described protocols (Lynch et al, 2007; Zhang and Bremer, 1995). Cells 

harboring each construct were grown overnight in Luria-Bertani (LB) broth 

supplemented with 50 µg/ml ampicillin. Overnight cultures were back-diluted into three 

separate wells containing 500 µl LB broth with 50 µg/ml ampicillin and the appropriate 

concentration of theophylline and grown at 37°C for 3 hrs with shaking at 210 RPM. 

Approximately 3 μl of the overnight culture was added to each well. Following the 3-hr 

incubation with shaking, optical density was recorded by transferring 175 µl into a 96-

well microplate with a µClear bottom (Greiner) and measuring on a Safire fluorescence 

plate reader (Tecan). Cells were lysed by mixing 20 µl of culture with 80 µl 

permeabilization solution (100 mM Na2HPO4, 20 mM KCl, 2 mM MgSO4, 0.6 mg/ml 

CTAB, 0.4 mg/ml sodium deoxycholate, and 5.4 μl/ml β-mercaptoethanol) and mixed at 

room temperature for approximately 10 min. In a fresh 96-well microplate, 25 μl of the 

lysed culture was mixed with 150 μl substrate solution (60 mM Na2HPO4, 40 mM 

NaH2PO4, 1 mg/ml ONPG, and 5.4 μl/ml β-mercaptoethanol). ONPG hydrolysis was 
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stopped with the addition of 75 μl 1 M Na2CO3 when a faint yellow color was observed. 

Absorbance at 420 nm was then measured on the fluorescence plate reader and protein 

levels were calculated in Miller Units (MU): 

( ) 600

420

ABStml 0.025
ABS1000MU

⋅⋅
⋅=  , 

where t is in minutes and absorbance values reflect the difference between each sample 

and blank media. The MU value of cells carrying a blank plasmid was also subtracted 

from each sample measurement. 
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Figure S5.1 Detailed molecular description of riboswitch function. Molecular descriptions shown 

for riboswitches functioning through (A) translational repression, (B) transcriptional termination, 

and (C) mRNA destabilization. All riboswitches can reversibly switch between conformations A 

and B that display different regulatory activities or different rates of degradation. Conformation B 

contains a formed aptamer that can reversibly bind ligand (L). Transcription is represented as two 

discrete steps designated by the subscripts I and II, although the model can be extended to include 

more or less steps. Riboswitches at each step may switch between conformations or reversibly 

bind ligand depending on the transcribed sequence. The lag between steps is captured by the rate 

constant kE. Once the full riboswitch sequence is transcribed, the riboswitch is susceptible to the 

regulatory mechanism that controls protein (P) production. Green arrows designate mRNA 

synthesis with biased transcriptional folding, red arrows designate species degradation, and blue 

arrows designate translation that is proportional to mRNA levels. Under transcriptional 

termination (B), riboswitches effectively choose between termination to form a truncated product 

(T) and extension to form the full-length mRNA (M). To ensure both conformations make the 

decision with the same frequency, we designated a rate constant kM equal to the sum of the rate 

constants for extension and termination for either conformation (kM = kMA + kTA = kMB + kTB). We 

assume that the riboswitch sequence immediately prior to termination or extension cannot 

undergo degradation. 
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Figure S5.2 Thermodynamically-driven riboswitches exhibiting OFF behavior display similar 

tuning properties to riboswitches exhibiting ON behavior. K1 is the conformational partitioning 

constant (k1’/k1) and K2 is the aptamer association constant (k2/k2’). (A) K1 affects both basal 

levels and EC50. (B) K2 only affects EC50. (C) Biased conformational partitioning toward B 

maximizes the dynamic range at the cost of an increased EC50. Parameter values are identical to 

those reported in Figure 5.2, except KA = 10-2/s; KB = 10-3/s. 
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Figure S5.3 The mechanism-specific regulatory activities dictate differential tuning properties for 

thermodynamically-driven riboswitches. (A) Modulation of KA and KB affects the maximum 

dynamic range (η) for ON and OFF behaviors. KA and KB are modulated for riboswitches 

functioning through translational repression and transcriptional termination. Parameter values for 

red curve in (A): KA = 10-3/s; KB = 10-2/s; kf = 6·10-12 M/s; kdP = 10-3/s; kdMA = kdMB = 10-3/s. Both 

dynamic range and its dependence on K1 change when irreversible rates are modulated, showing 

different trends for (B) ON and (C) OFF behaviors. The degradation rate constants kdMA and kdMB 

impact steady-state mRNA levels, thereby influencing the dynamic range. Parameter values for 

red curves in (B) and (C): KA = KB = 1.4·10-2/s; kf = 6·10-12 M/s; kdP = 10-3/s; kdMA =6·10-3/s and 

kdMB = 10-3/s for ON behavior; kdMA = 10-3/s and kdMB = 6·10-3/s for OFF behavior. 
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Figure S5.4 Distinction between tuning properties for ON and OFF behaviors for riboswitches 

functioning through mRNA destabilization. Dynamic range (η; A,C) and EC50 (B,D) display 

different dependencies on the dominant mRNA degradation rate constant for ON (kdMA; A,B) and 

OFF (kdMB; C,D) behaviors. Biased transcriptional folding significantly affects riboswitches 

displaying ON behavior. Riboswitches displaying OFF behavior show a negligible dependence on 

transcriptional folding (C, inset) for the selected parameter values. Parameter values: k1 = 5·10-3; 

k1’ = 2·10-1; k2 = 106/M·s; k2’ = 10-3/s; kP = 10-3/s; kf = 10-11M/s; kdP = 10-3/s; kdMA = 10-4/s for 

OFF behavior; kdMB = 10-4/s for ON behavior. 
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Figure S5.5 The dynamic range difference and ratio exhibit qualitatively similar tuning 

properties. Model predictions for the dynamic range difference (ηD, A) and ratio (ηR, B) when 

subjected to a ligand concentration upper limit (L’). In the absence of a ligand concentration 

upper limit, the dynamic range converges on a maximum (ηmax). The optimum value of the 

conformational partitioning constant (K1) is higher for the dynamic range ratio as the ratio favors 

lower basal levels. Increasing the aptamer association constant (K2) or L’ improve the suboptimal 

dynamic range maximum. Parameter values are identical to those reported in Figure 5.5, and 

notation is identical to that used in Figure 5.5B. (C) β-Galactosidase assay results from Figure 

5B, where the dynamic range is calculated as the ratio of β-Galactosidase levels in the presence 

(○) and absence (●) of 1 mM theophylline. The positive control construct (empty) harbors only 

the RBS and aptamer basal stem. A slight increase in β-Galactosidase activity was observed in 
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the presence of theophylline for the control construct. The experimental data follow the general 

trends predicted from the model, including the higher optimum K1 value for the dynamic range 

ratio as compared to the dynamic range difference. β-Galactosidase levels are reported in Miller 

Units (MU). Data represent independent measurement of triplicate samples, where the standard 

error was below 5% of each mean value.  

 

 

 

Table S5.1 Sequence variants of pSAL8.3 and associated β-Galactosidase levels reported in 

Miller Units (MU). Database # is included for plasmid requests. The start codon is shown in 

green and point mutations are shown in blue. To generate each variant, the 5’ end of the β-

Galactosidase coding region was amplified and cloned into KpnI/HindIII of pSAL8.3 using 

primers 5’-AATAGGTACC-[Seq]-TGCGAACTC-3’ and 5’-CGACGGG ATCGATCCCCCC-3’, 

where [Seq] is the designated sequence in the table. 

LacZ levels (MU) 
Name Sequence 

0 mM 1 mM 
Database 

# 

parent -GGT--GATACCAGCATCGTCTTGATGCCCTTGGCAGC-
-ACC-AGCTGCAAAGACAACAAGATG 227 6876 pCS1301 

m1 -AAT--GATACCAGCATCGTCTTGATGCCCTTGGCAGC-
-ATT-AGCTGCAAAGACAACAAGATG 98 234 pCS1315 

m2 -AGT--GATACCAGCATCGTCTTGATGCCCTTGGCAGC-
-ACT-AGCTGCAAAGACAACAAGATG 87 2653 pCS1314 

m3 -GGTC-GATACCAGCATCGTCTTGATGCCCTTGGCAGC-
GACC-AGCTGCAAAGACAACAAGATG 1778 9199 pCS1326 

m4 
-
GGTCCGATACCAGCATCGTCTTGATGCCCTTGGCAGCGG
ACC-AGCTGCAAAGACAACAAGATG 

6667 1638
0 pCS1327 

mA -GGT--AATACCAGCA-CGTCTTGATGACCTTAGCAGC-
-ACC-AGCTGCAAAGACAACAAGATG 170 188 pCS1326 

mB GGGT--GATACCAGCATGAAGAGCATGCCCTTGGCTCC-
-ACCCAGCTGCAAAGACAACAAGATG 

1355
7 

1579
6 pCS1325 

empty -GGT--GATA-------------------------AGC-
-ACC-AGCTGCAAAGACAACAAGATG 

1598
0 

1766
1 pCS1324 
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Supplementary Text S5.1 

 

ALTERNATIVE DEFINITIONS FOR DYNAMIC RANGE 

 

The performance of an inducible regulatory system, such as a riboswitch, can be 

fully defined by a small collection of response curve descriptors: the dynamic range, 

effective inducer concentration to achieve a half-maximal response (EC50), basal or 

ligand-saturating protein levels, and hill coefficient. Of these descriptors, the dynamic 

range is the most popular single measure of performance when comparing systems. The 

dynamic range can be reported as either the ratio of high to low protein levels (ηR) or the 

difference between these levels (ηD). While equally acceptable, one calculation method 

may be more appropriate than the other depending on the character of the response curve 

and the performance requirements of the system in which the riboswitch will be 

integrated. Measuring the performance of a riboswitch by its dynamic range without 

regard to other descriptors can inappropriately bias the selection of a suitable regulatory 

system for a given application. For example, a dynamic range ratio of 5 has a very 

different functional meaning for a system with a basal protein level of 1 molecule per cell 

than 50 molecules per cell. Dynamic range ratio values are biased to favor minimized 

basal protein levels, whereas dynamic range difference values are biased to favor larger 

absolute changes in protein levels.  

Both measures of dynamic range are used to address performance requirements 

for the intended application. In most applications, the inducible regulatory system 

mediates switching between two phenotypic states determined by expression levels of the 
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regulated genes. The transition between these two states is application-dependent with 

regards to the regulated gene expression threshold to switch phenotypes and the 

sensitivity around this threshold. Therefore, the selected inducible regulatory system must 

allow gene induction or repression across this threshold, requiring basal and ligand-

saturating levels outside the range sensitive to transition. Additional restrictions on upper 

and lower basal and ligand-saturating levels may exist due to the impact of excessively 

high or low protein levels on cellular fitness and function. Since these factors will be 

application-specific, the performance properties of the regulatory system will most likely 

need to be tuned. As discussed in the main text, the kinetics of riboswitch function can be 

modulated to tune the riboswitch response curve. The relationships between parameters 

that can be effectively modulated, dynamic range, and other response curve descriptors 

can be used to tune a riboswitch to meet application-specific performance requirements.  

 As shown in Table S5.2 for a thermodynamically-driven riboswitch, ηR and ηD 

display differential dependence on the regulatory activities of conformations A (KA) and 

B (KB). Calculation of ηR is the same for all riboswitch mechanisms and maintains 

KA/KB, such that this value is dimensionless and insensitive to parameter modulations 

that equally affect KA and KB. The drawback to using ηR in computational analyses is that 

the equations for ON and OFF behaviors are not equivalent, such that the predicted 

tuning properties for ηR require designation of either ON or OFF behavior. Specifically, 

ηR is linearly dependent on KA/KB for OFF behavior and is maximized for an 

intermediate value of KA/KB for ON behavior. 

In contrast, the calculation of ηD requires units and the ratio of the irreversible 

rates between conformations B and A. However, the equations for ON and OFF 
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behaviors are equivalent, such that any elucidated tuning properties are applicable to both 

behaviors. This property simplifies the computational analyses and facilitates the 

elucidation of general design principles. We therefore reported dynamic range as the 

difference between high and low protein levels in the main text. However, we also 

calculated the tuning properties based on the dynamic range ratio for riboswitches 

operating in the thermodynamically-driven, kinetically-driven, and non-functional 

regime. In all cases the qualitative tuning properties were similar for ηD and ηR (data not 

shown). 

 

Table S5.2 Comparison of dynamic range calculations for a thermodynamically-driven 

riboswitch. Dynamic range is calculated as either the difference between (ηD) or the ratio of (ηR) 

high and low protein levels. Definitions of the model parameters are provided in Figure 5.1A-C 

and Text S2. 
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Supplementary Text S5.2 

 

DERIVATION OF MATHEMATICAL MODELS 

 

 The mathematical models used to investigate riboswitch performance were 

derived from molecular descriptions reflecting translational repression, transcriptional 

termination, and mRNA destabilization (Figure 5.1B-D). Each description tracks an 

mRNA encoding the riboswitch and regulated gene(s) from birth to death using kinetic 

rates to separate molecular species. We assumed that after transcription each riboswitch 

can reversibly fold into two distinct conformations designated as A and B, which neglects 

complex folding paths, kinetic traps, and misfolding in order to avoid a cumbersome 

model. Conformation B includes a formed aptamer such that ligand reversibly binds this 

conformation to generate a ligand-riboswitch complex (BL). While ligand binding during 

transcription may contribute to riboswitch performance (Wickiser et al, 2005a; Wickiser 

et al, 2005b), we initially neglected this phenomenon and designated independent 

transcription rate constants for conformations A (kfA) and B (kfB) to reflect biased 

transcriptional folding.  

For ease of analysis, we include each molecular description from the main text 

along with an explanation of the associated assumptions. Table S5.3 contains definitions 

and base values of all rate constants included in the models. 
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Figure 6.1D Molecular description for a 
riboswitch operating under mRNA 
destabilization. The riboswitch appears in 
either conformation A (kfA) or B (kfB) and 
reversibly switches between conformations 
(k1, k1’). Conformation B reversibly binds 
(k2) and releases (k2’) the cognate ligand (L). 
The two conformations direct translation at 
the same rate (kP) and undergo degradation at 
different rates (kdMA, kdMB) based on the 
regulatory mechanism. We assumed 
translation does not affect conformational 
partitioning or mRNA degradation. Once 
translated, the protein (P) undergoes 
degradation (kdP). 

Figure 6.1C Molecular description for a 
riboswitch operating under transcriptional 
termination. The riboswitch appears in either 
conformation A (kfA) or B (kfB) as an 
intermediate in the transcriptional process and 
reversibly switches between conformations (k1, 
k1’). Conformation B reversibly binds (k2) and 
releases (k2’) the cognate ligand (L). Both 
conformations choose between termination 
(kTA, kTB) and polymerase extension (kMA, kMB) 
at the same rate (kM = kMA + kTA = kMB + kTB). 
The full transcript (M) is translated into protein 
(kP) and undergoes degradation (kdM). Once 
translated, the protein (P) undergoes 
degradation (kdP). 
 

Figure 6.1B Molecular description for a 
riboswitch operating under translational 
repression. The riboswitch appears in either 
conformation A (kfA) or B (kfB) and reversibly 
switches between conformations (k1, k1’) and 
undergoes irreversible degradation (kdM) 
independent of conformation. Conformation B 
reversibly binds (k2) and releases (k2’) the 
cognate ligand (L). The two conformations 
direct translation dependent on the strength and 
accessibility of the encoded ribosome binding 
site (kPA, kPB). We assumed translation does not 
affect conformational partitioning or mRNA 
degradation. Once translated, the protein (P) 
undergoes degradation (kdP). 
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Table S5.3 Rate constants used in all models.  

Rate 
constant Description Base value 

kf Sum of kfA and kfB. Represents total rate of transcription initiation 10-11/s 
kfA Rate of appearance of conformation A 5·10-12/s 
kfB Rate of appearance of conformation B 5·10-12/s 
kE Represents time transcribe full-length riboswitch 10-2/s 
k1 Conformational switching from A to B 10-1/s 
k1’ Conformational switching from B to A 101/s 
k2 Ligand binding rate 106/M·s 
k2’ Ligand release rate 10-1/s 

kM Represents time to decide whether to terminate transcription or 
continue elongation after full transcription of the full-length riboswitch 10-1/s 

kMA Rate of polymerase extension for conformation A 9.1·10-3/s 
kMB Rate of polymerase extension for conformation B 9.1·10-2/s 
kTA Rate of transcriptional termination for conformation A 9.1·10-2/s 
kTB Rate of transcriptional termination for conformation B 9.1·10-3/s 
kdM Transcript degradation rate 10-3/s 
kdMA Transcript degradation rate associated with conformation A 10-3/s 
kdMB Transcript degradation rate associated with conformation B 10-3/s 
kdT Truncated transcript degradation rate 10-3/s 
kP Translation rate 10-2/s 
kPA Translation rate for conformation A 10-3/s 
kPB Translation rate for conformation B 10-2/s 
kdP Protein degradation rate 10-3/s 

 

We generated an expression relating ligand concentration (L) and protein levels 

(P) for each regulatory mechanism and used these expressions to evaluate riboswitch 

performance. Ordinary differential equations were generated for each molecular species 

from the associated molecular description assuming mass action kinetics. Each equation 

was set equal to zero to evaluate performance under steady-state conditions. A set of 

performance descriptors (dynamic range; EC50; basal levels; and ligand-saturating levels) 

was then calculated to explore the relationship between model parameters and riboswitch 

performance. Dynamic range was calculated as the difference between high and low 

expression levels, although calculation of the dynamic range as a ratio of these two 
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values is equally valid (Text S5.1). Table S5.4 contains general equations for the 

response curve descriptors for each regulatory mechanism and Table S5.5 contains 

mechanism-specific parameters. 

 

Table S5.4 General equations for performance descriptors. Performance descriptors include 

dynamic range difference (η), EC50, basal levels (P(L=0)), and ligand-saturating levels 

(P(L→∞)). Parameters relate to molecular descriptions in Figure 5.1B-D. K1 is the 

conformational partitioning constant (K1 = k1’/k1) and K2 is the aptamer association constant (K2 

= k2/k2’). Mechanism-specific irreversible rates kIA and kIB, competition ratios γ1 and γ2, and 

conformational activities KA and KB are described in Table S5.5. The absolute value sign reflects 

the sign change between ON (KB > KA) and OFF (KA > KB) behaviors. 
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Table S5.5 Mechanism-specific parameters for translational repression (TR), transcriptional 

termination (TT), and mRNA destabilization (MD). kiA and kiB represent the irreversible rates, KA 

and KB represent the regulatory activity of conformations, and γ1 and γ2 represent the competition 

between reversible and irreversible rates. The letters A and B in each suffix reflect the associated 

conformation. Parameters relate to molecular descriptions in Figure 5.1B-D. The irreversible rate 

for transcriptional termination (kM) is the same for conformations A and B and is equal to the sum 

of the rates associated with termination (kTA, kTB) and read-through (kMA, kMB) (kM = kMA + kTA = 

kMB + kTB). 

Regulatory Mechanism Model 
parameter TR TT MD 
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 The majority of our modeling efforts assumed that ligand binding during 

transcription was not a contributing factor. For thermodynamically-driven riboswitches, 

this is a valid assumption since the conformational equilibrium attained in the presence of 

ligand is not affected by extra time or opportunities for ligand binding. However, as 
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discussed in the main text, restoring function to a non-functional riboswitch requires the 

contribution of ligand binding during transcription. We focused our investigation of this 

phenomenon on transcriptional termination, since experimental data have shown that 

certain natural riboswitches functioning through this mechanism are non-functional based 

on our definition. The derived response curve descriptors for the molecular description of 

a non-functional riboswitch functioning through transcriptional termination (Figure 5.4A) 

are presented in Table S5.6. 
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Table S5.6 Performance descriptors for a non-functional riboswitch functioning through 

transcriptional termination. Performance descriptors include dynamic range difference (η), EC50, 

basal levels (P(L=0)), and ligand-saturating levels (P(L→∞)). Parameters relate to the molecular 

description in Figure 4A. The absolute value sign reflects the sign change between ON (kMB > 

kMA) and OFF (kMA > kMB) behaviors. The rate constant for terminator stem formation (kM) is the 

same for conformations A and B and is equal to the sum of the rates associated with termination 

(kTA, kTB) and read-through (kMA, kMB) (kM = kMA + kTA = kMB + kTB). 
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 The above analyses assumed that the ligand concentration can saturate the 

response curve. However, a practical upper limit to the ligand concentration (L’) exists 

for any regulatory system. In the main text we discussed the implications of setting a 
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ligand concentration upper limit for thermodynamically-driven riboswitches on the 

observed tuning properties. All response curve descriptors were evaluated under 

conditions in which the upper limit to the ligand concentration does not saturate the 

response curve. The associated equations are presented in Table S7. 

 

Table S5.7 Performance descriptors for a thermodynamically-driven riboswitch subjected to a 

ligand concentration upper limit (L’). The general thermodynamically-driven riboswitch was used 

as the basis for these calculations. Parameters relate to the molecular description in Figure 5.2A. 

Dynamic range (η) and the apparent EC50 (EC50
APP) reflect a restricted ligand concentration range 

between 0 and L’. 
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Chapter 6 

 

Conclusions and Future Prospects 

 

Design of ligand-responsive RNAi effectors 

To extend riboswitch design to include RNAi, we rendered three RNAi effectors 

in mammalian cells – siRNAs, shRNAs, and miRNAs – ligand-responsive through the 

rational integration of an aptamer domain. Ligand binding induced a local or global 

conformational change, thereby modulating the extent of processing by the RNAi 

machinery and subsequent gene silencing. The resulting riboswitches can be broadly 

applied by identifying an appropriate guide strand sequence, selecting an aptamer against 

the molecule of choice that will control silencing, and following the prescribed design 

approach detailed for siRNAs (Chapter 2), shRNAs (Chapter 3), or miRNAs (Chapter 4). 

The benefit of each design is the relative ease in selecting new gene targets and 

recognized molecules based on the demonstrated modularity of the guide strand sequence 

and aptamer domain and the ability to tune riboswitch performance through strategies 

specific to each design. Additional benefits include the propensity for forward design 

using available computational tools and the ability to program multiple input-output 

functions through the rational integration of riboswitches that recognize different 

biomolecules and target different genes. 

The experimentally validated designs all displayed ON behavior, where target 

gene expression levels increased in the presence of the recognized ligand. Of equal value 

would be the design of ligand-responsive RNAi effectors displaying OFF behavior. The 
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focus on ON behaving riboswitches in this work reflects the relative ease in physically 

disrupting rather than improving biological activity – in this case processing by the RNAi 

machinery. With the exception of the miRNA designs, the principles underlying ligand 

control of RNAi effectors could be readily extended to generate OFF-acting designs. The 

major caveat is the alternative behavior associated with a regulatory mechanism that 

relies on catalytic cleavage, such as irreversible processing by the RNAi machinery. As 

discussed in Chapter 5, the speed of the irreversible regulatory event can reduce 

riboswitch performance if it dominates over the rate of reversible events such as 

conformational switching or ligand binding and release. Designing riboswitches with 

biased conformational folding during transcription can relieve the reduced performance, 

although OFF-acting designs are insensitive to this approach. Therefore, the relative 

speed of the reversible events and processing by the RNAi machinery may restrict the 

accessible performance for OFF-acting designs. 

At first glance, all three designs for ligand-responsive RNAi effectors may be 

interchangeably used. However, the redundancy is short-lived when considering the 

location within the RNAi pathway, the elucidated modes of tuning, and potential toxicity 

issues. Since the RNAi pathway spans the nucleus and the cytoplasm, localization of the 

recognized ligand would dictate the selected design. For instance, the miRNA design is 

better suited to recognize nuclear proteins while the siRNA design is better suited to 

recognize cytoplasmic proteins. In addition, the tuning strategies varied between designs, 

where the predominant strategy in the siRNA and shRNA designs was modifying the 

competing strand complementarity while the miRNA design relied on introducing 

different miRNA copies. Finally, recent insights into the cytotoxicity induced by RNAi 
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effectors suggests that the shRNA design may introduce bottlenecks in the RNAi 

pathway not associated with siRNAs or miRNAs, such that the shRNA designs may be 

less appropriate for therapeutic applications. These critical factors must be weighed when 

selecting the most appropriate design for ligand control of gene silencing. 

 

Broad implementation of ligand-responsive RNAi effectors 

The lack of superficial restrictions on the recognized ligand and targeted gene 

opens the described designs to diverse applications. For instance, riboswitches could be 

readily designed that respond to small molecules with ideal pharmacokinetic properties 

such as high solubility, tissue permeability, and serum stability, and low immunogenicity 

and cytotoxicity. RNAi-mediated targeting of any selected gene could then be controlled 

by adding or removing this small molecule either in cell culture or organisms with 

negligible side effects. Another application is the development of smart therapeutics – 

molecules that can decipher between diseased and healthy cells and only enact the 

therapeutic response in the diseased cells. Aptamers could be selected against known 

disease biomarkers, such as oncogenic, viral, or mutant proteins or perturbed metabolite 

levels. Selected aptamers could then be integrated into any of the ligand-regulated RNAi 

effectors that target essential genes or other therapeutically-relevant targets such that cell 

death will be induced only in the presence or absence of the biomarker. When the 

diseased state is typified by a quantitative increase or decrease in the marker, 

performance tuning will be essential to ensure that the typical perturbation in the disease 

marker induces a robust change in the therapeutic effect from modulated gene silencing. 
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Current challenges in riboswitch design 

Before realizing the full implementation of ligand-responsive RNAi effectors and 

other riboswitches, a few major challenges must be overcome in the design process that 

should be the immediate focus of future research. First, aptamer selection must be 

advanced to yield aptamers with in vivo binding capacity that function in the context of 

riboswitches. Most available aptamers were selected under buffer conditions that do not 

resemble the intracellular environment, where the binding capacity of these aptamers is 

severely compromised under intracellular conditions (Lorsch and Szostak, 1994). 

Furthermore, a significant fraction of aptamers do not fit the standard stem-bulge-loop 

structure and instead form pseudoknots and dangling ends (Kim and Jeong, 2003; 

Koizumi and Breaker, 2000; Tuerk et al, 1992). These nonstandard aptamer 

conformations are incompatible with current riboswitch designs and may require 

alternative design schemes to accommodate these structures. 

Besides conducting aptamer selections under conditions that mimic the 

intracellular environment, aptamers could be selected in the context of riboswitches. The 

precedence was established in the context of allosteric ribozymes with the in vitro 

selection of aptamers against nucleoside 3’,5’-cyclic monophosphate compounds 

(Koizumi et al, 1999). While transitioning to an in vivo selection scheme is confounded 

by the reduced screening capacity in cells, recent work has suggested an intermediate 

approach that combines in vitro and in vivo aptamer selections (Weigand et al, 2008). 

Continued efforts may yield standard procedures for the selection of aptamers that 

function in the context of riboswitches in vivo, thereby facilitating the process of design 

and implementation. 
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A second challenge is predicting how a particular riboswitch sequence will 

behave when expressed in cells. Understanding the associated sequence-function 

relationship would greatly improve efficacy and reduce the time investment in riboswitch 

design. One major contributor to sequence-function relationships is RNA folding, where 

recent computational advances have offered algorithms for the prediction of RNA 

secondary and tertiary structure with improving accuracy and resolution (Mathews et al, 

2004; Parisien and Major, 2008; Sharma et al, 2008). As these algorithms progress 

toward atomistic models of RNA folding under equilibrium conditions, the next major 

area of development is investigating the dynamics of folding and activity. RNA is a 

naturally dynamic molecule that can transition between many different conformations 

rather than adopting a single energetically favorable structure. Furthermore, RNAs 

transcribed by cells are unlikely to reach thermodynamic equilibrium because of RNA 

processing and degradation. Chapter 5 provides a coarse investigation of the contribution 

of dynamics to riboswitch activity, which may serve as a foundation in which to further 

explore the in vivo events that occur in the lifetime of an RNA molecule. By accurately 

accounting for the energetics of RNA folding and cellular interactions, we can move 

toward the development of in silico frameworks that reliably predict the behavior of an 

RNA sequence in cells. Such frameworks would be integral to the design process in the 

construction of riboswitches and other noncoding RNAs. 

As more riboswitch designs become available, a third research challenge will be 

implementing riboswitches toward different applications. While riboswitches can 

seemingly render any gene sensitive to any intracellular molecule, care must be taken 

when identifying and pursuing applications suitable for riboswitch design. Paramount 
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considerations include the intracellular concentration range of the recognized molecule, 

the swing in gene expression required to robustly induce the prescribed phenotype, and 

the performance limitations of the riboswitch. These quantitative parameters must be 

specified as design goals or restrictions, marking a progression beyond the simple 

designation of ON or OFF behavior associated with riboswitches.  

The ensuing challenge is identifying riboswitch sequences that meet the identified 

performance needs of the selected application. Simple screening and selection strategies 

have been developed that could be applied to identify riboswitch sequences with 

appropriate activity (Fowler et al, 2008; Lynch and Gallivan, 2009; Muranaka et al, 

2009; Nomura and Yokobayashi, 2007; Topp and Gallivan, 2008; Weigand et al, 2008; 

Wieland and Hartig, 2008). However, the progression to larger systems in higher 

organisms with more complex phenotypes excludes simple screening strategies. In 

contrast, elucidated sequence-function relationships that link riboswitch performance and 

systems-level behavior would provide valuable tools to screen riboswitch sequences in 

silico.  

 

The future of RNA design 

The recent construction of synthetic RNAs and the characterization of natural 

noncoding RNAs continue to reveal the rich and versatile nature of RNA. The myriad of 

abilities afforded to this ubiquitous biomolecule are ripe for further engineering efforts, 

raising the question where RNA-based components should be utilized in the design of 

more sophisticated biological systems. An excellent case study is the natural world. In 

examples ranging from bacterial small RNAs to miRNAs, RNA is predominantly utilized 
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in combination with protein regulators to orchestrate cellular processes (Shalgi et al, 

2007; Shimoni et al, 2007). These observations argue against the construction of systems 

entirely composed of RNA or protein regulators. Toward the construction of hybrid 

systems, recent engineering efforts have combined protein and RNAi-based regulation 

with an improved dynamic range and logic capabilities (Deans et al, 2007; Greber et al, 

2008; Rinaudo et al, 2007). More studies in the natural utilization of RNA are required to 

fully comprehend how and why nature utilizes this biomolecule. Insights can be 

immediately translated into design strategies as we continue engineering biological 

systems. 
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