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Abstract 

This thesis presents improved area and capital cost targets for synthesis of heat ex­

changer networks (HEN) for fixed operating conditions, and a new resilience target for 

synthesis of HENs for changing, uncertain operating conditions. In addition, methods 

are presented to predict, before synthesis, the trade-off between cost and resilience. 

A pair of "transshipment" nonlinear programs (NLP) is formulated to calculate the 

area and capital cost targets for HEN synthesis with unequal heat transfer coefficients 

and different capital cost laws (for different materials of construction, pressure ratings, 

etc.) when there are constraints on the number of matches, forbidden matches, and 

required matches with specified areas (for revamp synthesis). With these NLPs, the 

trade-off between area and number of units can be evaluated before synthesis. In 

addition to the targets themselves, solution of the NLPs yields "ideal" temperature 

profiles ( much like the composite curves) for a HEN achieving the targets, and a 

selection of stream matches and their heat loads which provide an excellent starting 

point for synthesis of HENs achieving (within a few percent) the area and capital cost 

targets. 

For changing or uncertain operating conditions, a Class 1 resilience target is pre­

sented which predicts, given the nominal operating conditions, the largest uncertainty 

range for which a "practical" HEN (with few more units and stream splits than that 

required for nominal conditions) can be synthesized. This resilience target also pre­

dicts whether trade-offs (in utilities, number of units, or size of uncertainty range) 

must be made to achieve resilience, and the operating condition and constraint most 

likely to limit resilience. 
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A nonlinear program is formulated to calculate the Class 1 HEN resilience target. 

Trade-offs with minimum approach temperature, utility consumption, and nominal 

network area are presented. The use of the Class 1 resilience target as a synthesis 

tool is discussed. 

Finally, a simple procedure to predict the trade-off between cost and resilience 

is introduced so that a process engineer can design for an economically "optimal" 

amount of resilience. 
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Chapter 1 

Introduction 

1.1 HEN Synthesis Targets 

This thesis presents improved area and capital cost targets for synthesis of heat ex­

changer networks (HEN) for fixed operating conditions, and a resilience target for 

synthesis of HENs for varying operating conditions. In addition, the use of synthesis 

targets to predict the trade-off between HEN cost and resilience is presented. 

Targets are used in several synthesis areas, including control system synthesis 

(Morari, 1983) as well as in HEN synthesis. In general, synthesis targets give the 

process engineer a goal for the best cost or performance achievable for a given synthesis 

task if all possible design alternatives were to be considered. These targets are a 

function of the problem specification itself and not of any particular design, and can 

be calculated before any synthesis work begins. The use of synthesis targets has at 

least two attractive features: 
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• Targets allow absolute evaluation of a design with respect to the target itself, 

in addition to relative evaluation between alternative designs. 

• Targets can simplify the search for optimal and reasonable near-optimal designs. 

In HEN synthesis, research has been performed by numerous investigators since 

the late 1960's (Gundersen and Naess, 1988). One key result of this research has been 

the development of synthesis targets ( for fixed operating conditions) to predict: 

• minimum utilities, for a specified minimum approach temperature 6.Tm (Hoh­

mann, 1971; Raghavan, 1977; Linnhoff and Flower, 1978; Umeda et al., 1978; 

Papoulias and Grossmann, 1983; Cerda et al., 1983; O'Young et al., 1988) 

• minimum number of units for specified utilities, independent of area (Hohmann, 

1971; Cerda and Westerberg, 1983; Papoulias and Grossmann, 1983) 

• minimum network area for specified utilities, independent of the number of 

units (Hohmann, 1971; Nishida et al., 1971; Raghavan, 1977; Nishimura, 1980; 

Townsend and Linnhoff, 1984) 

With these targets, the process engineer can predict the trade-offs between utilities 

and area, and utilities and number of units (solid lines in Fig. 1.1), and thus roughly 

predict the trade-off between capital and operating costs (Ahmad and Linnhoff, 1984). 

Unfortunately, with existing methods to calculate the HEN synthesis targets, the 

trade-off between area and number of units cannot be predicted; in addition, the area 

target cannot be accurately calculated for problems with unequal heat transfer coef­

ficients, except in certain special cases. Chapter 2 presents nonlinear programming 



Utility (Energy) Target 

A T t Area - Units U •t T t rea arge ,,, ........ 't'raae·olf ....... 11, m s arge 

Figure 1.1: Trade-offs between the HEN design targets for minimum utilities, area, 
and number of units. 

(NLP) formulations which can be used to predict the trade-off between area (or capi­

tal cost) and the number of units, and the effect of forbidden matches on the area ( or 

capital cost) target (dashed line in Fig. 1.1). With constraints to require the presence 

of selected matches with specified areas, these NLPs also give area and capital cost 

targets for revamp synthesis. In addition, with these NLPs, the area and cost targets 

can be accurately calculated even with unequal heat transfer coefficients. 

The economic targets (for minimum utilities, area, and number of units) are valu­

able tools for synthesizing an optimal network for fixed design conditions. However, 

it is unlikely that a HEN will operate under exactly the conditions for which it is 

designed, and in fact it is likely to operate under varying operating conditions. Thus 

a practical HEN should be resilient ( able to operate in a range of conditions) as well 

as economically optimal. Chapter 3 reviews recent developments in the analysis and 

synthesis of resilient HENs. Chapter 4 presents a resilience target which predicts, 

given the nominal operating conditions, the largest range of operating conditions for 

which a "practical" HEN (with few more units and stream splits than that required 

for nominal operating conditions) can be synthesized. This target predicts whether a 
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resilient HEN can be synthesized for a given operating range, or if trade-offs must be 

made in utilities, number of units, or resilience. Calculation of the resilience target 

also identifies the critical operating condition and constraint (e.g., tlTm in a particular 

stream match) most likely to limit resilience. 

The resilience target in Chapter 4 relies on a given value (or range) of tlTm. 

The economically optimal value of tlT m varies with operating conditions, and ideally 

should consider the cost of resilience, as well as the cost of not being resilient ( e.g., lost 

production, off-spec product, etc.). However, the optimal range of tlTm is difficult 

to evaluate a priori (before calculating the resilience target). Chapter ,5 presents a 

different method for predicting the trade-off between cost and resilience which does 

not rely on tlT m, but instead on HEN area. Finally, Chapter 6 presents conclusions 

and suggestions for future research. 

RESHEX, a computer-aided design package for the synthesis and analysis of re­

silient HENs (Saboo et al., 1986a,b ), has been used to work many examples in this 

research, to provide initial insight while developing the new area and resilience tar­

gets, and to predict the resilience-cost trade-off. During the course of this research, 

the area targeting and network optimization sections of RESHEX have been com­

pletely rewritten; the HEN synthesis algorithms improved; many, many bugs fixed; 

and the memory and CPU-time requirements reduced. New user's and programmer's 

guides for RESHEX are available (Colberg and Morari, 1989a,b). 
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Chapter 2 

Area and Capital Cost Targets for 

Heat Exchanger Networks with 

Constrained Matches and Unequal 

Heat Transfer Coefficients 

2.1 Introduction 

The typical heat exchanger network (HEN) synthesis problem (for fixed design con­

ditions) can be stated as follows: 

For nh hot streams (to be cooled) and nc cold streams (to be heated)­

with given supply temperatures, target temperatures, heat capacities, flow 

rates and film heat transfer coefficients-synthesize the HEN with least 

total ( capital plus operating) cost. 



8 

To minimize total cost, the "ideal" procedure for solving this synthesis problem should 

consider all capital cost factors [heat transfer area, number of units (exchangers, 

heaters and coolers), materials of construction, etc.] and all operating cost factors 

[types and amount of utilities] simultaneously. However, synthesis and sizing of a 

HEN is a large, combinatorial, nonlinear problem. Because of these difficulties, the 

ideal synthesis procedure is intractable with current solution methods. 

To make the HEN synthesis problem tractable, it is generally decomposed into 

three steps: (1) minimize utility consumption for given problem data and a given 

value of minimum approach temperature (~Tm); (2) synthesize a minimum-unit HEN 

structure satisfying minimum utility consumption; and (3) minimize the total area of 

the synthesized structure. However, this decomposition does not necessarily minimize 

total cost-it does not consider trade-offs between utility consumption, number of 

units and network area. 

Fortunately, in HEN synthesis, design targets area available to guide the process 

engineer at each of these three steps. Targets are available (for fixed design conditions) 

to predict, before synthesis, and solely from the problem data: 

• minimum utilities, for a specified ~Tm (Hohmann, 1971; Raghavan, 1977; Linn­

hoff and Flower, 1978; Umeda et al., 1978; Papoulias and Grossmann, 1981; 

Cerda et al., 1983; O'Young et al., 1988) 

• minimum number of units for specified utilities, independent of area (Hohmann, 

1971; Cerda and Westerberg, 1983; Papoulias and Grossmann, 1983) 
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• minimum network area for specified utilities, independent of the number of units 

(Hohmann, 1971; Nishida et al., 1971; Raghavan, 1977; Townsend and Linnhoff, 

1984) 

By varying the value of tlTm used for utility targeting and recalculating the units 

and area targets, the trade-offs between utilities and area, and utilities and number 

of units, can be predicted (solid lines in Fig. 1.1). Thus the trade-off between capital 

and operating costs can be roughly predicted before synthesis ( Ahmad and Linnhoff, 

1984). 

In addition, the composite temperature-enthalpy curves provide a model for the 

ideal temperature profiles in a HEN with equal heat transfer coefficients (cf., tem­

perature driving force plots: Linnhoff and Vredeveld, 1984). If a HEN is synthesized 

where the temperature profiles of all the hot ( cold) streams exactly follow the hot 

( cold) composite curve, then the HEN will achieve the utility and area targets. How­

ever, with a practical number of units, the temperature profiles in the HEN can only 

approximate the composite curves, and the area target can generally be approached 

only within a few percent if the utility target is to be met. 

There are two difficulties with existing methods to calculate these HEN design 

targets. First, they cannot consider the trade-off between area and number of units 

(dashed line in Fig. 1.1). In particular, the area targeting methods-and the compos­

ite curves upon which they are based-cannot consider forbidden stream matches or 

constraints upon the number of units. Second, current area targeting methods cannot 

rigorously handle unequal heat transfer coefficients except in special cases. 
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The most common approximate method for handling unequal heat transfer coeffi­

cients is to modify the area target which is based on the composite curves (Townsend 

and Linnhoff, 1984). However, this method assumes completely countercurrent stream 

matching ("vertical" matching on the composite curves), which gives true minimum 

area only when the heat transfer coefficients are equal. Thus it may overestimate the 

area target when the heat transfer coefficients are quite different. 

Using calculus of variations, Nishimura (1980) developed a rigorous area target for 

the special case of one hot and several cold streams (or vice versa). Nishimura showed 

that this area target could be achieved by complex networks in which the approach 

temperatures are proportional to the square root of the film heat transfer coefficients. 

Ahmad (198.5) extended Nishimura's method to any number of multiple hot and cold 

streams by assuming that the approach temperatures should be proportional to the 

square root of the overall heat transfer coefficients. However, Ahmad's extension is 

not rigorous. 

Saboo et al. (1986) attempted to rigorously treat unequal heat transfer coefficients 

among any number of hot and cold streams by dividing the area targeting problem 

into temperature intervals (TI) and formulating a sequence of linear programs (LP). 

The size of the Tis was decreased from one LP to the next until the area target 

converged. In practice, however, the number of Tis tended to become prohibitively 

large before the algorithm converged.1 

1 As pointed out to us by Art Westerberg, an alternate approach is to divide each stream into 
equal-sized elements of heat, and to formulate an assignment LP to assign heat transfer from each 
element of heat in a hot stream to an element of heat in a cold stream. This LP can also become very 
large depending upon the number and size of the heat elements, but assignment LPs can be solved 
very quickly (compared to the Simplex algorithm used to solve general LPs). This method would 
be an extension of the early work of Kesler and Parker (1969), Kobayashi et al. (1971) and C'ena 
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This chapter presents a pair of nonlinear programs (NLP) to calculate the area 

target [based on simple countercurrent heat exchangers sized using logarithmic mean 

temperature differences (~TLM)] and capital cost target for HEN synthesis problems 

( for fixed design conditions) given any specified number or set of matches, with dif­

ferent heat transfer coefficients and cost laws (for different materials of construction, 

pressure ratings, etc.) for each stream match. These NLPs can predict the trade-off 

between area/cost and number of matches (units), and the effect of forbidden matches 

upon minimum area/cost. In fact, the cost target considers the optimal distribution 

of area among the given number or set of matches, rather than assuming an equal 

distribution of area among all matches ( commonly done with current capital cost tar­

geting methods). With constraints to require the presence of selected matches with 

specified areas, these NLPs also give area and cost targets for revamp synthesis. 

To handle unequal heat transfer coefficients, these NLPs merely assume that the 

area target can be determined by dividing the problem into a finite number of enthalpy 

intervals (EI). In practice, the number of intervals is very reasonable (roughly twice 

the number of streams). 

In addition to the area or cost target itself, solution of either NLP gives tempera­

ture profiles for each stream (much like the composite curves), and a distribution of 

heat loads and areas among specific matches. By following the temperature profiles 

given by the area targeting NLP, a HEN can be synthesized which achieves the area 

et al. ( 1977) to synthesize minimum cost HENs. However, this approach cannot be easily extended 
to area targets for a given number of matches [since, with the introduction of binary variables to 
count the number of matches, one can no longer take advantage of assignment LP], or to capital 
cost targets [since summing the capital cost attributed to each element of heat would not consider 
the economy of scale (i.e., the fact that one large exchanger with area A is less expensive than many 
small exchangers with the same total area)]. 
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target. But to precisely follow the temperature profiles and thus exactly achieve the 

area target, many exchangers may be required to represent each stream match. 

In general, the area and cost targets can be approached within a few percent with 

a HEN where each match in the NLP solution is represented by a single exchanger. 

(In fact, the cost target assumes that the area of each match is lumped into a single 

exchanger.) We show that it is always possible to synthesize a HEN with a one-to-one 

correspondence between the units and their loads in the HEN and the matches and 

their loads in the NLP solution. The matches and loads given by the NLPs provide 

an excellent starting point for synthesis of HENs with a given number of units and 

achieving within a few percent the area and cost targets. 

2.2 Simple Area Target Based on the· Composite 

Curves 

The composite temperature-enthalpy curves form the basis for a simple area targeting 

method which is rigorous when the heat transfer coefficients are equal, and which 

gives reasonably accurate area targets when the heat transfer coefficients are similar 

(Townsend and Linnhoff, 1984 ). The composite curves also provide valuable physical 

insight into the properties of minimum-area HENs when no constraints are placed 

upon stream matches. In this section, we review the simple area target based on the 

composite curves. In later sections, we use the insight provided by the composite 

curves to formulate the area and cost targeting NLPs. 

Consider the stream data given in Table 2.1. For the specified ~Tm of 10 K, the 
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Table 2.1: Stream data for Example 2.1. 

Supply Target Heat Capacity Film Heat Transfer 
Stream Temperature Temperature Flow Rate Coefficient 

(K) (K) (kW /K) (kvV /m2 K) 
Hl 39,1 343 4.0 2.0 
H2 405 288 6.0 0.2 
Cl 293 493 ,1.0 2.0 
C2 3,13 383 10.0 0.2 

Steam ,120 ,120 2.0 
Water 278 288 2.0 . . 
ClTm = 10 K (for utility targetmg) . 

heating and cooling targets are 620 and 230 kW, respectively. The composite curves 

for these stream data are shown in Fig. 2.1. This diagram can be divided into seven 

enthalpy intervals (EI), one under each piecewise linear segment of the composite 

curves. Two Els (1.1-1.2) involve heating utility, four Els (2.1-4.2) involve process 

heat exchange, and one EI (5.1) involves cooling utility. The solid lines in Fig. 2.1 

indicate EI boundaries associated with stream supply temperatures; the dashed lines 

indicate boundaries associated with target temperatures. 

A HEN structure corresponding to these composite curves is shown in Fig. 2.2. 

Each section of this HEN corresponds to a specific EI in the composite curve diagram, 

and stream temperatures between HEN sections match those of the composite curves 

between Els. Within each HEN section, exchangers are placed in parallel on branches 

of stream splits; the individual exchanger loads and branch fl.ow rates are chosen to 

achieve isothermal mixing. 

This HEN structure exhibits completely countercurrent stream matching; that is, 

the temperature profiles of all the hot ( cold) streams in the HEN structure follow 

the temperature profile of the hot ( cold) composite curve. Thus if the film heat 
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Figure 2.1: Composite curves used to calculate the area target in Section 2.2. 
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Figure 2.2: Completely countercurrent stream splitting HEN structure (spaghetti 
structure) represented by the composite curves in Fig. 2.1. 
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transfer coefficients are equal for all streams, this structure achieves the minimum 

network area required for the given problem data. The area target is simply the 

total area required by this or any other completely countercurrent structure (such 

as an infinitely cyclic HEN structure). Even if the heat transfer coefficients differ 

somewhat, this network provides a reasonable approximation for the area target. 

This type of structure corresponding to the composite curves has been called a 

"spaghetti" structure by Linnhoff and co-workers. By combining the area calculations 

for this spaghetti structure into a single algebraic formula, the area target can be 

calculated directly from the composite curves (Townsend and Linnhoff, 1984): 

(2.1) 

where qi,J,k is the amount of heat transferred from hot stream Shi to cold stream Scj 

in EI k, qi,k = Lj Qi,j,k and QJ,k = Li qi,J,k are the total amounts of heat transferred 

by hot stream Sh, and cold stream Sci in EI k, hi and h; are the film coefficients for 

streams Shi and Sc;, and 6TLM,. is the logarithmic mean temperature difference for 

any pair of streams in EI k. Note that since the temperatures of all the hot and cold 

streams follow the same profiles, 6TLM is the same for all stream pairs in each EI. 

The full complexity of the spaghetti structure is not really required to achieve the 

area target. For example, in EI 3.1 in Fig. 2.2, the heat exchanger matching streams 

Shi and Sc1 can be eliminated by shifting 42.7 kW of heating load around the four 

exchangers in the EI. However, after this load shift, the same total amount of heat 
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is transferred to and from each stream as before, and the stream temperatures at 

the hot and cold ends of the EI are unaffected (hence 6TLM is unaffected). (Only 

the individual exchanger loads are affected, and the stream split fractions changed to 

preserve isothermal mixing.) Thus, by applying equation 2.1 to EI 3.1, we see that 

the total area in the EI does not change. In this manner, exchangers can be elimi­

nated from the spaghetti structure without affecting the area target until a minimum 

number of units (number of streams+ number of utilities - 1) is used in each EI. 

2.3 Transshipment Models for HEN Design 

Targets 

Papoulia.s and Grossmann (rn83) developed a pair of linear transshipment models 

to target the minimum utilities and minimum number of units required to synthe­

size a HEN. The utility targeting model is essentially a linear programming (LP) 

implementation of the problem table algorithm of Linnhoff and Flower (1978). The 

units targeting model is a mixed-integer linear programming (MILP) extension of the 

utility targeting LP where binary variables are added to count the number of stream 

matches. Floudas et al. (1986) showed that the number of matches counted by the 

MILP is the units target. In this section, we review the formulation of the utility 

targeting LP and units targeting MILP. The area and cost targeting NLPs presented 

later are extensions of these linear transshipment models. 

In order to formulate the utility targeting LP, the problem is divided into a series 

of temperature intervals (TI), where each TI boundary temperature T1 corresponds to 
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a hot stream supply temperature or to a cold stream supply temperature plus 6.Tm. 

This division· ensures feasible heat transfer (approach temperature ;::: 6.Tm) between 

all hot and cold streams in each TI, and from each hot stream in a TI to all cold 

streams in colder Tls. 

(Note that in order to simplify the area targeting NLP presented later, we choose 

not to shift stream temperatures before defining the Tis. Instead, we essentially 

maintain two temperature scales for the TI boundaries: hot streams crossing a TI 

boundary must be hotter than boundary temperature T1, and cold streams crossing 

a TI boundary must be colder than T1 - 6.T m.) 

Let T1 be the temperature of the TI boundary at the cold end of TI l. Then the 

following index sets can be defined: 

I - { i I Shi is a hot stream} 

J {j I Sci is a cold stream} 
8 = {sis is a hot utility} 

w - { wlw is a cold utility} 

L = {/ E (1, 2, ... , lmax)ll is a temperature interval} 

Ii = { i E Ilhot stream Shi occurs in or can cascade heat to TI /} 

- {i E IITl;::: T1-d 
J, = {j E Jlcold stream Sci occurs in TI l} 

- {j E JITl:::; T1} 

S1 - { s E Sjhot utility s occurs in or can cascade heat to TI /} 

{s E SIT;;::: Ti-d 
W1 - { w E Wlcold utility w occurs in TI /} 

- {w E WIT;:::; T1} 

M·· 1,J = {(i,j)li E /, j E J, Shi-Sci match is allowed (not forbidden)} 

Ms,i - {(s,j)ls ES, j E J, s-Scj match is allowed (not forbidden)} 

Mi,w {(i,w)li E /, w E W, Sh;-w match is allowed (not forbidden)} 

The utility targeting LP is based on a heat cascade from each TI to the next 
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Figure 2.3: Typical temperature interval (TI) for the utility targeting transshipment 
LP. 

colder TI. Figure 2.3 shows a typical TI in the cascade. Heat is transferred from hot 

streams and utilities to cold streams and utilities in the TI, where qi,i,l is the amount 

of heat transferred from hot stream Shi to cold stream Scj in TI /, and qs,j,l (and 

qi,w,l) are the amounts of heat transferred from hot utility s to cold stream Sci (and 

from hot stream Shi to cold utility w) in the TI. Excess heat from the hot streams 

and utilities is cascaded to the next colder TI via residuals ri,l and r.,,/. Residual 

( untransferred) heat causes the temperature of a hot stream crossing a TI boundary 

to be hotter than the TI boundary temperature: 

r· I 
max(1}, T{) + _,, for i E 1/, IE L 

Wi 
(2.2) 
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Note that the cold streams do not cascade heat; thus when a cold stream crosses a 

TI boundary, its temperature must equal that of the TI boundary (minus 6.Tm): 

Tj,I = max(T1 - 6.Tm, TT) for j E .11, IE L (2.J) 

Within each TI, the heat content of each hot stream and utility is the amount 

of heat available for transfer before heat is cascaded; the heat content of each cold 

stream and utility is the amount of heat which can be received. The heat contents of 

the process streams can be determined from the Tis, before formulating the utility 

targeting LP, as follows ( cf., Fig. 2.4): 

Qi,I - Wi [max(T1-1, T{) - max(Ti, 7f)] 
Qj,I - Wj [min(Ti-1 - 6.Tm, TT) - min(Ti - 6.Tm, TT)] 

for i E /1, l E L 
for j E .11, l E L 

(2.4) 

where Wiand Wj are the heat capacity flow rates of hot stream Shi and cold stream Sci• 

The heat contents of the utilities are determined by solution of the utility targeting 

LP: 

Q s,l - ms DlHs,k 

Qw,l = mw 6.Hw,k 
for s E 81, l E L 
for w E Wz, l E L 

(2.fi) 

where m 5 and mw are the mass flow rates of hot utility sand cold utility w (variables 

in the LP), and DlHs,l and 6.Hw,l are the enthalpy changes of hot and cold utilities s 

and win TI/ (given parameters). 

As an example, Fig. 2.4 shows a full heat cascade for the stream data in Table 2.1. 

However, for later comparison with an area targeting heat cascade where we relax 

DlTm, the Tis in this figure are based on a DlTm of 0.1 K. The amount of heating and 
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cooling used correspond to the utility targets for !:::.Tm = 10 K. 

The utility targeting LP minimizes the total utility cost where Cs and Cw are the 

unit costs of each hot and cold utility, subject to energy balances on each stream 

in each TI, where the variables are the utility mass flow rates ms and mw, the heat 

transfer rates q;,j,1, qs,i,l and q;,w,l, and residuals r;,1 and rs,/• The LP is formulated as 

follows: 

min L Csms + L ewmw 
sES wEW 

subject to 

(A) Energy balances on hot streams and utilities: 

+ L q;,w,l 
wE(W1UM,,w) 

+ 

(PI) 

+ r;,1 for i E /1, l E L 

for s E 81, l E L 

where no residuals are cascaded to or from the ends of the heat cascade ( r;, 0 = r;.1max = 

0 and rs,o = rs,lma.x = 0), and no residuals are cascaded from Tls where a stream does 

not exist (r;,1 = 0 for i ¢ /1, and rs,/ = 0 for s ¢ 81). 

(B) Energy balances on cold streams and utilities: 

Qj,l - I: qs,j,/ + I: q;,j,l for j E 11, l E L 
sE(S,uM,,j) iE(l1UM;,j) 

Qw,l - I: qi,w,l for w E W1, l E L 
iE(J,uM;,w) 
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(C) Nonnegative utility mass flow rates, heat transfer rates, and residuals: 

ms ~ 0 

mw ~ 0 

qi,j,I ~ 0 

qs,j,I ~ 0 

qi,w,I ~ 0 

r;,1 ~ 0 

rs,/~ 0 

for s E 8 

for w E W 

for i E /1, j E Ji, l EL, (i,j) E Mi,J 

for s E 81, j E .11, l EL, (s,j) E Ms,J 

for i E /1, w E W1, l EL, (i,w) E Mi,w 

for i E /1, 1 S l < lmax 

for s E 81, l S l < lmax 

Note that with nonnegative residuals, tlTm is automatically satisfied because of the 

way the Tis are defined. Solution of the utility targeting LP gives the total utility 

cost, and-if there are multiple hot or cold utilities-the optimal utility distribution. 

The MILP to target the minimum number of units is an extension of the utility 

targeting LP where constraints and binary variables are added to count the number of 

stream matches. The units targeting MILP minimizes the number of stream matches 

min I: ni,j + 
(i,j)EM.,i 

L ns,i + 
(s,i)eM,,i 

L ni,w 
(i,w)EM;,.,, 

(P2) 

where niJ = l if a match between hot stream Shi and cold stream Sci exists in any 

TI, and ni,i = 0 if the match does not exist. (Similar comments apply to ns,J and 

The MILP is formulated subject to the following constraints, in addition to those 

of LP (Pl): 

(D) Existence of stream matches: 

L qi,j,l < Qi,j,maxni,j for (i,j) E Mi,j 
IELI( iEf1, j EJ1) 
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2: qs,j,1 
IEL/(sES1,jEJi) 

< Q . n . S,J,max S,J for (s,j) E Ms,j 

L qi,w,I < CJi,w,maxni,w for (i,w) E Mi,w 
IEL/(iE/1,wEWi) 

(E) Binary variables: 

ni,j 0, 1 for (i,j) E M;,j 

ns,j 0, 1 for ( s, j) E Ms,j 

n;,w 0, 1 for ( i, W) E Mi,w 

where Q;,j,max, Qs,j,max and Qi,w.max are bounds on the maximum possible heat trans-

fer in each match (which can be determined before formulating the MILP). Note that 

the logical constraint which determines the existence of matches between hot stream 

Shi and cold stream Sci forces n;,j to be one if q;,j,I is nonzero in any TI; otherwise, 

the minimization forces n;,i to be zero. (Similar comments apply to the constraints 

determining nsJ and ni,w•) 

Solution of the MILP gives the units target and a set of feasible matches satisfying 

the target. If the HEN synthesis problem is pinched, the units targeting MILP can 

be applied separately on each side of the pinch. 

2.4 General Area Target (Transshipment NLP) 

2.4.1 Formulation of the Area Targeting NLP 

The utility targeting LP can be extended to formulate a nonlinear "transshipment" 

model for the area target. A basic requirement for the area targeting NLP is that 

it be able to reproduce the composite curve-based area target when the heat trans­

fer coefficients are equal and when no constraints are placed upon stream matches. 



However, the utility targeting heat cascade generally cannot represent the composite 

curves. For example, no matter how the heat loads and residuals are distributed in 

Fig. 2.4, this heat cascade cannot duplicate the composite curves in Fig. 2.1. 

Figure 2 . .15 shows a heat cascade for the stream data in Table 2.1 (and a relaxed 

!:.Tm of 0.1 K) which does represent the composite curves (Fig. 2.1). To obtain this 

new heat cascade, two important extensions are required: 

( 1) As shown in Fig. 2.1, the stream supply and target temperatures divide the 

composite curves into distinct intervals--one interval for each piecewise linear segment 

of the composite curves. Thus to represent the composite curves and to reproduce the 

composite curve-based area target, the heat cascade must be divided into intervals at 

the stream target temperatures as well as at the supply temperatures. 

(2) In the utility targeting cascade, heat is not cascaded by the cold streams or util­

ities. Thus as discussed in conjunction with equation 2.3, when a cold stream crosses 

a TI boundary its temperature must equal the boundary temperature [a cold stream 

supply ( or target) temperature, or a hot stream supply ( or target) temperature minus 

!:.Tm]- However, at an interval (EI) boundary on the composite curves (Fig. 2.1), a 

cold stream might not be at its supply or target temperature ( or that of any other 

cold stream), and might not equal a hot stream supply or target temperature (minus 

!:.Tm). Thus, we must allow the cold streams and utilities to cascade heat so that 

their temperatures can vary at the interval boundaries. In particular, we allow the 

cold streams and utilities to cascade heat "deficits" (the ability to receive heat) from 

each TI to the next hotter TI. 
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Another difficulty is that the utility targeting heat cascade uses temperature in­

tervals (TI), while the composite curve-based area target uses enthalpy intervals (EI). 

In the utility targeting cascade, Tls are defined to ensure feasible heat transfer be­

tween all hot and cold streams in each TI, and to eliminate from the utility targeting 

LP any match which can never satisfy D.Tm (e.g., a match between the supply end 

of a hot stream and the target end of a cold stream where the supply temperature 

of the hot stream is colder than the target temperature of the cold stream). In the 

composite curve-based area target, Els are defined for each piecewise linear segment 

of the composite curves in order to impose an overall energy balance on the streams 

in each EI. 

In the area targeting heat cascade, we combine the ideas of Tls and Els. We define 

Tls l to eliminate from the area targeting NLP those matches which can never satisfy 

D.T m. In particular, we define a TI boundary with boundary temperature Ti ( cold 

end of TI /) at each stream supply, where Ti equals a hot stream supply temperature, 

or a cold stream supply temperature plus D.T m. Then, to be able to reproduce the 

composite curves, we further subdivide each TI into k = l, ... , kuiax, Els at the stream 

targets (Fig. 2 . .5) and impose energy balances on each EI. 

In order to ensure feasible heat transfer between any pair of hot and cold streams in 

each TI, all hot streams crossing a TI boundary ( the cold end of the coldest EI kmaxi 

in each TI l) must be hotter than the TI boundary temperature (T;,,,kmaxi ~ T1), 

and all cold streams crossing a TI boundary must be colder than the TI boundary 

temperature minus D.Tm (Ti,z.kma.x, :::; Tz - D.Tm). This requirement is satisfied if each 

heat residual ( ri,l,kmaxi) and deficit ( dj,!+1,i, from the first EI in the next colder TI l + 1) 
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cascaded across the TI boundary is nonnegative. Note that with this requirement, 

6.T m is automatically satisfied at the TI boundaries. At the EI boundaries ( k < 

krnruq), no special boundary temperatures are needed. However, we must explicitly 

impose b..T m constraints at these boundaries. 

In setting up the heat cascade, the entire heat content of a hot stream or utility 

in a TI is placed in the hottest EI in the TI (Fig. 2.5); excess heat can be cascaded to 

the colder Els. Likewise, the entire heat content of a cold stream or utility is placed 

in the coldest EI in the TI. 

Now we have an area targeting heat cascade which can reproduce the composite 

curves for any set of stream data when no stream match constraints are imposed. 

This cascade can also be generated when matching constraints are imposed. 

The area target is calculated using specified amounts of utilities. However, the 

area target is not calculated for a specific 6T m; the NLP determines the optimal 

approach temperatures to minimize area. To prevent numerical difficulties while 

calculating 6TLM and area, we specify a small, positive lower bound b..T/:i on the 

approach temperatures (typically 0.1 K); we use this tiT/:i to set up the Tis. 

To simplify formulation of the area targeting NLP, the definitions of the stream 

index sets used earlier are slightly modified: sets I and J should contain nonisother­

mal ("nonpoint") utilities as well as process streams; sets 8 and W should contain 

isothermal ("point") utilities only. The following sets are also defined: 

K1 - {k E (1, 2, ... , kmaxi)I is an enthalpy interval in TI/} 

Ri,j - {(i,j)li E J, j E J, shi-Scj match is required} 
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Rs,i = {(s,j)js E 8, j E J, s-Scj match is required} 

Ri,w = {(i, w)li E /, w E W, Sh;-w match is required} 

For each required match, upper and lower bounds on area (Af,j, Af,j, A~i' Af,j, Af.w 

and Af, w) must be specified. 

The variables in the area targeting NLP are the heat transfer rates qi,j,l,k, qs,j,l,k 

and q;,w,1,k, cascaded residuals ri,l,k and rs,l,k, and the heat deficits dj,l,k and dw,l,k 

cascaded from EI k (in TI l) to the next hotter EI. However, to calculate area, 

we need stream temperatures at the cold (~,l,k and Tj,I,k) and hot (T/fk and Tj1,k) 

ends of each EI. These are calculated from the optimization variables as follows (for 

T;,/,k - max(T1, Tl) + ri,l,k for 1 $ k $ kmax,, I $ l $ lmax (2.6) 
Wi 

TH j,l,k 

min(Ti-1 - l;l.T/:i, TT) - dj,l,k+l for 1 $ k < kmax,, l < / $ lmax 
Wj 

TT - dj,/,k+l 
J w· 

J 

for 1 $ k < kmax,, l = I 

min(Ti - f;l.T/:i, TT) - dj,1+1,1 
w· J 

fork= kmax,, I $ l $ lmax 

for 1 < k $ kmax,, I $ l $ lrna.x 

Ti,/-1,kmax,_
1 

for k = l, 1 < / $ lmax 

fork= I, l = I 

Tj,l,k-1 for 1 < k $ kmaxi., I$ l $ lmax 

Tj,1-1,kmax,_
1 

for k = 1, 1 < l $ lmax 

TT 
J fork= I, l = l 

(2.7) 

(2.8) 
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where heat is not cascaded from the ends of the problem (ri,o,k = ri,lma.x,kma.xima.x = 0 and 

dj, 1,1 = dj,lma.x+l,k = 0), and where heat is not cascaded from Tis where a stream does 

not exist (ri.l.k = 0 for i fj. Ii, and dj,I,k = 0 for j fj. .Ji.) Note that fork< km.ax,, hot 

stream temperatures Ti,I,k are based on TI boundary temperature T1 at the cold end 

of the TI, while cold stream temperatures Tj,I,k are based on boundary temperature 

T1_ 1 at the hot end of the TL This is simply because of the opposite directions of the 

residual and deficit heat cascades. 

To calculate the area target from these loads and temperatures, we must have some 

HEN structure which corresponds to the area targeting heat cascade. We assume that 

the area target-with equal or unequal heat transfer coefficients, and with or without 

stream match constraints~is equal to the area of a "spaghetti" structure (featuring 

parallel stream splitting and isothermal mixing) corresponding to the heat cascade, 

just like the composite curve-based area target is equal to the area of a spaghetti 

structure ( e.g., Fig.2.2) corresponding to the composite curves. For a given problem, 

this assumption can be tested simply by dividing the Tls into more Els than that 

suggested by the stream target temperatures; by allowing a larger number of Els, 

the resulting structure can be more general ( and in fact more closely approaches an 

infinitely cyclic HEN). In practice, increasing the total number of intervals beyond 

twice the number of streams (one interval boundary for each stream supply and target, 

even if some of the supply and target temperatures coincide) has been found to have 

negligible effect upon the calculated area target. 

The area targeting NLP minimizes the total area of the process and utility matches 
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in the spaghetti structure 

mm L Ai,j + L As,j + L Ai,w (P3) 
(i,j)EM;,j (s,j)EM,, 1 (i,w)EM;,w 

subject to the following constraints: 

(A) Definition of areas: 

A--i,J for (i,j) E Mi,j 

(
I_ + ..!_) '°' '°' Qs,j,/,k 
h h- L. L tl.T s J IELl(sES1,JEJ1) kEK1 LMa,j,l,k 

for (s,j) E Afs,j 

for (i, w) E Mi,w 

where tl.TLM is very well approximated by ~ the geometric mean temperature differ­

ence+ ½ the arithmetic mean temperature difference (Paterson, 1984), while avoiding 

the singularities occurring when the heat capacities of the hot and cold streams in an 

exchanger are equal 

+ ~ {~ [(Tilk - TfJ,k) + (Ti,l,k -Tj,l,k)]} 

tl.TLM.,j,l,k ~ ~J(Ts5 
- Tj~,k)(Ts5 

- Tj,l,k) 

+ ~ { ~ [(Ts
5 

- T3~.k) + (T3

5 
- T;,1,k)]} 

fl.TLM;,w,l,k ~ ~J(Ti~,k - T~)(Ti,l,k - T~) 
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and where T/ and T!, are the (supply) temperatures of hot and cold isothermal 

utilities s and w. In practice, these constraints can be eliminated by substituting the 

area expressions directly into the objective function. 

(B) Energy balances on hot streams and hot isothermal utilities: 

ri,1,k-1 

+ L Qi,w,l,k 
wE(W1uM;,w) 

+ ri,l,k 

for k = 1, i E 11, l E L 

+ L Qi,w,l,k 
wE(W1UM;,w) 

+ 

for 1 < k :::; lcmax, , i E Ji, l E L 

Qs,l + rs,l-l,kmu1-1 = L Qs,j,/,k + rs,l,k for k = 1, s E 81, l E L 
jE(J1uM,,i) 

+ rs,l,k for 1 < k $ kma.xi, s E 81, l E L 

(C) Energy balances on cold streams and cold isothermal utilities: 

= 

+ L Qi,j,l,k 
iE(l1uM,,j) 

+ 

for 1 $ k < kma.x1 , j E Ji, l E L 

L Qs,j,l,k + L Qi,j,l,k + dj,l,k 
sE(S1uM,,j) iE(I,uM,,,) 

for k = kmax, , j E J1, l E L 

+ dw,l,k for 1 $ k < kmaxi, WE Wi, l E L 

+ dw,l,k for k = kmaxi, WE Wi, l EL 



In practice, to compensate for round-off error, we allow tolerances in one hot and one 

cold utility. ' 

(D) 6.T m constraints: 

for {(i,j)li E /1, j E Ji, (i,j) E .Mi,j}, 1 ~ k < kmaxp 1 < l ~ lmax 

Note that AT m constraints are not imposed upon the isothermal utilities; since TI 

boundaries are defined at the (supply) temperatures of these utilities, ATm will au­

tomatically be satisfied for the utility matches. 

(E) Area bounds on required matches: 

At ~ Ai,i ~ Af,3 

A~3 ~ A.,,i $ A~3 

Af.w $ Ai,w $ Af w 

for ( i, j) E Ri,j 

for (s,j) E R.,J 

for (i,w) E R.;,w 

(F) Nonnegative areas, heat loads, residuals and deficits: 

~.; ~ 0 for {(i,j)l(i,j) E lvfi,j, (i,j) ti Ri,j} 

As,;~ 0 for {(s,j)j(s,j) E M.,,j, (s,j) ti R.,J} 
Ai,w ~ 0 for {(i,w)j(i,w) E Mi,w, (i,w) ti R1,w} 

Qi,;,1,k ~ 0 for {(i,j)li E /1, j E Ji, (i,j) E Mi,;}, 1 ~ k $ km.ax,, l EL 

q.,,i,l,k ~ 0 for {(s,j)ls E 81, j E Ji, (s,j) E M.,,j}, 1 $ k $ ~I' l E L 

Qi,w,I,k ~ 0 for {(i, w)ji E Ii, WE Wi, (i, w) E Mi,w}, 1 ~ k $ km.ax,, l EL 

ri,l,k ~ 0 for i E Ii, 1 ~ k S km.ax" l E L 



rs,l,k? 0 

dj,l,k? 9 
dw,l,k? 0 

for s E Si, 1 :; ks; kro.a.x" l EL 

for j E .11, 1 :; k S: kro.a.xp l E L 

for w E W1, 1 S: k S: km.ax" l E L 

Note that all the constraints are linear except for the one defining area. 

If there are no constraints upon stream matches, the heat cascade corresponding 

to the composite curves provides a good starting point for the area targeting NLP. 

When specific stream matches are forbidden [or the number of matches is restricted], 

solution of utility targeting LP (Pl) [or units targeting MILP (P2)] provides a good 

starting point. As presented, the area targeting NLP can minimize the area required 

for any given set of allowed matches; section 2.5.2 describes how to minimize the area 

target for any given number of matches (e.g., corresponding to the units target). 

In general, the area targeting NLP can have more than one local optimum. How­

ever, for the examples we have studied, the multiple optima all give similar values for 

the area target (within 3%) even if the temperature distributions (Ti,1,k and Tj,l,k) are 

quite different. This seems reasonable since the area target is most sensitive to tem­

peratures near the pinch (small driving force), and is relatively insensitive to changes 

in temperature away from the pinch (large driving force). This result is quite accept­

able since HENs with a minimum or near-minimum number of units can generally 

approach the area target only within a few percent. 

Note that the area targeting NLP is formulated for multiple utilities. The area 

targeting NLP, and the capital cost targeting NLP presented later, are easily ex­

tended to piecewise constant heat capacities and film heat transfer coefficients ( as a 

function of temperature) simply by defining a new stream for each piecewise constant 
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segment. Both NLPs are also easily extended to boiling and condensing streams sim­

ply by treating the latent heat of vaporization ( condensation) as the heat duty of an 

isothermal pseudo-utility. 

2.4.2 Application of the Area Targeting NLP 

Area targeting NLP (P3) offers a number of advantages over current area targeting 

methods: 

• The area target can be calculated with forbidden stream matches, and for re­

vamp problems in which specified areas are required in given matches (Exam-

ple 2.1). 

• The area target can also be calculated for any specified number of matches, 

including the number of matches corresponding to the minimum units target 

(Examples 2.3 and 2.4). In fact, we show that it is always possible to synthesize 

a HEN in which the number of units is the same as the number of matches in 

the NLP solution (Section 2.5.3). 

• The matches and heat loads given by the solution of the NLP with stream match 

constraints provide an excellent starting point for synthesis of minimum-unit 

HENs achieving (within a few percent) the area target (Examples 2.3 and 2.4). 

• Area targets can now be calculated rigorously for HEN synthesis problems with 

unequal heat transfer coefficients and any number of hot and cold streams (Ex­

amples 2.1, 2.2 and 2.3). 

The following two examples begin to illustrate these points. 



Example 2.1 This example demonstrates the formulation of area targeting 

NLP (P3) when specific stream matches are forbidden, or when specific stream 

matches with given areas are required (for revamp of an existing HEN). In particu­

lar, the area target is calculated for the stream data in Table 2.1 where the match 

between streams Shi and Sc2 is prohibited, and the match between streams Sh2 and 

Sc1 is required to exist with area 45 m2 S Ah2,ci S tiO m2
• 

With the value of 6Tm (10 K) specified for utility targeting, the heating and 

cooling targets are 620 and 230 kW, respectively. Note that the condensing steam is 

an isothermal ("point") utility; however, since the cooling water is a nonisothermal 

("nonpoint") utility, we treat it as a third cold stream (Sea) with heat capacity flow 

rate wc0 = 23 kW /K. 

Figure 2.5 shows the heat cascade corresponding to the composite curves (Fig. 2.1) 

for these stream data and utility targets, and a 6Tf:i of 0.1 K. Note that this heat 

cascade would give the area target if the heat transfer coefficients were equal, and if 

there were no forbidden or required matches. We use the Tls and Els in this heat 

cascade to formulate the area targeting NLP as follows: 

min Ahl,cl + Ah2,cl + Ah2,c2 + As,cl + As,c2 + Ah1,c0 + Ah2,c0 

subject to 

(A) Definition of areas: 
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( 
Qh2.cl,2,l + Qh2.c1.3,1 

~TLMh2,cl,2,l .6.TLMh2,cl,3,l 

+ Qh2,c1.4,1 + Qh2,c1,4,2 ) 

.6_TLMh2,cl,4,l ,6.TLMh2,cl ,4,2 

( 
Qs,c2,l,l + Qs,c2,l,2 + qs,c2,2,1 

.6_TLM,,c2,l,l ~TLM,,c2,1,2 .6_TLM,,c2,2,1 

+ qs,c2,3,l ) 

.6.TLM,,c2,3,l 

( 
qhl.c0,3,1 + Qhl,c0,4,1 

~TLMhl,c0,3,1 ,6.TLMhl,c0,4,1 

+ Qhl,c0,4,2 + Qhl.c0,5,1 ) 

,6.TLMhl,c0,4,2 .6.TLMhl,c0,5,1 

with similar definitions for Ahz,c2, As,ct and Ah2,c0, where 

and where 

.6.TLMhl,cl,J,l = ~J(39t5 - Tc1,2,1)(Tht,3,1 - Tct,3,i) 

+¼((39.5 - Tc1,2,i)(Th1,3,t - Tc1,3,i)] 

.6.TLMhi,cl,t,l = ~J(Thi,3,1 - Tct,3,t)(Thi,4,1 - Tcl,4,i) 

+¼[(Thi,3,1 - Tct,3,t)(Thi,4,1 - Tct,4,i)] (i = 1, 2) 

,6.TLMh2,cl,4,2 ~J(Th2,4,1 - Tct,4,l)(Th2,4,2 - 293) 

+¼[(Th2,4,1 - Tc1,4,1)(Th2,4,2 - 293)] 

Tht,3,1 3.53.1 + trhl,3,1 Tht,4,1 = 343.0 + trht,4,1 

Th2,3,1 - 353.1 + rh2,3,1 Th2,4,l - 293.1 + rh2,4,1 

Th2,4,2 = 293.1 + rh2,4,2 Tc1,2,1 - 394.9 - 1dct,3,t 

Tc1,J,1 - 353.0 - sdcl,4,1 Tcl,4,1 - 3.53.0 - 5dct,4,2 

with similar expressions for the other .6.TLM terms and temperatures. 

(B) Energy balances on hot streams and utilities: 

Shi, Tl 3, El 1: 

Shi, Tl 4, El 1: 

Sht, TI 4, EI 2: 
Shi, TI 5, El 1: 

167.6 = qhl,cl,3,1 + qhl,c0,3,1 + rhl,3,1 

40.4 + rhl,3,1 = qhl,cl,4,1 + qhl,c0,4,1 + rhl,4,1 

rhl,4,1 = qhl,cl,4,2 + qhl,c0,4,2 + rhl,4,2 

rhl,4,2 = qhl,c0,5,1 



Steam, TI 1, EI 1: 620 = qs,cl,1,1 + qs,c2,1,1 + rs,1,1 

rs,1,1 = qs,cl,1,2 + qs,c2,l,2 + rs,1,2 Steam, TI 1, EI 2: 

(C) Energy balances on cold streams and utilities: 

Sc1, TI 1, EI 1: 

Sc1, TI 1, EI 2: 

Sc1, TI 2, EI 1: 

Sci, TI 4, EI 2: 

Water, TI 4, EI 2: 

Water, TI ,5, EI 1: 

(D) 6-Tm constraints: 

Sh1-Sc1, TI 4, EI 1: 

Sh2-Sc1, TI 4, EI 1: 

Shl-Water, TI 4, EI 1: 

Sh2-vVater, TI 4, EI 1: 

dcl,1,2 = qs,cl,1,1 

440.5 + dc1,2,1 = qs,c1,1,2 + dc1,1,2 

50.0 + dcl,3,1 = qs,cl,2,1 + qh2,cl,2,l + dc1,2,1 

300.0 = qs,cl,4,2 + qhl,cl,4,2 + qh2,cl,4,2 + dc1,4,2 

dc0,s,1 = qhl,c0,4,2 + qh2,c0,4,2 + dc0,4,2 

230.0 = qh1,c0,s,1 + qh2,c0,s,1 + dc0,s,1 

343.0 + ¼rht,4,1 2: 353.0 - ½dcl;4,2 + 6-Tf:i 

293.1 + ¼rh2,4,l 2: 3,53.0 - ½dcl,4,2 + 6-Tf:i 

343.0 + ¼rhi,4,1 2: 288.0 - 2\dc0,4,2 + 6-Tf:i 
293.1 + ¼rh2,4,l 2: 288.0 - 2\dc0,4,2 + 6-Tf:i 

Because of the way the Tls are defined, 6-Tf:i will automatically be satisfied at all the 

other interval boundaries. 

(E) Area bounds on required match: 

(F) Nonnegative areas, heat loads, residuals and deficits: 

Ai,j 2: 0, A.,,j 2: 0, qi,j,l,k 2: 0, q.,,j,/,k 2: 0 
ri,l,k 2: 0, rs,l,k 2: 0, dj,l,k 2: 0 

To obtain a starting point for the area targeting NLP, we solve utility targeting 

LP (Pl) with the Sh1-Sc2 match forbidden. Using this starting point, we calculate 

an area target of 259.7 m2• Solution of this NLP using MINOS 5.0 (Murtagh and 
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Figure 2.6: Spaghetti structure corresponding to the solution of the area targeting 
NLP (Example 2.1 ). 

Saunders, 1983) required 23 sec of CPU time on a DEC MicroVAX II computer. 

Figure 2.6 shows the spaghetti structure corresponding to the NLP solution; Ta­

ble 2.2 summarizes the loads, areas and approach temperatures in this structure. 

Note that the required Sh2-Sc1 match, with an area of ,50 m2 , satisfies its area specifi­

cation. Also note that the optimal value of minimum approach temperature ( 4.2 K) 

is less than the 6.Tm specified for utility targeting (10 K). To minimize area, smaller 

approach temperatures are required in matches with good heat transfer coefficients 

so that larger approach temperatures can be used in matches with poor heat transfer 

coefficients. 

For comparison, when no stream matches are required or forbidden, NLP (P3) 

yields an area target of 258.8 m2• However, the simple area targeting method based 

on the composite curves predkts a target of 295.6 m2
, thus overestimating the area 
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Table 2.2: Load, approach temperature and area distributions from the solution of 
the area targeting NLP for Example 2.1. 

Afatch TI EI Load Approach Temperature Area A1atch 

Hot End I Cold End Area 
(kW) (K) (K) (m2) (m2) 

Hl-Cl 3 1 VH.2 11.2 ~ 21.1 
4 1 .16.8 14.2 I 10.t> 8.3 29.4 

H2-Cl 3 1 2.8 21.2 13.9 0.9 
4 1 45.6 13.9 26.8 12.8 
4 2 197.5 26.8 33.3 36.3 ,10.0 

H2-C2 3 1 226.0 29.4 13.9 109.4 109.4 

Steam-Cl 1 1 .146.0 27.0 136.2 8.1 8.1 

Steam-C2 1 2 74.0 137.0 144.4 2.9 2.9 

H2-Water 5 1 230.0 38.3 10.0 59.9 59.9 

Total 2,19.7 

target by 14.2%. ■ 

Example 2.2 Nishimura (1980) developed a rigorous method to calculate the area 

target for problems with different heat transfer coefficients, but with only one cold 

and several hot streams (or vice versa). This example shows that area targeting 

NLP (P3) can reproduce Nishimura's area target. 

The stream data in Table 2.3 is taken from one of Nishimura's examples. Note 

that the film heat transfer coefficients range over two orders of magnitude, which is 

not unusual in a HEN with boiling or condensing streams. For the value of 6..T m 

specified for utility targeting, the heating and cooling requirements are both zero. 

The area target for these stream data, calculated by using Nishimura's method, is 

29.84 m2. Figure 2.7 shows the HEN structure obtained with Nishimura's method. 
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Figure 2.7: HEN structure-determined by using Nishimura's method-which 
achieves the area target in Example 2.2. 
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Table 2.3: Stream data for Example 2.2. 

Supply Target Heat Capacity Film Heat Tmnsfer 
Stream Temperature Temperature Flow Rate Coefficient 

(K) (K) (kW/K) (kW/m2 K) 
Hl 44;1 293 0.5 2.0000 
H2 416 393 2.0 0.28,17 
H3 438 408 0.5 0.0645 
H4 448 423 1.0 0.0408 
Cl 273 434 1.0 2.0000 

Steam none 
Water none 
b..Tm = 10 K (for utility targetmg). 

When using area targeting NLP (P3), we also obtain an area target of 29.84 m2
• 

Figure 2.8 shows the HEN structure corresponding to the NLP solution. Note that we 

obtain the area target with a much simpler structure than Nishimura. For comparison, 

the area target calculated from the composite curves is 4 7.69 m2 , 60% higher than 

the area target from Nishimura's method or from the area targeting NLP. ■ 

2.5 Capital Cost Target (Transshipment NLP) 

There is a trade-off between area and the number of units; that is, the required 

heat transfer area generally increases as the number of units is reduced. However, 

capital cost may increase or decrease as the number of units is reduced depending 

upon whether ''fixed" costs (independent of area, but dependent upon the number of 

units) or variable costs ( dependent upon area) dominate. The capital cost targeting 

NLP introduced in this section can be used to predict the cost trade-off between area 

and the number of units. 
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H4 448 440.8 439.8 

434 428.7 415.9 406.1 336.1 

5.25 kW 

Figure 2.8: HEN spaghetti structure--corresponding to the solution of the area tar­
geting NLP-which achieves the area target in Example 2.2. 

2.5.1 Formulation of the Capital Cost Targeting NLP 

Area targeting NLP (P3) is easily extended to formulate a capital cost targeting NLP 

for HEN synthesis. This NLP minimizes the aggregate capital cost of all the process 

and utility matches, where we assume that the total area of each match is lumped 

into a single exchanger ( even though in the NLP solution, the area of a match may be 

distributed among several Els). We assume that the capital cost of each exchanger 

is given by an exponential cost law, Ci,i = ai,i + bi,iAfJi, with similar cost laws for 

the utility matches. Note that each match can have a different cost law to take into 

account different materials of construction, pressure ratings, and so on. 

The cost targeting NLP is formulated as follows: 
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L ai,jni,j + L as,jns.j + L a;,wni.w 
(i,j)EM;,j (s,j)EM,,i (i,w)EM.,w 

+ mm ( 
'"' b Ad;,, ~ i,j i,j + 

(i,j)EMi,i 
L bs,jA::J' + _ L b;,wAt•~w) 

(s,j)EM,,i (,,w)EM,,w 
(P4) 

subject to the same constraints as area targeting NLP (P3), where n;,1, ns,j and n;,w 

are binary "variables" denoting the existence or absence of each match. 

the number of matches, even though they are independent of area. Thus, strictly 

speaking, we should include the fixed costs along with the variable ( area dependent) 

costs in the minimization. However, we exclude the fixed costs to avoid introducing 

binary variables in the NLP. Instead, we determine match existence (hence, fixed 

costs) after solving the NLP to minimize variable costs. In general, this does not 

affect the capital cost target since the NLP itself tends to minimize the number of 

matches while it minimizes variable costs. This is because the exponential function 

(with exponent less than 1.0) for the variable costs favors distributing area among a 

small number of large exchangers rather than among many small exchangers. 

2.5.2 Extension of the Area and Capital Cost Targeting 

NLPs to any Given Number of Matches 

As presented, NLPs (P3) and (P4) can calculate the area and capital cost targets for 

a given set of allowed matches. However, these NLPs cannot minimize the area and 

capital cost targets over all sets of a given number of matches ( e.g., the number of 
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matches corresponding to the units target). There are several strategies for extending 

or otherwise using these NLPs to calculate the targets for a given number of matches: 

• Take advantage of the fact that capital cost targeting NLP (P4) tends to mini­

mize the number of matches while it minimizes the variable capital costs. This 

strategy will generally give the capital cost target ( and corresponding match 

areas) for the number of matches corresponding to the units target. 

• Include binary variables to determine the existence or absence of each match, 

and formulate a mixed-integer nonlinear program (MINLP) to minimize the 

area or capital cost target subject to a constraint on the number of matches. 

Recently, Duran and Grossmann (1984) and Kocis and Grossmann (1986) have 

developed algorithms which should solve this type of MINLP. 

• Use a branch-and-bound search where each node of the search tree corresponds 

to a particular set of forbidden matches (i.e., where the root of the search tree 

corresponds to no forbidden matches, and where going down a branch of the 

search tree corresponds to adding one more forbidden match). At each node, 

the area or capital cost target can be evaluated using NLP (P3) or (P4). Use 

a depth-first strategy to find a bound on area ( or capital cost) for the given 

number of matches. Then continue searching through the tree for tighter bounds 

while eliminating any nodes (and their daughter nodes) where prohibiting a 

particular match causes the area ( or capital cost) target to exceed the current 

bound. 
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One difficulty with this branch-and-bound procedure is that the area and cost 

targetirtg NLPs can have multiple optima, and thus may not give the tightest 

possible bounds on the targets. However, for the examples we have studied, the 

multiple optima all give values of the area and capital cost targets within a few 

percent (e.g., 3%) of each other. 

• Use integer cuts with units targeting MILP (P2) to generate all sets of the 

given number of matches for which a feasible HEN can be synthesized. Then 

solve area or capital cost targeting NLP (P3) or (P4) for every feasible set to 

determine the best area or capital cost target for the given number of matches. 

For small HEN synthesis problems, it is relatively easy to use integer cuts to 

enumerate all feasible sets of a given number of matches. Example 2.4 in the next 

section illustrates this strategy. For larger synthesis problems, the MINLP or branch­

and-bound procedures should be more efficient for determining the set of matches 

( of a given number) with the best area target. For the capital cost target, taking 

advantage of the fact that NLP (P4) tends to minimize the number of matches while 

minimizing capital cost should work in most cases. 

2.5.3 Application of the Area and Capital Cost Targeting 

NLPs for HEN Synthesis 

With equal heat transfer coefficients and no stream match restrictions, the composite 

curves provide a model for the "ideal" temperature profiles in a HEN achieving the 

utility and area targets. Similarly, the solution of area targeting NLP (P3) provides 
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a model for the "ideal" temperature profiles when synthesizing a HEN with unequal 

heat transfer ·coefficients and constraints on stream matches. By precisely following 

the temperature profiles in the NLP solution, one can synthesize a HEN structure 

( the spaghetti structure corresponding to the NLP solution) which exactly achieves 

the area and utility targets. The difficulty, of course, is to follow the temperature 

profiles with a practical number of exchangers. 

In the solution of area or capital cost targeting NLP (P3) or (P4), each mathemat­

ical heat exchange match might be repeated in several Els; in terms of the spaghetti 

structure, each match might be represented by several exchangers. However, it is 

also always possible to synthesize a HEN in which each match in the NLP solution 

corresponds to a single unit (exchanger, heater or cooler), even if some matches are 

repeated in several Els. However, before proving this statement (given formally as 

Theorem 2.1 below), we need the following lemma: 

Lemma 2.1 While preserving the matches and their heat loads, any feasible solution 

of area or capital cost targeting NLP (P.1) or (P 4) can be converted to an equivalent 

feasible solution of units targeting MILP (P2). 

Proof We prove the lemma for feasible solutions of the area targeting NLP. The 

same proof also applies to solutions of the capital cost targeting NLP. 

Feasible solutions of the area targeting NLP and the units targeting MlLP can 

both be represented by heat cascade diagrams. For example, Fig. 2.4 shows the heat 

cascade corresponding to a feasible solution of the units targeting MlLP ( and the 

utility targeting LP) for the stream data in Table 2.1; Fig. 2.,5 shows the heat cascade 

corresponding to a feasible solution of the area targeting NLP (i.e., the composite 
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curves) for the same stream data. The area targeting cascade differs from the units 

targeting cascade in two principal respects: (1) the Tis (defined at the stream sup­

ply temperatures) are subdivided into Els (at the stream target temperatures), and 

(2) cold streams and utilities are allowed to cascade heat deficits. Thus to convert 

a feasible solution of the area targeting NLP to an equivalent solution of the units 

targeting :MILP, all the Els in each TI must be combined into a single interval, and 

all the heat deficits cascaded by the cold streams and utilities must be eliminated, 

while preserving the matches and their heat loads. 

The cascaded deficits can be eliminated by shifting heat loads around loops in 

the heat cascade. Figures 2.9-2.11 demonstrate the conversion of the area targeting 

cascade in Fig. 2.5 to the units targeting cascade in Fig. 2.4. In Fig. 2.9, the Els 

in each TI are combined into a single interval per TI; Figs. 2.1()-:-2.11 show how the 

heat deficits cascaded from Tls 2 and 3 are eliminated. For example, the 132.8 kW 

heat deficit in Fig. 2.9 cascaded from TI 2 (to TI 1) along stream Sc1 is eliminated by 

shifting loads around loop 1 as follows (the result is shown in Fig. 2.10): by decreasing 

the amount of heat transferred from steam to cold stream Sc1 in TI 1 by 132.8 kW, 

we (1) increase by 132.8 kW the surplus heat which steam can cascade from TI 1 to 

TI 2, which (2) increases by 132.8 kW the amount of heat which steam can transfer 

to stream Sc1 in TI 2, which (3) completely satisfies the heat requirement of stream 

Sc1 in TI 2, and thus eliminates the 132.8 kW cascaded heat deficit. The net effect of 

this load shift is to postpone, from TI 1 to TI 2, 132.8 kW of heat transfer between 

steam and cold stream Sc1. The 46.7 kW deficit cascaded from TI 2 to TI 1 along 

stream Sc2 is eliminated by shifting loads around loop 2 in a similar manner. The 
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Figure 2.9: Converting an area targeting heat cascade to a units targeting heat cas­
cade----combining the Els. 
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Figure 2.12: Typical temperature interval (TI) in the area targeting heat cascade. 

heat deficits cascaded from TI 3 are eliminated by shifting loads around loops 3-o. 

By proceeding sequentially from TI to TI, all the cascaded deficits can be eliminated 

to produce the units targeting heat cascade in Fig. 2.4. Note that these load shifts 

do not create or eliminate any matches, or change the load (summed over all Tis) of 

any match. Thus the heat deficit cascade is eliminated while preserving the matches 

and their loads. 

By using these types of load shifts, the cascaded deficits can be eliminated given 

any number of streams, Tis and loops in the heat cascade. Consider the general 

TI in Fig. 2.12 with an arbitrary number of hot and cold streams. This general TI 

represents the first (hottest) TI in a heat cascade, or the hottest remaining TI to 

which cascaded heat deficits have not been eliminated. The cascaded heat deficit 



dj,l+1 can be eliminated by shifting loads around one or more loops (bold lines in 

Fig. 2.12) imrolving heat exchange between cold stream Scj and any hot stream in 

TI l, including steam. When shifting loads around any of these loops, the amount 

of heat transfer between stream Scj and the corresponding hot stream is decreased. 

However, the energy balance on stream Scj in TI / 

guarantees that the total amount of heat transferred to stream Scj in the TI is at 

least as large as the cascaded heat deficit to be eliminated 

L Qi,j,/ 2 dj,l+1 

' 

since Qj,l 2 0. Thus, by taking advantage of every loop if necessary, there is always 

enough heat transfer within a TI to eliminate the heat deficits being cascaded to the 

TI. Since this is true for all Tls in any heat cascade diagram, the entire heat deficit 

cascade can be eliminated. Thus, any solution of the area targeting NLP can be 

converted to an equivalent feasible solution of the units targeting MILP. ■ 

Note that while the matches and their heat loads are preserved when converting a 

solution of area or capital cost targeting NLP (P3) or (P4) to an equivalent solution 

of units targeting MILP (P2), area is not necessarily preserved. In particular, the 

area changes when the Els in each TI are combined into a single interval per TI. In 

addition, the stream temperatures at the TI boundaries change when the cascaded 

deficits are eliminated. 



Theorem 2.1 For any feasible solution of area or capital cost targeting NLP (P.1) 

or (P 4), a HEN can be synthesized with a one-to-one correspondence between each 

unit (and its load) in the HEN and each match (and its load, summed over all Els in 

which the match appears) in the NLP solution. 

Proof From the lemma, any feasible solution of the area or capital cost targeting 

NLP can be converted to an equivalent solution of the units targeting MILP while 

preserving the matches and their heat loads. Floudas et al. (1986) proved that a 

one-to-one correspondence exists between the matches and their loads in the units 

targeting MILP solution and the units and their loads in a physical HEN. Thus, for 

any feasible solution of the area or capital cost targeting NLP, there exists a HEN 

with a one-to-one correspondence between the matches and their loads in the NLP 

solution and the units and their loads in the HEN. ■ 

Thus each mathematical match in the area or cost targeting NLP solution can 

be converted to a single exchanger while preserving its load. Unfortunately, area is 

not necessarily preserved. For example, when the spaghetti structure corresponding 

to the solution of area or capital cost targeting NLP (P3) or (P4) is simplified by 

merging exchangers and stream splits, the total load of each match is preserved, 

but the approach temperature distribution-hence area and capital cost-changes. 

However, for most problems this change is only a few percent of the corresponding 

target, especially if matches above and below the pinch are treated separately. As with 

the composite curve-based area target, the area and capital cost targets given by the 

NLP solutions are more difficult to achieve with a reasonable number of exchangers 

if the stream data exhibit multiple or "near" pinches. 



The matches and heat loads given by solution of the area and capital cost target­

ing NLPs provide an excellent starting point for HEN synthesis. In particular, the 

spaghetti structure provides a good starting point for evolutionary development as 

long as one takes care to minimize the structural changes where the approach tem­

peratures are tightest. A plot of the temperature profiles in the spaghetti structure, 

as a function of the cummulative amount of heat transferred by the network, is an 

especially useful tool to guide the designer during evolutionary development. In the 

case of equal heat transfer coefficients and no stream match constraints, this plot is 

the same as the composite curves. The matches and heat loads given by solution of 

the area or cost targeting NLPs also provide a good starting point for formulation and 

optimization of a HEN superstructure as used in the computer program MAGNETS 

(Floudas et al., 1986). 

The following example demonstrates that the area target given by NLP (P3) can 

be achieved ( within a few percent) by a network with a reasonable number of units. 

In fact, this network uses significantly less area than that predicted by the composite 

curve-based area target. This example also demonstrates how temperature-enthalpy 

plots can be used as a tool with evolutionary development to synthesize networks 

approaching the area target. 

Example 2.3 Consider the stream data in Table 2.4. (Note that the film heat 

transfer coefficients range over about two orders of magnitude.) For these data, the 

heating and cooling targets are 244.2 and 172.6 kW, respectively, where stream Sc1 

causes the pinch. The minimum number of units-when decomposing the problem 

at the pinch-is 6 units above, and ,1 units below the pinch. 



Table 2.4: Stream data for Example 2.3. 

Supply Target Heat Capacity Film Heat Transfer 
Stream Temperature Temperature Flow Rate Coefficient 

(K) (K) (kW/K) (kW/m2 K) 
Hl 626 !'i86 9.802 1.2.i'i 
H2 620 !519 2.931 0.0!'i 
H3 ,528 353 6.161 3.20 
Cl 497 613 7.179 0.65 
C2 389 t:i76 0.641 0.25 
C3 326 386 7.627 0.33 
C4 313 ,566 1.690 3.20 

Steam 6,50 650 3.50 
vVater 293 308 3.50 
D.T m = 20 K ( for utility targeting). 

Table 2.,5: Area targets and area of synthesized HEN for Example 2.3. 

Limit on 
Number of Matches Area 

Above Pinch Below Pinch (m2) 
Area Targeting - - 173.6 

NLP 7 5 176.1 
6 5 188.1 

Composite Curve- - - 227.0 
Based Target 

Synthesized HEN 7 ,5 188.9 

Table 2.5 shows the area targets (1) when no limit is placed upon the number of 

stream matches, (2) for the best (least area) selection of matches corresponding to 

the units target, and (3) for the best selection of matches containing one match more 

than the units target. [The feasible match selections can all be generated by using 

integer cuts with units targeting MILP (P2). The problem is decomposed at the 

pinch by first applying area targeting NLP (P3) with no stream match restrictions 

(but with unequal heat transfer coefficients), and then using as pinch temperatures 

the temperatures of the streams as they cross the TI boundary associated with the 



supply of pinch-causing stream Sc1 ,] As expected, the area target increases as the 

number of units is reduced. Note that in this example, the composite curve-based 

method overestimates the area target ( with no limit on the number of matches) by 

30.8%. 

Figures 2.13 and 2.14 show the spaghetti structure corresponding to the best 

selection of seven matches above and five matches below the pinch. (Above the 

pinch, we are using one match more than the units target in order to more closely 

approach the area target obtained with no limit on the number of matches.) By 

using evolutionary development-with care to limit the structural changes where the 

approach temperatures are smallest-this spaghetti structure can be simplified to the 

point where each stream match corresponds to a single exchanger. Temperature­

enthalpy plots corresponding to the spaghetti structure, and to the structures at each 

stage of evolutionary development, are a useful visual tool to quickly show where 

the approach temperatures are smallest and the exchanger loads are largest, and 

to show the effects of evolutionary development. Figures 2.V5 and 2.16 contain the 

temperature-enthalpy profiles for the spaghetti structures in Figs. 2.13 and 2.14. 

These profiles show the temperature of each stream as a function of the cummulative 

amount of heat transferred in the network by all the streams. 

The spaghetti structure below the pinch can be simplified as follows: 

Step 1: In the spaghetti structure (Fig. 2.14), all the exchangers on stream Sc3 

occur in Els 1.2-2.1, while the only exchanger on stream Sh2 occurs in EI 2.1. Thus, 

it seems natural to merge these two Els. Also, since only a single exchanger occurs 

in EI 2.2 (between streams Sh3 and Sc4), and since this exchanger is repeated in 
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Figure 2.13: Spaghetti structure corresponding to the solution of the area targeting 
NLP above the pinch for Example 2.3. 
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Figure 2.14: Spaghetti structure corresponding to the solution of the area targeting 
NLP below the pinch for Example 2.3. 
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Figure 2.15: Temperature-enthalpy profiles corresponding to the spaghetti structure 
(Fig. 2.13) above the pinch in Example 2.3. 
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Figure 2.17: HEN structure after step 1 of evolutionary development below the pinch 
in Example 2.3. 

Els 1.2-2.1, we merge this EI (into Els 1.2-2.1) a.s well. Figures 2.17 and 2.18 show 

the HEN structure and corresponding temperature profiles after merging Els 1.2-2.2 

( assuming isothermal stream mixing). 

Note from the temperature profiles (Fig. 2.16) corresponding to the initial spa­

ghetti structure (Fig. 2.14) that the approach temperatures are tightest in EI 1.1. 

This is expected since the hot end of EI 1.1 corresponds to the pinch. Because of 

the small approach temperatures in this EI, we delay as long as possible making any 

changes to the HEN structure in this EI (e.g., merging this EI with others). 

Step 2: In the HEN structure in Fig. 2.17, stream Sh3 is matched in series with 

streams Sc2 (in EI 1.1) and Sc3 (in Els 1.2-2.2). [This succession of stream matches can 

also observed in the initial spaghetti structure (Fig. 2.14), and in the corresponding 
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Figure 2.18: Temperature profiles of the HEN structure (Fig. 2.17) after step 1 of 
evolutionary development below the pinch in Example 2.3. 
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Figure 2.rn: HEN structure after step 2 of evolutionary development below the pinch 
in Example 2.3. 

temperature profiles.] Thus when merging EI 1.1 with Els 1.2-2.2, we place the 

Sh3-Sc3 exchanger in series with the Sh3-Sc2 exchanger on the same branch of the 

Sh3 stream split (Fig. 2.19). The corresponding temperature profiles are shown in 

Fig. 2.20. 

Step .1: We now have a structure in which each stream match in the original 

spaghetti structure is represented by a single exchanger. However, since we reduced 

the number of exchangers by merging Els, isothermal stream mixing may no longer 

be optimal. Minimizing the area required by the HEN structure in Fig. 2.19 produces 

the temperatures, loads and areas shown in Fig. 2.21. The total area of this network 

is 40.23 m2 • 

In step 3, we finally allowed nonisothermal stream mixing. However, after any 
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Figure 2.20: Temperature profiles of the HEN structure (Fig. 2.19) after step 2 of 
evolutionary development below the pinch in Example 2.3. 
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Figure 2.21: HEN structure after step 3 of evolutionary development below the pinch 
in Example 2.3. 
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evolutionary development step, isothermal stream mixing may no longer be optimal 

( or even feasible). Thus in general, one might optimize area after each step in order 

to find suitable stream split fractions. In addition, by optimizing area after each 

evolutionary step and by comparing this area with the area target (from the area 

targeting NLP), one can compare the cost (in terms of the additional area required) 

of different evolutionary changes. 

The spaghetti structure above the pinch can be simplified as follows: 

Step 1: In the spaghetti structure (Fig. 2.13), all the exchangers on stream Shi 

occur in Els 2.1-3.2 and, as shown in the temperature profiles in Fig. 2.15, these 

Els all have relatively large approach temperatures; thus we merge Els 2.1-3.2. In 

addition, Els 4.1 and 5.1 each contain only one exchanger; the heat loads in these two 

Els are small compared to the heat loads in the intervening EI 4.2; and the matches 

in these two Els are repeated in EI 4.2. Thus, we also merge Els 4.1 and 5.1 into 

EI 4.2. The resulting HEN structure and temperature profiles are shown in Figs. 2.22 

and 2.23. 

Step 2: In the HEN structure in Fig. 2.22, the exchanger between hot stream Shi 

and cold stream Sc1 (in Els 2.1-3.2) occurs in series with the exchanger between hot 

stream Sb3 and the same cold stream (in Els 4.1-5.1). Thus when merging Els 2.1-

5.1, we place the Sh1-Sc1 exchanger in series with the Sh3-Sc1 exchanger on the same 

branch of the Sci stream split (Fig. 2.24). The corresponding temperature profiles 

are shown in Fig. 2.25. 

Step 8: The stream split fractions and exchanger loads in Fig. 2.24 are optimized 

to minimize network area. This yields the temperatures, loads and areas shown in 
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mID (Els 2.1 - 3.2 J {Eis 4.i - S.i J 

H1 626 K 586 

H2 620 549.4 543 

613 579.0 497 c1 
244.2 kW 

323.0 98.6 
576 509.0 484.4 c2 

43.0 15.7 
566K 525.1 497 c4 

69.1 kW 47.5 

Figure 2.22: HEN structure after step 1 of evolutionary development above the pinch 
in Example 2.3. 
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Figure 2.23: Temperature profiles of the HEN structure (Fig. 2.22) after step 1 of 
evolutionary development above the pinch in Example 2.3. 
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{ El 1 .1 J CEis 2.1 - s.1 J 

H1 626 K 586 

H2 620 543 

613 579.0 167.0 497 C1 
244.2 kW 516.2 

323.0 98.6 
576 484.4 C2 

58.7 
566K 525.1 497 C4 

69.1 kW 47.5 

Figure 2.24: HEN structure after step 2 of evolutionary development above the pinch 
in Example 2.3. 
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Figure 2.25: Temperature profiles of the HEN structure (Fig. 2.24) after step 2 of 
evolutionary development above the pinch in Example 2.3. 
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Figure 2.26: HEN structure after step 3 of evolutionary development above the pinch 
in Example 2.3. 

Fig. 2.26. The total area of this network is 148.72 m2 • 

The final HEN for this example is a combination of the networks shown in Figs. 2.26 

( above the pinch) and 2.21 (below the pinch). The total area of this HEN is 188.9 m2
, 

7.3% greater than the area target for seven matches above and five matches below 

the pinch, and 16.8% less than the composite curve-based area target (Table 2.15). ■ 

It is common in the HEN synthesis literature to require that the value of !lT m used 

for synthesis (the exchanger minimum approach temperature, EMAT] be the same 

as that used for utility targeting [the heat recovery approach temperature, HR.-\T 
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(Challand et al., 1981)]. However, this yields networks with minimum area (and 

utilities) only if the heat transfer coefficients are equal and if the synthesis problem is 

decomposed at the pinch. If the heat transfer coefficients are unequal, EMAT should 

be less than HRAT-smaller approach temperatures should be allowed in exchangers 

with good heat transfer coefficients so that one can take advantage of larger approach 

temperatures in exchangers with poor heat transfer coefficients. If the problem is not 

decomposed at the pinch (so that the number of units can be reduced), EMAT should 

be less than HRAT so that more stream matching choices are available (Gundersen 

and Grossmann, 1988). In fact, EMAT is not a parameter which the designer must 

specify before synthesis; any synthesis or targeting procedure which minimizes area 

or cost should allow EMAT to vary, and thus choose the appropriate value of EMAT 

for synthesis (Gundersen and Grossmann, 1988). Area and cost targeting NLPs (P3) 

and (P4) allow EMAT to vary subject to lower bound t::..Tf:i. 

The following example demonstrates the use of the area and capital cost targeting 

NLPs for HEN synthesis. It illustrates the use of the targets to predict the trade-off 

between area or capital cost and the number of units, and the fact that EMAT less 

than HRAT is optimal when reducing the number of units. This example also demon­

strates that the NLP solutions provide an excellent starting point for MAGNETS to 

synthesize HENs with near-minimum area where the units and their loads in the HEN 

correspond to the matches and their loads in the NLP solution. 

Example 2.4 (adopted from Gundersen and Grossmann, 1.98R). Consider the 

stream data in Table 2.6. For the specified value of HRAT, the heating and cool­

ing targets are 1075 and 400 kW, respectively, where stream Sh2 causes the pinch. 
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Table 2.6: Stream and cost data for Example 2.4. 

Supply Target 
Stream Temperature Temperature 

(K) (K) 
Hl 423 333 
H2 363 333 
Cl 293 398 
C2 298 373 

Steam 453 453 
Water 283 288 
fl.Tm = 20 K (for utility targeting). 
Capital cost = 8600 + 670A0

·
83

• 

Heat Capacity Film Heat Transfer 
Flow Rate Coefficient 
(kW/K) (kW/m2 K) 

20 0.1 
80 0.1 
2., 0.1 
30 0.1 

0.1 
0.1 

The units target is seven if we divide the synthesis problem at the pinch (for EMAT 

= HRAT = 20 K); however, with fixed amounts of heating and cooling, the number 

of units can be reduced to five if we do not decompose at the pinch and if we allow 

EMAT to vary (EMAT > ll.T/:i = 0.1 K). 

For this simple example, it is easy to determine-by using integer cuts with units 

targeting MILP (P2)-all the sets of five, six, and seven matches for which a feasible 

HEN can be synthesized. Table 2. 7 lists these sets along with their corresponding area 

and cost targets, and the value of EMAT given by the temperatures from the area 

targeting NLP solution. The sets are listed in increasing order of area target. Each 

set of seven matches is determined by decomposing the problem at the pinch ( three 

matches above and four matches below the pinch). Each set of five or six matches 

is determined without decomposition at the pinch. Note that the optimal value of 

EMAT for minimizing area decreases below the value of HRAT when the number of 

units is reduced. 

The area and capital cost targets for the best (minimum area) sets of matches are 



Table 2.7: Area and cost targets for Example 2.4. 

Number Matches Area Cost El\IAT 
of s s Hl Hl Hl H2 H2 H2 Target Target 

Matches Cl C2 Cl C2 w Cl C2 w (m2) (1000$) (K) 
7 a a,b a b b b 2909 744 20 

a a a,b b b b 2910 746 20 
a a a,b b b b 2938 742 20 
a a,b a b b b 2938 742 20 
a a a,b b b b 3122 771 20 
a a a b b b b 3123 773 20 
a a a b b b b 3151 769 20 
a a a,b b b b 31/51 769 20 

6 * * * * * * 2919 716 18 
* * * * * * 2966 713 18 
* * * * * * 3018 726 L5 

* * * * * * 3076 730 L5 

* * * * * * 3546 803 13 
* * * * * * 3547 824 13 

5 * * * * * 3133 714 8 
* * * * * 3219 733 8 

* * * * * 3551 787 13 
* * * * * 3597 801 13 

('a' = above pinch; 'b' = below pinch) 
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2909 m2 and $744,000 (7 matches), 2919 m2 and $716,000 (6 matches), and 3133 m2 

and $714,000--(5 matches). (For comparison, the area and capital cost targets with no 

stream match restrictions are 2896 m2 and $714,000.) As expected, the area target 

increases when the number of matches is reduced. However, from the capital cost 

targets, we can see the trade-off between area and the number of units: for HENs 

with five or six units ( one for each match), capital costs should be roughly the same; 

HENs with seven units will likely be more expensive than those with fewer units. 

To our knowledge, no other existing area or capital cost targeting method can 

predict the trade-off between area and the number of units; in particular, since 

other methods cannot handle constraints on stream matches, they cannot predict 

the increase in area as the number of units is reduced. Thus existing capital cost 

targeting methods use the same amount of area-calculated with no stream match 

restrictions-for any number of units. 

We used the computer program MAGNETS (Floudas et al., 1986)-with the 

matches and heat loads from the best five-, six- and seven-match area targeting NLP 

solutions listed in Table 2.7-to synthesize the networks shown in Fig. 2.27. In each 

of these networks, the units and their loads correspond to the matches and their loads 

in the NLP solutions. All three HENs have areas and capital costs within 3% of their 

respective targets (Table 2.8). 

If we had not specified the matches and heat loads for MAGNETS, the program 

would have used the matches and heat loads given by solution of units targeting 

MILP (P2). The difficulty with this MILP is that it selects the matches and loads 

with no regard for area. In fact, when we used MILP (P2) to determine all feasible 
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(A) 

H1 423 K 
975m 2 

333 

1441 338.3 
156 

H2 363 338 C 333 
336.8 400 

289m 2 

398 355 293 C1 
1075 kW 

373 298 C2 

1800 
(B) 

428m 2 647 
H1 423 K 378 333 

H2 363 333 

289m 2 

398 355 293 
C1 

1075 kW 

373 343 298 C2 

9 

(C) 
153 m2 

363 
416 

333 

423 

lH2l 
363 

343 293 
C1 

373 343 298 C2 
900 1350 

Figure 2.27: HENs obtained with MAGNETS by using the matches and heat loads 
from the best (a) 5-match, (b) 6-match, and ( c) 7-match solutions of the area targeting 
(Example 2.4). 
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Table 2.8: Areas and capital costs of the HENs synthesized from the best five-, six­
and seven-match solutions of the area targeting NLP (Example 2.4). 

Number Area Capital Cost 
of Network Target % over Network Target % over 

·Matches (m2) (m2) Target (1000$) (1000$) Target 
5 3215 3133 2.6 732 714 2.,1 
6 2960 2919 1.4 729 716 1.8 
7 2925 2909 0.6 746 744 0.3 

sets of matches for this example, it tended to choose the sets of matches in order 

of decreasing area as we applied integer cuts; in particular, before applying the first 

integer cut, the MILP tended to choose among the sets of matches requiring most 

area. ■ 

Gundersen and Grossmann (1988) recently developed a variation of units targeting 

11ILP (P2) where the difference from "vertical" matching ( countercurrent matching 

on the composite curves) is minimized at the same time as the number of units. Since 

the composite curves yield a rigorous area target when the heat transfer coefficients 

are equal, this "vertical" units targeting MILP chooses sets of matches leading to good 

area when the heat transfer coefficients are similar. However, when the heat transfer 

coefficients cliff er widely, matching far from vertical is generally required to minimize 

area, and the area and capital cost targeting NLPs in this chapter will better choose 

sets of matches leading to lower area and cost. 
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2.6 Summary 

This chapter presents a pair of "transshipment" NLPs to calculate the area and cap­

ital cost targets (for fixed design conditions) for HEN synthesis problems with limits 

on the number of matches/units, forbidden matches, unequal heat transfer coeffi­

cients, and different capital cost laws (for different materials of construction, pressure 

ratings, etc.). With these new targeting NLPs, one can truly predict the trade-off be­

tween area and the number of units. In addition, by requiring the presence of selected 

matches with specified areas, area and capital cost targets can be calculated for re­

vamp synthesis. And since these NLPs allow noncountercurrent stream matching ( as 

opposed to the completely countercurrent stream matching implied by the composite 

curves), they can rigorously handle problems with unequal heat transfer coefficients 

among any number of hot and cold streams. For problems with one cold and sev­

eral hot streams ( or vice versa), the area targeting NLP reproduces the rigorous area 

target of Nishimura (1980). 

Just as the composite curves provide a model for the "ideal" temperature pro­

files in a HEN with no stream match constraints and equal heat transfer coefficients, 

solution of the area or capital cost targeting NLP provides a model for the "ideal" 

temperature profiles in a HEN with stream match constraints and unequal heat trans­

fer coefficients. In addition, the NLP solution gives the proper choice of matches and 

a good heat load distribution for minimizing area (or capital cost). We show that a 

HEN can always be synthesized with a one-to-one correspondence between units and 

loads in the HEN and matches and loads in the NLP solution. These matches and 

heat loads provide an excellent starting point for synthesis of HENs which achieve 
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( within a few percent) the area and capital cost targets, while using the same number 

of units as there are matches in the NLP solution. 
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I. Introduction 

Research on the synthesis of economically optimal heat exchanger 
networks (HENs) has been performed for over 15 years (Nishida et al., 
1981). As a result of this research, two general conclusions have emerged: 
( 1) the optimum network generally features minimum or close to minimum 
utility consumption, and (2) the optimum network generally has a mini-
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mum or close to m1mmum number of units (exchangers, heaters, and 
coolers).· 

As aids in synthesizing economically optimal HENs, targets have been 
developed to predict before synthesis the minimum utilities required 
(Hohmann, 1971; Raghavan, 1977; Linnhoff and Flower, 1978) and the 
minimum units required (Hohmann, 1971) for given values of the stream 
supply and target temperatures and heat capacity flow rates and an 
assumed value of minimum approach temperature .l Tm· Thus most recent 
HEN synthesis algorithms decompose the sy·nthesis problem into at least 
two stages: (1) targeting of minimum utilities and minimum units and 
(2) synthesis of a HEN structure with minimum utility consumption and 
with minimum or close to minimum number of units. 

Most recent synthesis algorithms are also based upon the principles of 
the thermodynamic "pinch" ( Linnhoff et al., 1979; U med a et al. , 1978). 
Recognition of the pinch provided great physical insight into the problem 
of HEN synthesis. The reader is assumed to be familiar with the principles 
of the pinch and with general methods for HEN synthesis [e.g., pinch 
design method (Linnhoff et al., 1982; Linnhoff and Hindmarsh, 1983), 
structural optimization methods for selection of a minimum set of stream 
matches (Papoulias and Grossmann, 1983), and determination of the most 
economical network structure (Floudas et al., 1986) from_ the predicted 
matches). , 

The difficulty with these synthesis methods is that they generate HENs 
for fixed nominal values of the stream supply temperatures and flow rates 
and for assumed nominal values of the heat transfer coefficients. In an 
industrial HEN, the supply temperatures and flow rates will vary (because 
of unpredictable environmental disturbances or because of predictable 
feedstock and throughput changes), and the heat transfer coefficients are 
highly uncertain (due to fouling, etc.). The HEN syntqesized for nominal 
conditions must be resilient (flexible) to changes in supply temperatures 
and flow rates and to uncertainties in heat transfer coefficients. 

In general, the entire process plant should be resilient. However, in a 
tightly energy-integrated plant, it is especially important that the HEN be 
resilient-if the HEN cannot operate, then neither can the plant. 

In the past, HEN resilience was often assumed if the HEN could operate 
for perceived "worst" cases (i.e., combinations of highest and lowest 
temperatures and flow rates. However, as the next section of this chapter 
demonstrates, the worst cases for resilience may not agree with intuition 
(e.g., nonlinearities may cause the worst case for resilience to occur at 
intermediate values of temperatur.- and flow rate). 

A more sophisticated approach to analyzing HEN resilience is to use 
"shifting" arguments. By considering the effects of temperature and flow 



rate disturbances as they are shifted and/or propagated toward the heaters 
and coolers (which can absorb the disturbances), one can gain physical 
insight into the problem of HEN resilience. However, the shifting argu­
ments are difficult to apply quantitatively to HENs with several degrees of 
freedom (several exchangers more than the minimum required and/or 
stream splits), and it is difficult to study interactions between multiple 
disturbances. 

In this chapter more systematic methods for HEN resilience analysis and 
three procedures for synthesis of resilient HENs are reviewed. Section II 
demonstrates how simple, empirical HEN resilience tests can fail and 
establishes the need for more systematic HEN resilience analysis 
methods. Section III presents several rigorous analysis methods, states 
the conditions when they are linear, and includes special nonlinear 
forms. Section IV reviews three procedures for synthesis of resilient 
HENs: (1) synthesis based on a resilience target (Colberg et al., 1988); 
(2) "multiperiod" synthesis-analysis-resynthesis algorithm (Floudas and 
Grossmann, 1987b), which is an extension of the structural optimization 
synthesis algorithm for fixed stream conditions; and (3) synthesis using 
"downstream (disturbance) paths" (Linnhoff and Kotjabasakis 1986). 

The scope of this chapter is limited to resilience of HENs in the steady 
state. Obviously, it is important that a HEN be controllable and that it be 
resilient to dynamic changes in temperature and flow rate· (Morari et al., 
1985). However, dynamic resilience will not be addressed. Also, many of 
the resilience concepts reviewed here were developed for general chemical 
processes (Grossmann and Morari, 1983; Swaney and Grossmann, 1985a; 
Grossmann and Floudas, 1987; Linnhoff and Kotj abasakis, 1986). However, 
in this chapter they will be applied specifically to HENs. 

II. Empirical versus Systematic Methods 
for HEN Resilience 

A. WHY EMPIRICAL METHODS CAN FAIL: 

MOTIVATING EXAMPLES 

The conventional procedure for introducing resilience in a HEN ( or 
general process plant) is to use empirical overdesign. That is, a nominal or 
"conservative" basis is selected for designing and optimizing the HEN. 
Empirical safety factors based on past experience are applied to the 
equipment sizes and extra units are also often introduced. However, 
although this empirical procedure will in general add resilience and 
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flexibility of operation to a HEN, it has the following drawbacks: 

1. Not much insight is gained on how much (if any) resilience is added 
for a given degree of overdesign. 

2. The "most conservative" or "worst case" basis for design may not be 
the one the designer would intuitively expect. 

3. Conditions that give rise to infeasible operation may not be detected 
since interactions among different exchangers are not explicitly taken into 
account. 

4. The resulting overdesigned network may not operate efficiently and 
may not be optimal from an economic viewpoint. 

The following two examples demonstrate these drawbacks of empidcal 
overdesign. 

Example 1 (from ·Grossmann and Morari, 1983). Traditional industrial 
practice generates resilient HENs by designing them for what are per­
ceived to be "extreme" operating conditions. Naturally, if these extremes 
are selected properly, the HEN will perform satisfactorily for the whole 
range of expected conditions. This example demonstrates that the proper 
selection of "extremes" is far from trivial and that seemingly logical 
choices can lead to extremely poor systems. 

The HEN shown in Fig. la was designed for the problem data shown. 
There are no other designs with fewer heat transfer units, and the approach 
temperatures fall nowhere below 10 K; therefore this structure is likely to 
be close to optimal economically. However, it is known that the heat 
capacity flow rate of stream Shi can be as large as 1.85 kw/Kat times. The 
natural approach of the design engineer would be to test his design for this 
extreme condition. The test reveals that the network structure also per­
forms satisfactorily at this flow rate (Fig. lb). It appears logical to expect 
that the structure can handle all flow rates in the range 1-1.85 kW /K. 

Figure le reveals that this is not the case. Even if exchanger 1 had infinite 
area (ie., infinite overdesign factor), for a heat capacity flow rate of 
1.359 kW /K the outlet temperature of stream Shi cannot be decreased 
below 344 K. With a reasonable approach temperature difference of 10 K 
(Fig. ld), the minimum attainable outlet temperature for stream Sh 1 is 
375.4 K, corresponding to a target temperature violation of 52 K. If Shi 

were the feed stream to a reactor, this design error could have serious 
consequences. 

By switching the cooler from stream Sh2 to Shi the network can be made 
resilient (Fig. le). In all exchangers the approach temperatures exceed 
10 K over the whole range of flow rate variations 1 :s wh1 :s 1.85 kW /K 
and therefore capital costs remain reasonable. The example shows that 
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1 kW/K 

2kW/K 

sc1 3kW/K 

sc2 2 kW/K 

1.85 kW/K 

2kW/K 

sc1 3kW/K 

sc2 2kW/K 

344 >323 
1.36 kW/K 

2 kW/K 

>-----........,"'--5 c1 3 kW/K 

2kW/K 

F10. 1. HEN structures for Example 1: (a) Feasible for nominal flow rate wh 1 = 
1.0 kW /K. (b) Feasible for extreme flow rate wh 1 = 1.85 kW /K. (c) Target temperature 
violation of 21 K with intermediate flow rate wh 1 = 1.359 kW/K (with .lTm = 0 K). 
(d) Target temperature violation of 52 K with intermediate flow rate wh 1 = 1.359 kW /K 
(with arm= 10 K). (e) Resilient for 1.0 s wh1 s 1.85 kW/K. (f) Resilient for modified 
example (T~2 = 393 K). 
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Sh1 1.36 kW/K 

Sh2 2 kW/K 

fiT=10 
1 

sc1 3kW/K 

sc2 2kW/K 
d 

Sh1 1.0 • 1.85 kW/K 

Sh2 3 2kW/K 

Sc1 3kW/K 

e Sc2 2kW/K 

Sh1 
583 

1.0 • 1.85 kW/K 

Sh2 2 2kW/K 

393 313 
sc1 3 kW/K 

f Sc2 2kW/K 

F10. 1 (Continued) 

resilience may not be obtained with additional exchangers or excessive 
oversizing, but simply by a proper redesign of the network structure. 

Let us also look at the slightly modified problem in which the inlet tem­
perature of stream Sc2 is increased to T~2 = 393 K. The network structure 
in Fig. la suffers from the same deficiencies as before. A resilient structure 
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is shown in Fig. lf. It involves only three heat exchangers, while the other 
structure· had four. Selecting networks with a larger number of transfer 
units not only increases capital costs, but can decrease resilience. Resil­
ience cannot be achieved by ad hoc addition of equipment, but by 
systematic design techniques based on a thorough understanding of the 
physicomathematical problem. 

Example 2 ( from Grossmann and Morari, 1983). In order to illustrate 
the problem of overlooking effects of interactions, consider the HEN 
shown in Fig. 2a. Note that in this case the outlet temperatures of streams 
Shi and Sc2 have been specified as inequalities: stream Sh 1 must be cooled 
down to at least 410 K, while stream Sc2 must be heated up to at least 
430 K. 

Assume that the areas of exchangers 1 and 2 are sized for nominal values 
of heat transfer coefficients U1 = U2 = 800 W /m2 Kand that the resulting 
areas are oversized by 20%. If such a design were implemented in practice, 
the following situation might occur. 

S 480 K h1 __________ __ 15 kW/K 

500 
30 kW/K 

385 
a 10 kW/K 

>-----+----=-- $ 30 kW/K 
c1 

425 < 430 

b 
>----'3 .... 8--5- $ 10 kW/K c2 

FIG. 2. HEN structure for Example 2: ( a) Feasible with nominal heat transfer coefficients. 
(b) Infeasible with heat transfer coefficients + 20% and - 20% of their nominal values in 
exchangers 1 and 2, respectively. 
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Suppose that U1 is 20% higher than its nominal value while U2 is 20% 
lower. For such a case, as shown in Fig. 2b, the exit temperature of stream 
Shi from exchanger 1 would drop from the expected 440 K down to 434 K 
owing to the larger heat transfer coefficient. However, with this change the 
temperature driving force in exchanger 2 is reduced, which when coupled 
with the lower heat transfer coefficient causes the outlet temperature of 
stream Sci from this exchanger to be 425 K, or 5 K below the minimum 
temperature that was specified. Therefore, for this realization of heat 
transfer coefficients the network attains infeasible operation since it 
violates the temperature specification. This example illustrates the danger 
of overlooking interactions when using empirical overdesign. 

It should be noted that this design satisfies the temperature specifications 
when both heat transfer coefficients are 20% lower than their nominal 
values, which intuitively would be regarded as the "worst" condition. Thus, 
this example also shows that identifying "worst" conditions for feasible 
operation may not always be obvious from intuition. 

Another point of the example is related to the choice of areas such that 
temperature specifications are not violated for any deviation of U1 and U2 
within ±20% of their nominal values. For instance, if one were to insist on 
oversizing the area of exchanger 1 by 20%, then the area of exchanger 2 
would have to be oversized by 108%. On the other hand,.,if one were to 
oversize exchanger 2 by 23%, then exchanger 1 would not have to be 
oversized, but rather it could be undersized by 16% ! This shows that the 
choice of a resilient design which is also economically optimal may not 
be obvious in general. Hence, the need for a systematic treatment 
of resilience and flexibility in process design should be evident. 

B. SYSTEMATIC METHODS: BASIC PROBLEM DESCRimONS 

The previous examples clearly demonstrate the need for more systematic 
methods to treat HEN resilience. In particular, systematic methods are 
needed to determine how much, if any, resilience is gained for a given 
degree of overdesign, or whether resilience can be improved by simple 
structural changes; to rigorously handle process interactions and to cor­
rectly identify "worst case" operating conditions; and to synthesize the 
structure and determine the minimal amount of oversizing to yield an 
economically optimal, resilient HEN. 

Before describing some basic problems in systematic analysis and 
synthesis of resilient HENs, we need to establish a common vocabulary of 
clearly defined terms. (Most of these definitions are adopted from Gross­
mann and Morari, 1983.) 
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Analysis means the study of the properties ( economics, resilience, etc.) 
of a given design. 

Design is the selection of variables (e.g., heat exchanger areas, max­
imum heater and cooler loads) which lead a given design structure (HEN 
topology or general process flow sheet) to have specified properties. 

Synthesis is the generation of the process structure. The structural 
variables (existence or absence of a process unit-e.g., exchanger-or 
interconnection between process units) can be represented by binary 
integer variables. 

Feasible refers to a process (HEN structure) which satisfies all physical 
constraints (nonnegative exchanger loads) and performance specifications 
(target temperatures, minimum approach temperature, specified energy 
recovery). 

Control is the manipulation of a degree of freedom (e.g., heater, cooler 
or exchanger load, stream split fraction) in order to make a process feasible 
and/ or economically optimal in the steady state. In this chapter, "control" 
is used in a static sense only; process dynamics are not considered. 

Uncertainty range is the range of uncertain variables in a design problem. 
The uncertainty range can consist of "external" uncertainties (e.g., supply 
temperatures and flow rates) and/or "internal" uncertainties (e.g., heat 
transfer coefficients). The uncertainty range is typically specified in terms 
of finite upper and lower bounds on each of the uncertain variables. 1 

Flexible refers to a process which remains feasible for every value of the 
uncertain variables in the uncertainty range despite desired changes to the 
process (e.g., supply temperature and flow rate variations due to feedstock 
changes). 

Resilient processes are those which remain feasible for every value of the 
uncertain variables in the uncertainty range despite undesired changes to 
the process (e.g., environmental disturbances in supply temperatures, 
fouling of heat transfer surfaces). Mathematically, flexibility and resilience 
are the same problem; in this chapter, the two terms are used synony­
mously. 

Several types of problems can be defined for the analysis and synthesis of 
resilient HENs. Some basic problems are verbally described here. In the 
next section, these problems are defined mathematically and interpreted 
graphically. In subsequent sections, algorithms are presented for solving 
these problems. 

1 In all of the resilience analysis techniques reviewed here, the uncertainty range can be 
extended to include variable target temperatures. In addition, if any of the uncertainties are 
correlated, then the uncertainty range should include only the independent uncertainties with 
all the dependent uncertairuies expressed in terms of the independent ones. 
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1. Feasibility Test 

For assumed, fixed values of the uncertain variables, can the "control 
variables" (degrees of freedom) be manipulated so as to make the HEN 
feasible (Saboo et al., 1987a)? Note that feasibility of a HEN depends on 
several factors: assumed values of the uncertain variables, feasibility 
constraints (e.g., value of ~Tm, specified level of energy recovery), values 
of the design and structural variables chosen by the designer before the 
feasibility test ( or analogously before plant operation), and the fact that 
control variables are allowed to vary during the feasibility test ( or 
analogously during plant operation). 

Many earlier researchers neglected the fact that degrees of freedom are 
usually available in a process plant (HEN) which can be manipulated 
during plant operation so as to maintain feasibility (review by Grossmann 
et al., 1983). By not allowing the control variables to vary, the feasibility 
test can be unnecessarily conservative. 

2. Resilience (Flexibility) Test 

Is the HEN feasible for every value of the uncertain variables in the 
expected uncertainty range? Note that whether a HEN is resilient depends 
upon the size of the expected uncertainty range ( which the designer must 
estimate), in addition to the factors listed earlier which affect HEN 
feasibility. This test can be used to identify "worst case" values of the 
uncertain variables and to determine whether design changes make a 
formerly nonresilient HEN resilient in the specified uncertainty range. 
(Note that Halemane and Grossmann (1983) and Grossmann and Floudas 
(1987) call this test a "feasibility test" and that they have no specific name 
for the test with assumed, fixed values of the uncertain variables. In this 
chapter, we follow the terminology of Saboo et al. (1987)]. 

3. Resilience (Flexibility) Index 

The resilience (flexibility) test is a yes-no test of HEN resilience in a 
specified uncertainty range. A more general problem is to measure the size 
of the largest uncertainty range for which the HEN is resilient (flexible). 
The resilience and flexibility indices are two different measures of the 
largest uncertainties (from assumed nominal values of the uncertain vari­
ables) for which a HEN remains feasible (Saboo et al., 1985; Swaney and 
Grossmann, 1985a). Note that these indices depend upon the choice of 
nominal values for the uncertain variables. These indices can be used to 
determine how much resilience (flexibility) is gained for a given design 
change ( overdesign or structural change) and to identify "worst case" 
values of the uncertain variables which limit HEN resilience. 
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4. Synthesis of Resilient H ENs 

The problem of synthesizing HENs which are both economically optimal 
and resilient can be posed in many forms. Should HEN cost be minimized 
only for "worst case" values of the uncertain variables (minimax strategy), 
or should the "expected" cost of the HEN-averaged over the expected 
frequency of occurrence of each value of the uncertain variables-be 
minimized? Should HEN feasibility be guaranteed only at the values of the 
uncertain variables which minimize cost or for the whole range of uncertain 
variables? Grossmann et al. ( 1983) review the approaches of several earlier 
researchers in uncertain process design. Later in this chapter, methods are 
presented to synthesize HENs in which the cost is minimized for several 
values of the uncertain variables (to approximate the minimax strategy) 
and which are resilient for the entire uncertainty range (Floudas and 
Grossmann, 1987b; Colberg et al., 1988). 

Ill. Analysis of HEN Resilience 

A. GENERAL PROBLEM FORMULATIONS 

In this section, general mathematical formulations and graphic inter­
pretations are presented for several resilience analysis problems: 
(1) feasibility test, (2) resilience (flexibility) test, (3) flexibility index, and 
( 4) resilience index. 

I. Feasibility Test 

The physical performance of a HEN can be described by the following 
set of constraints (Grossmann and Floudas, 1987): 

h(d, z,x, 8) = 0, g(d, z,x, 8) ::s 0 (1) 

where h is the. vector of equations (mass and ene,rgy balances, energy 
recovery specification) which hold for steady-state operation and g is the 
vector of inequalities (target temperature and~ Tm specifications; nonnega­
tive load constraints) which must be satisfied if operation is to be feasible. 
The variables are classified as follows: d is the vector of design variables 
that define the HEN structure and exchanger sizes. These variables are 
fixed at the design stage and remain constant during plant operation. Here 
0 is the vector of uncertain variables (uncertain supply temperatures and 
flow rates, heat transfer coefficients, etc.). The vector z of control variables 
stands for the degrees of freedom that are available during operation and 
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which can be adjusted for different realizations of uncertain variables 0. 
Finally, x is the vector of state variables which is a subset of the remaining 
variables and which has the same dimension as h. 

For a given HEN design d and for any realization of 0 during operation, 
the state variables can in general be expressed as an implicit function of 
control variables z using equalities h, 

h(d,z,x,0) = o ⇒ x = x(d,z,0) 

This allows elimination of the state variables, and the HEN performance 
specifications can be described with the following reduced set of inequality 
constraints: 

gm[d, z,x(d, z, 0), 0) = fm(d, z, 8) :S 0 (m EM) (2) 

where M is the index set for the inequalities. It should be noted that 
elimination of the state variables is done at this point for the sake of 
simplicity in presentation; the actual numerical algorithms for analyzing 
HEN resilience do not require elimination of the equality constraints. 

A HEN is feasible for assumed, fixed values of uncertain variables 0 if 
control variables z can be found to satisfy the reduced set of constraints. 
The HEN feasibility test can be formulated as follows to minimize the 
maximum constraint violations (Halemane and Grossmann, 1983): 

1/1( d, 8) = min max f m ( d, z, 0) (3) 
z meM 

This minimax problem can be converted to a simpler nonlinear program 
(NLP) by introducing a slack variable f3 to measure violations of the 
inequality constraints: 

i/l(d, 8) = min /3 (4) 
z,/3 

subject to 

f m(d, z, 0) :s. /3 (m EM) 

The HEN is feasible for the assumed values of the uncertain variables 8 if 
and only if 1/1 :S 0. 

In terms of the actual HEN feasibility constraints (including the equality 
constraints), NLP (4) can be expressed more explicitly as (Saboo et al., 
1987a) 

1/J = min f3 (5) 
u,v,/3 

subject to: 

(Al) Energy balances on all exchangers, heaters, and stream splits: 

A(u, w)t 5 + B(u, v, w)v = b 



(A2) Specified energy recovery: 

~ tr = aH(t5
, w) 

k 

(B 1) .:l Tm constraints on all exchangers: 

C(u, w)t5 + D(u, v, w)v + p s {3e 

(B2) Nonnegative exchanger and cooler loads: 

E(u, w)t5 + Gv + r s f3e 

(B3) Nonnegative heater loads: 

-[HS {3e 

where t5 is the vector of supply temperatures; w the vector of inlet heat 
capacity flow rates; 

is the vector of uncertain variables (constant for feasibility test); u the 
vector of stream split fractions; t1 the vector of intermediate stream 
temperatures (between exchangers); [H the vector of heater loads; 

is the vector of state and control variables ( excluding stream split frac­
tions); H the minimum heating requirement; a the factor by which heating 
target is relaxed from minimum heating requirement; 

e = [1 1 · · · l]T 

b, G, p, rare constant vectors and matrices; A, C, E are matrices whose 
elements are functions of u and w; and B, Dare matrices whose elements 
are functions of u, v, and w. 

If the HEN has more than the minimum number of exchangers (say 
nu more than the minimum) and nT variable target temperatures, then 
nu + nT of the intermediate stream temperatures and heater loads can be 
chosen as control variables. Stream split fractions are always available as 
control variables. These variables are adjusted to try to make the HEN 
feasible for the assumed, fixed values of the uncertain supply temperatures 
and flow rates. The HEN is feasible if and only if 1/1 s 0. 

2. Resilience (Flexibility) Test 

Resilience of a HEN represents its ability to accommodate uncertainty in 
a set of selected variables. The resilience properties of a HEN can be 



completely described by the feasible region R (Fig. 3) in the space of 
uncertain variables: 

R = {[813 z]fm(d,z,8) s O 'v m EM} 

or equivalently 

R = {8lt/l(d, 8) s O} 

The boundary of R is determined by t/1 = 0. Individual segments in the 
boundary of Rare determined by f m = 0, m E M. Values of the uncertain 
variables 8 lying inside feasible region R allow the control variables z to be 
adjusted so that all the feasibility constraints can be satisfied. For values of 
8 lying outside the feasible region, the control variables cannot be adjusted 
to satisfy all the feasibility constraints. 

~ 9U 
1 1 

F10. 3. Feasible region R and uncertainty ranges 8 for resilient and nonresilient HENs: 
(a) Resilient HEN (8 CR). (b) Nonresilient HEN (8 (t. R). 
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The resilience (flexibility) test determines whether a HEN is resilient 
(flexible) throughout a specified uncertainty range 0, 

0 = {0l0L s 0 s 0u} 

where 0L and 0u are vectors of lower and upper bounds, respectively, 
specified by the designer to describe the expected range of uncertainty. 
(Note that resilience and flexibility are used synonymously to describe the 
same test.) In other words, the resilience test determines whether the 
specified uncertainty range 0 lies entirely within feasible region R (see 
Fig. 3). 

A HEN is resilient throughout uncertainty range 0 if and only if the 
HEN is feasible ( 1/1 s 0) for all 0 E 0. In mathematical terms, a HEN is 
resilient in 0 if and only if x(d) s 0, where 

x(d) = max 1/,(d, 0) (6) 
9E8 

(Halemane and Grossmann, 1983). Substituting the definitions of 1/, from 
Eqs. (3) and (4), two equivalent formulations for x(d) in terms of the 
feasibility constraints are 

and 

subject to 

x(d) = max min max fm(d, z, 0) 
9E8 z mEM 

x(d) = max min {3 
9E8 z./3 

(m EM) 

(7a) 

(7b) 

If x(d) > 0, then at least one of the feasibility constraints is violated 
somewhere in the uncertainty range. 

In terms of the actual HEN feasibility constraints (including the equality 
constraints), problem (7b) can be expressed more explicitly as (Saboo 
et al., 1985a) 

x(d) = max min /3 (8) 
9 u.v./3 

subject to: 

(Al) Energy balances on all exchangers, heaters, and stream splits: 

A(u, w)t5 + B(u, v, w)v = b 

(A2) Specified energy recovery: 

L ,r = aH(tS, w) 
k 
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(B 1) AT m constraints on all exchangers: 

C(u,w)ts + D(u,v,w)v + p s {3e 

(B2) Nonnegative exchanger and cooler loads: 

E(u, w)t5 + Gv + rs {3e 

(B3) Nonnegative heater loads: 

-/HS {3e 

(B4) Uncertainty range: 

0L S 0 S 0U 

where 8 includes the uncertain supply temperature t5 and flow rates w 
and the control variables z are the degrees of freedom available in the 
intermediate stream temperatures and heater loads v and stream split 
fractions u. 

The solution 0c of max-min problem (8) defines a critical point for 
feasible operation-it is the point where uncertainty range 0 is closest to 
feasible region R if x(d) s O (Fig. 3a), or it is the point where maximum 
constraint violations occur if x(d) > 0 (Fig. 3b). In qualitative terms, the 
critical points in the resilience test are the worst case conditions for feasible 
operation. 

In general, 0c need not be a vertex of the uncertainty range (e.g., for 
some nonconvex feasible regions R). An algorithm for finding nonvertex 
critical points (active constraint strategy; Grossmann and Floudas, 1987) 
is described later. Swaney and Grossmann (1985a) establish sufficient 
conditions when the critical point must be a vertex of the uncertainty 
range. Of course, these conditions include the case when all the feasibility 
constraints (including the equality constraints) are linear. Section III,B 
discusses the conditions when the HEN feasibility constraints are linear. 

When the critical point must be a vertex of the uncertainty range, the 
HEN is resilient (x s 0) if and only if it is feasible ( 1/1 s 0) at every ver­
tex. In mathematical terms, semiinfinite problem (6) reduces to a finite 
optimization problem 

x(d) = max l/l(d, 81
) 

It Lv 
(9) 

where l/l(d, 81) is the value of the feasibility measure at corner point 01 

[ obtained by solving problem ( 4) or ( 5)], Lv is the index set for the 2n" 
vertices, and nu is the number of uncertain variables. The disadvantage of 
this approach is the large number of (N)LPs which must be solved (2n") 



even if the number of uncertain variables is reasonably small. Swaney and 
Grossmann (1985b) and Grossmann and Floudas (1985, 1987) have de­
veloped algorithms (including the active constraint strategy for linear prob­
lems) which avoid the need to solve an (N)LP for every vertex. 

Example 3 (adapted from Grossmann and Floudas, 1987). The HEN 
in Fig. 4 was designed for the heat capacity flow rates, target temperatures, 
and nominal stream supply temperatures shown. This HEN is to be tested 
for resilience in an uncertainty range of ::t 10 K in all stream supply 
temperatures. 

It can be shown that the resilience test for this HEN is linear (see Sec­
tion 111,B,1). Therefore the HEN is resilient if and only if it is feasible at 
every vertex of the specified uncertainty range. 

The following linear program (LP) can be formulated to check HEN 
feasibility at specified values of the supply temperatures: 

1/J = min /3 
subject to the following energy balances, 

HX 1: 1.5(Tf - Ts) = 2(T1 - Tf) 

HX 2: l(T] - T6) = 2(563 - T7) 

HX3: 1(T6 - TI) = 3(393 - Tf) 

load constraints, 

HXl: Tf - T1 s /3 

HX2: T1 - 563 s /3 
HX3: T] - 393 s /3 

C: 350 - Ts s /3 

S1 
t"H-620K T 350 

w1 • 1.5 kW/K 1 C 

S2 
~-583 TT S 323 

Wz • 1.0kW/K 

563 ~-388 S3 W:, •2.0kW/K 

393 ~-313 S W4 •3.0kW/K 
4 

.iTm-0 

F10. 4. HEN structure for Examples 3, 4, and 5. 



~Tm constraints, 

HXl: 

HX2: 

HX3: 

100 

T] - Ts< /3 

T1 - T6 :s /3 

T] - TI :s; /3 
and target temperature specification 

TI :s 323 
The energy recovery constraint reduces to O = 0 since there are no heaters. 

Application of this LP at each vertex of the uncertainty range yields the 
results shown in Table I. The HEN is not resilient since it is infeasible at 
several vertices. In particular, there are four critical vertices where Wmax = 
10.0. At all four .of these critical vertices, HEN feasibility is limited by a Tm 
violations in exchanger 2. 

3. Flexibility Index 

The resilience (flexibility) test is a yes-no test whether or not a HEN is 
resilient (flexible) in an expected uncertainty range. A more general 

Vertex 

-10 

5Tf 
(K) 

-10 

+10 

+10 -10 

+10 

5T1 
(K) 

-10 

+10 

-10 

+10 

-10 

+10 

-10 

+10 

° Critical corner points. 

TABLE I 

RESILIENCE TEST FOR EXAMPLE 3 

5T1 T'[ 
(K) "' Active constraints (K) 

-10 8.8 HX l ATm HX3 ATm 294.2 
+ 10" 10.0 HX2 ATm T[ = 323 323 
-10 4.8 HX l ATm HX3 ATm 298.2 
+ 10" 10.0 HX2 ATm T! = 323 323 
-10 0.8 HX 1 ATm HX3 ATm 302.2 
+10 0 HX2 ATm T! = 323 323 
-10 -3.2 HX 1 ATm HX3 ATm 303 
+10 0 HX2 ATm T'[ = 323 323 
-10 0 HX2 load HX 3 ATm 303 
+ 10" 10.0 HX2 ATm T[ = 323 323 
-10 0 HX2 load HX3 ATm 303 
+ 10" 10.0 HX2 ATm T[ = 323 323 
-10 -6.7 HX2 load HX3 ATm 303 
+10 0 HX 3 ATm T[ = 323 323 
-10 -6.7 HX2 load HX3 ATm 303 
+10 0 HX3 ATm Tl= 323 323 
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FIG. 5. Flexibility index F defines largest scaled hyperrectangle 0(F) for which HEN is 
resilient. 

approach is to measure the size of feasible region R with a numerical 
flexibility index. 

The flexibility index can be defined by considering how much larger ( or 
smaller) the expected uncertainty range 0 must be scaled so that it exactly 
fits inside feasible region R (Fig. 5). The family of scaled hyperrectangles 
0(s) can be parameterized by scale factor s as 

0(s) = {81 (8N - S ~8-) S 8 S (8N + S ~8+)} 

where 
and 

and 0(1) represents the expected uncertainty range. Then flexibility index 
Fis defined as the value of scale factors for which the hyperrectangle 0(s) 
exactly fits inside feasible region R[i.e., 0(F) is the largest scaled hyperrec­
tangle which can be inscribed in the feasible region (Swaney and Gross­
mann, 1985a)). 

A HEN is resilient in an expected uncertainty range 0(1) if and only if 
Fa: 1. This is the same information which the resilience (flexibility) test 
gives. But the flexibility index tells us even more. For instance if F = 0.5, 
we know that the HEN is not resilient in the specified uncertainty range; in 
addition, we know that the HEN can tolerate uncertainties only half as 
large as those expected. 

Whether a HEN is resilient in a specified uncertainty range is indepen­
dent of the choice of nominal values 8N of the uncertain variables in that 
range. However, the actual value of the flexibility index F does depend on 
the choice of 9N. 
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The problem of calculating the flexibility index can be mathematically 
formulated as 

F(d) = max s subject to 0(s) C R (10) 
s 

In terms of resilience measure x, this problem is equivalent to (Swaney 
and Grossmann, 1985a) 

F(d) = max s subject to x(d, s) s 0 (11) 
s 

Using the definition of x given by Eq. (7a), a formulation in terms of the 
feasibility constraints is 

F(d) = maxs subject to max min max/ m(d, z, 0) s O (12) 
s 9E8(s) z mEM 

and 

0(s) = {81 (8N - s A8-) s 8 s (8N + s A8+)} 

The solution 8c of problem (12) defines the critical point where the scaled 
hyperrectangle 0(F) meets the boundary of feasible region R (Fig. 5). Note 
that at the critical point, l/l(d, 8) = 0. In general, 9c need not correspond 
to a vertex of the hyperrectangle (e.g., for some nonconvex feasible 
regions R). An algorithm for finding nonvertex critical points (active 
constraint strategy; Grossmann and Floudas, 1985a) is described later in 
this chapter. Swaney and Grossmann (1987) establish sufficient conditions 
when the critical point must be a vertex of the hyperrectangle. Of course, 
these conditions include the case when all the feasibility constraints 
(including the equality constraints) are linear (Section IIl,B). 

When the critical point must be a vertex of the hyperrectangle 0(F), the 
simplest approach to calculating the flexibility index F is to maximize s in 
each vertex direction 81 (Fig. 5) by the following (N)LP (Swaney and 
Grossmann, 1985a): 

sr ( 81) = max s1 

z,s1 (13) 

subject to 

f m(d, z, 8) s 0 (m EM), 

Then the flexibility index is the smallest one of these: 

F = min s'* 
/ELv 

(14) 

The disadvantage of this approach is the large number of (N)LPs which 
must be solved (2"u) even if the number of uncertain variables is 
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reasonably small. Swaney and Grossmann (1985b) and Grossmann and 
Floudas (1985, 1987) have developed algorithms (including the active 
constraint strategy for linear problems) which avoid the need to solve an 
(N)LP for every vertex direction. 

In terms of the actual HEN feasibility constraints (including the equality 
constraints), (N)LP (13) can be expressed more explicity as 

s1
• ( tJ') = max s1 

u,v,s 
(15) 

subject to: 

(Al) Energy balances on all exchangers, heaters, and stream splits: 

A(u, w)t5 + B(u, v, w)v = b 

(A2) Specified energy recovery: 

L ,r = aH(tS, w) 
k 

(Bl) ATm constraints on all exchangers: 

C(u, w)t5 + D(u, v, w)v + p s 0 

(B2) Nonnegative exchanger and cooler loads: 

E(u, w)t5 + Gv + r < 0 

(B3) Nonnegative heater loads: 

-/HS 0 

(B4) Uncertainty directions: 

0 = 0N + s1(J1 

where 

Bt et 
8½' et 

91 = . 
- 9N, 92 = - 0N, ... ' 

8~ -1 u 0; -1 u 
9L 

nu 
9U 

nu 

92"u = 

ep 
0¥ 

- 9N 

0~ -1 u 

9U 
nu 

and ·0 includes the uncertain supply temperatures t5 and flow rates w. 

Example 4 (from Grossmann and Floudas, 1987). The flexibility index 
of the HEN structure in Fig. 4 is to be calculated with respect to an 
expected uncertainty range of + 10 K in all stream supply temperatures. 
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The supply temperatures shown in Fig. 4 are the assumed nominal values. 
The following LP can be formulated to maximize the scale factor s1 in 

each vertex direction: 

s1• = maxs1 

subject to the following energy balances, 

HX 1: 1.5(T~ - T5) = 2(T7 - Tj) 

HX 2: l(Ti - T6) = 2(563 - T7) 

HX3: 

load constraints, 

HXl: 

HX2: 

HX3: 

C: 

i:l Tm constraints, 

HXl: 

HX2: 

HX3: 

Tj - T7 s 0 

T1 - 563 < 0 

Tl - 393 s 0 

350 - T5 s 0 

Tj - T5 s 0 

T7 - T6 s 0 

Tl - TI s 0 

target temperature specification, 

and vertex directions 

where 

-10 

91 = 
-10 

92 = 
-10 ' 
-10 

TI s 323 

620 

583 
+ s19', 

388 
313 

-10 
-10 
-10 ' 
+10 

.. •,' 

+10 
+10 

916 = 
+10 

+10 

for the directions to the 16 vertices of the expected uncertainty range. Note 
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that the energy recovery constraint reduces to O = 0 since there are no 
heaters. -

Solution of the 16 LPs yields the results in Table II. The flexibility index 
is 0.5; thus the HEN can only tolerate uncertainties of ±5 Kin each stream 
supply temperature instead of the± 10 K expected. In particular, there are 
four critical vertices (s~in = 0.5). At all four of these critical vertices, HEN 
flexibility is limited by AT m violations in exchanger 2. 

4. Resilience Index 

A primary disadvantage of the flexibility index is the need to solve 2nu 
(N)LPs corresponding to the vertex directions when the critical point must 
be a vertex of the hyperrectangle 0(F). To decrease the required computa­
tional effort, Saboo et al. (1985) define a different index, the resilience 
index (RI), to measure the size of feasible region R. 

The RI is defined as the largest total uncertainty which the HEN can 
tolerate while remaining feasible: 

Vertex direction 

sn 
(K) 

8T1 
(K) 

-10 

+10 

+10 . -10 

+10 

srr 
(K) 

-10 

+10 

-10 

+10 

-10 

+10 

-10 

+10 

° Critical corner points. 

RI = max min ~181 - Bfl (16) 
fJER z I 

TABLE II 

FLEXIBILITY INDEX FOR EXAMPLE 4 

871 Tl 
(K) s'. Active constraints (K) 

-10 0.56 HX 1 il.Tm HX3 il.Tm 307.4 
+ 10" 0.5 HX 2 ilTm Tl= 323 323 
-10 0.7 HX l il.Tm HX 3 il.Tm 306 
+ 10" 0.5 HX2 ilTm Tl= 323 323 
-10 0.933 HX 1 6-Tm HX 3 ilTm 303.67 
+10 1.0 HX 2 ilTm Tl= 323 323 
-10 1.4 HX 1 ilTm HX 3 ilTm 299 
+10 1.0 HX 2 ilTm Tl= 323 323 
-10 1.0 HX2 load HX 3 ilTm 303 
+ 10" 0.5 HX 2 ilTm Tl= 323 323 
-10 1.0 HX2 load HX 3 ilTm 303 
+ 10" 0.5 HX 2 ilTm Tl= 323 323 
-10 3.0 HX 2 load HX 3 ilTm 283 
+10 1.0 HX2 ilTm Tl= 323 323 
-10 ' 3.0 HX2 load HX 3 ilTm 283 
+10 1.0 HX2 ilTm Tl= 323 323 
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subject to 

fm(d, z, 8) ~ 0 (m EM) 

Geometrically, the RI defines the largest polytope P which can be 
inscribed in feasible region R. For example, in Fig. 6 any pair of lines 
drawn from the origin oN in the coordinate directions 81 and Bi to the edge 
of the polytope will have the same total length 

RI = 101 - 8fl + 19-i - 8~1 
The solution 8c of max-min problem (16) is the critical point which 

limits the RI; that is, it is the point where the largest inscribed polytope 
meets the feasible region R. In general, oc need not correspond to a vertex 
of the polytope (e.g., for some nonconvex feasible regions R). However, to 
date no general algorithm has been developed to find nonvertex critical 
points which limit the RI. 

A sufficient condition that the RI be determined by a vertex critical point 
is that the feasible region R be convex. (Of course, a special case of this is 
when all the feasibility constraints are linear; see Section III,B.) Unfortu­
nately, when flow rates or heat transfer coefficients are included in the 
uncertainty range, the feasible region can be nonconvex (see Examples 1 
and 2 and Section III,C,3). Thus, current algorithms for calculating the RI 
are limited to temperature uncertainties only. 

When the feasible region R is convex, the RI is also the largest individual 
uncertainty which the HEN can tolerate while remaining feasible (in 
addition to being the largest total uncertainty). Thus the simplest algorithm 
for calculating the RI is to maximize the individual uncertainties which the 

9N 
1 

F10. 6. Resilience index (RI) defines largest polytope P for which HEN is resilient. 
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HEN can tolerate in each of two directions (Saboo et al., 1985): 

sot max = max ( 81 - or) 
z 

subject to 

(m EM), 

and 

SOI.max = max ( or - 81) 
z 

subject to 

(m EM), 

(17a) 

(17b) 

where fJ consists of temperature uncertainties only. Then the RI is the 
smallest one of these maximum individual uncertainties: 

RI = min {SOtmax, SOt.maJ 
I 

(18) 

For convex feasible regions, the primary advantage of the resilience 
index should now be apparent: Only 2nu (N)LPs need to be solved to 
determine the RI (since a polytope has only 2nu vertices), while zn. (N)LPs 
originally needed to be solved to determine the flexibility index (since a 
hyperrectangle has znu vertices). However, algorithms developed by Swaney 
and Grossmann (1985b) and Grossmann and Floudas (1985, 1987) 
dramatically decrease the number of (N)LPs which must be solved to 
determine the flexibility index and reduce the advantage of using the 
resilience index instead of the flexibility index. For nonconvex feasible 
regions, the active constraint strategy algorithm of Grossmann and Floudas 
(1987) can locate nonvertex critical points of the flexibility index, while no 
general algorithm is currently available to locate nonvertex critical points 
for the RI. 

The RI can be scaled in terms of maximum expected uncertainties like 
the flexibility index. Then the RI would be an upper bound on the 
flexibility index, since the RI only considers uncertainties in each stream 
individually, while the flexibility index considers uncertainties in all 
streams simultaneously. However, for HENs it seems reasonable to assume 
that the uncertainty in each stream's supply temperature is roughly 
inversely proportional to that stream's heat capacity flow rate (i.e., that 
each stream is subject to roughly the same "load uncertainty"). Thus the 
RI is calculated in terms of load uncertainty Sl7 or SI,, where 

&; = w;(sor> = w;(sTr+>, s,, = w;(so,> = w;(sT~-> 

and w; is the heat capacity flow rate of stream i and ST~+ (ST~-) is the 
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pos1t1ve (negative) uncertainty in the supply temperature of stream S; 
relative to its nominal value. 

Now in terms of the actual HEN feasibility constraints (including the 
equality constraints), (N)LPs (17) can be expressed more explicity as 
(Saboo et al., 1985) 

subject to: 

oftmax = max of( 
u. v. 15/t 

(19) 

(Al) Energy balances on all exchangers, heaters, and stream splits: 

A(u, w)t5 + B(u, v, w)v = b 

(A2) Energy recovery specification: 

L ,r = aH(t5
, w) 

k 

(Bl) ATm constraints on all exchangers: 

C(u, w)t5 + D(u, v, w,)v + p :s; 0 

(B2) Nonnegative exchanger and cooler loads: 

E(u, w)t5 + Gv + r :s; 0 

(B3) Nonnegative loads in all heaters: 

-/H :s; 0 

(B4) Uncertainty directions: 

ts = 1sN + 
[

1/w1 

where 

0 

0 
5/7" 

' 
0 

0 

and n 5 is the number of streams. Similar (N)LPs are written for olt.max. 
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RI = min { oltmax , 5(max} 
i 

(20) 

Example 5 (adapted from Grossmann and Floudas, 1987). The resil­
ience index is to be calculated for the HEN shown in Fig. 4. The following 
series of LPs is formulated to determine the maximum load uncertainty 
allowed in a positive direction on each stream: 

oltmax = max 8/t 
subject to the same energy balance, ~ Tm, load, and target temperature 
constraints as in Example 4 and uncertainty directions for the four positive 

T~ 620 1/1.5 0 0 0 

ri 583 0 1/1.0 0 0 
5[i+ 

T~ 
= + 

388 0 0 1/2.0 0 

T~ 313 0 0 0 1/3.0 

where 

8/t 0 

511+ = 0 
5t4+ = 0 

0 ' 
. . . , 

0 

0 ar: 
uncertainty directions along the four streams. Similar LPs are also written 
for the four negative uncertainty directions. Note that the energy recovery 
constraint reduces to O = 0 since there are no heaters. 

Solution of the eight LPs gives the results in Table III. The RI is 19 kW 
and is limited by ~Tm in exchangers 1 and 2 for a positive uncertainty in the 
supply temperature of stream 2. 

In order to compare the resilience index with the flexibility index, 
suppose that the RI is scaled in terms of temperature rather than load. 
Then the temperature RI is 6.67 K (Table III), limited by positive 
uncertainty in the supply temperature of stream 4. (Note that the limiting 
uncertainty direction changes when the RI is rescaled from load to 
temperature.) This means that the HEN can tolerate uncertainty of 6.67 K 
in any individual stream supply temperature in either a positive or negative 
direction. Because of linearity and convexity, it also means that the HEN 
can tolerate a total temperature uncertainty I,.I T;5 

- r;5NI of 6.67 K. no 
matter how the uncertainty is distributed among the streams. Note that this 
does not mean that the HEN can tolerate uncertainties of 6.67 K in all 
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TABLE III 

RESILIENCE [NOEX FOR EXAMPLE 5 

ar 1 -

direction (K) (kW) Active constraints t, 18.67 28 HX l il.Tm HX 3 il.Tm 
ft X X 

r; 19 l 9" HX l ~Tm HX 2 .lTm 
t; 330 330 HX l load T! = 323 
t; 42.5 85 C load HX 3 il.Tm 
/j 165 330 HX l load Tl= 323 
t:; 14 42 HX l aTm HX 3 .lTm 
r: 6.67b 20 HX 2 .lTm T! = 323 

a Critical point for load RI. 
b Critical point for temperature RI 

313 

322 
323 
313 
323 
299 
323 

four streams simultaneously. In fact, the flexibility index (Example 4) tells 
us that the HEN can only handle uncertainties of ±5 K in all four streams 
simultaneously. 

B. LINEAR RESILIENCE ANALYSIS 

Because of the ability of linear programs to guarantee a global optimum 
and because of the relative ease of solving LPs (as compared to NLPs), we 
wish to exploit the cases when HEN resilience analysis is linear. This 
section establishes sufficient conditions for linear HEN resilience analysis. 

A type of problem called class 2 is not amenable to straightforward 
linear analysis. In this type of problem, the form of the energy recovery 
constraint changes when the stream population at the pinch changes 
somewhere in the uncertainty range. This section defines and describes the 
differences betweeen class 1 and class 2 problems. 

1. Sufficient Conditions for Linear Resilience Analysis 

Saboo and Morari (1984) have determined the following sufficient 
conditions when analysis of HEN resilience is linear: 

Theorem 1 (Corner Point Theorem). Assume the following: (1) constant 
heat capacities and no phase change, (2) supply and target temperature 
uncertainties only ( no uncertainties in flow rates or heat transfer coef­
ficients), (3) constant stream split fractions (Saboo et al., 1987b), and 
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(4) "small" uncertainty range ("class 1" problem defined subsequently). If 
these assumptions are satisfied, then the HEN resilience analysis problem 
is linear. [In particular, matrices A, B, C, D, and £ are constant in the 
feasibility test (5), resilience test (8), flexibility index problem (15), and 
resilience index problem (19).) 

As a consequence of linearity (convexity), a HEN is resilient in a 
specified uncertainty range if and only if it is feasible at every corner point 
(vertex) of the uncertainty range. 

Saboo et al. (1985) have shown that under the assumptions of the corner 
point theorem, HEN resilience analysis problems with specified exchanger 
areas ( rather than specified ~Tm) are also linear. 

2. Definition of Class I and Class 2 Problems 

The assumptions of the corner point theorem are rather restrictive. They 
are also straightforward except for the meaning of "small" uncertainty 
range ("class 1" problem). 

In HEN synthesis, the pinch occurs at a stream supply, dew point, or 
bubble point (Saboo and Morari, 1984). A HEN resilience analysis 
problem is class 1 if the uncertainties are small enough that the stream 
population at the pinch is constant throughout the uncertainty range. If the 
uncertainties are too large, then the stream population at the pinch 
changes and the problem is class 2. 

As an example, consider the stream data in Fig. 7, where the only 
uncertain variable is the supply temperature T~2 of stream Shi• For an 
uncertainty range 470 !S T~2 !S 480 K, the pinch is always caused by the 
supply of stream Sh2 (Fig. 7a). Therefore this uncertainty range is class 1. 
However, if the uncertainty range is expanded to 460 !S T~2 :S 480 K, 
then stream Shi causes the pinch for T~2 < 470 (Fig. 7b), while stream Sh2 

still causes the pinch for T~2 > 470 (Fig. 7a). Thus for this larger 
uncertainty range, the stream population at the pinch changes, and the 
problem is class 2. 

Special cases of class 2 resilience analysis problems include when the 
problem changes from pinched to unpinched ( threshold) or when the 
problem changes from unpinched heating to unpinched cooling ( or vice 
versa). 

Saboo and Morari (1984) give the general test to determine whether a 
problem is class 1 or class 2. In their test the uncertainty range can include 
supply temperatures, target temperatures, and flow rates. (It would not 
matter whether the uncertainty range included heat transfer coefficients.) 
In this chapter, we restrict their test to problems with constant or piecewise 
constant heat capacities. 
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8kW/K 

410 
13 kW/K 

◄ 445 355 
Sc1 8kW/K 

530 470 ,,,,,,~- ..... , 390 
Sc2 6kW/K \,._.) 

a 

Sh1 
380 

8kW/K 

13 kW/K 

355 
8kW/K 

460 )--__ r-, _____ 3 __ 90 ___ $ 
'-_,.. c2 6kW/K 

b 
F10. 7. Class 2 problem-stream population at pinch changes when T~2 changes: 

(a) T~2 = 480 K, (b) T~2 = 460 K. 

Theorem 2. Let case B be the point in the uncertainty range which 
maximizes the HEN's cooling requirement and case C be the point which 
maximizes the HEN's heating requirement. (See Table IV for the supply 
temperatures, target temperatures, and flow rates corresponding to these 
two cases.) Then 

a. For any point in the uncertainty range, the pinch temperature T P is 
between the pinch temperatures for cases B and C: 

T c< T < Ta p - p - p 

where hot and cold stream temperatures Tare shifted to account for partial 
contributions to 6.T m (as in Linnhoff and Flower, 1978). 
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TABLE IV 

SUPPLY TEMPERATURES, TARGET TEMPERATURES, AND FLOW RATES CORRESPONDING TO 

MAXIMUM HEATING AND MAXIMUM COOLING (WHEN ALL STREAMS HAVE CONSTANT HEAT 

CAPACITY AND No PHASE CHANGE 

Supply Target Hot stream Cold stream 
Case 

Case B (maximum cooling) 
Case C ( maximum heating) 

temperatures temperatures flow rates 

Highest Lowest Highest 
lowest highest lowest 

flow rates 

Lowest 
highest 

b. The problem is class 1 if (i) the pinch is determined by the supply 
temperature, dew point, or bubble point of the same stream in both case B 
and case C (target temperatures cannot cause the pinch) and (ii) for any 
point in the uncertainty range, no stream supply temperature, target 
temperature2 , dew point, or bubble point is contained in the open 
temperature interval (Ti, T:), except for the stream supply, dew point, or 
bubble point temperature associated with the pinch. Otherwise the prob­
lem is class 2. 

Class 2 problems cause difficulties in HEN resilience analysis because the 
form of the energy recovery constraint changes as the stream population at 
the pinch changes. The energy recovery constraint is an energy balance 
above the pinch limiting the heating used by the network to be less than or 
equal to the heating required above the pinch (multiplied by some 
relaxation factor). When the form of the energy recovery constraint 
changes, the reduced form of the AT m and load constraints also changes. 
The following example illustrates how the form of the energy recovery, 
AT m, and loan constraints changes and how this can create nonconvex 
feasible regions for class 2 problems. 

Example 6 (adapted from Saboo et al., 1985). Consider the HEN in 
Fig. 8. Its resilience is to be tested in the uncertainty range 

,340 :s Tf2 :s 380 K, 270 :s T~2 :s 300 K 

Performing a case B-case C analysis for these stream data, we find that 
for case B (T~2 = 380 K, T~2 = 300 K) 140 kW of cooling and no heating 
are required and that for case C (T~2 = 340 K, T~2 = 270 K) 260 kW of 
heating and no cooling are required. Therefore this problem changes from 
unpinched cooling to unpinched heating and is class 2. 

2 Saboo and Morari (1984) forgot to include target temperatures in their statement of this 
theorem. It can be shown by counterexample that target temperatures must be included. 
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6kW/K 

S 
340 sT~2 s 380 

h2 
320 7kW/K 

~Tm•10K 

F10. 8. HEN structure for Examples 6 and 12. 

For the case when heating (and no cooling) is required, the energy 
recovery constraint is the net heating required by the network: 

t' 8 = 4(375 - 290) + 4(360 - T~2) - 6(480 - 430) - 7(T~2 - 320) (a) 

This constraint, along with the energy balances for the exchangers and 
heater, when substituted into the ~Tm and load constraints for exchanger 
2, yields 

10 < T~2 - Ts = 510 - 0.15T~ - T~2 

0 s Ts - T~2 = 1. 15T~2 - 570 

(b) 

(c) 

The feasible region defined by constraints (a)-(c) is the convex region 
below the dashed line in Fig. 9. All other feasibility constraints for the 
HEN (for the heating only case) lie outside this region. 

For the case when cooling (and no heating) is required, the energy 
recovery constraint reduces to /8 = 0. The ~Tm and load constraints for 
exchanger 2 become 

10 s T~2 - Ts = T~2 - 360 (d) 

0 s Ts - T~2 = 360 - T~2 

and the load constraint on the cooler becomes 

0 s /C = 6(480 - 430) + 7(T~2 - 360) 

- 4(375 - 290) - 4(360 - T~2) 

(e) 

(f) 

The feasible region defined by constraints ( d)-(0 is the convex region 
above the dashed line in Fig. 9. Note that the form of the constraints, and 
thus the shape of the feasible region, changes between the heating only and 
cooling only cases. 

Now consider the case when the network is allowed to use both heating 
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FIG. 9. Nonconvex feasible region for a class 2 problem (Examples 6 and 12). 

and cooling. The feasible region for this case is the union of the feasible 
regions for the heating-only and cooling-only cases. (The dashed line in 
Fig. 9 is no longer a constraint; it is simply the boundary where the network 
switches from heating to cooling.) This new feasible region is nonconvex. 
In particular, the HEN is not feasible for the intermediate case ( T~2 = 
360 K, T~2 = 295 K), while it is feasible for all four corner points of the 
specified uncertainty range. 

C. NONLINEAR RESILIENCE ANALYSIS 

Heat exchanger network resilience analysis can become nonlinear and 
nonconvex in the cases of phase change and temperature-dependent heat 
capacities, varying stream split fractions, or uncertain flow rates or heat 
transfer coefficients. This section presents resilience tests developed by 
Saboo et al. (1987a,b) for (1) minimum unit HENs with piecewise con­
stant heat capacities (but no stream splits or flow rate uncertainties), 
(2) minimum unit HENs with stream splits (but constant heat capacities 
and no flow rate uncertainties), and (3) minimum unit HENs with flow rate 
and temperature uncertainties (but constant heat capacities and no stream 
splits). 
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The nonlinear resilience tests developed by Sa boo et al. (1987a,b) are 
each for a rather specific case. A more general resilience analysis technique 
based on the active constraint strategy of Grossmann and Floudas 
(1985, 1987) is also presented. The active constraint strategy can be used to 
test the resilience of a HEN with minimum or more units, with or without 
stream splits or bypasses, and with temperature and/or flow rate uncertain­
ties (Floudas and Grossmann, 1987b). 

1. Resilience Analysis with Piecewise Constant Heat Capacities 

Most chemical processing plants include pure or multicomponent 
streams which change phase or which have strongly temperature-depen­
dent heat capacities. Under these conditions the minimum approach 
temperature in a network can occur anywhere inside an exchanger. There­
fore integral or differential equations are generally required to locate AT m. 

To allow algebraic equations to be used to locate ATm, assume that the 
heat capacities can be approximated by piecewise constant functions of 
temperature, with discontinuities at temperature breakpoints TeR,· Then 
for each exchanger, AT m can occur only at either end or at a breakpoint 
location inside the exchanger. However, a remaining difficulty is that since 
the intermediate stream temperatures are not known before the resilience 
test, the breakpoint locations are also not known a priori. 

To deal with this difficulty, the energy balance and AT m constraints are 
formulated by assuming that all breakpoints occur in every exchanger. 
(The energy recovery and load constraints are unaffected by the presence 
of breakpoints.) Then slack and integer variables are defined to correct the 
energy balance and AT m constraints for each exchanger in which any 
temperature breakpoint does not occur (Saboo et al., 1987a). 

a. Energy Balance Constraints. To demonstrate the energy balance 
constraint with piecewise constant heat capacities, consider the heat ex­
changer in Fig. 10, where it is assumed that the hot stream has one tern-

F10. 10. Heat exchanger with temperature breakpoint in hot stream. 
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perature breakpoint, 

T > TaR 
T< TaR 

and that the cold stream has no breakpoint. The energy balance constraint 
is (Sa boo et al., 1987a) 

wc(T4 - T3) = w~(T1 - TsR) + w~(TsR - T2) 

· + (w~ - w~) 77 1 + (w~ - w~) 173 (21a) 

Slack variables 77 are defined by 

Ti - TaR + 111 - 1'/2 = 0 (21b) 

TaR - T2 + 113 - 114 = 0 (21c) 

where integer variables m are used to allow only one of r,1 or 772 ( and only 
one of 773 or 774) to be nonzero: 

1'/1 s km1 (21d) 

112 s k(l - mi) (21e) 

773 s km2 (21f) 

774 s k(l - m2) (21g) 

1]i, 112, 1]3, 1]4 2: 0 (21h) 

m1, m2 = 0, 1 (21i) 

and k is an upper bound on the slack variables (e.g., the difference 
between the hottest and coldest temperatures in the network). 

The energy balance without the slacks ( 771 = 773 = 0) assumes that the tem­
perature breakpoint occurs inside the exchanger. To demonstrate that the 
energy balance is correct when the breakpoint occurs outside, consider the 
case when the breakpoint is upstream of the exchanger (T8 R >T1 > T2). 
Then constraints (21b )-(2li) give 

1'/1 = TaR - T1, 

774 = TaR - T2, 

and Eq. (21a) yields 

wc(T4 - T3) = w~(T1 - T2 ) 

7]3 = 0, 

m2 = 0 

which is the correct energy balance for the exchanger. 

b. ~Tm Constraints. If T BR occurs inside the heat exchanger in 
Fig. 10, then ~Tm can occur at either end or at the breakpoint inside the 
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exchanger. To set up the AT m constraint at the breakpoint, an energy 
balance constraint (similar to Eq. (21a)] is first formulated to define 
temperature T5 of the cold stream when the hot stream temperature is 
TaR: 

(22) 

Temperature T5 has no physical meaning when the breakpoint occurs 
outside the exchanger. Then the AT m constraint at the breakpoint is 
(Saboo et al., 1987a) 

(23) 

where K is a sufficiently large positive constant. If the breakpoint occurs 
inside the exchanger, then both m 1 and m2 are zero (from constraints 
(21b-21i)]. If the breakpoint occurs upstream (m 1 = 1) or downstream 
(m2 = 1) of the exchanger, then the ATm constraint at the breakpoint is 
not physically meaningful, and the term involving m 1 and m2 forces the 
constraint to be satisfied. 

The energy balance and AT m constraints are easily extended to situations 
with multiple breakpoints (Saboo et al., 1987a). 

c. Feasibility Test. If all the restrictions of the corner point theorem 
are satisfied except that the heat capacities are allowed to be piecewise 
constant, then the following mixed-integer linear program (MILP) can be 
formulated to test HEN feasibility for assumed, fixed values of the 
uncertain temperatures (Saboo et al., 1987a): 

i/J = min f3 
v,f3,T/,m 

subject to: 

(Al) Energy balances on all exchangers and heaters: 

Ats + Bv + NT/ = b 

(A2) Specified energy recovery: 

L l}! = aH 
k 

(Bl) llTm constraints on all exchangers: 

c,s + Dv + OTJ + p s f3e 

(B2) Nonnegative exchanger and cooler loads: 

Et5 + Gv + rs f3e 

(24) 
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S1 2kW/K (n415 K) 
14kW/K (TS415K) 

S2 510 13 kW/K 

445 
S3 

7kW/K (T~400 K) 
9kW/K (T:5400 K) 

530 390 S4 6kW/K 

~Tm•10K 

F10. 11. HEN structure with temperature breakpoints for Example 7 (infeasible). 

(B3) Nonnegative heater loads: 

-/HS {3e 

(B4) Definition of slack and integer variables: 

111 - km s L, T/k 2: 0, 

The HEN is feasible if and only if 1/1 s 0. 
Example 7 (from Saboo et al., 1987a). The HEN structure in Fig. 11 is 

to be tested if it is feasible for the supply temperatures shown. The heat 
capacities have two breakpoints: TaR, = 415 K in hot stream S1 and 
T aR

3 
= 400 K in cold stream S3 • 

In heat exchanger 1, Ts is the temperature of cold stream S3 correspond­
ing to hot breakpoint T BR, . Hot stream temperatures T6 and T7 in 
exchangers 1 and 3, respectively, correspond to potential locations of cold 
breakpoint T aR

3
• The minimum heating requirement is 180 kW for a 

specified ti Tm of 10 K. 
The constraints for exchanger 1 are formulated as follows. For overall 

energy balance: 

2(450 - 415) + 14(415 - 380) = 7(T3 - 400) + 9(400 - 355) + (7 - 9)771 

For energy balance to define temperature Ts of stream S3 corresponding to 
TaR1 : 

2(450 - 415) = 7(T3 - 400) + 9(400 - Ts) + (7 - 9)111 + (9 - 7)TJ3 

For energy balance to define temperature T6 of stream S1 corresponding to 
TaR1: 

2(450 - 415) + 14(415 - T6 ) + (14 - 2)TJs = 7(T3 - 400) + 7TJ1 
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For constraints defining slack variables 77;: 
.·. 
T3 - 400 + 771 - 112 = 0, 400 - Ts + 173 - 774 = 0 

415 - T6 + 115 - 176 = 0 

0 s 77 1 s km 1 , 

0 s 773 s km 2 , 

0 s 775 s km 3 , 

0 s 772 s k ( 1 - m 1) 

0 s 774 s k(l - m2 ) 

0 s 776 s k ( 1 - m 3 ) 

where k is a sufficiently large positive number. For approach temperature 
cons train ts: 

At hot end: 

At cold end: 

At TBR,: 

At TBR
3

: 

450 - T3 + /3 2: 10 

380 - 355 + /3 2: 10 

415 - T5 + /3 2: 10 

T6 - 400 + Km 1 + /3 2: 10 

where K is a sufficiently large positive number. For load constraint, the heat 
load of exchanger 1 will always be positive, since it is the only_exchanger on 
stream 1. Note that the ~Tm constraint at TBR, requires no integer vari­
ables [ as opposed to Eq. (23)] since T BR, must occur inside exchanger 1. 
The ~Tm constraint at TBR

3 
requires only one integer variable since T 8 R

3 

can occur only inside or downstream (but not upstream) of exchanger 1. 
Constraints for the other exchangers are formulated similarly. 

Solution of the MILP gives If, = 7 .2 K. Therefore the network is 
infeasible. Both breakpoints T BR, and T BR

2 
occur in heat exchanger 1. The 

corresponding temperatures are 

T5 = 412.2 K 

T6 = 408.7 K 

(corresponding to TaR, = 415 K) 

( corresponding to T BR
3 
= 400 K) 

The ~Tm violations also occur inside heat exchanger 1: 

~Tm - (415.0 - 412.2) = 7.2 K, ~Tm - (408.7 - 400.0) = 1.3 K 

The structure can be made feasible by shifting the cooler from stream 2 to 
stream 1 to increase the temperature driving force in exchanger 1. 

d. Resilience Test. Unfortunately, if the temperature breakpoints 
move to different exchangers when HEN feasibility is checked at different 
corner points of the uncertainty range, the corner point theorem may not 



121 

hold (Saboo et al., 1987a). However, for HENs with a minimum number of 
units, an MILP can still be formulated which is a necessary and sufficient 
resilience test. 

In a minimum unit HEN the intermediate stream temperatures and 
heater loads, and thus the breakpoint locations, are uniquely determined 
by the energy balance and energy recovery constraints. Thus for given 
supply temperatures and flow rates, the ~Tm violations ( and surpluses) and 
load violations (and surpluses) in each exchanger k are also uniquely 
determined. 

The ~Tm violations (,,) and surpluses ( uTJ can be defined by 

(25a) 

Integer variables mTk are used as follows to allow only one of Yrk or uT. to 
be nonzero: 

0 :s; Yrk :s; krmr. 

0 :s; uT. < kT(l - mr.) 

mT. = 0, 1 

(25b) 

(25c) 

(25d) 

where kr is a sufficiently large number (larger than the maximum possible 
~Tm violation or surplus). Load violations 'YL and surpluses uL are defined 
similarly using integer variables mL. 

By using these definitions for ~Tm and load violations and surpluses, the 
following MILP can be formulated to test the resilience of a minimum unit 
HEN with breakpoints (Saboo et al., 1987a): 

x = max ~ ( Yr + 'YL ) 
8 k k k 

subject to: 

(Al) Energy balances on all exchangers and heaters: 

Ats + Bv + NT/ = b 

(A2) Specified energy recovery: 

~ ltt = aH 
k 

(Bl) ~Tm constraints on all exchangers: 

Cts + Dv + OT/ + p = Yr - uT 

(B2) Nonnegative exchanger and cooler loads: 

Et5 + G v + r = 'YL - uL 

(26) 
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(B3) Nonnegative heater loads: 

-/H = yr - a-r 
(B4) Definition of slack and integer variables: 

111 - km :S L, IYT - kTmT :S 0, 

IuT - kTmT :S LT, lyL - kLmL :S 0 

luL - kLmL :S LL, 1..,,r - krmr :S 0, Ia{I - krmr :S Lr 

mk, mTe mLk, mt = 0, 1, 

(B5) Uncertainty range 

(JL :S (J :S (JU 

where fJ contains the uncertain supply temperatures. This MILP can be 
extended to include target temperatures in the uncertainty range. The 
HEN is resilient in the specified uncertainty range if and only if x = 0. 

2. Resilience Analysis with Stream Splits 

Resilience analysis for HENS can become nonlinear and nonconvex if 
varying stream split fractions are allowed. In this section nonlinear 
feasibility and resilience tests are presented for networks with stream 
splits, with the assumption that the network has a minimum number of 
units. This assumption often is not restrictive since many stream split 
networks do have a minimum number of units. 

a. Stream Split Constraints. For HENs with a minimum number of 
units, the heater loads and intermediate stream temperatures are uniquely 
determined by the energy balance and energy recovery constraints. These 
equality constraints can be solved simultaneously to obtain explicit 
expressions for the heater loads and intermediate stream temperatures in 
terms of the stream supply temperatures and stream split fractions. These 
expressions can then be substituted into some of the A.Tm constraints to 
form constraints on the stream split fractions (Saboo et al., 1987b). The 
following example demonstrates this procedure. 

Example 8 (from Saboo et al., 1987b). Resilience of the HEN in Fig. 12 
is tested in Example 9. In this example, the constraints on the stream split 
fractions are formulated. 

Note that the energy recovery' constraint reduces to 0 = 0 for this 
network since there are no heaters. The .energy balance constraints for the 
two exchangers can be solved for intermediate stream temperatures T5 and 
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FIG. 12. Minimum unit HEN structure with stream split (Examples 8, 9, and 11). 

T6 to give 

HXl: T 
- rs W3(TT - rn - W2(T~ - Ti) 

5- 3+-----------
U1W3 

HX2: T
6 

= T~ + w2 ( T~ - TI) 
UzW3 

The AT m constraints for this network are 

HXl: 

HX2: 

T~ - Ts 2:: ATm; 

T1 - T6 2: ATm; 

T4 - T~ 2:: ATm 

TI - T~ 2:: ATm 

Substituting for T5 in T~ - T5 2:: AT m yields 

(a) 

(b) 

(c) 

(d) 

_ wJCTT - T~) - w2(T~ - Ti) 2:: -[(Ts _ AT. ) _ rs] (e) 
U1W3 l m 3 

Note that T~ - ATm 2: T5 2:: T~ for the network to be feasible. Therefore 
the right side of inequality (e) is negative, and (e) becomes 

~ (w2TI + w3TT) - w2T~ - w3T~ 
U31 2: KJt - (-w3 ATm) + W3T~ - W3T~ (f) 
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Similarly, substituting for T6 in T~ - T6 2: AT m yields 

A (-w2TI) + w2T~ 
U32 2: g32 - S S (-w3 ATm) + w3T2 - W3T3 

(g) 

These stream split constraints replace the two ATm constraints used in their 
derivation. 

In general, assuming that any exchanger may be connected to either a 
cold stream split or a hot stream split (but not to both a cold stream split 
and a hot stream split), the stream split constraints have the form 

(27) 

where u;j is the stream split fraction of branch j in stream i and a;io, a iii, ciio, 

and ciil are constants depending on stream target temperatures, flow rates, 
and ATm (Saboo et al., 1987b). Under the same assumption, the load 
constraints can always be written in terms of unsplit streams. These results 
hold for any number of stream splits and for any number of exchangers 
connected to each branch of a stream split. 

b. Feasibility Test. If all the restrictions of the corner point theorem 
are satisfied except that the stream split fractions are allowed to vary, then 
the following.LP can be formulated to test the feasibility of a minimum unit 
HEN for assumed, fixed values of the uncertain temperatures (Saboo et al., 
1987b): 

subject to: 

1/J = min /3 u 

(Al) Mass balance at each stream split: 

~ Ujj = 1 Vi 
j 

(Bl) Constraints on stream split fractions: 

A aiio + Ii a;j1T? 
U;j + /3 2: g;j - ~ S 

c,10 + 4-<I c;11 Ti 

(B2) Load and ATm constraints not depending on u: 

vk ~ vko + ~ vk1T? :S /3 
I 

(28) 

The minimum unit HEN with stream splits is feasible if and only if 1/1 < 0. 



For the feasibility test, stream split constraints (B 1) are linear! In 
particular-, each gii is constant since the feasibility test is for specified supply 
temperatures. Also note that the energy balance and energy recovery 
constraints are not included in this feasibility test; they are used to 
determine constants ai;t, ci;t, and vkt in the stream split, load. and .iTm 
constraints. 

c. Resilience Test. For the resilience test, the stream split constraints are 
no longer linear since the supply temperatures are no longer constant but 
vary within an uncertainty range. In general, the stream split constraints 
are nonconvex and the corner point theorem cannot be applied. However, 
it is still possible to develop a sufficient test for HEN resilience. 

The critical values of the uncertain supply temperatures limiting HEN 
resilience are those which maximize constraint functions g;; and v k. Con­
straints vk are linear functions of supply temperatures T1 and constraints 
g;i are monotonic functions of T1 (Saboo et al., 1987b). Thus the critical 
points which maximize g;i and vk are corner points of the uncertainty range. 
To identify which of the corner points maximizes each of the constraint 
functions, one can simply examine the signs of the gradients of g;; and vk 
with respect to each of the T1. 

A necessary condition for the HEN to be resilient is that vk.max be 
non positive for every k (Sa boo et al., 1987b ). This condition is necessary 
since constraint functions vk are linear in Tl and independent of stream 
split fractions u. If any of the vk.max is positive, then one of the a Tm or load 
constraints in problem (28) is violated (at the critical corner point for 
vk.max) and no choice of stream split fractions u will make the network 
feasible (at that critical corner point). If all the vk.max are nonpositive, then 
all of the ATm and load constraints in problem (28) are satisfied at every 
corner point, and thus (by linearity in T5

) throughout the entire uncertain­
ty range. 

If all the vk.max are nonpositive, then the ATm and load constraints 
(which are independent of u) can be deleted from further consideration. 
The following LP can then be formulated to check whether the remaining 
constraints (which are functions of u) are satisfied (Saboo et al., 1987b): 

x = min /3 (29) 
u,/3 

(Al) Mass balance at each stream split: 

~ U;j = 1 Vi; U;j ;::: 0 Vi, j 

(Bl) 
j 

Constraints on stream split fractions: 

U;j + /3 ;::: gij.max 
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Note that the uncertain supply temperatures T5 are not included as 
optimization variables in LP (29), since the uncertainty range was already 
searched to calculate gif.max. 

The minimum unit HEN with stream splits is resilient if x s 0. This test 
is sufficient, but not necessary, for HEN resilience. It is necessary only if 
the same critical corner point maximizes all of the g;1 and vk constraint 
functions simultaneously. 

Example 9. Resilience of the minimum-unit stream-splitting HEN 
shown in Fig. 12 is to be tested in the uncertainty range 415 K s T~ s 
515 K. The stream split constraints were derived in Example 8 from the 
~ Tm constraints on the hot ends of the exchangers. 

The constraints for the resilience test are the following: 

Stream split constraints: 

HXl: 

HX2: 

Load constraints: 

HXl: 

HX2: 

C: 

Mass balance at stream split: 

~ (600 - T~) 
U31 ~ K31 - 410 

~ (T~ - 370) 
U32 ~ K32 - (T~ - 330) 

Vi ~ T~ - 600 s 0 

V2 ~ 370 - T1 s 0 

V3 ~ 370 - T~ s 0 

U32 = 1 - U31, 

The remaining ATm constraints (T4 - Tl ~ 10, TI - T~ ~ 10) can be 
disregarded since for the values of the heat capacity flow rates chosen in 
this example, ATm will always occur on the hot ends of the exchangers for 
any value of the stream split fractions. 

The feasible region defined by these constraints is plotted in Fig. 13. The 
feasible region is nonconvex, and thus the corner point theorem does not 
hold. In particular, the HEN is not feasible for 422 K s Tr s 508 K, even 
though it is feasible for the corner points of the uncertainty range: 
Tr= 415 Kand T] = 515 K. 

The resilience test correctly identifies that the HEN is not resilient in the 
specified uncertainty range. In order to apply the resilience test, the values 
of vk.max and gi/.max shown in Table V are calculated. The values of vk.max 

are all nonpositive; thus the load constraints are satisfied throughout the 
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Fro. 13. Feasible region for stream splitting HEN structure (Examples 8, 9 and 11). 

TABLE V 

MAXIMUM VALUES OF RESILIENCE CONSTRAINT FUNCTIONS 

Vk,mu AND g;J,max IN AN UNCERTAINTY RANGE 

415 sn s 515 K (EXAMPLE 9) 

Constraint Maximum value Critical corner 
function V k .max or g;J,max point(K) 

Vt -85 Tf = 515 
V2 -45 T] = 415 
V3 -45 T] = 415 
g31 0.4512 Tf = 415 
g32 0.7838 T] = 515 

1.0 
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uncertainty range and can be deleted from further consideration. Now LP 
(29) is applied to test whether the stream split constraints are satisfied: 

x = min /3 
U31 ,/3 

subject to 

U31 + /3 ~ g31.max = 0.4512, U31 - /3 :S 1 - g32.max = 0.2162 

Solution of this LP yields x = 0.1175. Since x > 0, the HEN is not resilient 
in the uncertainty range 415 K s Ti < 515 K. 

To show that this procedure is not a necessary test for resilience, 
consider the uncertainty range 370 K s Ti s 410 K. This uncertainty 
range is shown in Fig. 13. Obviously, the HEN is resilient in this 
uncertainty range since for every value of Ti in the range. there is a value 
of u31 for which the network is feasible. 

The resilience test incorrectly identifies the network as not being 
resilient. The values of vk.max and g;;.max for this uncertainty range are 
listed in Table VI. Since all the vk.max are nonpositive, the load constraints 
are satisfied throughout the uncertainty range. To test the stream split 
constraints, LP (29) is applied: 

x = min /3 
U31,f3 

subject to 

U31 + /3 2: g31.max = 0.5610, U31 - /3 :S 1 - g32.max = 0.5000 

Solution of this LP yields x = 0.0305, thus implying that the network is not 
resilient in the new uncertainty range. The resilience test is conservative 
because LP (29) looks for values of stream split fractions u which, if held 

TABLE VI 

MAXIMUM VALUES OF RESILIENCE CONSTRAINT FUNCTIONS 

Vie.mu AND gij.max IN AN UNCERTAINTY RANGE 

370 s Tf s 410 K (EXAMPLE 9) 

Constraint Maximum value Critical corner 
function vie.max or g;;,max point (K) 

Vi -190 Tf = 410 
Vz 0 n = 310 
V3 0 n = 310 
g31 0.5610 n = 310 
g32 0.5000 Tr= 410 
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constant, would make the HEN resilient for the entire uncertainty range. 
From Fig. 13, for the uncertainty range 370 K s T1 :S 410 K, there is no 
single value of u31 which, if held constant, would make the HEN resilient 
for the entire uncertainty range. 

3. Resilience Analysis with Flow Rate Uncertainties 

When a HEN resilience problem includes uncertain flow rates, the 
energy balance, energy recovery. AT m , and load constraints all can 
become nonlinear. Example 1 demonstrated that this can lead to non­
convex problems and thus that the corner point theorem does not hold for 
flow rate uncertainties in general. 

One reasonable simplifying assumption is a high correlation between the 
uncertain flow rates. Indeed, it is instructive to study the limiting case when 
a change in total process throughput changes all the flow rates pro­
portionately. In this case, the changing flow rates simply rescale the 
resilience problem; that is, the flow rate changes can be factored out of the 
energy balance and energy recovery constraints and have no effect upon 
the ATm and load constraints (Saboo et al., 1987b). Therefore if all the 
flow rates vary proportionately, then the flow rate uncertainties can be 
ignored while testing the resilience of a HEN to temperature uncertainties. 
The rating for each heat exchanger is determined by the largest process 
throughput. 

a. AT m and Load Constraints. When the uncertain flow rates are not 
proportionate, the resilience test can still be simplified if the HEN has a 
minimum number of units. For a minimum unit HEN, the energy balance 
and energy recovery constraints can be solved simultaneously to give 
unique expressions for the heater loads and intermediate stream tempera­
tures. Then these expressions can be substituted into the AT m and load 
constraints to write the constraints explicitly in terms of the supply 
temperatures T5 and head capacity flow rates w. 

Following this procedure, the AT m constraint for an exchanger con­
nected to hot stream S; and cold stream Si with uncertain flow rates has the 
general form (Saboo et al., 1987b) 

s ~ l ~ s gij(w, T ) - - ~(a;io + a;j1T1 )w, 
W; I 

i L s - - (C·· + c .. ,r, )w, - AT > 0 l/0 l/ m -
Wi I 

(30) 

where a;io and c;io are equal to -1, 0, or + 1 times a target temperature and 
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where a;ji and c;it are equal to -1, 0, or + 1. If heat capacity flow rates w; 
and wi ar-e- constant, then the AT m constraint is required at only one end of 
the exchanger, depending upon the sign of ( w; - wi). However, if the flow 
rates vary enough that the sign of ( w; - wj) changes in the uncertainty 
range, then ATm constraints are required at both ends of the exchanger. 

The load constraint for an exchanger k with uncertain flow rates has 
the following general form (Saboo et al., 1987b): 

viw, Ts) ~ ~(vko + vk1T,s)w1 2: 0 
I 

(31) 

where vko equals -1, 0, or +l times a target temperature and vk, equals 
-1, 0, or +1. 

b. Resilience Test. In general, ATm and load constraints (30) and (31) 
are nonlinear and nonconvex, and the corner point theorem cannot be 
applied. However, it is still possible to develop a necessary and sufficient 
resilience test for HENs with a minimum number of units. 

A minimum unit HEN with uncertain flow rates is resilient in a specified 
uncertainty range if and only if AT m and load constraints (30) and ( 31) are 
satisfied throughout the uncertainty range; that is, the network is resilient 
if and only if 

where 

min (g;i ,min , V k ,min) 2: 0 
i,j,k 

(32) 

g;j,min = min g;j, vk,min = min vk (33) 
9E8 9E8 

and 8 contains the uncertain supply temperatures Ts and flow rates w in 
the uncertainty range 0 (Saboo et al., 1987b). 

Constraint functions vk are monotonic in supply temperatures Ts and 
heat capacity flow rates w. Thus the critical point which minimizes vk is a 
corner point of the uncertainty range. To identify which of the corner 
points minimizes each v k, one can simply examine the signs of the 
gradients of each vk with respect to each T,s and w1. 

Unfortunately, constraint functions g;i are not necessarily monotonic. 
However, each g;; has at most one stationary point with respect to flow 
rates W; and wi (Saboo et al., 1987b). Standard nonlinear programming can 
be used to locate each stationary point. If the stationary point of g;,- lies 
outside the uncertainty range or if the stationary point is a maximum, then 
g;J.min occurs at a corner point. 

Saboo (1984) has generalized resilience test (32) to class 2 problems. 
However, his method is still limited to minimum unit HENs with no stream 
splits. 
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4. Active Constraint Strategy for Nonlinear Resilience Analysis 

The nonlinear resilience analysis methods of the previous few sections, 
although rigorous, are limited to rather specific situations (Saboo et al., 
1987a,b): minimum unit HENs with piecewise constant heat capacities 
(but no stream splits or flow rate uncertainties), minimum unit HENs with 
stream splits (but constant heat capacities and no flow rate uncertainties), 
or minimum unit HENs with flow rate and temperature uncertainties (but 
constant heat capacities and no stream splits). Although it might be 
possible to combine these resilience analysis methods, the combined 
method would still be limited to HENs with a minimum number of units, 
and it would only be a sufficient test for resilience (at least for HENs with 
stream splits). 

A more general algorithm, the active constraint strategy, has been devel­
oped by Grossmann and Floudas (1985, 1987) to analyze the resilience 
of many nonlinear processes in which the critical points limiting resilience 
need not be corner points of the uncertainty range. The active constraint 
strategy allows nonlinear resilience analysis of more general HENs than 
possible by earlier methods. In particular, it can be used to test the 
resilience of a HEN with minimum or more units, with or without stream 
splits or bypasses, and with temperature and/or flow rate uncertainties, 
but with constant heat capacities (Floudas and Grossmann, 1987b). 

In addition, the active constraint strategy can save significant com­
putational time in linear resilience analysis (86% in one example; Gross­
mann and Floudas, 1987) by eliminating the need to check HEN 
feasibility at every corner point. Thus, this strategy makes it practical to 
analyze the resilience of HENs with a large number of streams. 

Grossmann and Floudas (1985, 1987) present both nonlinear and spe­
cialized linear forms of the active constraint strategy. Only the nonlinear 
form is discussed in this chapter. 

The active constraint strategy has been developed for both the resilience 
(flexibility) test and the flexibility index (Grossmann and Floudas, 1985, 
1987). However, only the active constraint strategy for the resilience 
test will be discussed here. Recall that the resilience test is based upon a 
resilience measure x(d): 

x(d) = max iJ,(d, 8) (6) 
Bee 

subject to 

where 

iJ,(d, 8) = min f3 (4) 
z.{J 
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subject to 

f m(d, z, 0) s /3 (m EM) 

A HEN is resilient in a specified uncertainty range 0 if and only if 
x(d) s 0. If x(d) > 0, then at least one of the feasibility constraints f mis 
violated somewhere in the uncertainty range. Geometrically, the resilience 
test determines whether uncertainty range 0 lies entirely within feasible 
region R. 

The basic idea of the active constraint strategy is to use the Kuhn­
Tucker conditions to identify the potential sets of active constraints at the 
solution of NLP ( 4) for feasibility measure t/1. Then resilience test problem 
( 6) [ or flexibility index problem (11)] is decomposed into a series of NLPs 
with a different set of constraints ( a different potential set of active 
constraints) used in each NLP. 

Floudas and Grossmann (1987b) have shown that for HENs with any 
number of units, with or without stream splits or bypasses, and with 
uncertain supply temperatures and flow rates but with constant heat 
capacities, the active constraint strategy decomposes the resilience test ( or 
flexibility index) problem into NLPs which have a single local optimum. 
Thus the resilience test ( or flexibility index) also has a single local optimum 
solution. 

a. Active Constraints in Resilience Analysis. Resilience measure 
x(d) is determined by the largest value of feasibility measure t/l(d, 0) in 
the specified uncertainty range 0. Feasibility measure t/l(d, 0) is limited in 
turn by different sets of reduced inequality constraints f m which become 
active at the solution of NLP (4). An understanding of the different sets of 
active constraints which determine t/1 forms the basis of the active con­
straint strategy. The following example is designed to promote a deeper 
understanding of feasibility measure t/1 and of the active constraints which 
limit it. 

Example 10. Feasibility measure t/1 is to be calculated for the HEN in 
Fig. 14 as a function of uncertain supply temperature Ts. Since the HEN 

s1 460K T" C1 
350 1 kW/K 

~ 
440 330 1 kW/K 

400 rs 
3 
~ 2kW/K 

FIG. 14. HEN structure for Example 10. 
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has one more unit than the minimum required, one degree of freedom 
( control variable) can be manipulated to satisfy the feasibility constraints. 
Intermediate stream temperature T5 is selected as the control variable. 

Note that the energy recovery constraint reduces to 0 = 0 since there is 
no heater in the network. The energy balances for the two exchangers can 
be solved simultaneously to yield the following expressions for inter­
mediate stream temperatures T4 and T6: 

T4 = 2Ts - Ts + 100, T6 = Ts - 0.5Ts + 220 

These expressions can be substituted into the HEN AT m and load 
constraints to yield the following LP for calculating t/1: 

subject to AT m constraints 

HXl: 

HX2: 

and load constraints 

HXl: 

HX2: 

C 1: 

C2: 

t/1( Ts) = min /3 
T~./3 

/1 = Ts - 2 Ts + 260 s {3 

/z = Ts - Ts + 10 :S /3 

/3 = 2 Ts - Ts - 360 :S /3 

/4 = Ts - 440 :S /3 

Is = Ts - 2 Ts + 250 s /3 

/ 6 = 330 - Ts s /3 

Figure 15 shows the feasible region for this HEN. With appropriate 
choice of control variable T5 , the HEN is feasible for 295 K s; Ts s 
400 K. Consider the three points labeled A, B, and C ( Ts = 340 K; 
Ts = 380, 385, 390 K). Table VII lists the values off; and /3 for each of 
these points. The value of /3 is minimized when two of the constraints 
become simultaneously active (/1 = / 2 = /3min = -35), which occurs at 
point B. 

Table VII also lists values of t/1 = /3min for other points labeled in Fig. 15. 
These values of t/1 are plotted in Fig. 16. Note that t/1 s; 0 for 
295 K s Ts s 400 K, corresponding to the feasible range of Ts. The 
function t/1( Ts) is piecewise linear. For each segment of I/I( Ts), a different 
pair of active constraints ( [;, ~) determines t/1. The pair of constraints active 
for each segment is noted on Fig. 16. 

b. Active Constraint Strategy. In the previous example, different 
segments of the feasibility function t/1 are all characterized by the same 
number of active constraints. In addition, HEN feasibility is always limited 
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TABLE VII 

CALCULATION OF FEASIBILITY MEASURE 1/, FOR EXAMPLE 10 

Point Tf T, i1 i2 iJ i4 is i6 f3 

A 340 380 -40 -30 -60 -60 -50 -50 -30 
B 340 385 -35 -35 -65 -55 -45 -55 -35 
C 340 390 -30 -40 -70 -50 -40 -60 -30 

Point n Ts i1 ii h i4 is i6 I], 

D 275 310 20 -25 -120 -130 10 20 20 
E 295 330 0 -25 -100 -llO -10 0 0 
F 310 345 -15 -25 -85 -95 -25 -15 -15 
G 360 405 -55 -35 -45 -35 -65 -75 -35 
H 380 420 -80 -30 -20 -20 -90 -90 -20 
I 400 440 -100 -30 0 0 -110 -110 0 
J 420 460 -120 -30 20 20 -130 -130 20 
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F10. 16. Feasibility measure 1/1 for Example 10. 

by the same number of active constraints in the resilience test of Example 3 
(Table I), the flexibility index of Example 4 (Table II), and the resilience 
index of Example 5 (Table III). Swaney and Grossmann (1985a) have 
shown that this observation is general; that is, feasibility function 1/1 is 
characterized by a constant number of active constraints. 

Theorem 3. Let nz denote the number of control variables z and n1 the 
number of reduced inequality constraints f. If each nz x n:: square 
submatrix of the Jacobian off with respect to z, 

af1 af1 at. 
az1 az2 az,, 

: 

ati ati ati 
az1 az2 az,, ' : n1 ~ nz + 1 

af,,, af,,, af,,, 
az1 az2 az,,, 



is of full rank, then the number of active constraints (/ m = /3min = t/J, 
m E MA) is equal to nz + 1. 

Note that this theorem is consistent with the number of active constraints 
in Examples 3. 4, 5, and 10. (If each square submatrix of the Jacobian is 
not of full rank, then the number of active constraints may be less than 
nz + 1.) 

Two important consequences leading to the active constraint strategy 
follow from Theorem 3 (Grossmann and Floudas, 1987). First, for given 
values of uncertain variables 8, the value of t/1 = /3min can be uniquely 
determined from a square system of nz + 1 active constraint equations in 
n z + 1 unknowns ( z 1, ••• , z n., /3min) rather than having to be determined 
by optimization. Second, resillence test problem (6) can be reduced to the 
following much simpler NLP: 

subject to 

f m(d, Z, 0) !='; /3min 

x(d) = max /3min 
8E8 

(34) 

where MA is the set of nz + 1 potentially active constraints at the 
corresponding value of 8. [The constraints in NLP (34) are written as 
inequality constraints rather than as equality constraints (as in Grossmann 
and Floudas, 1987), since all of the constraints may not be active if the 
submatrix of the Jacobian corresponding to constraint set MA does not 
have full rank.] 

The difficulty with problem (34) is that the set of active constraint 
equations MA can change for different values of uncertain variables 8. The 
key feature of the active constraint strategy is its ability to identify 
potential sets of active constraints. 

The potential sets of active constraints are identified by applying the 
Kuhn-Tucker conditions to NLP ( 4) for feasibility measure t/1 (Grossmann 
and Floudas, 1985, 1987): 

L A afm = 0 
mEM m az 

fm = f3 - f m(d, Z, 0) 

Am fm = 0 

Am, fm 2: 0 

(m EM) 

(m EM) 

(m EM) 

(35a) 

(35b) 

(35c) 

(35d) 

(35e) 

where fm and Am are the slack variable and Kuhn-Tucker multiplier. 
respectively, for constraint m. Equations (35a) and (35b) represent the 
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stationary points of the Lagrangian with respect to /3 and z, respectively; 
(35c) defines the slack variables; and (35d) and (35e) represent the 
complementary conditions. 

Assuming that constraint functions f m, m E M, are all monotonic in z, 
the potential sets of active constraints can be determined from Kuhn­
Tucker conditions (35b) and (35e) as follows (Grossmann and Floudas, 
1987). If the constraint functions f m are monotonic in z, then every 
component of af ml az is one signed for all z for each possible value of 0. 
Since Am ~ 0 must hold for each constraint m E M [Eq. (35e)], Eq. (35b) 
identifies the different sets of nz + 1 constraints which can satisfy the 
Kuhn-Tucker conditions ( different potential sets MA of nz + 1 active 
constraints). 

To illustrate, reconsider Example 10; which has one control variable 
z = T5 • The reduced constraint functions have the following gradients 
with respect to z: 

a/1 = 1 
ati a!J 
-= -1 -= -1 az ' az ' az 

a/4 = 1 
afs af6 
-= 1 -= -1 

az ' az ' az 

Since there is one control variable, by Theorem 3 feasibility measure I/; is 
determined by two active constraints. Since for each pair of active 
constraints the corresponding Kuhn-Tucker multipliers Am must be non­
negative [Eq. (35e)], each pair of active constraint functions must have 
gradients of opposite sign [Eq. (35b)]. Thus the potential sets of active 
constraints are 

(Ji, Ii), (/1, /3), (/i, /6), (fi, /4), (/2, Is) 

(/3, /4), (/3, Is), (/4, /6), (fs, !6) 

From Example 10 (Fig. 16), the actual sets of active constraints are 

(/1, /2), (/i, /6), (/2, /4), (/3, /4) 

Now the active constraint strategy for performing the resilience test can 
be summarized (Grossmann and Floudas, 1987) as follows. 

1. Identification of potential sets of active constraints: 
a. For every m E M, compute afml az and determine the sign of each 

component of the gradients. 
b. Using Kuhn-Tucker conditions (35b) and (35e), identify the 

k = 1, ... , nA potential sets of nz + 1 active constraints, 
MA(k)={mlmEM and mis one of the nz+l active 
constraints}. 



2. Determine the trial resilience measure xk for each potential set of 
active- constraints MA (k). 
a. If MA (k) involves only upper and lower bound constraints 

efck) =s (}l(k) =s (}~k), then 

k 1[ ~ L ~ u] X (d) = - ~ (}l(k) - ~ (}l(k) 
nk /(k)EM,,..(k) /(k)EM,,..(k) 

(36) 

where index /(k) represents the components of(} involved in the upper 
and lower bound constraints in MA (k) and nk is total number of upper 
and lower bound constraints (Grossmann and Floudas, 1987). 
b. Otherwise, solve the following version of NLP (34): 

xk(d) = max /3min (34k) 

subject to 

f m(d, Z, 8) =5 /3min 

3. Determine the overall resilience measure x(d): 

x(d) = max xk(d) 
k•l, ... ,nA 

4. The HEN is resilient in the specified uncertainty range 0 if and only if 
x(d) =s 0. . 

It should be noted that the active constraint strategy is equivalent to an 
explicit enumeration of all potential sets of active constraints. This explicit 
enumeration could also be performed by a mixed-integer nonlinear 
program (MINLP), with integer variables denoting whether particular 
constraints are active. Grossmann and Floudas (1987) present the form of 
this MINLP, but it is not solvable with current alogrithms. The active 
constraint strategy decomposes the MINLP into a series of solvable NLPs. 
In the case of linear constraints, the MINLP reduces to a MILP, which is 
solvable by standard branch and bound techniques. Grossmann and 
Floudas (1987) also present forms of the active constraint strategy where 
the equality constraints are handled explicitly (rather than being substi­
tuted into the inequality constraints) and when no control variables are 
present (e.g., minimum unit HENs with fixed target temperatures and no 
stream splits). 

Example 11. The active constraint strategy is to be used to test the 
resilience of the same stream splitting HEN as in Example 9 (Fig. 12) in the 
uncertainty range e = {T?l415 =s T? :=s 515 K}. 

Note that the energy recovery constraint reduces to O = 0 since there is 
no heater in this network. The energy balances for both exchangers and the 
stream split can be solved simultaneously for intermediate stream tempera-



tures T4, Ts, and T6 to yield 

T4 = 0.5 Ti + 440, 
1 

Ts = -(600 - T1) + 320, 
U31 

T~ - 370 
T6 = ---+ 320 

1 - U31 

When these expressions for T4, Ts, and T6 are substituted into the ~Tm, 
load, and stream split constraints, the following NLP can be written for 
feasibility measure 1/1: 

subject to ~ Tm constraints 

load constraints 

600-T5 

HX 1: / 1 A 2 
- 410 :::: /3 

U31 

T5 - 370 
HX 2: / 2 A t - T] + 330 :::: /3 

- U31 

HXl: 

HX2: 

C: 

/ 3 A O.ST~ - 300 :::: /3 

/4 ~ 370 - T~ :::: /3 

Is ~ 185 - o.sTi :::: /3 

and stream split constraints 

!6 A -U31 :S /3, 

The feasible region determined by these constraints (with /3 = 0) is shown 
in Fig. 13. 

The gradients of the constraint functions f; with respect to control 
variable u31 are 

a/1 --= 

a/3 = a/4 = afs = 0 
au31 au31 au31 

a/6 = - 1, a/1 = 1 
au31 au31 
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Thus, from Kuhn-Tucker condition (35b), the potential sets of active 
constrain.ts are identified as shown in Table VIII. For each potential set of 
active constraints MA (k), NLP (34k) is formulated to determine trial 
resilience measure x<k>. For example, for potential set MA(l) = {(!1,/2)}, 

the following NLP is solved: 

subject to 

x<ll = max /3 
n,U31./3 

600 - T5 

!1 ~ 2 - 410 :S /3, 
U31 

~ T~ - 370 s 
fz - --- - T2 + 330 :S /3 

1 - U31 

415 :S T~ :S 515 K 

The solution of NLP (34k) for each potential set of active constraints is 
summarized in Table VIII. 

The resilience measure for this stre~m-splitting HEN is 

X = max xk = x1 = 5.7159 
k 

Thus the HEN is not resilient in the specified uncertainty range. The worst 
case condition for resilience is given by the solution .of NLP (34k) 
corresponding to MA(l) = {(f1 ,/2 )}. At this solution, constraints f1 :S 0 
(HX 1 ATm) and f2 :S 0 (HX 2 ATm) are most violated when ri = 
462.2 Kand u31 = 0.3315 (compare with Fig. 13). 

Note that in Table VIII, u31 violates the stream split constraints 
(0 :S u31 :S 1) at some of the solutions of NLP (34k); for example, u31 < 0 
at the solution of NLP (3418

). This means that potential set of active 
constraints MA ( 18) = {( f 5 ,!, )} is not active at the solution of the resilience 
test problem, since u31 violates the nonnegativity constraint [ which was not 
included in NLP (3418

)). However, u31 does satisfy the constraint 
u31 :S 1 (!, < 0), since this constraint was included in NLP (34 18). 

Note also that some of the gradients afJ au31 are zero and thus that this 
problem does not strictly satisfy the conditions of Theorem 3. The result of 
this is either of the following. 

1. For given Tt the solution of NLP (34k) may not be uniquely 
determined by a system of nz + l equality constraints in nz + l unknowns 
(u31 and /3). For example, in Table VIII, for MA(lO) = {(f3 ,/4 )} and 
MA(ll) = {(f3 ,/5 )}, u31 is arbitrary at the solution of NLP (34k). In this 
case, only a subset of MA(k) may actually be active. 

2. Nonlinear program (34k) may have no feasible solution [e.g., for 
MA(14) = {(f4 ,f5 )}]. If this is the case, then potential set MA(k) cannot be 
active at the solution of the resilience test problem. 
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TABLE VIII 

RESILIENCE TEST WITH ACTIVE CONSTRAINT STRATEGY FOR EXAMPLE 11 

Potential 
set of 
active 

constraints Solution of NLP (34k) 

k MA(k) n(K) U31 Xk 

l U1,h) 462.2 0.3315 5.716 
2 (/1,/J) 515 0.2313 -42.5 
3 (/1,/4) 415 0.5068 -45.0 
4 U1.fs) 415 0.4774 -22.5 
5 U1.f1) 415 0.4519 -0.5482 
6 U2,h) 515 -0.0115° -42.5 
7 (/2,/4) 415 -0.1250" -45 
8 (h.,fs) 415 0.2800 -22.5 
9 (/2,/6) 515 0.2153 -0.2153 

10 (/3,/4) 446.67 Arbitrary -76.67 
11 (h.fs) 485 Arbitrary -57.5 
12 (/3,/6) 415 42.5° -42.5 
13 (/3,/,) 515 -41.5° -42.5 
14 (/4,/5) No feasible No feasible No feasible 

solution solution solution 
15 (/4,/6) 415 45° -45 
16 (14,h) 415 -440 -45 
17 Us,16> 415 22.5° -22.5 
18 Us,h> 415 -21.5° -22.5 
19 <kh> Arbitary 0.5 -0.5 

0 These potential sets of active constraints turn out not to be active in 
resilience problem (6) since the constraints on u31 (0 :s u31 :s 1) are 
violated. 

0. CLASS 2 RESILIENCE PROBLEMS 

All the resilience analysis methods presented so far require that the form 
of the energy recovery constraint remain the same throughout the uncer­
tainty range ( class 1 problem). If the uncertainty range is sufficiently large. 
then the stream population at the pinch changes, thus changing the form of 
the energy recovery constraint ( class 2 problem). When the form of the 
energy recovery constraint changes, then the reduced form of the ~Tm and 
load constraints also changes ( after the energy recovery and energy 
balance equality constraints are solved for the state variables and expres­
sions for the state variables are substituted into the ~ Tm and load 
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constraints). Example 6 earlier in this chapter demonstrated that class 2 
problems can be nonconvex even if all the constraints are linear. 

A practical disadvantage of class 2 problems is that extra exchangers are 
often required because of changes in the pinch stream population. For 
example, reconsider the class 2 problem in Fig. 7. In Fig. 7a. the ~ Tm 
constraint imposed by the pinch at T~2 requires the presence of exchanger 
1 (matching streams Sc2 and Sh2), while exchanger 2 (matching streams Sc2 

and Sh 1) can be completely bypassed. However, in Fig. 7b, the new pinch 
location at T:1 requires the presence of exchanger 2, while exchanger 1 can 
be completely bypassed. Thus for the class 2 uncertainty range. both 
exchangers are required, while for a class 1 uncertainty range ( 460 s 
T~2 s 470 K or 470 s T~2 s 480 K), only one of the two exchangers 
is required. As a result, requiring strict resilience for class 2 problems 
(including that the energy recovery specification be satisfied throughout 
the uncertainty range) can make a HEN's capital cost quite high. 

For quality control or safety considerations, it is essential that a HEN 
meet specified target temperatures, whether or not it achieves specified 
energy recovery. Thus for industrial problems with large uncertainty 
ranges, it may be desirable to design networks which are merely operable, 
rather than resilient, that is, to require that the network meet all target 
temperatures while satisfying the ~ Tm and load constraints, but allowing 
the energy recovery constraint to be violated at some points in the 
uncertainty range. Requiring that a HEN be operable rather than strictly 
resilient allows some extra heating to be used occasionally in order to lower 
capital costs. 

Assuming that all the restrictions of the corner point theorem are 
satisfied except that class 2 problems are allowed, HEN resilience analysis 
without the energy recovery constraint is convex even for class 2 problems. 
since all the other constraints are still linear. This leads to the following 
modification of the corner point theorem (Saboo et al., 1987b). 

Theorem 4. Assume that all the restrictions of the corner point theorem 
are satisfied except that class 2 problems are allowed. 

a. Then a HEN is operable in a specified uncertainty range if and only if 
it is operable at every corner point of the uncertainty range. 

b. An upper bound on the minimum heating necessary for the HEN 
to be operable at a specified point (J in the uncertainty range is given 
by a linear combination of the minimum heating targets at all the corner 
points: 

Hmin S ~ y'H' (37) 
/EL, 



where y' are determined such that 

0 = ~ y'o' (38) 
/EL. 

Here 01 are the values of the uncertain variables and H1 the minimum 
heating target at corner point land Lv is the index set for the corner points. 

Example 12 (from Saboo et al., 1987b). For the HEN structure in Fig. 8, 
the problem of analyzing resilience in an expected uncertainty range of 

340 < T~ 1 :s 380 K, 270 :s T;2 :s 300 K 

is class 2 (Example 6). However, the HEN is operable at all four corner 
points (Fig. 9) and thus is operable throughout the uncertainty range. 

The minimum heating requirement at each corner point is 

H 1 = 260 kW at 0 1 = (340, 270) 

H2= 0 kW at 02 = (380, 270) 

H 3 = 140 kW at 03 = (340, 300) 

H4= 0 kW at 04 = (380, 300) 

Thus at the intermediate uncertainty point 

= [360·] = 1[340] + 2[380] + 3[340] 4[380] 8 295 y 270 y 270 y 300 + y 300 

an upper bound on the minimum heating requirement is 

Hmin :S y1(260) + y 2(0) + y3(140) + y\0) 

(a) 

(b) 

However, since there are four unknowns (y 1, y 2
, y3

, y4
) and only two 

equations in system (a), the choice of the unknowns is not unique. The 
following LP is formulated to find the choice of y 1

, y2, y3, y4 which 
minimizes the upper bound on H min: 

subject to 

Hmin :S mm H 

H = 260y I + Oy 2 + 140y3 + 0y4 

360 = 340y I + 380y 2 + 340y 3 + 380y4 

295 = 270y I + 270y2 + 300y 3 + 300y 4 

y1' y1, y3, y4 2: 0 
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Solution of this LP yields Hmin s 47.8 kW, with y1 = y 2 = 0, y3 = 0.3417, 
and y-1 = 0.6417. The actual heating requirement at this intermediate 
uncertainty point is Hmin = 20 kW. 

The preceding theorem describes an operability test for class 2 HENs. 
Similarly, by omitting the energy recovery constraint from flexibility index 
problem ( 15) or resilience index problem ( 19), an operability index could 
be defined for class 2 HENs. 

To rigorously analyze the resilience of class 2 HENs, and not just the 
operability, requires more complicated algorithms that are beyond the scope 
of this chapter. Sa boo ( 1984) presents a mixed-integer linear program 
(MILP) for testing the resilience of minimum unit HENs to temperature 
uncertainties and a quadratic program (OP) for testing the resilience of 
HENs with more than minimum units. In addition, he presents an 
algorithm (based on solving a series of NLPs) for testing the resilience of 
minimum unit HENs with both temperature and flow rate uncertainties. 
Sa boo ( 1984) also presents an algorithm for calculating the resilience index 
of class 2 HENs. However, all of these algorithms are limited to HENs 
with constant heat capacities and no phase change and constant stream 
split fractions. 

E. SUMMARY OF HEN RESILIENCE ANALYSIS TECHNIQUES; AREAS FOR 

FUTURE RESEARCH 

Several HEN resilience analysis techniques have been reviewed in this 
chapter. These techniques are all variations of three basic problems. 

1. The resilience (flexibility) test determines whether a HEN structure 
is resilient (flexible) in a given uncertainty range. 

2. The flexibility index determines the largest uncertainty range (scaled 
hyperrectangle) for which the HEN is resilient. The flexibility index is 
scaled in terms of an expected uncertainty range ( 9N - F ~8- s 8 s 9N + 
F ~8+). 

3. The resilience index, another measure of the largest uncertainties for 
which the HEN remains feasible, is the size of the largest total uncertainty 
load (polytope region) which the HEN can tolerate. 

Different algorithms are required to solve these three basic resilience 
analysis problems depending on whether the problem is linear, nonlinear, 
or class 2. A HEN resilience problem is linear under the following 
conditions (corner point theorem, Saboo and Morari, 1984): (1) constant 
heat capacities and no phase change, (2) temperature uncertainties only 



(no uncertain flow rates or heat transfer coefficients), (3) constant stream 
split fractfons, and ( 4) class 1 uncertainty range. 

If the HEN resilience problem is linear, then the three basic analysis 
techniques can be implemented as follows. 

1. For the resilience (flexibility) test, a HEN is resilient (flexible) in a 
specified uncertainty range if and only if it is feasible at every corner point 
of the uncertainty range. 

2. The flexibility index can be calculated by determining the largest 
scaled uncertainty sk which the network can tolerate in the direction of 
each of the k corner points of the uncertainty range. Then the flexibility 
index is 

F = min sk 
k 

3. The resilience index can be determined by max1m1zmg the load 
uncertainty I; which the network can tolerate in either a positive or 
negative direction in each stream supply temperature. Then the resilience 
index is 

RI = min (/; .max. /(.max) 
i 

Different algorithms are required if the HEN resilience problem is 
nonlinear. Special algorithms were presented for testing the resilience of 
minimum unit HENs with piecewise constant heat capacities~ stream splits, 
or simultaneous flow rate and temperature uncertainties. A more general 
algorithm, the active constraint strategy, was also presented which can test 
the resilience or calculate the flexibility index of a HEN with minimum or 
more units, stream splits and/or bypasses, and temperature and/or flow 
rate uncertainties, but with constant heat capacities. 

In the case of class 2 resilience problems, the temperature or flow rate 
uncertainties are large enough that the stream population at the pinch 
changes somewhere in the uncertainty range, thus changing the form of the 
energy recovery constraint. More complicated algorithms (Saboo, 1984) 
are required to rigorously analyze resilience for these problems. However, 
for class 2 problems it may be more practical to require that the HEN 
merely be operable rather than strictly resilient. A HEN is operable 
throughout a specified uncertainty range if and only if it is operable at 
every corner point of the uncertainty range. 

Several powerful HEN resilience analysis algorithms have been re­
viewed in this chapter, including the active constraint strategy ( Grossmann 
and Floudas, 1985, 1987) which can test the resilience of the most gen­
eral HEN. However, many common industrial HENs still cannot be ana­
lyzed with present techniques. For example, no technique has been 
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reported which can analyze the resilience of a HEN with uncertain flow 
rates and temperatures and phase change. Also, no rigorous technique 
(with a single local optimum) has been reported which can analyze HEN 
resilience with respect to area constraints (rather than AT m constraints), 
except when the HEN satisfies all the restrictions of the corner point 
theorem (Saboo et al., 1985). 

In order to extend present resilience analysis techniques to more general 
HENs, the following areas of research seem useful. 

1. Develop more general techniques to analyze the resilience of HENs 
with minimum or more units, stream splits and/or bypasses, temperature 
and/ or flow rate uncertainties, and temperature-dependent heat capacities 
and phase change. It may be possible to extend the active constraint 
strategy to heat capacities with a specific temperature dependence (e.g., 
CP = a + bT + cT2

). It might also be possible to handle phase change 
with the active constraint strategy (e.g., by using breakpoints as in Section 
III, C .1) if this approach will lead to mixed-integer nonlinear programs 
which are solvable (e.g., by the outer approximation algorithm of Duran 
and Grossmann, 1986). 

2. Develop more general techniques to test the resilience of HENs with 
area constraints instead of ( or in addition to) AT m constraints. It is possible 
to include area constraints in the active constraint strategy. However, the 
active constraint strategy for the resilience test may not satisfy the 
(sufficient) conditions for a single local optimum when logarithmic mean 
AT (ATLM) is used. It may have a single optimum when arit rnetic mean 
AT is used or when a Taylor series approximation of ATLM is used. These 
approximations could be used to find a starting point to initialize the NLPs 
of the active constraint strategy with AT LM. 

3. Develop techniques to test the resilience of HENs with uncertain heat 
transfer coefficients (e.g., heat transfer coefficients as a function of flow 
rate, but with uncertain function parameters). It is possible to extend the 
active constraint strategy to heat transfer coefficients with bounded uncer­
tainties (not as a function of flow rate), but then the active constraint 
strategy may not have a single local optimum solution. 

4. Develop techniques to test the resilience of class 2 HENs with stream 
splits and/ or bypasses, temperature and/ or flow rate uncertainties, and 
temperature-dependent heat capacities and phase change. It may be 
possible to extend the active constraint strategy to class 2 problems. This 
would allow resilience testing of class 2 problems with stream splits and/ or 
bypasses and temperature and/or flow rate uncertainties. However, the 
uncertainty range would still have to be divided into "pinch regions" (as in 
Saboo, 1984). 
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IV. Synthesis and Design of Resilient HENs 

Research on the synthesis of economically optimal HENs has been 
performed by various investigators for over 15 years (Nishida et al., 1981). 
Several powerful synthesis methods have evolved, including the pinch 
design method (Linnhoff et al., 1982; Linnhoff and Hindmarsh, 1983) and 
methods based on structural optimization [ to predict a minimum set of 
stream matches (Papoulias and Grossmann, 1983) and to determine 
the most economical network structure (Floudas et al., 1986) from the 
predicted matches]. However, these methods synthesize networks only for 
fixed, assumed nominal values of any uncertain supply temperatures and 
flow rates and uncertain heat transfer coefficients. 

The analysis techniques presented earlier in this chapter can be used to 
test the resilience of a synthesized network, and evolutionary changes can be 
made to the network, if necessary, to improve its resilience. However. this 
type of procedure may require many evolutionary synthesis-analysis 
iterations, and it may not be obvious which evolutionary changes are 
required to improve a network's resilience. Obviously, better methods are 
needed which incorporate resilience into the synthesis procedure itself. 

Two such methods to synthesize HENs, which are both economically 
optimal and resilient, have evolved from the resilience analysis techniques 
reviewed. These methods are (1) synthesis of HEN structure based on a 
flexibility index (Fl) target (Colberg et al., 1988) and (2) synthesis of HEN 
structure and design (sizing) of individual exchangers based on structural 
optimization algorithms for multi period operation (e.g., for multiple 
critical points which limit resilience) (Floudas and Grossmann, 1987b). In 
addition, Linnhoff and Kotjabasakis (1986) have introduced the simple 
but intuitively appealing concept of "downstream (disturbance) paths" for 
synthesis of resilient HENs. All these methods are discussed here. 
However, emphasis is on how resilience aspects are incorporated into the 
synthesis algorithms rather than on the mechanics of the synthesis 
algorithms themselves. 

A. HEN SYNTHESIS BASED ON A FLEXIBILITY INDEX TARGET 

Just as targets for minimum required utilities, units, and heat transfer 
area can guide a designer in synthesizing an economically optimal HEN. a 
target for maximum possible resilience (flexibility) can guide the designer 
in synthesizing a resilient HEN. And just as the economic targets simplify 
the search for an economically optimal HEN (by restricting the search to 
networks with minimum utility consumption), the flexibility index target 
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simplifies the search for a resilient HEN [by identifying the "critical" 
operating .condition (supply temperatures and flow rates) and constraint 
(e.g., appearance of a new pinch) most likely to limit resilience]. 

1. Flexibility Index Target 

Colberg et al. (1988) define the "general'' resilience (flexibility) target as 
the maximum amount of resilience that could be incorporated into a HEN 
structure synthesized for given nominal stream data if the designer were to 
consider all possible HENs synthesized for that stream data. They show 
that such a target is arbitrarily large (i.e .. for any given nominal values of 
uncertain stream data, it is always possible to synthesize a HEN structure 
which is resilient for all physically meaningful combinations of the uncer­
tain supply temperatures, target temperatures, and heat capacity flow 
rates). In particular, infinitely cyclic HEN structures (or finite ones with a 
sufficient number of stream splits) can achieve this general resilience 
target. These particular structures can mimic the composite curves for any 
set of supply and target temperatures and flow rates [i.e., the temperature­
enthalpy profile of each hot ( cold) stream in the structure can always mimic 
the temperature-enthalpy profile of the hot (cold) composite curve]. And 
since the composite curves can be constructed for all physically possible 
temperatures and flow rates, the structures are resilient· for all such 
temperatures and flow rates. 

This general resilience target is not very practical. (1) Complex, costly 
HEN structures are generally required to achieve it; and (2) designing for 
all physically possible uncertainties is unrealistic ( overly ambitious). A 
practical resilience target should be achievable with reasonable HEN 
structures (i.e., structures with few more units or stream splits than the 
number required for nominal stream data). A practical resilience target 
can be defined by restricting the target to class 1 uncertainty ranges 
(Colberg et al., 1988). Larger, class 2 uncertainty ranges generally require 
HEN structures with a greater number of exchangers in order to satisfy 
ATm at a number of different pinches (see Section 111.D). 

In order to quantify this resilience (flexibility) target, it can be defined in 
terms of the flexibility index. Then the resilience target-the class 1 
flexibility index target-is the flexibility index of the largest possible ctass 1 
uncertainty range (scaled with respect to the designer-specified expected 
uncertainty range) for the given nominal stream data (Colberg et al., 1988). 

For simple problems with a small number of streams and a small number 
of uncertain parameters, the class 1 FI target can be determined simply 
by trial-and-error plotting of the composite curves (Colberg et al., 1988). 
The size of a class 1 uncertainty range is generally limited by its case B 
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(maximum cooling) and case C (maximum heating) corner points (see 
Theorem 3 in Section 111,B,2). Starting from the nominal stream data, one 
can vary the uncertain supply temperatures and flow rates in the direction 
of the case B and case C corner points of the expected uncertainty range 
(see Table IV) and plot several sets of composite curves as the uncertain 
parameters vary. If a problem is pinched for the nominal stream data, the 
scaled uncertainty range is class 1 as long as ( 1) the pinch-causing stream is 
the same for the case B and case C corner points of the scaled uncertainty 
range, as well as for the nominal operating point; (2) the stream popula­
tions above and below the pinch are the same for the case B, case C, and 
nominal operating points; and (3) none of the stream supply, target, dew 
point, or bubble point temperatures ( or breakpoint temperatures in the 
case of piecewise constant heat capacities) overlaps the range of pinch 
temperatures. If a problem is threshold heating ( cooling) for the nominal 
stream data, the scaled uncertainty range is class 1 as long as the problem is 
also threshold heating ( cooling) for both the case B and case C corner 
points of the scaled uncertainty range. 

Trial-and-error plotting of composite curves is impractical for problems 
with a large number of streams, a large number of uncertain parameters, or 
correlated uncertainties. Colberg et al., (1988) present a nonlinear pro­
gram (NLP) to calculate the class 1 FI target for these (and simpler) 
problems. 

Example 13 (from Colberg et al., 1988). Consider the nominal stream 
data given in Table IX. Stream Sc2 causes the pinch for these data. 

Assume that the supply temperature T~2 and heat capacity flow rate wh2 
of hot stream Sh2 are uncertain. Figure 17 shows a "pinch behavior 
diagram" as T~2 and wh2 vary. The nominal stream data are indicated with 
an asterisk. For every combination of uncertain parameters T~2 and wh2 in 

TABLE IX 

NOMINAL STREAM DATA FOR 
EXAMPLES 13 AND 14.0 

Ts TT w 

Stream (K) (K) (kW/K) 

Shi 390 338 4.0 
Sh2 400 283 6.0 
Sci 298 498 5.0 
Sc2 358 388 10.0 

a After shifting to account for QTm = 
10 K. 
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the unshaded portion of this diagram, stream Sc2 causes the pinch. For all 
values of T~2 and wh2 in the shaded portion of this diagram. stream Sh2 

causes the pinch. If an uncertainty range includes both shaded and 
unshaded regions of this diagram, then it is class 2; otherwise it is class 1. 

Figure 17 shows an uncertainty range as it increases in size. The smallest 
uncertainty range is class 1-for every combination of T~2 and wh2 in the 
range, stream Sc2 causes the pinch, and the stream populations above the 
pinch (Shi, Sh2 , Sc1 , Sc2) and below the pinch (Shi, Sh2 , Sc1) are constant. 
The largest uncertainty range is class 2-in one corner of the uncertainty 
range stream Sh2 causes the pinch, while in the remainder of the uncer­
tainty range stream Sc2 causes the pinch. The middle-size uncertainty 
range (the "target uncertainty range") corresponds to the resilience tar­
get-it is at the transition between class 1 and class 2. If the uncertainties 
were any larger (in the direction of increasing T~2 or increasing wh2), then 
this uncertainty range would become class 2. The point labeled "Cr'' in 
Fig. 17 limits the size of the target operating range; this point is called the 
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FIG. 18. Composite temperature-enthalpy curves for the critical uncertainty point of 
Example 13. 

"critical uncertainty point." At this point, both stream Sh2 and stream Sc2 

cause pinches, as shown in the composite curves in Fig. 18. Thus the 
"critical constraint" which limits resilience in this example is the appear­
ance of a new pinch at the supply of stream Sh2 . 

Suppose that the designer specifies as the expected uncertainty range the 
smallest uncertainty range shown in Fig. 17 (aT~2 = ±10 K; awh2 = ±0.5 
kW /K). Then the class 1 FI target (F*) has the value 2.87 (F* ilT~2 = 
±28.7K; F* awh2 = ±l.44kW/K); the size of the target uncertainty 
range is scaled relative to the size of the expected uncertainty range. Note 
that the class 1 Fl target can also have a value less than 1.0 if the expected 
uncertainty range specified by the designer is class 2. 

2. Use of the Class 1 Flexibility Index Target in HEN Synthesis 

In the synthesis of resilient HENs, use of the class 1 flexibility index 
target offers two important features (Colberg et al., 1988): 

1. The size of the target ( compared to 1) tells the process engineer if the 
expected uncertainty range is class 1 or class 2, and thus predicts (in a 
qualitative sense) how difficult it is to synthesize a resilient HEN for the 
expected uncertainty range. 
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2. Calculation of the FI target identifies the critical uncertainty point 
and constraint most likely to limit resilience, and thus identifies the supply 
temperatures and flow rates (in addition to the nominal ones) to which the 
process engineer should pay special attention. 

To use the size of the class 1 FI target F* to judge the difficulty of 
synthesizing a HEN resilient in a specified expected uncertainty range, 
consider three cases. 

(1) F* ~ 1. In this case, the expected uncertainty range is class 1 and 
is much smaller in size than the target uncertainty range. Since the 
uncertainties in the expected uncertainty range are relatively small ( com­
pared to the largest uncertainties in the target uncertainty range), tradi­
tional synthesis methods for fixed (nominal) stream conditions should be 
sufficient. Of course after designing the HEN, the designer should verify 
whether or not it is resilient in the desired expected uncertainty range. 

(2) F* ~ 1. Now the expected uncertainty range is class 1 but is close 
in size to the target uncertainty range. Since the expected uncertainty 
range is class 1, one can still "have it all;" that is, one can still synthesize a 
HEN structure with a "practical" number of units (qualitatively, few more 
units than the number required for nominal conditions) which is resilient­
while using minimum utilities-throughout the expected uncertainty 
range. However, since the expected uncertainty range is close in size to the 
target uncertainty range, synthesis may be more difficult (Colberg et al., 
1988). Example 14 below illustrates one crude procedure for synthesizing a 
resilient HEN in this case. This procedure uses the critical uncertainty 
point as well as the nominal stream data to synthesize the HEN structure. 

(3) F* < I. Now the expected uncertainty range is class 2 and one can 
no longer "have it all"-some trade-off must be made (Colberg et al., 
1988). The most common trade-off is to require minimum utility consump­
tion only at the nominal operating point and at the corner points of the 
uncertainty range, and to allow extra utility consumption for other points 
in the uncertainty range. Alternatively, the designer could require mini­
mum utility consumption throughout the uncertainty range, with a conse­
quent increase in the number of units. Or the designer could decrease the 
size of the expected uncertainty range (e.g., by imposing tighter control 
on the surrounding process). 

Unlike the economic HEN synthesis targets (for nominal stream condi­
tions), the class 1 FI target is a "soft" target-the process engineer can 
actually exceed the target (i.e., design for class 2 uncertainty ranges by 
making one of the trade-offs discussed above). Whether the process 
engineer chooses to meet, not meet, or even exceed the resilience target 
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depends upon economic factors, including the cost of not being resilient 
(e.g., lost-production). Likewise, whether or not the engineer chooses to 
meet the (nominal) economic targets depends upon resilience (as well as 
safety, controllability, and so on). 

By calculating the class 1 FI target, the process engineer can identify 
the critical uncertainty point and critical constraint (appearance of new 
pinches, nonnegative heating or cooling, and so on). This uncertainty point 
and constraint limit the resilience of a completely countercurrent (e.g., 
infinitely cyclic) HEN structure able to mimic the composite curves; thus 
they seem the most likely uncertainty point and constraint to limit the 
resilience of a practical but well-designed ( almost completely countercur­
rent) HEN structure. 

The following example demonstrates, by means of a crude synthesis 
procedure, how the class 1 FI target can be used as a synthesis tool. By 
using the target to identify the critical uncertainty point and constraint, the 
process engineer can consider resilience during the early stages of synthe­
sizing a resilient, economic HEN, rather than adding resilience after 
synthesis of an economic (for nominal conditions) HEN. Knowledge of the 
critical constraint (e.g., appearance of a second pinch) tells the process 
engineer exactly where to place exchangers and stream splits in order to 
best achieve resilience. 

Example 14 (from Colberg et al., 1988). For the nominal stream data 
of Example 13 (Table IX), synthesize a "practical" HEN structure which 
is as resilient as possible for uncertainties in the supply temperature and 
heat capacity flow rate of stream Sh2• based on "expected" uncertainties 
of fl T~2 = ± 10 K and tlwh2 = ±0.5 kW /K. In other words, synthesize 
a HEN structure to achieve the class 1 FI target based on this expected 
uncertainty range. [Note that here we have specified the "expected" 
uncertainties to establish the relative sizes of the two uncertainties (i.e., to 
establish the aspect ratio of the rectangular expected uncertainty range), 
rather than to specify absolute sizes of the uncertainties for which to 
design]. 

Step 1. Calculate the class 1 FI target. The target was determined 
graphically in Example 13. The target, F* = 2.87, is limited by a critical 
uncertainty point of F* tlT~2 = +28.7 K, F* tlwh2 = +1.43 kW/K (i.e., 
T~2 = 428.7 K after shifting to account for tlTm, and wh2 = 7.43 kW /K), 
and a critical constraint involving the appearance of a second pinch at the 
supply of stream Sh2 (Fig. 17). 

Step 2. Synthesize a HEN structure for the critical uncertainty point. 
Since the critical uncertainty point limits resilience, it is the uncertainty 
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point with the tightest design constraints (in this case due to the appear­
ance of simultaneous pinches at Sc2 and Sh2). Thus we synthesize for this 
point before considering the nominal stream data. A structure [obtained by 
the pinch design method (Linnhoff and Hindmarsh, 1983)] is shown in 
Fig. 19a. The four shaded exchangers are required to satisfy i:l Tm at the 
pinch caused by Sc2 ; the blackened exchanger and heater are required to 
satisfy i:l Tm at the pinch caused by Shz• 

Step 3. Synthesize a HEN structure for the nominal stream data as 
similar as possible to the structure synthesized for the critical uncertainty 
point. Such a structure is shown in Fig. 19b. The shaded exchangers are 
required to satisfy i:lTm at the pinch. 

Step 4. Merge the two separate structures into a single structure. In this 
case, merging is trivial because of the strong similarity between the two 
designs; we merely add the heater on Sc2 for the nominal structure to the 
structure synthesized for the critical uncertainty point. The resulting 
structure is shown in Fig. 19c. 

Step 5. Test the resilience of the merged structure. (Before this test we 
only know that the merged structure is feasible for both the nominal stream 
data and the critical uncertainty point. We do not know yet if the structure 
is resilient throughout the desired uncertainty range.) The flexibility index 
of the merged HEN structure is 2.87. Thus the structure achieves the class 
1 FI target and is resilient throughout the target uncertainty range. 

Step 6. Try to reduce the number of units in the merged HEN structure 
(e.g., by loop-breaking; Su and Motard, 1984). The only loop in this 
structure is shown by the dashed lines in Fig. 19c. (Since the pinch caused 
by stream Sc2 occurs for every point in the uncertainty range, we are not 
considering loops which straddle this pinch so that we can maintain 
minimum utility consumption throughout the uncertainty range.) Eliminat­
ing any unit in this loop except the match between streams Sh2 and Sc 1 
reduces the flexibility index to zero (i.e., the structure becomes infeasible 
even for nominal conditions); eliminating the Sh2-Sc1 match reduces the 
flexibility index to 0.57. Thus no unit can be deleted from the merged HEN 
structure without a loss of resilience. 

B. MULTIPERJOD HEN SYNTHESIS USING STRUCTURAL OPTIMIZATION 

To automatically synthesize HENs operable ("resilient" without any 
constraint on energy recovery; see Section III,D) in a specified range of 
uncertain temperatures and flow rates, Floudas and Grossmann (1987b) 
have developed computer algorithms which iteratively synthesize a HEN, 
analyze its operability, and resynthesize a more operable HEN if neces-
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sary. In particular, they have combined the multiperiod synthesis algo­
rithm of Floudas and Grossmann (1986, 1987a) with special forms of the 
operability- test and flexibility index (without the energy recovery con­
straint) reviewed earlier in this chapter. By requiring operability in the 
specified uncertainty range rather than strict resilience, Floudas and 
Grossmann ( 1987b) avoid the issue of class I-class 2 problems. They also 
restrict their synthesis procedure to constant heat capacities. 

The multi period synthesis algorithm of Floudas and Grossmann ( 1986, 
1987a) generates HENs which are feasible for each of several periods of 
operation (i.e., for each of several critical points which may limit operabil­
ity) and which have a minimum number of units, a minimum investment 
cost (given the predicted minimum number of units), and a minimum 
utility cost for each period. The multiperiod synthesis algorithm guarantees 
HEN feasibility (operability) only at the discrete periods of operation. The 
operability test ( or the flexibility index without the energy recovery 
constraint) ensures that the HEN is operable throughout the entire 
uncertainty range. (Note that maximum energy recovery-minimum 
utility consumption-is also guaranteed only for the discrete periods of 
operation, and not for the entire uncertainty range.) If the HEN is not 
operable throughout the uncertainty range, then the critical point for 
operability (i.e., the combination of uncertain supply temperatures and 
flow rates where the HEN feasibility constraints are most violated) is 
added as a new period of operation, and the multiperiod synthesis 
algorithm is applied again to generate a more operable HEN. 

The multiperiod synthesis-analysis-resynthesis algorithm is actually 
decomposed into two stages (Floudas and Grossmann, 1987b): 

I. The stage of matches includes the following. 
a. Synthesis: Predict a minimum set of stream matches, and the heat 

transferred in each match, which will lead to a minimum unit HEN 
feasible for each period of operation and which has minimum 
utility cost during each period (Floudas and Grossmann, 1986). 

b. Analysis: Apply the active constraint strategy to the "operability3 

test at the stage of matches" to determine whether the predicted 
set of matches can lead to an operable HEN. 

c. Iteration: If the predicted set of matches can lead to an operable 
HEN, then proceed to stage 2. Otherwise, add the critical point 
for operability as a new period of operation and repeat stage 1. 

3 Floudas and Grossmann (1987b) actually call this the feasibility test at the stage of 
matches. However, since Floudas and Grossmann do not include an energy recovery con­
straint, we are calling this the operability test at the stage of matches in order to remain 
consistent with the terminology of Saboo et al. (1987b). 
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2. The stage of structure includes the following. 
a. Synthesis: Derive the HEN superstructure from the predicted set 

of stream matches. (The HEN superstructure consists of the 
predicted stream matches and mathematical "piping" connecting 
the matches in all possible series, parallel, and bypass combina­
tions.) Optimize the superstructure to determine the actual struc­
ture and exchanger areas which minimize total investment cost4 

(Floudas and Grossmann, 1987a). 
b. Analysis: Apply the active constraint strategy to the "flexibility 

index at the stage of structure" to determine whether the actual 
HEN is operable. 

c. Iteration: If the HEN is operable in the specified uncertainty 
range, then stop. Otherwise, add the critical point for operability 
as a new period of operation and repeat stage 2. 

Decomposition of the multiperiod synthesis-analysis-resynthesis algo­
rithm into these two stages is possible because any feasible (operable) set of 
matches predicted by the first stage can always be translated into a feasible 
(operable) HEN in the second stage (Floudas and Grossmann, 1987b). The 
operability test in stage 1 ensures that the set of matches can lead to an 
operable HEN. However, even if a set of matches does pass the operability 
test in stage 1, an operability test ( or corresponding flexibility index) is still 
necessary in stage 2. This is because even though the operable set of 
matches can always be translated into an operable HEN, not all HENs 
translated from the set of matches will necessarily be operable; that is, 
operability of a HEN depends upon the details of its structure (the order in 
which the matches are connected) as well as upon the set of matches 
themselves. 

The steps of the multiperiod synthesis-analysis-resynthesis algorithm 
can now be summarized as follows (Floudas and Grossmann, 1987b). 

Step 1. Select a finite number of periods of operation (i.e., sets of 
values of the uncertain supply temperatures and flow rates). Typically, the 
nominal operating point is selected, as well as some combinations of upper 
and lower bounds on the uncertain variables [e.g., bounds corresponding 
to maximum heating, maximum cooling, maximum heat exchange, and 
maximum required heat transfer area, as suggested by Marselle et al. 
(1982)]. 

" Note that the investment cost is minimized for a HEN superstructure with a fixed number 
of units (matches). If the number of units could vary, then the investment cost might be 
minimized even further. 
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Step 2. Formulate and solve the LP transshipment model of Papoulias 
and Grossmann ( 1983) for each period of operation to determine the 
minimum utility cost and pinch location for each period. 

Step 3. Formulate and solve the multiperiod MILP transshipment 
model of Floudas and Grossmann (1986) to determine a minimum set of 
stream matches for feasible operation in all the periods and the heat 
transferred in each match in each period. 

Step 4. Apply the operability test at the stage of matches (with the 
active constraint strategy). The form of this operability test is described in 
the next section. (a) If the set of matches cannot lead to an operable HEN, 
then add the critical point for operability as another period of operation 
and return to step 2. (b) If the set of matches can lead to a HEN operable 
in the specified uncertainty range, then go to step 5. 

Step 5. Derive the multiperiod superstructure based upon the matches 
and heat transferred in each match predicted by the multiperiod MILP 
transshipment model. Formulate an NLP to optimize the superstructure 
(Floudas and Grossmann, 1987a) to give the HEN structure and exchanger 
sizes which minimize investment· cost. 

Step 6. Apply the active constraint strategy to the flexibility index (F) 
at the stage of structure (without the energy recovery constraint). The form 
of this flexibility index problem is described in a later section. (a) If F 2:: 1, 
then the HEN is operable in the specified uncertainty range. Stop. (b) If 
F < 1, then add the critical point for operability as another period of 
operation and return to step 5. 

1. Operability Test at the Stage of Matches 

The operability test (resilience test in Section 111,A,2, but without the 
energy recovery constraint) is applied at the stage of matches to determine 
whether the predicted stream matches can lead to an operable HEN. The 
general form of this operability test is 

x(d) = max t/l(d, 8) (39) 
8E8 

where t/l(d, 8) is determined by the LP 

t/l(d, 8) = min 13 (40) 
subject to: z./3 

Equality constraints 

(Al) Energy balances on each hot process and utility stream in each 
"temperature interval" (TI) of the multiperiod MILP transshipment 
model. Each energy balance involves the "residuals" (heat cascaded) to 
and from the TI and the heat transferred in each stream match in the Tl. 
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(A2) Energy balances on each cold process and utility stream in each TI. 
(A3) Zero residual to the hottest TI and from the coldest TI. 

Inequality constraints 

(B 1) Residuals of -{3 or more 
( B2) Heat loads in each stream match of - /3 or more 

where 0 contains the uncertain supply temperatures and flow rates and z 
the control variables. Note that ~Tm will automatically be satisfied if all the 
residuals are nonnegative (because of the way the Tis are defined). The 
matches lead to an operable HEN if and only if x s 0. Floudas and 
Grossmann ( 1987b) give the specific form of the constraints in this 
operability test. The constraints are nonlinear in general; however, they 
are linear for fixed values of the uncertain supply temperatures and flow 
rates. 

Floudas and Grossmann (1987b) show that the solution (critical point) of 
problem (39) must be a corner point of the uncertainty range. Thus 
operability test (39) can be simplified to 

x(d) = max l/l(d, 81
) (41) 

IEL 0 

where 1/J(d, 81
) is calculated at corner point 81 of the uncertainty range and 

Lv is the index set of all the corner points. Problem ( 41) can be solved by a 
series of LPs ( 40) for l/l(d, 81

), one at each corner point of the uncertainty 
range. Alternatively, to avoid exhaustive evaluation of all the corner 
points, the active constraint strategy can be applied directly to operability 
test (39). 

2. Flexibility Index at the Stage of Structure 

The flexibility index at the stage of structure ensures that the HEN 
translated from the operable matches is itself operable in the specified 
uncertainty range. A yes-no operability test at the stage of structure could 
be used to ensure operability of the HEN. Instead, Floudas and Gross­
mann (1987b) choose to use the more general flexibility index (as reviewed 
in Section 111,A,3, but without the energy recovery constraint) since it also 
provides information on the largest scaled uncertainty range in which the 
HEN remains operable. 

The general form of the flexibility index at the stage of structure (without 
the energy recovery constraint) is 

F(d) = max s (42) 
s 

subject to 
h(d,z, 0) = 0 



160 

max min max gm(d, z, 8) s 0 
9E0(s) z mEM 

0(s) = {818N - s A8- s 8 s 8N + s A8+}, s ~ 0 

where equality constraints h(d, z, 8) consist of 

(Al) Mass balances for each splitter 
(A2) Mass balances for each mixer 
(A3) Energy balances for each mixer 
(A4) Energy balances for each exchanger 
(AS) Area constraints for each exchanger without bypass 

and inequality constraints g(d, z, 8) consist of 

(Bl) Area constraints for each exchanger with bypass 
(82) AT m constraints for each exchanger 
(83) Nonnegative loads for each exchanger, heater, and cooler 
(84) Nonnegative flow rates 

Floudas and Grossmann (1987b) give the specific form of these constraints. 
The energy balance and area constraints are, in general, nonlinear. 

The critical point for the flexibility index is, in general, not a corner point 
of the uncertainty range (e.g., see Section 111,C,2 on stream splits or 
Section 111,C,3 on flow rate uncertainties). Thus, Floudas and Grossmann 
(1987b) use the active constraint strategy to solve problem (42). Floudas 
and Grossmann ( 1987b) show that the active constraint strategy applied to 
the flexibility index at the stage of structure has a single local optimum if 
area constraints (AS) and (Bl) are excluded. When the area constraints are 
included, the active constraint strategy may have multiple local optima. 

Example 15 (from Floudas and Grossmann, 1987b). A HEN is to be 
designed for the nominal stream data shown in Table X. Due to changes in 
the process feedstocks, an uncertainty range is defined for the flow rates 
(i.e., ±0.4 kW /K of the nominal point) and supply temperatures of hot 

TABLE X 

NOMINAL STREAM CONDITIONS FOR EXAMPLE 15 

Stream 
w 

(kW/K) 

1.4 
2 
3 
2 

rs 
(K) 

583 
723 
313 
388 

323 
553 
393 
553 
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stream Sh 1 ( ± 10 K) and cold stream Sc2 ( ±5 K). The objective is to design 
a HEN which is operable for the specified uncertainty range and which 
features the minimum investment cost, fewest number of units, and mini­
mum utility cost. 

Suppose that only two periods of operation are considered in the first 
iteration of the synthesis procedure. The selected periods correspond to 
(1) maximum total heat exchange (i.e., w~1 , w g, T~1 , T;2 , and (2) 
maximum cooling (i.e., w~1 , w;2 , T~1 , Tg). Solving the LP transshipment 
model for each period with a specified ~Tm of 10 K yields 

Period l 

Hmin = 0 
Cmin = 178 kW 
No pinch 

Period 2 

Hmin = 0 
Cm;n = 330 kW 
No pinch 

By formulating and solving the multiperiod MILP transshipment model 
for these two periods of operation, the following set of matches is identified: 

Sh1-Sc2, Sh2-Sci, Sh2-Sc2, Shi-CW 

where CW denotes cooling water. The solution of this model was obtained 
by using the computer code LINDO (Schrage, 1981) and required 2.4 sec 
(DEC-20). By applying the operability test at the stage of matches and 
solving LP ( 40) at each of the 16 corner points, the operability measure was 
found to be x(d) = 128. This solution was obtained by using the computer 
code LINDO in 20.5 sec. Positive x(d) implies that the preceding selection 
of matches cannot result in an actual operable network. 

The critical uncertainty point for x(d) = 128 is introduced (i.e., w~i, w;2 , 

T~1, Tg) as a third period of operation, which in fact corresponds to 
the condition of maximum heating. This third period features utility loads 
of Hmin = 58 kW and Cmin = 0, with no pinch point. Then by formulating 
and solving the multiperiod MILP transshipment model for the three 
periods of operation, the following set of matches is predicted: 

H-Sc2, Shi-Sci, Sh1-Sc2, Sh2-Sc2, Sh2-CW 

where H denotes steam. This solution was obtained by using the computer 
code LINDO in 2. 76 sec. The corresponding heat exchanged at each match 
is shown in Table XI. By applying the operability test in the stage of 
matches, it was found that x(d) = 0. This required the solution of LP (40) 
at each of 16 corner points (21 sec). Since the operability measure x(d) is 
zero, this implies that the preceding selection of matches predicted by the 
multiperiod MILP transshipment model can result in an operable HEN. 
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TABLE XI 

MATCHES AND HEAT EXCHANGED IN EACH OPERATING PERIOD IN EXAMPLE 15 

Heat exchanged (kW) 

Unit Match Period 1 Period 2 Period 3 

1 H-Sc2 0 0 58 
2 Sh1-Sc1 240 240 240 
3 Sh1-Sc2 246 246 10 
4 Shi-Sc2 162 10 340 
5 Sh2-CW 178 330 0 

To automatically determine the network structure that is feasible for 
these three periods of operation and that features minimum investment 
cost, as well as minimum utility cost for each period, the automatic 
synthesis approach for multiperiod networks by Floudas and Grossmann 
(1987a) is utilized. The value of ATm was relaxed to 1 K for this design 
stage. In the first step of this approach, the multiperiod superstructure is 
derived by using the five predicted matches. Then by formulating the 
superstructure as an NLP and using the values of the overall heat transfer 
coefficients and cost data shown in Table XII, the resulting NLP is solved 
by using the computer code MINOS/ AUGMENTED (Murtagh and 
Saunders, 1981). This NLP features 108 variables, 57 nonlinear con­
straints, and 60 linear constraints. The CPU time for solving this NLP was 
24.8 sec. 

TABLE XII 

OVERALL HEAT TRANSFER COEFFICIENTS AND 

COST DATA FOR EXAMPLE 15" 

u,j A--
Match (kW/m2 K) (m1) 

H-Sc2 0.08 23.77 
Sh1-Sc:1 0.08 103.83 

Sh1-Sc:2 0.08 56.583 

Shi-Sc:2 0.08 23.315 
Shi-CW 0.08 13.013 

,. C,1 = 4333Ai·6 ($), A in m2 . Steam cost 
(573 K): 171.428 x 10-4 ($/kW hour). Cooling 
water cost (303-323 K): 60.576 x 10-4 

($/kW hour) 
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FIG. 20. Operable HEN synthesized for Example 15. 

323K 
323 
323 

553 K 
553 
553 

313 K 
313 
313 

1.8 kWi1< 
Wh1 • 1.8 

1.0 

2 kWi1< 
W112 •2 

2 

3 kWi1< 
w.1 .3 

Sc1 
3 

The solution of this optimization problem provides the HEN shown in 
Fig. 20, where flow rates and temperatures are listed for the three 
operating periods. The areas of the heat exchangers are given in Table XII. 
Notice that there is splitting of cold stream Sc2 into two branches. Bypasses 
are also involved in stream Sc1 (match Sh1-Sc1), stream Shi (match 
Sh1-Sc2), and stream Sh2 (match Sh2-Sc2). This network, which is feasible 
for the three operating periods that are considered, features a minimum 
investment cost of $196,900 and a minimum utility cost of $1.078/hour 
for operating period 1, $1.999/hour for period 2, and $0.9943/hour for 
period 3. 

To test for operability of the HEN in the specified uncertainty range, the 
active constraint strategy is applied to the flexibility index at the stage of 
structure (without the energy recovery constraint). First, constraints 
(Al)-(A5) and (B1)-(B4) are developed for this network. Since there are 
nine equations and 12 unknowns, there exist three control variables which 
have been selected to be z1 = w~2 , z2 = w:2, z3 = T4 (see Fig. 20). Using 
the information from the gradients of the feasibility constraints with 
respect to the control variables, four active sets of constraints are iden­
tified. Then, solving an NLP for each active set of constraints, it was found 
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that the flexibility index is F = l, which implies that the network configura­
tion derived in the preceding step is not only economical and energy 
efficient. but also operable for the full uncertainty range. The solution of 
the four NLPs required 22.4 sec. Hence, the total computer time that was 
required to solve this problem was 94 sec. 

C. HEN SYNTHESIS USING "DOWNSTREAM (DISTURBANCE) PATHS" 

Kotjabasakis and Linnhoff (1986) introduced the concept of "down­
stream (disturbance) paths" for synthesis of resilient HENs ( or more 
general processes). This simple concept provides an excellent physical 
understanding of structural HEN resilience. It also can be used to study the 
qualitative effects of varying an uncertain parameter (e.g., a supply 
temperature and/ or flow rate) upon specified fixed parameters (e.g., target 
temperatures) and to suggest design changes to eliminate or counteract 
these effects early in the structural design stage. The concept of down­
stream paths is best illustrated by example. 

Example 16 (from Linnhoff and Kotjabasakis, 1986). Consider the HEN 
structure in Fig. 21. Based on a physical understanding of the HEN 
structure and without the need to solve any linear programs, we wish to 
investigate two questions. (1) Will varying a specified uncertain supply 
temperature and/or flow rate affect a given fixed target temperature? 
(2) What design changes might be used to eliminate these effects? 

In the HEN structure in Fig. 21, all the streams except Sc1 have heaters 
or coolers which can be used to control their target temperatures ( though 
extra utility may be required to do so). Thus in this example we will 
concentrate on maintaining the target temperature of stream Sci. 

Path 1 lUY.1.K 

Sh1 
573' 353 

30 
Path 2 

Sh2 
473 313 

45 

453 313 S 40 c1 

513 4139 
60 c2 

FIG. 21. Two paths from T~ 1 to T~, (1) Completely downstream and (2) partially 
upstream. 
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Consider the effect of varying T~1 upon T'Ji. Figure 21 shows two 
"paths" -from the supply of Shi to the target of Sc 1• A "path" is an 
unbroken connection between any two points in the HEN grid diagram. It 
seems obvious that a varying supply temperature or flow rate can affect a 
(fixed) target temperature only if they are physically connected by a "path" 
through streams and heat exchangers. Path l in Fig. 21 carries a change in 
T~ 1 downstream along Sh 1, through exchanger 3, and downstream along 
Sc1. Path 2 carries the change downstream along Shi, through exchanger 1, 
and upstream Sc2 • However, the effect of a changing supply temperature or 
flow rate cannot travel upstream. Thus a changing supply temperature or 
flow rate can affect a (fixed) target temperture only if there is a path 
connecting the two which is completely downstream. 

Now consider the effect of varying T;2 upon ( fixed) TJ1• Figure 22a shows 
two completely downstream paths between T~2 and T[1• We wish to 
consider possible design changes which can eliminate the effect of varying 
T;2 upon TJi. 

(1) Break downstream path. If the ~Tm (or area) and load con­
straints of the remaining exchangers allow it, removing exchanger 3 will 
break path 1 between T;2 and TJi, as shown in Fig. 22b. 

(2) Insert upstream element. If the ~Tm (or area) and load constraints 
allow it, exchangers 2 and 4 can be interchanged to block path 2, as shown 
in Fig. 22c. Here we have inserted exchanger 4 upstream of exchanger 2. If 
the changes in Figs. 22b and 22c are possible, then we can eliminate the 
effect of varying T;2 upon (fixed) TJ1 without the need for any overdesign. 

(3) Apply manipulation. If ~Tm (or area) and load constraints do not 
allow the changes in Figs. 22b and 22c, then manipulation ( of an exchanger 
bypass) might be used to counteract the effect of changing T;2 upon (fixed) 
TJi. Figure 23 shows that there are downstream paths from all four 
exchangers to the target of stream Sc1• Thus a bypass around any one of the 
four exchangers can be used to counteract the effect of changing T~2 upon 
T'Ji. Of course the effect of manipulating the chosen bypass upon the other 
target temperatures must also be considered. 

In the previous example, several design changes were considered in 
order to eliminate or counteract the effect of a changing supply tempera­
ture upon a fixed target temperature. The best choice of design change 
depends on trade-offs between capital and energy costs; that is, removing 
exchanger 3 to give Fig. 22b might require adding area to the other 
exchangers and/ or increasing heating and cooling, while the changes in 
Fig. 23 (adding an exchanger bypass) require adding area. 

Kotjabasakis and Linnhoff (1986) demonstrate the use of sensitivity 
tables for a quick (but qualitative) means of evaluating these trade-offs and 
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F10. 22. Two design changes to block downstream paths. (a) Original design. (b) remove 
exchanger 3 to break path 1, and (c) insert exchanger 4 upstream of exchanger 2 to block 
path 2. 

eliminating obviously expensive design choices. However, these sensitivity 
tables do not consider the nonlinearity of area (capital cost) as a function of 
the uncertain supply temperatures and flow rates, and they do not consider 
interactions between two simultaneously varying supply temperatures or 
between two paths connecting the same supply and target temperatures. 
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F1G. 23. Downstream paths from all four exchangers allow manipulation of TJi. 

Thus simulation (e.g., the feasibility test in Section 111,A,1 with area 
constraints replacing the ATm constraints) and costing should be used to 
evaluate the final design choices. 

In addition, the sensitivity tables do not consider the inherent nonlinear­
ity of the HEN resilience problem. Thus while the use of downstream paths 
and sensitivity tables may guarantee feasible HEN operation for specified 
discrete values of supply temperatures and flow rates, they do not 
guarantee feasible HEN operation for intermediate supply temperatures 
and flow rates [ unless all paths between varying and fixed parameters have 
been blocked, as in Fig. 22b, or unless the assumptions of the corner point 
theorem (Section 111,B,1) are satisfied]. More rigorous testing (e.g., using 
one of the techniques discussed in Section Ill) may be necessary to 
guarantee resilience for intermediate supply temperatures and flow rates. 

D. SUMMARY OF RESILIENT HEN SYNTHESIS PROCEDURES; 
AREAS FOR FUTURE RESEARCH 

Three methods for synthesis of HENs which are economically optimal 
and resilient have been reviewed in this chapter: (1) synthesis of HEN 
structure based on a class 1 flexibility index (Fl) target ( Colberg et al., 
1988); (2) synthesis of HEN structure and design (sizing) of individual 
exchangers using mixed-integer optimization algorithms for multiperiod 
operation (Floudas and Grossmann, 1987b); and (3) synthesis of HEN 
structure based on "downstream (disturbance) paths" (Linnhoff and Kot­
jabasakis, 1986). 

The class 1 FI target is the flexibility index of the largest possible class 1 
uncertainty range for given nominal stream data. For simple problems it 
can be calculated by trial-and-error plotting of the composite curves. For 
larger problems, or problems with correlated uncertainties, the target can 
be calculated with a NLP (Colberg et al., 1988). 
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The class 1 FI target serves two important uses during synthesis of 
resilient HENs. 

1. The size of the target (relative to 1) tells the designer if the expected 
uncertainty range is class 1 or class 2, and thus whether trade-offs must be 
made to achieve resilience in the expected uncertainty range. 

2. Calculation of the target identifies the critical uncertainty point and 
constraint most likely to limit resilience. 

Use of the class 1 FI target as a HEN synthesis tool offers a number of 
attractive features. 

1. Knowledge of the critical uncertainty point and constraint allows the 
designer to strategically place exchangers and stream splits where they will 
most improve resilience. This feature tends to minimize the number of 
synthesis-analysis iterations required to achieve a resilient HEN. 

2. The class 1 FI target can be used to predict the trade-off between a 
constant value of AT m and resilience, and energy and resilience (Colberg 
et al., 1988). 

3. The target attempts to consider economics, albeit indirectly (Col­
berg et al., 1988). It indirectly limits the number of exchangers (by 
limiting the target to class 1 uncertainty ranges), and places bounds on 
utility consumption and network area (implicitly through use of the 
composite curves, or by constraints in the NLP). 

The class 1 FI target also suffers a few disadvantages. 

1. It is limited to class 1 problems. 
2. It cannot handle uncertain heat transfer coefficients. 
3. Although the FI target can consider AT m varying as a function of 

uncertain supply temperatures and flow rates (e.g., by using the nominal 
energy, area, and units targets to predict an economic optimum AT m), this 
dependence must be specified before plotting any composite curves or 
solving the NLP. Thus the trade-off between cost and resilience is not 
accurately considered (i.e., AT m should reflect the cost of overdesign to 
achieve resilience as well as the cost of energy, units, and area for nominal 
operating conditions). 

The second synthesis procedure reviewed in this chapter, based on 
mixed-integer optimization, iteratively synthesizes a HEN, analyzes its 
operability, and resynthesizes a more operable HEN if necessary (Floudas 
and Grossmann, 1987b). In particular, this procedure combines the multi­
period, mixed-integer synthesis algorithm of Floudas and Grossmann ( 1986, 
1987a) with specific forms of the operability test at the stage of matches 
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and flexibility index at the stage of structure (with active constraint 
strategy) developed by Floudas and Grossmann (1987b). 

The synthesis procedure of Floudas and Grossmann ( 1987b) is one of the 
most powerful in the open literature for solving practical HEN synthesis 
problems and has a number of attractive features. 

1. It synthesizes a HEN which is resilient and which has the minimum 
number of units required for resilience, minimum investment cost, and 
minimum utility cost for each period of operation. 

2. It not only synthesizes the HEN structure, but also designs (sizes) the 
individual exchangers. 

3. It synthesizes and designs the HEN automatically from given stream 
and cost data. 

4. By decomposing the synthesis problem into the "stage of matches" 
and the "stage of structure," the synthesis procedure can handle large 
problems with reasonable computational effort. 

However, these same features also have the following drawbacks. 

1. Although HENs with reasonable cost should be obtained by sepa­
rately minimizing energy cost, number of units, and investment cost, this 
procedure does not necessarily minimize total cost. In particular, the 
choice of ~Tm for energy targeting and for predicting the stream matches is 
not optimized to consider the trade-off between energy and capital costs 
(as in Ahmad and Linnhoff, 1984). Even more important, different values 
of ~Tm will generally be optimal for different periods of operation in the 
synthesis procedure. Also, investment cost is minimized only for a fixed set 
of matches. 

2. By decomposing the HEN synthesis problem into the stages of 
matches and structure, this procedure might make it difficult for the 
designer to directly influence the shape of the synthesized network (i.e., 
how should the stage of matches be influenced in order to achieve a desired 
change at the stage of structure?). For example, this procedure does not 
seem to allow the designer to easily constrain stream splitting (like Saboo 
et al., 1986) and might be difficult to apply in revamp synthesis. 

3. The synthesis procedure guarantees minimum energy cost only for 
the discrete periods of operation considered, and not for the whole 
uncertainty range ( especially for class 2 problems). 

4. The analysis portion fo the procedure is limited to constant heat 
capacities. 

The concept of "downstream (disturbance) paths" (Linnhoff and Kot­
jabasakis, 1986) is a simple and intuitively appealing tool for evolutionary 
synthesis of resilient HENs. It can be used to identify the qualitative effects 
of varying uncertain supply temperatures and flow rates upon (fixed) target 
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temperatures, and to identify potential design changes to eliminate or 
counteroct these effects. The qualitative use of downstream paths has 
several attractive features. 

1. It is simple (no calculations required). 
2. It provides great physical insight into the structural resilience of a 

HEN. 

However, the quantitative use of downstream paths suffers several· 
disadvantages. 

1. It is difficult to consider interactions among two or more supply 
temperatures or flow rates changing simultaneously. 

2. It is difficult to consider interactions among two or more paths 
between the same supply temperature ( or flow rate) and target tempera­
ture. 

3. It is difficult to consider nonlinear effects on HEN resilience. 

These disadvantages are apparent in the use of sensitivity tables (Kotjaba­
sakis and Linnhoff, 1986) combined with downstream paths. 

In addition, both the FI target-based synthesis procedure and the 
multiperiod synthesis procedure suffer from the fact that they synthesize a 
HEN for a specified uncertainty range and cannot directly consider the 
trade-off between resilience and total HEN cost. At preserit, the best way 
of evaluating this trade-off with these methods is to synthesize HENs for 
several different sizes of the uncertainty range and then to compare the 
HENs. The downstream path method (combined with sensitivity tables) 
evaluates this trade-off much more easily and directly (subject to the 
quantitative limitations discussed above). 

The class 1 FI target (Colberg et al., 1988) combined with the pinch 
design method (Linnhoff et al., 1982; Linnhoff and Hindmarsh, 1983) for 
synthesis of an initial HEN, and the use of downstream paths (Linnhoff 
and Kotjabasakis, 1986) to improve resilience ( or reduce cost), yields a 
very flexible synthesis method with great physical insight into structural 
HEN resilience (both through the use of downstream paths and knowledge 
of the critical uncertainty point and constraint). This combined method 
allows the designer to evaluate trade-offs between capital and energy, but 
can be difficult to apply to problems with many streams or where several or 
dissimilar designs must be merged (Example 14). The multiperiod synthe­
sis-analysis-resynthesis algorithm of Floudas and Grossmann (1987b) is 
easy to apply even to large problems with many critical uncertainty points 
(periods of operation), but cannot directly evaluate trade-offs between 
capital and energy ( unless one iterates ~Tm), and is not flexible enough to 
allow the designer to influence the synthesized HEN (e.g., to constrain 
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stream splitting or to perform revamp synthesis). The "ideal" algorithm for 
resilient HEN synthesis should combine the desirable features of both of 
these algorithms. Possible areas of research to develop a more ideal 
synthesis algorithm include the following. 

1. Develop methods for predicting energy-capital-resilience trade-offs 
by use of the energy, units, area, and FI targets. In particular, develop an 
area target which considers the total installed HEN area required for 
resilience, including the area which might be bypassed for nominal stream 
conditions. 

2. In the multiperiod synthesis-analysis-resynthesis algorithm of 
Floudas and Grossmann (1987b), minimize the total HEN cost rather than 
separately minimizing energy and capital costs. This can be accomplished 
at least at the stage of structure by treating utility loads and loads of the 
stream matches as variables in the superstructure, rather than as constants 
predicted by the LP transshipment model (Papoulias and Grossmann, 
1983) and the multiperiod MILP transshipment model (Floudas and 
Grossmann, 1986). 

3. In order to properly consider the trade-offs between capital, energy, 
and resilience at the stage of matches, investigate the "optimum" choice of 
6.T m· Actually, in an ideal synthesis algorithm, these trade-offs should be 
evaluated directly and not by means of a possibly artificially chosen value 
of 6.Tm. 

4. In order to make the multiperiod synthesis-analysis-resynthesis 
algorithm more flexible (and to extend it later to revamp synthesis), 
investigate how to constrain stream splitting. 

5. Extend the multiperiod synthesis-analysis-resynthesis algorithm to 
handle temperature-dependent heat capacities and phase change and 
uncertain heat transfer coefficients. 

Nomenclature 

a Constant used in stream split con­
straint (27)5 or constant used in 
'1Tm constraint· with uncertain 
flow rates (30) 

A Matrix used in general form of en­
ergy balance constraint (5) 

b Vector used in general form of en­
ergy balance constraint (5) 

B Matrix used in general form of en­
ergy balance constraint (5) 

c Constant used in stream split con­
straint (27) or constant used in 
~Tm constraint with uncertain 
flow rates (30) 

cP Heat capacity, kJ/kg K 

5 Numbers in parentheses refer to the first equation in which a symbol is used. 



C Matrix used in general form of AT m 

constraint (5) 
Cmin Minimum cooling requirement. kW 

d Vector ·of design variables ( 1) 
D Matrix used in general form of ATm 

constraint (5) 
e Vector of ones, [l 1 · · · 1 qr (5) 
£ Matrix used in general form of load 

constraint (5) 
f Vector of reduced inequality con­

straints (2) 
F Flexibility index. dimensionless ( 10) 

g;1 Constraint on split fraction of 
branch j on stream i (27) or AT m 

constraint on exchanger con­
nected to streams S; and Si with 
uncertain flow rates (30) 

G Matrix used in general form of load 
constraint (5) 

h Vector of equality constraints {l) 
H Minimum heating requirement, kW 

(5) 
/ Identity matrix 
k Upper bound on slack variables 11 

(21) 
kL Upper bound on slack variables i'L 

and o-L (25) 
kr Upper bound on slack variables Yr 

and O'r (25) 
I" Vector of heater loads, kW (5) 
L Matrix used to define integer vari­

ables m (24) 
LL Matrix used to define integer vari­

ables mL (26) 
Lr Matrix used to define integer vari­

ables mr (26) 
m Integer variables determining in 

which exchanger each tempera­
ture breakpoint occurs (21) 

mL Integer variables used in equality 
form of load constraint with tem­
perature breakpoints (26) 

mr Integer variables used in equality 
form of ATm constraint with tem­
perature breakpoints (25) 

M Index set for reduced inequality 
constraints (2) 

MA Index set for active reduced inequal­
ity constraints (34) 
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nA Number of potential sets of active 
constraints MA 

n1 Number of reduced inequality con­
straints f 

nz Number of control variables (de­
grees of freedom) z 

n8 Number of uncertain variables 9 
N Matrix used in general form of en­

ergy balance constraint with tem­
perature breakpoints (24) 

0 Matrix used in general form of ;l Tm 
constraint with temperature 
breakpoints (24) 

p Vector used in general form of ;lTm 
constraint (5) 

P Polytope region defined by resil­
ience index 

r Vector used in general form of load 
constraint (5) 

R Region for feasible operation of a 
HEN 

RI Resilience index, kW (16) 
s Scale factor for family of hyperrec­

tangles used to define the flexibil­
ity index, dimensionless (10) 

t Vector of temperatures 
T Temperature, K 

u;1 Split fraction of branch j on stream i, 
dimensionless 

U Heat transfer coefficient. kW /m2 K 
v Vector of state and control variables 

[t 1
, I") (5) 

vk Kth load or ATm constraint function 
not depending on any stream split 
fractions (28) or load constraint 
function for exchanger k with un­
certain flow rates (31) 

w; Heat capacity flow rate of stream S;, 
kW/K 

x Vector of state variables 
z Vector of control variables (degrees 

of freedom) (1) 

Greek Letters 
a Factor by which to relax minimum 

heating target, dimensionless (5) 
{3 Slack variable for measuring worst 

violation of feasibility constraints 
(4) 



'YL Load violation, kW (26) 
'YT .lTm violation, K (25) 
51 Supply temperature uncertainty ex­

pressed in terms of load, kW (19) 
5T Uncertainty in (supply) tempera­

ture, K ( 19) 
58 Uncertainty (in any uncertain vari­

able) ( 17) 
.l T Approach temperature, K 

.l Tm Minimum approach temperature 
allowed in a HEN, K 

.l r. Smallest approach temperature ac­
tually occurring in a HEN, K 

.l8 Expected uncertainty (in any uncer­
tain variable) ( 12) 

71 Slack variables for determining in 
which exchangers each tempera­
ture breakpoint occurs, K ( (21) 

8 Vector of uncertain variables ( sup­
ply temperatures, flow rates, 
and/or heat transfer coefficients) 

0 Hyperrectangular uncertainty range 
A Kuhn-Tucker multiplier (35) 
{ Kuhn-Tucker slack variables (35) 

ot Load surplus, kW (26) 
CTT ~Tm surplus, K (25) 
x Resilience measure (6) 
1/1 Feasibility measure (3) 
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Subscripts 
BR Breakpoint (discontinuity in piece­

wise constant heat capacity) 
Stream index 

j Stream index 
k Exchanger (or heater) index 
/ Uncertainty direction (along a single 

stream) 
L Load constraint 
m Index for reduced inequality con­

straints 
Superscripts 

C Critical (uncertainty point) 
H Heater (load) 
I Intermediate ( stream temperature) 
/ Uncertainty direction (toward aver­

tex of the uncertainty range) 
L Lower bound ( on uncertain vari­

able) 
N Nominal (value of uncertain vari-

able) 
S Supply (temperature) 
T Target (temperature) 
U Upper bound (on uncertain vari­

able) 
+ Positive uncertainty direction 
- Negative uncertainty direction 
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Chapter 4 

A Resilience Target for Heat 

Exchanger Network Synthesis 

4.1 Introduction 

The economic targets for HEN synthesis (minimum utilities, area, and number of 

units) are valuable tools for designing an optimal network for fixed operating con­

ditions. However, previous papers (Marselle et al., 1982; Grossmann and l\forari, 

1983; Saboo and Morari, 1984) have shown what industrial process engineers have 

long realized-a practical HEN must not only be economical, but also resilient and 

flexible. Grossmann and Morari ( 1983) define resilience as "the ability of the plant 

to tolerate and recover from undesirable changes and upsets." For example, a HEN 

should be able to tolerate uncertainties and static (long-term) changes in supply tem­

peratures, flow rates and heat transfer coefficients, and be able to respond smoothly 

to dynamic ( short-term) upsets in temperature and flow rate. The new target 
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presented in this chapter deals with the static aspect of resilien~the ability to 

tolerate static change and uncertainty, and the ability to operate at a new steady 

state after an upset. 

Similarly, Grossmann and Morari (1983) define flexibility as "the [static] ability 

to readily adjust to meet the requirements of changing conditions. For example, a 

flexible plant can be adapted to different feedstocks, product specifications or process 

conditions. . .. The main difference is that resilience refers to the maintenance of 

satisfactory performance despite adverse conditions, while flexibility is the ability to 

handle alternate ( desirable) operating conditions." Grossmann and Morari (1983) 

admit that the distinction between flexibility and static resilience is not always clear, 

and they treat the two as the same mathematical problem. 

However, we would like to suggest a distinction. Flexibility deals with planned, 

desirable changes ( e.g., feedstock changes) which often have a discrete set of magni­

tudes; static resilience deals with unplanned, undesirable changes (e.g., fouling, the 

effect of rain on an air-cooled condenser) which often have a continuous range of mag­

nitudes. Thus flexibility should consider problems with multiple, discrete "periods 

of operation;" static resilience should consider problems with a continuous range of 

operating conditions surrounding some nominal operating point. The most general 

resilience-flexibility problem would consider continuous operating ranges surrounding 

each of several nominal operating points. In this chapter, we consider an operating 

range ( uncertainty range) surrounding a single nominal operating point. 

In general, several economically optimal or near-optimal HEN s can be designed 

for given nominal operating conditions (supply temperatures and flow rates). One 
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criterion for selecting among these networks is to choose the most resilient [e.g., by 

using the resilience analysis techniques of Saboo et al. (198t>, 1987a,b), Swaney and 

Grossmann (198<">a,b), or Grossmann and Floudas (1987)]. But having done so, the 

process engineer may wonder if there is a more resilient network which he has not 

considered, which is also economically attractive. By having a resilience target with 

which to compare the resilience of the best network, the engineer can determine if 

there is scope for improving resilience. 

This chapter presents two resilience targets1 and shows how one of these targets 

can be used as a synthesis tool. The "general" resilience target-where no constraints 

are imposed upon the size (number of units) and complexity (number of stream splits) 

of a HEN-is arbitrarily large; given any nominal stream data, a HEN structure can 

always be synthesized which is resilient for all physically meaningful combinations 

of uncertain supply temperatures, target temperatures and heat capacity flow rates, 

while using minimum utilities. However, this general resilience target is not very 

practical since (1) large, expensive HEN structures are generally required to achieve 

it; and (2) designing for all physically meaningful supply temperatures and flow rates 

is unrealistic (overly ambitious). 

A "practical" resilience target-achievable with practical HEN structures with 

few more units or stream splits than the number required for nominal operating 

conditions-can be defined by restricting the range of uncertain supply temperatures 

and flow rates such that the same stream inlet always causes the pinch ( assuming 

1To be consistent with the suggested distinction between resilience and flexibility introduced in 
this chapter, the flexibility index (FI) target described in Section 3.4.l is now being called a resilience 
target. 
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constant heat capacities). This resilience target can be used to predict whether a 

practical HEN structure can be synthesized for a specified uncertainty range, or if 

trade-offs must be made in utilities, number of units, or resilience. Calculation of the 

resilience target also identifies the operating point and constraint (e.g., appearance 

of a new pinch) most likely to limit resilience. 

4.2 General Resilience Target 

Previous investigators have developed methods to synthesize resilient HENs (Saboo 

and Morari, 1984; Floudas and Grossmann, 1987b) and flexible HENs (Linnhoff and 

Kotjabasakis, 1986; Floudas and Grossmann, 1987a), and to quantify the resilience 

of an existing design (Saboo et al., 1985; Swaney and Grossmann, 198tia,b). Now 

that one can synthesize resilient HENs and can quantify the resilience of alternative 

designs, it is natural to ask "What is the most resilient design I can achieve?" 

In order to develop a resilience target to answer this question, we need a more 

specific definition of resilience for HENs. Consider an uncertainty range of uncertain 

parameters (supply temperatures and flow rates) over which a HEN is expected to 

operate. A HEN structure is resilient in the given uncertainty range if for every com­

bination of supply temperatures and flow rates in the uncertainty range it ( 1) achieves 

the specified target temperature of each stream; (2) satisfies the specified minimum 

approach temperature (.6.Tm) in each exchanger; while (3) satisfying a specified util­

ity consumption constraint (minimum utility consumption, or some relaxation factor 

times minimum utility consumption) (Saboo and Morari, 1984). 
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Note t~at since we are interested in the effects of HEN structure (topology) upon 

resilience before sizing individual exchangers, we define HEN resilience with respect 

to 6.T m rather than area. Of course, the economically optimal value of 6.T m varies 

with operating conditions, and ideally should consider the cost of not being resilient 

( e.g., lost production). However, for ease of presentation, the majority of this chapter 

assumes constant 6.Tm. Section 4.3.3 discusses extension of the resilience target to 

varying 6.Tm. 

Also note that we include a utility consumption constraint for every point in the 

uncertainty range; other authors (e.g., Swaney and Grossmann, 1985b; Floudas and 

Grossmann, 1987b) constrain utility consumption only at the corner points (vertices) 

of the uncertainty range. 

As defined, the uncertainty range includes uncorrelated supply temperatures and 

flow rates. The uncertainty range and the resilience target can be extended to varying 

target temperatures as well as correlated uncertainties. 

Now, we can define a target for HEN resilience. It seems natural to define the 

resilience target in a manner similar to the economic targets: 

For given nominal supply temperatures, target temperatures, heat ca­

pacities and flow rates, what is the largest amount of resilience which could 

be incorporated into a HEN if the process engineer were to consider all pos­

sible designs, with no constraints upon the complexity of the design? In 

other words, what is the largest possible uncertainty range for which the 

process engineer can synthesize a HEN? 

It turns out that this is not a very practical definition for the resilience target. Given 
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any nominal values of supply temperatures, target temperatures, heat capacities and 

fl.ow rates, a HEN can be synthesized which is resilient not only for any arbitrar­

ily large uncertainty range, but for all physically meaningful operating conditions. 

However, such a HEN is generally very complex and very costly. 

For example, consider the HEN structure in Fig. 4.1 synthesized for a problem 

with two hot and two cold streams. This complex "spaghetti" structure is resilient 

for all uncertainty ranges no matter how large, surrounding any nominal operating 

point, while using minimum utilities. In fact, it is resilient for all supply tempera­

tures, target temperatures, (constant) heat capacities and flow rates for any problem 

involving two hot and two cold streams. 2 The reason that this spaghetti structure 

is so resilient is that it can mimic the composite temperature-enthalpy curves for 

any set of operating conditions; that is, the temperature-enthalpy profiles of each 

hot/cold stream in the structure can always follow the temperature-enthalpy profile 

of the hot/cold composite curve. And since the composite curves can represent any 

physically meaningful combination of supply temperatures, target temperatures, heat 

capacities and flow rates, this structure is resilient for all such combinations. 

To demonstrate how this structure can mimic the composite temperature-enthalpy 

curves, consider the composite curves in Fig. 4.2, which correspond to the temper­

atures and heat capacity flow rates in Fig. 4.1. (Note that for all the composite 

curve and HEN diagrams in this chapter, the temperatures are shifted to account 

for D.Tm, For example, if D.Tm = 10 K, then a partial D.Tm contribution of ,1 K is 

2If the heat capacities are taken as piecewise constant, then the structure in Fig. 4.1-with one 
additional stream split section for each discontinuity in heat capacity-is equally resilient. For 
temperature-dependent heat capacities not taken as piecewise constant, an infinitely cyclic HE'.'/ 
structure is resilient for all physically meaningful operating conditions. 
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ture-enthalpy curves of Example 4.1 (temperatures shifted to account for ~Tm)-
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subtracted from all hot stream temperatures and added to all cold stream tempera­

tures.) There are seven enthalpy intervals (Els) under the piecewise linear segments 

of these composite curves. Four Els involve heat exchange between process streams; 

three Els involve utility heating or cooling. In the most general case, all seven Els 

could involve heat exchange between process streams. 

The HEN structure in Fig. 4.1 contains seven stream split sections, corresponding 

to the maximum possible number of Els in the composite curves. The structure 

also contains a heater on each cold stream and a cooler on each hot stream. The 

exchangers drawn with solid lines have positive heat duty for the operating condition 

shown; the exchangers drawn with dashed lines exchange no heat and are completely 

bypassed. Four of the seven stream split sections have heat exchange corresponding 

to the four Els in the composite curves with process heat exchange; the exchangers in 

the other three stream split sections are all bypassed. The flow rates in each branch of 

a stream split are chosen such that the HEN structure mimics the composite curves. 

For example, in EI 5, cold stream Sc1 exchanges heat with hot streams Shi and Sh2, 

while the exchangers on cold stream Sc2 are completely bypassed. The flow rates 

through each branch of the split on stream Sc1 (2 and 3 kW /K through the upper 

and lower branches, respectively) are chosen such that the ratio of the branch flow 

rates is equal to the ratio of stream Shi 's heat capacity flow rate to that of stream 

Sh2 • This yields the temperatures shown in Fig. 4.1, which are the same as the 

temperatures in the composite curves of Fig. 4.2. 

The HEN structure in Fig. 4.1 contains a large number of bypassed exchangers. 

These exchangers are not required for the operating condition shown, but are required 
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as changing supply temperatures and flow rates cause the "kinks" ( changes in slope) 

in the hot composite curve to shift past the kinks in the cold composite curve. As the 

kinks shift past each other, different streams exchange heat in some Els, and some 

exchangers which were bypassed no longer can be. All the exchangers in Fig. 4.1 

are required for this structure to be able to mimic the composite curves for any 

combination of supply temperatures, target temperatures, heat capacities and flow 

rates. All seven stream split sections are required for the rare case when no utility 

heating or cooling is required, and process streams exchange heat in every EI on the 

composite curves. 

4.3 Class 1 Resilience Target 

The resilience target presented in the last section is not very practical: ( 1) the HEN s 

required to achieve it are generally very complex and costly; and (2) it is unrealistic 

( overly ambitious) to design a HEN for all physically meaningful operating conditions. 

A practical resilience target should be achievable with reasonable HENs ( qualitatively, 

HENs with only a few more units and stream splits than that required for nominal 

operating conditions). In addition, a practical target should be easily computed and 

should be a useful tool for HEN synthesis. 
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4.3.1 A Target Based on the Thermodynamic Pinch and 

Class 1 and Class 2 Uncertainty Ranges 

We can define a practical HEN resilience target based on the thermodynamic pinch. 

Basically, we examine the composite curves for secondary or "near" pinches. One 

approach would be to examine the composite curves just for the nominal supply tem­

peratures and flow rates and to look for the second closest approach temperature at 

a kink in the composite curves (if the problem is pinched). However, new pinches can 

appear as the operating conditions are varied. So instead, we examine the behavior of 

the composite curves as the supply temperatures and flow rates vary, and determine 

the operating conditions when a new pinch appears or when the problem becomes 

unpinched (threshold). 

To be more precise, we examine the behavior of the composite curves for the supply 

temperatures and flow rates throughout an uncertainty range as the uncertainty range 

expands in size. The resilience target corresponds to the uncertainty range at the 

transition between "Class 1" and "Class 2." A Class 1 uncertainty range is one 

in which the uncertainties are small enough that (1) the pinch-causing stream, and 

the stream populations above and below the pinch, are constant throughout the 

uncertainty range if the problem is pinched; or (2) the problem remains threshold 

heating ( or cooling) throughout the uncertainty range if the problem is unpinched. If 

the uncertainties are too large, then the uncertainty range is Class 2.3 

3The original definition of a Class l uncertainty range requires that the uncertainties be small 
enough for a "unique, explicit expression" to exist for the energy recovery (utility heating) constraint 
throughout the uncertainty range (Saboo and Morari, 1984). The definition in this chapter is a 
physical interpretation of the original mathematical definition. 
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Table 4.1: Nominal stream data for Examples 4.1, 4.2 and 4.4 (after shifting to 
account for D..Tm = 10 K). 

Supply Target Heat Capacity 
Stream Temperature Temperature Flow Rate 

(K) (K) (kW/K) 
Hl 390 338 4.0 
H2 400 283 6.0 
Cl 298 498 .~.o 
C2 358 388 10.0 

Thus, the resilience target corresponds to the largest possible Class 1 uncertainty 

range. Restricting the resilience target to Class 1 uncertainty ranges results in practi­

cal HENs with a reasonable number of units and stream splits. The following example 

illustrates graphically the difference between Class 1 and Class 2 uncertainty ranges, 

and demonstrates the meaning of the resilience target. The example also illustrates 

why Class 2 uncertainty ranges generally require more complex HENs than Class 1 

uncertainty ranges. 

Example 4.1 Consider the nominal stream data given in Table 4.1 and the corre­

sponding composite curves in Fig. 4.2. As the composite curves indicate, stream Sc2 

causes the pinch for these nominal stream data. 

Assume that the supply temperature Tti and heat capacity flow rate Whi of hot 

stream Sh2 are uncertain. Figure 4.3 shows a "pinch behavior diagram" as Tti and 

Wh2 vary. The nominal stream data are indicated with an asterisk. For every combi­

nation of uncertain parameters TK2 and wh2 in the unshaded portion of this diagram, 

stream Sc2 causes the pinch. For all values of TK2 and Wh2 in the shaded portion of 

this diagram, stream Sh2 causes the pinch (cf., composite curves in Fig. 4.4, which 
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Figure 4.3: Pinch behavior diagram illustrating Class 1, Class 2, and target uncer­
tainty ranges (Example 4.1). 



-::::c:: -,, 
Cl) = ..c 

t,!? 

540 

520 

500 

480 

460 

440 

420 

400 

380 

360 

340 

320 

300 

280 

260 O 200 400 600 

189 

800 1000 1200 1400 1600 1800 

Q (kW) 

Figure 4.4: Composite temperature-enthalpy curves for point "A" in Fig. 4.3 (Exam­
ple 4.1). 

correspond to point "A" in Fig. 4.3). If an uncertainty range includes both shaded 

and unshaded regions of this diagram, then it is Class 2; otherwise the uncertainty 

range is Class 1. 

Figure 4.3 shows three different size uncertainty ranges. The smallest uncertainty 

range is Class 1-for every combination of Tfi and wh2 in the range, stream Sc2 causes 

the pinch and the stream populations above the pinch (Shi, Sh2 , Sc1, Sc2 ) and below 

the pinch (Shi, Sh2, Sc1) are constant. The largest uncertainty range is Class 2-in one 

corner of the uncertainty range stream Sh2 causes the pinch, while in the remainder 

of the uncertainty range stream Sc2 causes the pinch. The middle-size uncertainty 
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Figure 4.5: Composite temperature-enthalpy curves for critical uncertainty point in 
Fig. 4.3 (Example 4.1 ). 

range corresponds to the resilience target-it is the target uncertainty range at the 

transition between Class 1 and Class 2. If the uncertainties were any larger (in the 

direction of increasing Tf.i or increasing wh2 ), this uncertainty range would become 

Class 2. The point labeled "B" in Figure 4.3 limits the size of the target uncertainty 

range; this point is called the "critical uncertainty point." At this point, both stream 

Sh2 and stream Sc2 cause pinches as shown in the composite curves in Fig. L5. 

More complicated HENs with a larger number of units are generally required for 

Class 2 uncertainty ranges in order to satisfy !iT m at a larger number of pinches ( es pe­

cially if minimum utility consumption is required throughout the uncertainty range). 
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Throughout the Class 1 uncertainty range shown in Fig. 4.3, only one pinch occurs 

( at the suppfy of stream Sc2) and the four shaded exchangers shown in Fig. 4.11 (b) 

are required in order to satisfy 6.Tm at this pinch. For the Class 2 uncertainty range 

shown in Fig. 4.3, pinches can occur at the supply of either stream Sh2 or Sc2. In 

fact, at the critical uncertainty point (point "B"), pinches occur at both Sh2 and Sc2 . 

At this point, the two blackened units in Fig. 4.ll(a) (a heater and an exchanger) 

are required to satisfy 6.T m at the new pinch caused by stream Sh2 in addition to 

the four shaded exchangers required to satisfy 6.T m at the original pinch caused by 

stream Sc2• ■ 

In defining a practical resilience target, we have tried to consider economics, albeit 

indirectly. In restricting the resilience target to Class 1 uncertainty ranges, we have 

limited the number of units required in the network. By defining resilience with 

respect to 6.T m and by including a constraint on utility consumption (Section 4.2)­

note the composite curves were shifted to account for 6.T m and that they assume 

minimum utility consumption-we have included implicit bounds on area and utility 

costs. Sections 4.3.3 and 4.3.4 below discuss trade-offs between the resilience target 

and 6.Tm and utility consumption, and show how the resilience target can be extended 

to nonminimum utility consumption and to varying 6.T m. 

The previous example illustrated one type of transition between Class 1 and 

Class 2 uncertainty ranges-a pinch "shift" (or "jump") from one stream supply 

to another, with the appearance of two or more simultaneous pinches at the transi­

tion. There are two other types of Class 1-Class 2 transitions as well: ( 1) changing 

stream populations above or below the pinch, with two or more streams 
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simultaneously causing the same pinch at the transition (Fig. 4.6); and (2) the tran­

sition from a' pinched to an unpinched (threshold) problem, or vice versa. 

In order to assign a numerical value to the resilience target, the uncertainty ranges 

are assumed to be scaled proportional in size relative to a reference uncertainty range 

specified by the process engineer. The resilience target is simply the size ratio s of 

the target uncertainty range relative to the reference uncertainty range. 4 

Example 4.1 (continued). Suppose that the process engineer specifies as a reference 

uncertainty range the smallest uncertainty range shown in Fig. 4.3 (t:i.Tf.i = ±10 K; 

6i.wh2 = ±0.,1 kW /K). (Note that in general, the positive and negative magnitudes of 

the uncertainties need not be the same.) Then the resilience target s* has a value of 

2.87 (s*6i.T[2 = ±28.7 K; s*6i.wh2 = ±1.44 kW/K), the size of the target uncertainty 

range scaled relative to the size of the reference uncertainty range. 

The resilience target can also have a value less than 1.0 if the reference uncertainty 

range specified by the process engineer is Class 2. Suppose that the largest uncertainty 

range in Fig. 4.3 is specified as a reference uncertainty range (t:i.Tf.i = ±50 K; 6i.wh2 = 

±2.5 kW /K). Then the resilience target has a value of s* = 0.72 (s*6i.T[2 = ±28.7 K; 

s* 6i.wh2 = ±1.44 kW /K). The fact that the resilience target is less than 1.0 means 

that the reference uncertainty range has to be scaled down to match the size of the 

target uncertainty range. ■ 

The choice of the reference uncertainty range is entirely that of the process engi­

neer. It might represent absolute sizes of ( or bounds on) uncertainties the engineer 

4This size ratio is based on the "flexibility index" introduced by Swaney and Grossmann ( HJR.1a) 
for quantifying the resilience (using our proposed distinction between resilience and flexibility 111 

Section 4.1) of an existing HEN structure. 
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realistically expects. Or it might represent relative sizes between various uncertain­

ties; that is, the engineer might specify only the general shape ( aspect ratio) of the 

rectangular reference uncertainty range. In the absence of reliable uncertainty esti­

mates, the engineer might choose symmetric (tl.T/ = ±1 K for all uncertain supply 

temperatures; tl.wj = ±1 kW /K for all uncertain heat capacity flow rates) or one­

dimensional (tl.T/ = ±1 K for one uncertain supply temperature; tl.T/ = 0 K for all 

other supply temperatures) reference uncertainty ranges in order to probe the amount 

of uncertainty allowed before an uncertainty range becomes Class 2. 

4.3.2 Calculation of the Class 1 Resilience Target 

For problems with more than two uncertain parameters, it is difficult to determine 

the Class 1 HEN resilience target simply by plotting a pinch behav1or diagram such as 

Fig. 4.3. Also, for problems with a large number of uncertainties or with correlated 

uncertainties, it becomes unwieldly to determine the resilience target by trial-and­

error plotting of the composite curves. For these (and simpler) problems, a nonlinear 

program (NLP) can be used to model the composite curves and to calculate the 

resilience target. 

Marselle et al. (1982) defined four specific uncertainty directions (away from the 

nominal values of the uncertain parameters) upon which they based a heuristic pro­

cedure for synthesizing resilient HENs. The NLP presented below is based on two 

of these four uncertainty directions. The following theorem from Saboo and Morari 

( 1984) shows that these two directions ( the "Case B" and "Case C" directions) are 

important in determining when an uncertainty range changes from Class 1 to Class '2. 



Table 4.2: Supply temperatures, target temperatures, and flow rates corresponding 
to Case B (maximum cooling) and Case C (maximum heating). 

Supply Target Hot Stream Cold Stream 
Temperatures Temperatures Flow Rates Flow Rates 

Case B highest lowest highest lowest 
(maximum cooling) 

Case C lowest highest lowest highest 
(maximum heating) 

We restate their theorem subject to the restriction of constant heat capacities and no 

phase change. 5 

Theorem 4.1 Let Case B be the uncertainty direction which maximizes the HEN's 

cooling requirement, and Case C be the uncertainty direction which maximizes the 

HEN's heating requirement. (.,ee Table 4.2 for the supply temperatures, target tem­

peratures and flow rotes corresponding to these two cases.) 

a. For any point in the uncertainty mnge, the pinch temperature T; (i.e., the sup­

ply temperature of pinch-causing stream Sp) is between the pinch temperatures 

for Cases B and C (I';c S T; S TPSB) where hot and cold stream temperatures 

T are shifted to account for partial contributions to t:i.T m. 

b. The uncertainty range is Class 1 if 

i. the pinch is determined by the supply temperature of the same stream for 

both the Case B and Case C corner points; and 

ii. for any point in the uncertainty range, no stream supply or target 

5The resilience target in this chapter can be extended to piecewise constant heat capacities and 
phase change as long as one remembers the additional potential pinch point locations (Saboo and 
Morari, Hl84) at the heat capacity discontinuities, boiling points, dew points, and/or bubble points. 
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temperature6 is contained in the open temperature interval (T;c, T/8 ) ex­

cept for the supply temperature associated with the pinch. 

Otherwise the uncertainty range is Class 2. 

As given, Theorem 4.1 is restricted to problems with a single pinch ( and possibly 

a second pinch at the transition between Class 1 and Class 2, such as in Fig. 4.!5). 

Except for rare degenerate cases, this restriction is satisfied for problems with single 

hot and cold utilities. This theorem and the Class 1 resilience target can be extended 

to multiple utilities if multiple pinches are explicitly considered. 

In terms of the pinch behavior diagram, condition b(i) of Theorem 4.1 implies that 

if the pinch-causing stream changes in an uncertainty range as the uncertainty range 

increases in size, it must change first at either the Case B or Case C corner point 

[e.g., in Fig. 4.3, as the uncertainty range increases in size, the Case B corner point 

( the upper right corner point in Fig. 4.3) is the first point of the uncertainty range to 

cross into the shaded region, where stream Sh2 becomes the new pinch-causing stream]. 

Thus condition b(i) prevents the type of pinch transition demonstrated in Example 4.1 

(i.e., a pinch shift from one stream to another, with two simultaneous pinches at the 

transition). Condition b(ii) prevents the type of Class 1-Class 2 transition illustrated 

in Fig. 4.6 (i.e., changing stream populations above or below the pinch, with two 

streams simultaneously causing the same pinch at the transition). 

The NLP to calculate the resilience target maximizes the size ratio s of uncertainty 

ranges relative to a reference uncertainty range specified by the process engineer, 

6Saboo and Morari ( 1984) forgot to include target temperatures in their statement of this theo­
rem. It can be shown by counterexample that target temperatures are required. 
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Figure 4.7: Stream index sets used to formulate the NLP to calculate the Class 1 
resilience target. 

subject to constraints which limit the uncertainty range to Class 1. The reference 

uncertainty range is specified with upper and lower bounds on all uncertain supply 

temperatures T/ and heat capacity flow rates wi, 

wf - 6.w; < Wi ::; wf + 6.wt 

where TlN is the nominal supply temperature of stream Si, wfi is the nominal heat 

capacity flow rate of stream Si, 6.Tl+ and 6.T{- are the positive and negative refer­

ence uncertainties in Tl, and 6.wt and 6.w; are the positive and negative reference 

uncertainties in Wj. 

In order to formulate the NLP, the following index sets are useful (Fig. 4. 7): 
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MH { ii Si is a hot stream} 

iv1C {ilSi is a cold stream} 

.MHAA = {ilhot stream Si is completely above the pinch} 

{i E MHITr ~ T;} 

MHAB {ilhot stream Si straddles (i.e., is above and below) the pinch} 

{i E MHIT/ > T; > Tt} 

MHB = { i I hot stream Si causes ( and is below) the pinch} 

= {i E MHIT/ = T;} 

MHBB = { i I hot stream Si is completely below the pinch} 

{i E MHIT; > T/} 

MCAA { i I cold stream Si is completely above the pinch} 

{i E MCITl > T;} 

MCA {ilcold stream Si causes (and is above) the pinch} 

= { i E MCIJ:8 = T;} 

MCAB = {ilcold stream Si straddles (i.e., is above and below) the pinch} 

= {i E Mq:z:r > T; > T;5} 

MCBB {ilcold stream Si is completely below the pinch} 

- {i E MCIT; > Tt} 

Note that the pinch-causing stream must be known (by energy targeting for the 

nominal stream data) before these index sets can be defined and the NLP formulated. 
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Also note that if a hot stream causes the pinch, then l\'fHB contains that stream index 

and MCA is an empty set; if a cold stream causes the pinch, then MHB is an empty 

set. 

With these stream index sets, the NLP to calculate the Class 1 resilience target 

s* can be formulated as follows after shifting all temperatures to account for 6..Tm: 

subject to 

s* = maxs 
s 

(A) Nonnegative heating: 

0 < Hm1n = L ( wf - s t:..wn [T{ - (T/N + s t:..r/+)] 
iEMCAA 

+ L (wf - st:..wn [T{ - (T;N + st:..r;+)] 
iEMCA,MCAB 

L ( wf + s Liwt) [(TlN + s LiTl+) - T{] 
iEMHAA 

(Pl) 

L (wf + s Liwt) [(TlN + s LiTl+) - (T;N + s LiT/+)] 
iEMHAB 

where Hm1n is the minimum heating utility required for a given LiTm, obtained by 

overall energy balance above the pinch. 
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(B) Nonnegative cooling: 

O < Cmin 

+ L (wf - s~w;) [(TpSN - s~T;-) -Tl] 
iEMHAB,MHB 

- L (wf + s ~wt) [T{ - (~SN - s ~~s-)] 
iEMCBB 

L (wf + s ~wt) [(T;N - s ~T;-) - (TlN - s ~Tl-)] 
iEMCAB 

where Cmin is the minimum cooling utility required for a given ~Tm, obtained by 

overall energy balance below the pinch. 

(C) Stream existence: 

T-SN _ s ~TS- > ~T} ' ' 
N > wi - s~w; 

for i E MHAA, MHBB 

r.sN + 8 ~r.s+ < ~T} 1 1 

w!'i - s ~w:- > 
' 1 

for i E MCAA, MCBB 

N wi - s~w; > 0 for i E MHAB, MHB, MCA, MCAB 

(D) Prevent T; from crossing any supply or target temperature: 

rsN + s ~rs+ < rr;N - s ~rs- for i E MHAB, MCAA 
p p - 1 ' 

rsN - s ~rs- > r.sN + s ~r.s+ for i E MHBB, MCAB 
p p - ' ' 

rsN + s ~rs+ < yr 
p p - 1 

rsN - S ~rs- > y'J' 
p p - ' 

for i E MHAA, MCA, MCAB 

for i E MHAB, MHB, MCBB 

These constraints prevent changing stream populations above or below the pinch: 
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that is, they require that condition b(ii) of Theorem 4.1 be satisfied. 

(E) Prevent pinch shifts (jumps): 

where 

QflT, QflT 

QflT,s < Q11T,S for i E MHAA, i\1HAB, MCAA 

QflT,S < QflT,S for i E MHBB, MCAB, MCBB 

enthalpy of the hot ( cold) composite curve at temperature T above 
the pinch (T > T;) based on a reference enthalpy of zero at the 
pinch (see Fig. 4.2) 

enthalpy of the hot ( cold) composite curve at temperature T below 
the pinch (T < T;) based on a reference enthalpy of zero at the 
pinch (see Fig. 4.2) 

These constraints prevent the pinch from shifting (jumping) from one stream to an­

other; that is, they require that condition b(i) of Theorem 4.1 be satisfied. In terms 

of the composite curves, these constraints require that at any potential pinch location 

(i.e., at all stream supply temperatures) the hot composite curve lie to the left of the 

cold composite curve (Qh < Qc), as in Fig. 4.2. The functional form of Qt, Qf, Q1 

and Qf is described below. 

(F) Nonnegative size ratio: s ~ 0 

All the constraints in NLP (Pl) are linear ins except for the nonnegative heating 

and cooling constraints and the pinch shift constraints. [The form of the pinch shift 

constraints is motivated by the pinch location method of Duran and Grossmann 

(1986).] The nonlinearity of the pinch shift constraints arises from the functional 
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form of Qt, Q1, Qf and Q~: 

Qtlr L w; [max(O, T- Tt) - max(O, T-T;5)] 
iEMHAA 

+ L w; [max(O, T - T;) - max(O, T - T/)] 
iEMHAB 

Q11r = :E w; [max(O,T- Tn - max(O, T-Tt)l 
iEMCAA 

( 4.1) 

+ L w; [max(O, T - T;) - max(O, T - Tl)] ( 4.2) 
iEMCA,MCAB 

Qf Ir = L W; [max(O, Tt - T) - max(O, Tl - T)] 
iEMHBB 

+ L w; [max(O, Tl - T) - max(O, T; - T)] (4.3) 
iEMHB,MHAB 

Qf Ir = L w; [max(O, T;5 - T) - max(O, Tt - T)] 
iEMCBB 

+ L w; [max(O, 1';5 - T) - max(O, T;-'-- T)] 
iEMCAB 

( 4.4) 

where T is some stream supply temperature Tl (j E MH,MC) parametrized in terms 

of size ratios (e.g., Tl= TfN + s ~Tf+). Note from equations (4.1)-(4.4) that en­

thalpies above the pinch ( Qt Ir and Q11r) are defined to be positive, while enthalpies 

below the pinch (Qflr and Q~lr) are defined to be negative. 

The max operators in equations (4.1)-(4.4) cause the enthalpy functions to include 

only the portions of the hot or cold streams occurring between temperatures T and 

TP5 • To illustrate, consider the calculation of Qf lrs for the hot composite curve in 
cl 

Fig. 4.2: 
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< 0 

which is the correct expression for Qf lrs since streams Shi and Sh2 both straddle the 
cl 

pinch (i.e., hl,h2 E :MHAB), and we want to include in Qf lrs all of stream Shi below 
cl 

the pinch, but only the portion of stream Sh2 below the pinch and hotter than Tc1. 

Since the objective function in NLP (Pl) is linear, the solution of the NLP lies 

on a constraint. And since NLP (Pl) has no degrees of freedom other than s (i.e., no 

"control variables"), then in general only one constraint is active ( cf., active constraint 

strategy: Grossmann and Floudas, 1987). An efficient way to solve the NLP is to 

examine the constraints one-by-one, solving each constraint for the value of size ratio 

s which would make it active if none of the other constraints were violated. Then the 

resilience target s• is determined by the constraint which most limits s. 

Since the constraints in NLP (Pl) can be examined one-by-one, it is necessary to 

evaluate each constraint only in its own worst case uncertainty direction. The worst 

cases for the nonnegative heating and cooling constraints are the Case B ( minimum 

heating/maximum cooling) and Case C (minimum cooling/maximum heating) direc­

tions, respectively. For each pinch shift constraint, the worst uncertainty direction is 

either Case B or Case C [according to Theorem 4.1, condition b(i)]; since the worse of 

these two directions is not known a priori, each pinch shift constraint is evaluated in 

both directions. The worst case uncertainty directions for the remaining constraints 

are obvious by inspection. For example when Tf > T; (i.e., i E MHAB,MCAA), con­

straint (D) to prevent pinch temperature T; from crossing supply temperature T,5 
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is most lik~ly to be violated when T! increases (t::..T!+) and ~s decreases (t::..T{-). 

Example 4.2.below illustrates the formulation of the constraints in their worst case 

uncertainty directions. 

For uncorrelated uncertainties, NLP (Pl) is restricted to problems with a single 

pinch-causing stream (and possibly two or more simultaneous pinch-causing streams 

at the transition between Class 1 and Class 2, such as in Fig. 4.6). However, if the 

supply temperatures of two streams are identical and perfectly correlated ( e.g., the 

liquid and vapor exit streams from an equilibrium flash drum), then NLP (Pl) allows 

both streams to simultaneously cause the pinch throughout the Class 1 uncertainty 

range. 

NLP (Pl) can also be applied to threshold problems. The constraints collapse 

to the proper form for threshold heating problems if all streams are considered to 

occur above the pinch (i E MHAA, MCAA), and for threshold cooling problems if all 

streams are considered to occur below the pinch (i E MHBB, MCBB). One additional 

constraint is also required for threshold problems. For threshold heating problems, 

a constraint is required to ensure that at least one cold stream is colder than all the 

hot streams (or else cooling utility will be required): 

T 5 < min T.T for some 1· EMC 
) - iEMH I 

( 4}i) 

where temperatures T{ and Tf are shifted to account for 6..Tm, Note that the set 

of one or more cold streams which satisfies this inequality can change as the uncer­

tain stream supply temperatures vary. Similarly, for threshold cooling problems a 
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constraint is required to ensure that at least one hot stream is hotter than all the 

cold streams ( or else heating utility will be required): 

T 5 > max T'T for some i E MH 
t - jEMC J 

(4.6) 

Example 4.2 NLP (Pl) will be applied to calculate the Class 1 resilience target 

for the same nominal supply temperatures and flow rates as Example 4.1 (Table 4.1), 

with the smallest uncertainty range in Fig. 4.3 used as the reference uncertainty range: 

t::..rs+ hl - t::..TS-
hl = 0 t::..wt1 = t::..wht = 

t::..rs+ h2 = t::..rs-h2 = lOK t::..wt2 - t::..wh2 -

t::..Ts+ - t::..rs.- = 0 t::..wt = t::..w;; = CJ CJ 

Stream Sc2 causes the pinch for the nominal stream data. 

Resilience targeting NLP (Pl) is formulated as follows: 

subject to 

(A) Nonnegative heating: 

s* = maxs 
II 

0 

0.,1 kW/K 

0 

0 :s; Hrrun = (5 - s t::..wcl) [4g8 - (3.18 + s t::..Tc~+)] 
+ (10 - S t::..w;;i) [388 - (358 + S t::..Tc~+)] 

(j = 1,2) 

- ( 4 + s t::..wt1) [(3go + s t::..Tf/) - (358 + s t::..Tc~+)] 
- (6 + s t::..wt2) [( 400 + S t::..T[l) - (3.18 + s t::..Tc~+)] 

(B) Nonnegative cooling: 

0 :s; Crrun = (4-st::..wh1)[(3.18-st::..Tc~-)-338] 
+ (6 - s t::..wh2) [(3.18 - S t::..Tc~-) - 283] 
- (5 + S t::..w,;li) [(3.18 - S t::..Tc~-) - (W8 - S t::..Tc1-)] 
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( C) Stream existence: 

Shi : 4 - s D.wh1 2:: 0 

Sh2 : 6 - s D.wh2 2:: 0 

Sc1 : ,1 - s D.wci 2:: O 

Sc2 : 10 - s D.w,; 2:: 0 

(D) Prevent T; = Tc1 from crossing any T/ or T{: 

Tti_ : 3,58 + s D-Tc~+ ::; 390 - s D.Tti_-

Tfi : 358 - s D.Tc~- 2:: 338 

Tf.i : 3,58 + s D-Tc~+ ::; 400 - s D.Tf:i-
Tf:i : 3,58 - s D.Tc~- 2:: 283 

Tc1 : 358 - s D.Tc~- 2:: 298 + s D.T!+ 
TJ_ : 3,58 + s D.T:i+ ::; 498 

Tc~ : 3,58 + S D.Tc~+ ::; 388 

(E) Prevent pinch shifts to T;8: 
Case B: 

where 

Tti_ : wh1 (max(0, Tti_ - Tc~) - max(0, Tti_ - T!i)] 
+ Wh2 (max(0, Tti_ - Tc~) - max(0, Tti_ - Tf2)] 

::; Wc1 [max(0, Tfi - Tc~) - max(0, Tfi - 498)) 
+ Wc2 [max(0, Tf1 - Tc~) - max(0, Tf1 - 388)) 

Tf.i : wh1 [max(0, Tf.i - Tc~) - max(0, Tf.i - Tfi)] 
+ wh2 [max(0, Tf2 - Tc~) - max(0, TK2 - Tf.i)] 

::; Wc1 (max(0, Tf.i - Tc~) - max(0, Tf.i - 498)) 
+ Wc2 [max(0, Tf.i - Tc~) - max(0, Tf.i - 388)) 

Tc{ : Wh1 [max(0, 338 - Tc{) - max(0, Tc1 - T;i)] 
+ Wh2 [max(0, 283 - Tc{) - max(0, Tfi - Tc{)] 

::; Wc1 [max(0, T;i - T;i) - max(0, Tfi - Tc1)] 

Tfi 390 + s D.Tti_+ Wh1 = 4 + s D.wt1 
Tf.i - 400 + s D.T8+ h2 Wh2 6 + s D.wt2 
T;i - 298 + sD.T!+ Wc1 - 5- sD.wcl 
Tfi 358 + sD-T;/ Wc2 = 10 - s D.w,; 
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Case C: Same constraints as Case B, except 

Tf1 = 300 - s ~rf.i- Wh1 4-s~wh1 
Tfi 400 - s ~Tfi- Wh2 6- S~Wh2 

Tc{ 208 - S ~Tc1- Wc1 fi + s ~w.;j_ 
Tc1 3t18 - s ~yJ- Wc2 - 10 + s ~w;;i 

(F) Nonnegative scale factor: 

The NLP is solved by examining the constraints one-by-one to determine the 

value of size ratios when each constraint becomes active. The smallest value of s for 

which any constraint becomes active gives the resilience target. This procedure yields 

the results in Table 4.3. The resilience target is s* = 2.87; the pinch shifts from the 

supply of stream Sc2 to the supply of stream Sh2 at a critical uncertainty of s* ~Tf/ = 

+28.7 Kand s* ~wt2 = +l.43 kW /K (i.e., at Tl2 = 428.7 K after shifting to account 

for ~Tm, and wh2 = 7.43 kW /K). This agrees with the graphical demonstration of 

the resilience target in Example 4.1 (Fig. 4.3). • 
4.3.3 Extension to Varying Minimum Approach 

Temperature 

The economically optimal value of ~Tm generally varies with the operating conditions 

in an uncertainty range. This section shows how the Class 1 resilience target can be 

extended to varying ~Tm. In order to motivate this extension, we first consider the 

trade-off between the resilience target and fixed ~Tm (i.e., ~Tm fixed throughout the 

uncertainty range, but varied as a parameter while calculating the resilience target). 

Figure 4.8 shows the resilience target as a function of ~Tm for the stream data 

and reference uncertainty range of Example 4.2 (Table 4.1 ). Depending upon which 
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Table 4.3: Solution of the NLP for the Class 1 resilience target (Example 4.2). 

Bound on 
Constraint Resilience 

Target 
A. Nonnegative Heating 5.67 
B. Nonnegative Cooling 6.13 
C. Stream Existence 

Shi 00 

Sh2 12.00 
Sc1 00 

Sc2 00 

D. Prevent T; from crossing 
Tfi 00 

T{i 00 

Tri 4.20 
T;{; 00 

T~ 00 

TJ 00 

T'fi 00 

E. Prevent pinch shift to 
Case B: 

Shi 8.75 
sh2 12.871 
Sc1 00 

Case C: 
Shi 17.13 
Sh2 4.20 
Sc1 4.67 

Resilience target = 2.87 
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constraint is limiting, the resilience target increases or decreases linearly with in­

creasing t:.T.,,;,. For t:.T m < 1 J K, the resilience target is limited by the pinch shifting 

from stream Sc2 to stream Sh2 for uncertainties in the Case B direction ( cf., Fig. 4.J 

for !:.Tm = 10 K), and the resilience target increases with increasing !:.Tm. In this 

case, increasing !:.Tm moves the composite temperature-enthalpy curves apart, and 

larger uncertainties are required to cause the pinch shift. For !:.Tm > lJ K, the 

resilience target is limited by pinch temperature T; (p E MCA) crossing supply 

temperature T(i (hl E MHAB), and the target decreases with increasing !:.Tm. In 

this case increasing !:.Tm decreases the shifted supply temperature of hot stream Shi 

(T~,shifted = TKt - ½!:.Tm), while increasing the shifted supply temperature of cold 

pinch-causing stream Sc2 (T; = TAshifted = Tc{+ ½!:.Tm). This decreases the inter­

val (Tfu.,shifted - T;) over which the supply temperatures can vary before T; crosses 

T~,shifted• thus decreasing the resilience target. 

In general, the Class 1 resilience target increases when increasing the value of t:.T m 

used throughout the uncertainty range (i.e., as the composite temperature-enthalpy 

curves are shifted apart, larger uncertainties are required to cause zero heating or 

cooling, or a pinch shift). But when stream existence limits the resilience target, 

it is independent of !:.Tm (until another constraint becomes active). And when the 

resilience target is limited by pinch temperature T; crossing a stream supply or target 

temperature, the target can increase or decrease with increasing t:.T m depending upon 

which stream is limiting. 

By using a worst case analysis, the Class 1 resilience target can be extended when 

t:.T m varies with the operating conditions in an uncertainty range. In particular, since 
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the constraints in NLP (Pl) can be examined one-by-one, they can each be evaluated 

for their worst case value of D.T m. 

For Class 1 uncertainty ranges, each constraint in NLP (Pl) either varies mono­

tonically with D.Tm, or is independent of D.Tm, For the nonnegative heating and 

cooling constraints, the worst case value of D.T m is the smallest one associated with 

the uncertainty range since the minimum heating and cooling requirements decrease 

with decreasing D.Tm. For the pinch shift constraints, the smallest value of D.Tm is 

also the worst case since pinch shifts are more likely to occur when the composite 

curves are closer together. For the constraints to prevent pinch temperature T; from 

crossing any supply or target temperature, the worst case t::.T m may be the small­

est or largest value of D.Tm in the uncertainty range; which value of D.Tm is worse 

can be determined by inspection, and may change if the uncertainty range becomes 

Class 2. For the stream existence constraints, any value of t::.T m can be used since 

these constraints are independent of t::.T m. 

For a given size uncertainty range, reasonable bounds on D.Tm can be determined 

by economic targeting for selected discrete points in the uncertainty range. The 

difficulty is that the D.Tm bounds should correspond to the target uncertainty range, 

which is not known a priori. Thus calculating the Class 1 resilience target with 

varying D.Tm requires iteration: (1) assume a size for the target uncertainty range; 

(2) determine D.Tm bounds for the assumed uncertainty range; (3) with these bounds 

on D.Tm, calculate the Class 1 resilience target by examining one-by-one each of the 

constraints of NLP (P 1) for its worst case value of t::.T m; ( 4) determine t::.T m bounds 

for the new target uncertainty range and repeat. By calculating the Class 1 resilience 
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target for different fixed values of 6T m, one can obtain a good initial guess for the 

size of the target uncertainty range with varying 6Tm. 

4.3.4 Extension to Nonminimum Utilities 

The Class 1 resilience target can be extended to relaxed (nonminimum) utility con­

sumption. In this chapter, we follow Saboo et al. (1985) in using a factor to relax the 

utility requirement: 

H = (1 + a)Hrrun (4.7) 

where Hrrun is the minimum heating required for given nominal or uncertain stream 

data [NLP (Pl), constraint (A)], a is a nonnegative factor by which Hrrun is to be 

relaxed, and H is the total (relaxed) heating allowed for the given stream data. 

For the nominal stream data of Examples 4.1 and 4.2 (Table 4.1), Fig. 4.9 shows 

how the pinch behavior diagram changes as a is increased. (Fig. 4.:l shows the pinch 

behavior diagram for a = 0.) The Class 1 region expands in certain directions as 

a is increased. Thus as utility consumption is relaxed, the Class 1 resilience target 

increases-or is constant--depending upon which constraint limits the target. 

The meaning of a pinch shift with increased utility consumption deserves some 

explanation. Allowing increased heating moves the hot and cold composite curves 

apart from each other by aHrrun kW; in particular, the composite curves are separated 

from each other by aHrrun kW at the original pinch. We say that the pinch shifts if a 

new pinch appears ·with O kW separation between the hot and cold composite curves 

(i.e., the composite curves touch at the new pinch). 

In general, the nonnegative cooling and pinch shift constraints are relaxed as n 
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is increased (since the composite curves are shifted apart by o.Hrrun kW, and larger 

uncertainties' are required to eliminate the cooling requirement or to cause a new 

pinch). The nonnegative heating constraint and the constraints preventing pinch 

temperature T; from crossing any supply or target temperature are independent of 

a. The nonnegative heating constraint is not relaxed as a is increased because as 

Hm1n goes to zero, allowed heating H ( equation 4. 7) also goes to zero independent 

of (finite) a. If extra heating were limited by an additive factor (H = Hm1n + /3), 

then the nonnegative heating constraint would be relaxed with increasing /3. The 

nonnegative cooling constraint does relax as a is increased because extra cooling is 

limited by an additive factor ( C = Cm1n + o.Hm1n). 

NLP (Pl) for calculating the Class 1 resilience target can be extended to relaxed 

utility consumption as follows: 

s*(a) = maxs 
s 

(P2) 

subject to 

(A) Nonnegative heating: (1 + a)Hrrun 2:: 0 

(B) Nonnegative cooling: Cm1n + aHm1n 2:: 0 

(C) Stream existence: same as NLP (Pl) 

(D) Prevent T; from crossing any supply or target temperature: same as NLP (Pl) 
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(E) Prevent pinch shifts to any supply temperature: 

Qilrs < Q11rs + aHrrun for i E MHAA, MHAB, l\'1CAA 
I I 

Qflrs < Qflrs + aHmin for i E MHBB, MCAB, MCBB 
I I 

(F) Nonnegative scale factor: s 2'. 0 

where expressions for Hmm and Cmin are given in constraints (A) and (B) of NLP (P 1 ), 

and QtQf,Q1 and Qf are defined by equations (4.1)-(4.4). 

4.4 Synthesis of Resilient Heat Exchanger 

Networks 

As mentioned before, previous investigators have developed analytic tools to quan­

tify the resilience of a HEN structure after synthesis. The Class 1 resilience target 

presented in Section 4.3 is an analytical device for predicting before synthesis the 

maximum resilience achievable by practical HEN s. In this section, we discuss two 

issues important during synthesis of resilient HEN s: 

• the observation that HEN structures requiring minimum or near-minimum area 

for nominal stream conditions provide a good starting point for synthesizing 

resilient HENs; 

• implications of the Class 1 resilience target for synthesis of resilient HENs, and 

use of the Class 1 resilience target as a synthesis tool. 
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4.4.1 Minimum - Nominal - Area Structures - A Good 

Starting Point for Synthesizing Resilient Networks 

Townsend and Morari (1984) observed that maximum resilience is an objective com­

patible with minimum nominal area-similar HEN structures can achieve both. We 

wish to clarify this observation. 

For fixed stream conditions, a minimum-area HEN structure can be synthesized 

by mimicking the composite curves ( assuming identical heat transfer coefficients in all 

exchangers). For example, for the nominal stream data of Example 4.1 (Table 4.1), a 

simplified version of the HEN structure in Fig. 4.1 (i.e., Fig. 4.1 without the bypassed 

exchangers indicated by dashed lines) mimics the nominal composite curves (Fig. 4.2) 

and thus achieves the minimum area target calculated for the nominal stream data. 

However, this simplified structure is also the basis for a more resilient HEN; by adding 

the bypassed exchangers shown in Fig. 4.1, resilience is achieved for all physically 

meaningful supply temperatures, target temperatures, heat capacities and flow rates. 

A good distribution of temperature driving forces in the simplified HEN structure 

leads to minimum area, and makes the simplified structure a good starting point for 

synthesizing the more resilient HEN. 

This observation suggests that resilient HENs more practical than that in Fig. 4.1 

can be synthesized with a two stage strategy: 

1. With no regard for resilience, synthesize a HEN structure for fixed (e.g., nom­

inal) stream data which, when sized, requires minimum or near-minimum area 

for the fixed stream conditions. 
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Table 4.4: Resilience measures, area requirements (for nominal stream conditions), 
and their cor~esponding targets for the three HEN structures in Fig. 4.10. 

HEN Resilience Percent of I:UA Percent over 
Structure Measure Resilience Area Target 

(-) Target kW/K 
1 0.47 28.3 ,19.9 25.5 
2 L1,1 93.4 56.2 17.6 
3 1.66 100.0 ,12.4 9.7 

Target 1.66 47.8 

2. Oversize and add bypasses to some of the exchangers in this structure ( or to new 

exchangers added to this structure) to achieve the desired amount of resilience. 

While this strategy gives resilient HEN structures with minimum or near-minimum 

area for fixed stream conditions, this strategy does not necessarily minimize the area 

of the network after overdesigning it to achieve resilience. And since this strategy tries 

to achieve a uniform driving force distribution throughout the network rather than 

just for matches with a particular stream, it tends to give more resilient HEN struc­

tures when the uncertainties in supply temperatures and flow rates are distributed 

somewhat uniformly among all streams rather than just in one stream. 

Example 4.3 (adopted from Townsend and Morari, 1.984). Three different HEN 

structures synthesized for the same nominal stream data are shown in Fig. 4.10. Each 

of these structures requires less area for nominal stream conditions than the previous 

one-25.5%, 17.6% and 9. 7% excess area, respectively, compared to the nominal area 

target (Table 4.4). Based on the observation discussed above, we expect structure 3 to 

be the best starting point for synthesizing a resilient HEN. To test this expectation, 

we can calculate a "resilience measure" for each structure with respect to a t:i.T m of 
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Figure 4.10: HEN structures 1, 2, and 3 for Example 4.3 (~Tm = 10 K; steam 
available at fi70 K; cooling water range 290-300 K). 
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10 Kand a reference uncertainty range of ±10 Kin every stream supply temperature. 

This resilience measure is the size ratio of the largest uncertainty range, relative to the 

reference uncertainty range, for which the given structure is resilient.7 The resilience 

measure is used to quantify after synthesis the resilience of a given structure; the 

Class 1 resilience target is used before synthesis to predict the maximum resilience 

measure achievable with "practical" HEN structures. 

The resilience measure for each of the three HEN structures in Fig. 4.10 is listed in 

Table 4.4. As expected, structure 3 is most resilient-it achieves 100% of the Class 1 

resilience target. Structures 1 and 2 achieve 28.3% and 93.4% of the resilience target, 

respectively. 

The individual exchangers in these structures must still be sized to achieve the 

desired amount of resilience. But structure 1 requires the most overall area for nominal 

stream conditions and, based on its low resilience measure, is likely to require excessive 

area in order to achieve resilience throughout the specified reference uncertainty range. 

Either structure 2 or structure 3 should be a good starting point for designing a (sized) 

HEN resilient in the reference uncertainty range. Note that both of these structures 

contain one extra unit compared to structure 1. In this example, the extra unit is 

needed in order to reduce the overall area required for nominal stream conditions and 

to improve the resilience measure. ■ 

7This ''resilience measure" is actually the ''flexibility index" defined by Swaney and Graismann 
( 1985a) with the utility consumption constraint applied at every point in the uncertainty range 
instead of just at the corner points. However, we are calling it a resilience measure instead of the 
flexibility index to be consistent with the distinction between resilience and flexibility proposed in 
Section 4.1. 
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4.4.2 Use of the Class 1 Resilience Target as a Synthesis 

Tool 

In the synthesis of resilient HENs, use of the Class 1 resilience target offers two 

important features: 

• The size of the resilience target ( compared to 1.0) tells the process engineer if the 

reference uncertainty range is Class 1 or Class 2, and thus predicts qualitatively 

the difficulty of synthesizing a resilient HEN for the reference uncertainty range. 

• Calculation of the resilience target identifies the critical uncertainty point most 

likely to limit resilience, and thus identifies those supply temperatures and flow 

rates (in addition to the nominal ones) to which the process engineer should 

pay special attention. 

To use the size of the Class 1 resilience target s* to judge the difficulty of synthe­

sizing a HEN resilient in a specified reference uncertainty range, consider three cases: 

(1) s* ~ l, (2) s* ~ 1, and (3) s* < 1. 

( 1) s* ~ 1. In this case, the reference uncertainty range is Class 1 and is much 

smaller in size than the target uncertainty range. Since the uncertainties in the 

reference uncertainty range are relatively small ( compared to the largest uncertainties 

in the target uncertainty range), traditional synthesis methods for fixed (nominal) 

stream conditions should be sufficient. Of course, after designing the HEN, one 

should verify whether or not it is resilient in the desired uncertainty range. 

(2) s*?: 1. Now the reference uncertainty range is Class 1, but is close in size to 

the target uncertainty range. Since the reference uncertainty range is Class 1. one 
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can still "have it all;" that is, one can still synthesize a HEN structure with a "prac­

tical" number of units ( qualitatively, few more units than the number required for 

nominal conditions) which is resilient-while using specified utilities-throughout the 

reference uncertainty range. However, since the reference uncertainty range is close 

in size to the target uncertainty range, synthesis may be more difficult. Example 4.4 

below illustrates one crude procedure for synthesizing a resilient HEN in this case. 

This procedure uses the critical uncertainty point as well as the nominal stream data 

to synthesize the HEN structure. 

(3) s* < 1. Now the reference uncertainty range is Class 2 and one can no longer 

"have it all" -some trade-off must be made. The most common trade-off is to require 

minimum utility consumption at the nominal operating point and at the corner points 

of the uncertainty range, but to allow extra utility consumption· at other points in 

the uncertainty range. Alternatively, one could require minimum utility consumption 

throughout the uncertainty range, with a consequent increase in the number of units 

(as demonstrated in Example 4.1). Or one could decrease the size of the reference 

uncertainty range (e.g., by imposing tighter control on the surrounding process). 

Unlike the economic HEN synthesis targets for nominal stream conditions, the 

Class 1 resilience target is a "soft" target-the process engineer can actually exceed 

the target by making one of the trade-offs discussed above. Whether the process 

engineer chooses to meet, not meet, or exceed the resilience target depends upon 

economic factors, including the cost of not being resilient (e.g., lost production). 

Likewise, whether or not the engineer chooses to meet the (nominal) economic targets 

depends upon resilience (as well as safety, controllability, etc.). 
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By calculating the Class 1 resilience target, the process engineer can identify 

the critical uncertainty point and critical constraint (nonnegative heating or cooling, 

pinch shift, etc.). This uncertainty point and constraint limit the resilience of a 

completely countercurrent HEN structure able to mimic the composite curves; thus 

they seem the most likely uncertainty point and constraint to limit the resilience of 

a practical but well designed ( almost completely countercurrent) HEN structure. 

The following example demonstrates, by means of a crude synthesis procedure, 

how the Class 1 resilience target can be used as a synthesis tool. By using the Class 1 

resilience target to identify the critical uncertainty point and constraint, the process 

engineer can consider resilience during the early stages of synthesizing a resilient, eco­

nomic HEN, rather than adding resilience after synthesis of an economic ( for nominal 

conditions) HEN. Knowledge of the critical uncertainty point makes synthesis easier; 

by synthesizing a base case design ( the "merged" HEN structure in the following 

example) which is feasible for the critical uncertainty point as well as for the nom­

inal stream data, the number of iterations ( evolutionary network modifications) to 

synthesize a HEN structure resilient throughout the specified uncertainty range is 

generally reduced. Knowledge of the critical constraint (e.g., appearance of a second 

pinch) tells the process engineer exactly where to place exchangers and stream splits 

in order to best achieve resilience. 

Example 4.4 For the nominal stream data of Examples 4.1 and 4.2 (Table 4.1), 

synthesize a "practical" HEN structure. which is as resilient as possible for uncertain­

ties in the supply temperature and heat capacity flow rate of stream Sh2 , based on 

reference uncertainties of 6.Tt-i = ±10 K and 6.wh2 = ±0.5 kW /K. In other words. 



223 

synthesize a HEN structure to achieve the Class 1 resilience target based on these 

uncertainties:· [Note that here we have specified the reference uncertainties to estab­

lish the relative sizes of the two uncertainties (i.e., to establish the aspect ratio of the 

rectangular reference uncertainty range), rather than to specify absolute sizes of the 

uncertainties for which to design.] 

Step 1: Calculate the Class 1 resilience target. The target was determined graph­

ically in Example 4.1 and calculated with an NLP in Example 4.2. The target, s* 

= 2.87, is limited by a critical uncertainty point of s*6.T~ = +28.7 Kand s*6.wh2 

= +1.43 kW/K (i.e., T/2 = 428.7 K after shifting to account for 6.Tm, and wh2 = 

7.43 kW /K), and a critical constraint involving a pinch shift from stream Sc2 to stream 

Sh2 (Figs. 4.3 and 4 . .5). 

Step 2: Synthesize a HEN structure which would require minimum or near­

minimum area for the critical uncertainty point. Since the critical uncertainty point 

limits resilience, it is the uncertainty point with the tightest design constraints (in 

this case due to the appearance of simultaneous pinches at streams Sc2 and Sh2 ). Thus 

we synthesize for this point before considering the nominal stream data. A structure 

obtained by the pinch design method (Linnhoff and Hindmarsh, 1983; Linnhoff et al., 

1982) is shown in Fig. 4.ll(a). The four shaded exchangers are required to satisfy 

6.Tm at the pinch caused by stream Sc2 ; the blackened exchanger and heater are 

required to satisfy 6.T m at the pinch caused by stream Sh2. 

Step .9: Synthesize a near-minimum-area HEN structure for the nominal stream 

data as similar as possible to the structure synthesized for the critical uncertainty 

point. Such a structure is shown in Fig. 4.ll(b). The shaded exchangers are required 
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Figure 4.11: HEN structures for Example 4.4: (a) synthesized for critical uncertainty; 
(b) synthesized for nominal stream data; (c) merged structure which achieves the 
Class 1 resilience target. 
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to satisfy !:l.T m at the pinch. 

Step 4: Merge the two separate structures into a single one. In this case, merging 

is trivial because of the strong similarity between the two designs; we merely add the 

heater on stream Sc2 in the nominal structure to the HEN synthesized for the critical 

uncertainty point. The resulting structure is shown in Fig. 4.ll(c). 

Step 5: Test the resilience of the merged structure. (Before this test, we only 

know that the merged structure is feasible for both the nominal stream data and the 

critical uncertainty point. We do not know yet if it is resilient throughout the desired 

uncertainty range.) The resilience measure of the merged HEN structure is 2.87. 

Thus the structure achieves the Class 1 resilience target and is resilient throughout 

the target uncertainty range. 

Step 6: Try to reduce the number of units in the merged HEN structure ( e.g., by 

loop breaking: Su and Motard, 1984; Engel and Morari, 1988). The only loop in 

this structure is shown by the dashed lines in Fig. 4.ll(c). (The pinch caused by 

stream Sc2 occurs for every point in the uncertainty range. We are not considering 

loops which straddle this pinch so that we can maintain minimum utility consump­

tion throughout the uncertainty range.) Eliminating any unit in this loop except 

the exchanger matching streams Sh2 and Sc1 reduces the resilience measure to zero 

(i.e., the structure becomes infeasible even for nominal conditions); eliminating the 

Sh2-Sc1 match reduces the resilience measure to 0.57. Thus no unit can be deleted 

from the merged HEN structure without a loss of resilience. ■ 
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4.5 Summary 

Two resilience targets are presented. The general resilience target-where no con­

straints are placed upon the size (number of units) or complexity (number of stream 

splits) of a HEN-is arbitrarily large; given any nominal stream data, a HEN structure 

can always be synthesized which is resilient for all physically meaningful operating 

conditions (supply temperatures, target temperatures and heat capacity flow rates) 

while using minimum utilities. However, this general resilience target is not very 

practical: (1) large, complex, costly HEN structures are generally required to achieve 

it; and (2) designing for all physically meaningful operating conditions is unrealistic 

(overly ambitious). 

A more practical resilience target-one which is achievable with practical HEN 

structures with few more units or stream splits than that required for nominal stream 

conditions-is defined by restricting it to Class 1 (Saboo and Morari, 1984) uncer­

tainty ranges. An uncertainty range is Class 1 if the uncertainties are small enough 

that (1) the pinch-causing stream, and the stream populations above and below the 

pinch, are constant throughout the uncertainty range if the problem is pinched; or 

(2) the problem remains threshold heating (or cooling) throughout the uncertainty 

range if the problem is unpinched. The Class 1 resilience target corresponds to the 

largest possible Class 1 uncertainty range. 

For simple problems with few uncertain supply temperatures and flow rates, the 

Class 1 resilience target can be determined by plotting the composite curves for dif­

ferent values of the uncertain parameters. For more complicated problems, NLP (P 1) 

can be formulated to model the composite curves and to calculate the resilience 
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target. NLP (Pl) is easily solved by examining the constraints one-by-one in their 

worst case uncertainty directions. 

The Class 1 resilience target predicts (qualitatively) the difficulty of synthesizing 

a HEN structure resilient in a specified uncertainty range. If the specified uncertainty 

range is Class 1 (smaller than the target uncertainty range), then a resilient minimum­

utilities HEN structure with a "practical" number of units can be synthesized for 

the specified range. If the specified uncertainty range is Class 2 (larger than the 

target uncertainty range), then some trade-offs must be made: (1) minimum utility 

consumption might be required only at the corner points of the uncertainty range 

instead of throughout the uncertainty range; (2) a larger number of units might be 

allowed; or (3) the size of the uncertainties might be reduced by imposing tighter 

control on the surrounding process. 

By calculating the Class 1 resilience target, the process engineer can identify 

the critical uncertainty point (supply temperatures and flow rates) and constraint 

( e.g., appearance of a new pinch) most likely to limit resilience. A good starting 

point for synthesis of a resilient HEN structure is to synthesize minimum or near­

minimum area structures for the nominal stream data and the critical uncertainty 

point, and then to merge these structures. Knowledge of the critical constraint tells 

the process engineer exactly where to place exchangers and stream splits in order to 

best achieve resilience. 
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Chapter 5 

Use of HEN Synthesis Targets to 

Predict the Resilience-Cost 

Trade-off 

5.1 Introduction 

Chapter 4 presented a resilience target, the Class 1 resilience target, to predict the 

largest uncertainty range, scaled with respect to a reference uncertainty range, for 

which a "practical" HEN can be synthesized. This resilience target can be used 

to roughly predict the trade-off between resilience and utilities, and resilience and 

t::ii.T m ( constant throughout an uncertainty range, but varied parametrically while 

calculating the resilience target). 

In addition, previous investigators have developed methods which can predict the 

trade-off between cost and flexibility [the ability to operate for multiple, discrete 
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"periods of operation" (Section 4.1)]. Floudas and Grossmann (1986) developed a 

procedure fot synthesis of flexible HENs using several optimization steps. Two of 

these steps involve utility and units targeting for multiple periods of operation. By 

repeating these utility and units targeting algorithms for more widely spaced oper­

ating points, the trade-offs between utilities and flexibility, and units and flexibility, 

can be predicted. Floudas' and Grossmann's algorithms, however, require the same 

value of !:::..Tm for each operating point. Jones (rn87) presented a method to minimize 

a total (annualized) cost target for flexible HENs, where for each period of operation 

the optimal utilities are determined as a function of area (rather than D..T m)-

To synthesize resilient HENs [able to operate in a continuous range of operating 

conditions (Section 4.1)], Floudas and Grossmann (1987) combined the synthesis pro­

cedure of Floudas and Grossmann (1986) with an active contraint strategy to identify 

the critical points (analogous to "periods of operation") which limit resilience. By 

applying their utility and units targeting algorithms ( along with the active constraint 

strategy at the "stage of matches") for several different size uncertainty ranges, one 

can predict the trade-off between utilities and resilience, and units and resilience. 

[However, Floudas and Grossmann (1987) require minimum utilities only for speci­

fied discrete points in each uncertainty range, rather than throughout the uncertainty 

range.] 

The application of Floudas' and Grossmann's algorithms (1987) to predict the 

trade-offs between resilience and utilities, and resilience and units, is limited to a 

single, fixed value of Cl.Tm for all uncertainty ranges. However, the economically 

optimal value of !:::..Tm varies with operating conditions (Ahmad and Linnhoff, 1984), 
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even if one does not consider the effect of resilience upon cost. In addition, with the 

Class 1 resilience target the process engineer cannot specify how 6,.T m should vary 

with operating conditions-6,.T m must be fixed throughout the uncertainty range, or 

allowed to vary between some upper and lower bounds with no specification on how 

6,.T m should vary between these bounds (Section 4.3.3). (Another problem with the 

Class 1 resilience target is that it is difficult to determine reasonable bounds on 6,.T m 

before calculating the target.) 

For fixed operating conditions, it is common to parameterize the HEN synthesis 

targets in terms of !::,.Tm. By doing this, one can evaluate the trade-offs between 

utilities, area, and number of units, and can combine the utility, area and units 

targets to predict an overall· cost target (Ahmad and Linnhoff, 1984) as in Fig. 5.1. 

However, since the optimum value of !::,.Tm changes with operating conditions, this 

parameterization causes difficulties when evaluating the economic ( and resilience) 

trade-offs for varying conditions. To avoid this difficulty, we parameterize the HEN 

synthesis targets in terms of area rather than 6,.T m. This is based on the fact that an 

installed HEN must operate with fixed total area as conditions change, rather than 

with fixed (or controlled) !::,.Tm. 

This chapter introduces a procedure for using the HEN synthesis targets, parame­

terized in terms of area, to predict the trade-off between cost and resilience. However, 

the goal of this chapter is not to present the "ultimate" tractable procedure for pre­

dicting the trade-off, but merely to show-by example-one simple procedure in order 

to present some initial ideas and to motivate some suggestions for future research. 
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5.2 The General Resilience Cost Trade-off 

Problem 

The general problem of predicting the trade-off between HEN cost and resilience 

might be stated as follows: 

Given: 

• nominal supply temperatures, target temperatures, flow rates, and 

heat transfer coefficients (as a function of flow rate) 

• acceptable ranges for the target temperatures 

• known heat capacities 

• temporal probability distributions for the uncertain supply tempera­

tures, flow rates, and heat transfer coefficients (to take into account 

fouling as well as uncertainty in the nominal heat transfer coeffi­

cients), where several distributions with different spreads (e.g., size 

of uncertainty corresponding to two standard deviations) are given 

for each uncertain parameter 

• utility and capital cost correlations for the exchangers, heaters and 

coolers 

• costs of not being resilient (e.g., lost production, off-spec product, 

etc.) 

predict, before synthesis, a total annualized cost (TAC) target for the con­

struction and operation of a HEN as a function of the different spreads in 



the uncertainty probability distribution Junctions, where the TAC includes 

the cost of not being resilient. The optimum amount of resilience is that 

at which minimum TAC occurs. 

According to this problem statement, several uncertainty distributions with different 

"spreads" should be given. The trade-off between cost and resilience is evaluated 

over these different size spreads. Actually, the problem statement could be made 

even more general by considering uncertainties in the heat capacities and in the cost 

data. 

To solve this general resilience-cost trade-off problem, the following procedure 

might be used: 

1. Choose several different HEN areas for which the corresponding heating, cool­

ing, units and TAC targets will be calculated. [These HEN areas are used in 

place of Cl.Tm to parameterize the HEN synthesis targets (e.g., Fig. ,5.lt>).] These 

network areas should include the extra area installed in exchangers oversized 

to achieve resilience, as well as the area nominally required at each operating 

point. 

2. For each temporal uncertainty probability distribution (with different spread), 

calculate a target for the number of units, and targets for the expected value 

of heating, cooling and TAC (where the TAC includes the cost of not being 

resilient), as a function of the parameter area. The optimum area and number 

of units, and expected values of heating and cooling, occur at minimum TAC. 
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3. Plot, as a function of the spread of the uncertainty distributions, the minimum 

TAC determined for each distribution. The optimum amount of resilience is the 

spread for which the smallest TAC occurs. 

5.3 Procedure for Solving a Simplified 

Resilience-Cost Trade-off Problem 

There are several difficulties with the general resilienc~ost trade-off problem that 

cause the previous procedure to be, in general, intractable: 

( 1) While the process engineer may have a good estimate for the temporal distri­

bution of a few discrete operating points (e.g., different production schedules required 

to satisfy a marketing campaign), the temporal distribution over a continuous range 

of operating conditions ( e.g., due to uncertainties in the operating behavior of the 

surrounding process) can be very difficult to estimate. To avoid this difficulty, we 

specify a reference uncertainty range like that used to calculate the resilience target 

in Chapter 4 (with no specified temporal distribution for the conditions within this 

range), and calculate the trade-off between cost and the size of uncertainty ranges 

scaled with respect to this reference uncertainty range. 

(2) The costs of not being resilient may be difficult to estimate compared to the 

difficulty of estimating capital and utility costs. To avoid this problem, we simply 

peform a sensitivity analysis on the cost of capital and utilities (excluding the cost 

of not being resilient) with respect to resilience, rather than minimizing total cost 

(including the cost of not being resilient). In particular, we seek the largest amount 
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of resilience for which the marginal TAC [the increase in TAC-based on capital and 

utility costs__:_per unit of increase in resilience (scale factor for the scaled uncertainty 

ranges)] remains acceptable. 

( 3) Uncertainties in heat transfer coefficients ( especially as a function of flow rate) 

are much more difficult to handle than uncertainties in supply temperatures and flow 

rates (at least when using or extending any of the existing methods for targeting or 

synthesis of HENs for fixed or varying operating conditions). Thus we only consider 

the uncertainties in supply temperatures and flow rates, and not any uncertainties in 

heat transfer coefficients. 

Thus, we solve a simplified resilience-cost trade-off problem in which we base the 

trade-off between TAC and resilience on uncertainty ranges scaled with respect to 

a reference uncertainty range, and where we examine marginal TAC excluding the 

costs of not being resilient. The following example illustrates one crude procedure for 

solving the simplified trade-off problem. 

Example 5.1 Consider the nominal stream and cost data in Table 5.1. This is 

the same stream data as that used for the resilience target examples (Examples 4.1 

and 4.2) in Chapter 4, except that the stream data are no longer shifted to account 

for t:iTm. In these previous examples, we obtained a Class 1 resilience target of 2.87, 

based on a fixed t:iT m of 10 K and a reference uncertainty range of 

t:iT~ = ±10 K 

t:iwh2 = ±0.5 kW /K 
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Table tU: Nominal stream and cost data for Example 5.1. 

Supply Target 
Stream Temperature Temperature 

(K) (K) 
Hl 395 343 
H2 405 288 
Cl 293 493 
C2 353 383 

Steam ,120 520 
Water 278 288 
Heating utility cost: $.10/kWyr 
Cooling utility cost: $20/kW yr 

Heat Capacity 
Flow Rate 
(kW/K) 

4.0 
6.0 
5.0 

10.0 

Exchanger capital cost: llOOA0
·
65 $, where A is in m 2 

Film Heat Trans/er 
Coefficient 

(kW/m2 K) 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 

In other words, for this stream data (with 6.Tm = 10 K), the largest Class 1 uncer­

tainty range is 

4.57:::; Wh2 :::; 7.43 kW /K 

In the current example, we calculate the resilience-cost trade-off based on the 

same reference uncertainty range as above. However, rather than using a fixed 6.T m 

of 10 K, we parameterize the HEN synthesis targets in terms of area and allow 6.T m 

to vary. To determine the resilience-cost trade-off, we proceed as follows: 

Step 1: As a function of the uncertain supply temperatures and flow rates, cal­

culate the heating and cooling targets corresponding to selected network areas. Fig­

ures 5.2-,1.12 show, for several values of area between 34 and 100 m2
, heating target 

profiles as a function of uncertain parameters Trz and Wh2• In these figures, the nomi­

nal operating point is indicated with an 'x'. The dashed rectangles represent different 
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size uncertainty ranges, scaled (by scale factor s) with respect to the reference uncer­

tainty range.' The heating profiles were determined by "inverse" area targeting-for 

given Tf.i and wh2 , we determined by trial-and-error the amount of heating required 

to achieve the specified area target. (For simplicity, we use the composite-curve based 

area target rather than the NLP-based area target presented in Chapter 2.) For ex­

ample, for each Tfrwh2 point on the 800 kW heating curve in Fig. 5.2, the composite 

curve-based area target is 34 m2 when 800 kW of heating is specified. In this exam­

ple, heating targets greater than 1300 kW are not meaningful since zero process heat 

recovery occurs at these utility levels (i.e., for heating levels greater than 1300 kW, 

steam is sent directly to cooling water). 

Step 2: Determine the maximum heating target ( and the corresponding cooling 

target at the same operating condition) in each uncertainty range as a function of 

area. (Here, we are assuming that heating costs dominate cooling costs, and are using 

a worst case analysis for the heating cost.) Figures 5.13 and ,i.14 show the maximum 

heating target, and corresponding cooling target, in each size uncertainty range as 

a function of area. In general, maximum heating occurs at a corner point of the 

uncertainty ranges in Figs. 5.2-,i.12, except for a relatively quick transition from one 

corner point to another [e.g., as area increases from 48 to ,iO m2, maximum heating 

switches from the lower right corner point (T~ = 375 K, wh2 = 7.5 kW /K) of the 

s = 3.0 uncertainty range in Fig. 5.7 to the lower left corner point (T~ = 37,i K, 

wh2 = 4.5 kW /K) of the same uncertainty range in Fig. 5.8]. The sudden change 

in cooling target in Fig. 5.14 occurs when the corresponding heating target changes 

from one corner point to another. Recall that for fixed !::,.Tm, maximum heating 
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always occurs at a corner point, and always at the same corner point (the 'Case C' 

corner point; Section 4.3.2). 

Step .1: Calculate cost targets (heating, cooling, annualized capital, and total an­

nualized cost) for each size uncertainty range as a function of area. Figures fi.L"i-fi.22 

show these cost targets, where the TAC is based on the heating and cooling targets in 

Figs. ,'5.13 and ,'5.14 and the cost data in Table ,'5.1. For comparison, Fig. ,'5.23 shows the 

cost targets for nominal stream conditions. In each of these figures, the "cross hairs" 

indicate the minimum TAC and corresponding area. Note that in this cost analysis, 

we essentially require maximum energy recovery (minimum utility consumption) only 

at the worst case (largest heating target) point in an uncertainty range. 

Step 4: Determine the cost-resilience trade-off. Figure t>.24 shows the minimum 

TAC, from Figs. tU5-5.23, as a function of the scale factors of each uncertainty range. 

As expected, the TAC target increases for larger uncertainty ranges. However, the 

TAC shows no sharp increase with increasing resilience and, in fact, the marginal 

TAC (the slope of the TAC plot in Fig. ,'5.24) decreases with increasing resilience. ■ 

Actually, the results of the previous example are disappointing. We had expected 

to see the marginal TAC increase with increasing resilience. At least two important 

factors were neglected in the example which, if taken into account, should reduce the 

concavity of the TAC-resilience trade-off curve in Fig. ,'5.24 (and possibly make the 

curve convex). 

(1) Figures ti.2-,'5.12 consider only the nominal area required at each operating 

point; that is, these figures do not consider the extra area required in exchangers 

oversized to achieve resilience. For example, Fig. ,'5.2 considers HENs with a total 
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area of 34 m2 , where this area can be redistributed among different exchangers as the 

"nominal" operating conditions change. This corresponds to different designs, with 

different areas, for each operating condition. 

For a single resilient design, mathematically "redistributing" area among exchang­

ers corresponds to changing the flow rates in bypasses around oversized exchangers. 

vVhen mathematical area is moved from one exchanger to another, that area must 

physically be included in both exchangers (i.e., both exchangers must be oversized), 

and that area should be counted twice when costing the network. In the previous 

example, the error ( not counting the extra area of oversized exchanges) increases as 

the size of the uncertainty range increases. Thus the area, hence TAC in Fig. ,5.24, 

is increasingly underestimated as the specified resilience (scale factors) increases. In 

fact, the optimal area shown in Figs. 5.1.5-5.23 decreases with increasing resilience. 

An approximate upper bound on the total area required for a network to be 

resilient in a given uncertainty range can be obtained as follows: (1) by calculating 

composite curve-based area targets over a grid of operating points covering the uncer­

tainty range, determine the maximum nominal area required throughout the range 

for each stream match (note that maximum area may occur at different operating 

conditions for each match); (2) add together the maximum areas required for each 

stream match to obtain an upper bound on the area required for the network. This 

procedure will generally overestimate the area required for a resilient HEN, since it 

does not take into account the fact that oversizing one match by a certain amount of 

area may save even more area in another match. 

(2) Example 5.1 did not consider the number of units required for each size 



uncertainty range. Extra units (beyond the number nominally required for each 

operating condition) are often required to achieve resilience, especially if the pinch 

jumps from one stream to another somewhere in the uncertainty range. Thus we 

expect step increases in the TAC as a function of uncertainty range size (Fig. 5.24) 

as the number of units suddenly increases. 

For the simple example above (with only two uncertain parameters), one can 

superimpose pinch regions (regions of uncertain temperatures and flow rates where 

the same stream always causes the pinch, and where the stream populations above and 

below pinch are constant) in Figs. 5.2-5.12 by calculating composite curve-based area 

targets over a grid of parameters covering the uncertainty ranges. These pinch regions 

are similar to the regions in the "pinch behavior diagram" (Fig. 4.3) in Chapter 4, 

except that they should be determined for constant area, rather than for constant 

fl.Tm. By identifying the stream populations above and below the pinch in each of 

these pinch regions, one can determine the minimum number of units required to 

achieve the specified area in a given uncertainty range. 

5.4 Summary; Suggestions for Future Research 

In this chapter, we have introduced the use of HEN synthesis targets to predict, before 

synthesis, the trade-off between cost and resilience. We described an ideal procedure 

for analyzing the trade-off; however, because of difficulty in obtaining much of the 

required data (e.g., temporal uncertainty probability distributions), this procedure is, 

in general, impractical. 
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vVe also presented an example illustrating one crude procedure for predicting the 

cost-resilience trade-off. However, this procedure suffers a number of drawbacks: 

• the extra area required for oversized exchangers is not considered; 

• the increasing number of units required for larger uncertainty ranges 1s not 

considered; 

• the graphical procedure is limited to problems with at most two uncertain pa­

rameters. 

Research is needed to develop a general procedure for any number of uncertain pa­

rameters, for including the extra area of oversized exchangers, and for predicting the 

number of units required in a given uncertainty range. 

At least two approaches to the units targeting problem (for any number of uncer­

tain parameters) seem possible: 

(1) Floudas and Grossmann (1987) use multiperiod optimization in conjunction 

with an active constraint strategy to target the number of units required for resilience, 

with fixed 6Tm, in a specified uncertainty range when minimum utility consumption 

is required at selected discrete operating points. But the value of 6T m for minimum 

utility consumption changes with changing operating conditions when area is specified 

(as in Figs. 5.2-5.12). However, for varying 6Tm, one still can guarantee feasible HEN 

operation thoughout an uncertainty range with the number of units given by Floudas' 

and Grossrnann's algorithm if the smallest value of 6Tm in the range is used in the 

algorithm. [This can be seen by considering variable 6Tm in the proof in Appendix A 

of Floudas and Grossmann (1987).] Thus to determine a lower bound on the units 
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target for a given uncertainty range, one might use the lowest value of l::::.T m in the 

range. (For larger values of !::::.Tm, fewer units cannot be used since tighter approach 

temperature constraints reduce the flexibility in choosing matches.) The difficulty is 

that this units target may be too conservative (i.e., may not reflect the effect of pinch 

shifts at higher t:::.T m), and the smallest value of l::::.T m may lie in the interior of the 

uncertainty range (especially when pinch shifts occur inside the range). It might be 

possible to locate the smallest value of !::::.Tm by combining the composite curve-based 

area target with the active constraint strategy. The pinch location method of Duran 

and Grossmann (1986) might also be useful, especially for varying flow rates. 

(2) Chapter 2 presented an area targeting NLP in which the number of matches 

(units) can be constrained. It might be possible to extend this area targeting NLP 

to variable temperatures and flow rates to determine the minimum number of units 

required to achieve a specified area target in a given uncertainty range. Floudas 

and Grossmann (1987) show that the utility targeting heat cascade (Section 2.3) can 

be extended to variable supply temperatures simply by defining temperature interval 

(TI) boundaries at the extremes of each supply temperature range. The area targeting 

heat cascade (Section 2.4.1) can be extended in the same manner. These extended 

heat cascades should be able to handle pinch shifts, since a shift in the pinch-causing 

stream merely causes the pinch location to change from one TI boundary to another; 

the utility and area targets can still be calculated from these heat cascades when the 

pinch location changes. 
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Chapter 6 

Conclusions 

6.1 Conclusions and Suggestions for Future 

Research 

The use of design targets for HEN synthesis is a very powerful approach to roughly 

optimize, before synthesis, the economic trade-offs between utilities, area, and number 

of units, and to "initialize" the solution of the HEN synthesis problem (e.g., to choose 

appropriate values for t:l.Tm and the utility loads, to identify the stream populations 

above and below the pinch, and to decompose the synthesis problem at the pinch). 

The objective of this thesis has been to present improved targets for synthesis of 

HENs for fixed operating conditions, and new targets to synthesize resilient HENs for 

varying, uncertain operating conditions. In this thesis, we have presented: 

• improved area and capital cost targets for synthesis of HENs for fixed operating 

conditions 
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• a resilience target to predict, given the nominal operating conditions and a 

fixed value of D..T m ( or a range of values for D..T m), the largest uncertainty range 

for which a "practical" HEN (with few more units or stream splits than that 

required for nominal operating conditions) can be synthesized 

• a procedure for predicting the trade-off between cost and resilience 

In Chapter 2, we presented area and capital cost targeting NLPs which can be 

used to predict the trade-off between area and number of units for fixed operating 

conditions, and to rigorously predict area and cost targets even with unequal heat 

transfer coefficients. In particular, these NLPs can predict area and cost targets for 

HEN synthesis problems with constraints on the number of matches/units, forbidden 

matches, unequal heat transfer coefficients, and different capital cost laws for each 

stream match. In addition, by requiring the presence of selected matches with specific 

areas, area and capital cost targets can be calculated for revamp synthesis. 

The solutions of the area and capital cost targeting NLPs provide an excellent 

starting point for synthesis of HENs achieving (within a few percent) the targets. 

In particular, the matches and heat loads given by the NLP solutions provide a 

good starting point for formulation and optimization of a HEN superstructure as 

used in the computer program MAGNETS (Floudas et al., 1986). The "spaghetti" 

network corresponding to the NLP solutions also provides a good starting point for 

evolutionary development. However, the networks synthesized by MAGNETS often 

contain unnecessary bypasses which increase, slightly, the network area and cost. And 

use of evolutionary development to simplify the spaghetti structure is generally an 

ad hoc procedure. Research on more systematic methods to take advantage of the 
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matches, loads and temperatures given by the area and capital cost targeting NLP 

solutions could lead to improved algorithms for synthesis of minimum-area HENs with 

a wide range of heat transfer coefficients (e.g., HENs with phase change) and with 

restrictions on stream matches ( e.g., due to safety, operability, start-up, or layout 

considerations, etc.). 

Chapter 4 presented a Class 1 resilience target to predict the largest uncertainty 

range for which a practical HEN can be synthesized. This resilience target can also be 

used to predict whether trade-offs (in utilities, number of units, or size of uncertainty 

range) must be made in order to achieve resilience, and to identify the operating point 

and constraint most likely to limit resilience. For simple problems with few uncertain 

supply temperatures and flow rates, the Class 1 resilience target can be determined 

by plotting the composite temperature-enthalpy curves for different values of the 

uncertain parameters. For more complicated problems, the Class 1 resilience target 

can be calculated by an NLP which models the composite curves. 

Finally, Chapter 5 introduced the problem of predicting, before synthesis, the 

trade-off between cost and resilience so that a process engineer can design for an 

economically "optimal" amount of resilience. We also presented a crude procedure 

for predicting this trade-off. 

As summarized in Table 6.1, much research has been performed to develop HEN 

synthesis targets for fixed operating conditions. For fixed conditions, the process 

engineer can predict the trade-offs between utilities, area, and number of units, and 

can combine the targets to predict overall cost ( total annualized cost target). These 

targets are correlated with each other by means of a common parameter, ~Tm. 
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Table 6.1: Research on HEN synthesis targets for fixed and varying, uncertain oper­
ating conditions. 

Synthesis Nominal HENs for Flexible HENs for Resilient HEN s 
Target Fixed Opemting Discrete Periods for a Range of 

Conditions of Opemtion Opemting Conditions 
Ctilities Hohmann (1971) Floudas and Floudas and 

Raghavan ( 1977) Grossmann (1986) Grossmann (1987) 
Linnhoff and .Tones (1987) Chapter 5 

Flower ( 1978) 
Cmeda et al. (1978) 
Papoulias and 

Grossmann (1983) 
Cerda et al. (1983) 
O'Young et al. (1988) 

Kumber Hohmann (1971) Floudas and Floudas and 
of Cerda and Grossmann (1986) Grossmann (1987) 

Cnits Westerberg (1983) 
Papoulias and 

Grossmann (1983) 
Area Hohmann (1971) .Tones (1987) Chapter 5 

Kishida et al. (1971) 
Raghavan (1977) 
Kishimura (1980) 
Townsend and 

Linnhoff ( 1984) 
Chapter 2 

Cost Ahmad and .Tones (1987) Chapter ,5 
Linnhoff ( 1984) 

Chapter 2 
Resilience ( not applicable) (not applicable) Townsend and 

Morari ( 1984) 
Chapter 4 



273 

Much less research has been performed to develop synthesis targets for varying or 

uncertain operating conditions. The work of Floudas and Grossmann (1986, 1987) 

and Townsend and Morari ( 1984) is restricted to constant D.T m. However, the eco­

nomically optimal value of D.T m varies as operating conditions change. The resilience 

target in Chapter 4 can be extended to a range of fl.Tm, but it is difficult to predict 

that range before calculating the resilience target. .Jones ( 1987) parameterized the 

synthesis targets for flexible HENs in terms of area, and allowed D.Tm to vary to 

satisfy given area . .Jones (1987) calculated the utilities and area required to minimize 

total annualized cost (TAC) for a specified amount of flexibility. Because the synthe­

sis targets for flexible (or resilient) HENs cannot be parameterized in terms of fixed 

(independent of operating conditions) fl.Tm, it is difficult to decouple the utility, area, 

and number of units targets. Instead, it is more natural to determine, simultaneously, 

the utility consumption, area, and number of units that minimizes TAC. Thus, even 

though .Jones (1987) determined utilities and area simultaneously, we list his contri­

butions as separate utility, area and cost targets in Table 6.1. Research is still needed 

to predict the number of units needed to satisfy given area and a specified amount of 

flexibility (i.e., given periods of operation). 

A major goal of this research has been to extend the HEN synthesis targets to 

resilient HENs. For resilient HENs, the targets should also be parameterized in terms 

of area rather than D.Tm. This is the approach taken in Chapter 5 to predict the 

resilience-cost trade-off. As for flexible HENs, it is more natural to determine the 

utilities, area, and number of units which simultaneously minimize TAC, rather than 

to calculate separate utility, area and units targets. To improve the targets for resilient 
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HENs, rese?'rch is needed to develop: 

• better methods to predict the minimum area needed to achieve resilience 

throughout a given uncertainty range, including the extra area required in ex­

changers oversized to achieve resilience 

• methods to predict the minimum number of units needed to satisfy specified 

area throughout a given uncertainty range 

• better methods to predict the resilience-cost trade-off which can handle an 

arbitrary number of uncertain supply temperatures and flow rates 

• methods to include uncertainties in the heat transfer coefficients 

Lastly, one final comment concerning the distinction between JIEN resilience and 

flexibility. As defined by Grossmann and Morari (1983), resilience deals with unde­

sirable changes and upsets. Thus steady-state resilience deals with long-term change 

( such as fouling) and uncertainty, and the ability to reach a new steady state after 

an upset. Flexibility, on the other hand, deals with the ability to adjust to desired 

changes, such as feedstock changes, product specification changes, etc. Thus, as noted 

in Section 4.1 [and in Jones (1987)], resilience generally deals with a continuous range 

of operating conditions (an uncertainty range), while flexibility generally deals with 

discrete operating conditions (periods of operation). The changes in operating con­

ditions due to flexibility requirements are generally much larger than those due to 

process disturbances and uncertainty (resilience). However, many researchers seem 

to have applied resilience techniques to large operating ranges of the size required 

for flexibility, rather than of the size required to deal with process disturbances and 
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uncertainties. That is, they not only require a HEN to operate for the operating 

conditions associated with feedstock and product changes, etc., but also for interme­

diate operating conditions which might never be encountered. The situation more 

commonly encountered in the process plant is a combination of the flexibility and re­

silience problems-several discrete operating points occurring for different feedstocks, 

product specifications, etc., with relatively small uncertainty ranges surrounding each 

discrete point. Research is needed to deal with this combined resilience-flexibility 

problem. 
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