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Abstract 

 

Nearly all eukaryotic cells exert forces on their surroundings to generate and maintain tension within their 

cytoskeleton which is critical for normal cell function.  In addition, cells exert forces on their 

surroundings to orient themselves within an organism, thus gaining information that influences cell fate 

and behavior, a process called mechanotransduction.  In order to study mechanotransduction, a tool is 

needed that can observe the molecular level sensing events that trigger a decision by a cell as well as the 

ultimate response that occurs on the whole cell level.  There are a number of optical techniques that are 

used to measure forces from adherent cells at the single cell level; some are good for measuring whole 

cell forces and some for measuring single molecule level forces, but none have the dynamic range 

necessary to span both regimes, which is critical for understanding mechanotransduction.  To address 

this need, I have developed a Nano-ElectroMechanical Systems (NEMS) based tool, Single-Cell-Pico-

Force-Microscopy (SCPFM), that measures forces exerted by adherent cells with macro-molecular level 

force sensitivity and sufficient dynamic range to monitor whole cell responses to stimuli with macro-

molecular resolution.  I have used SCPFM to measure force versus time data from a NIH-3T3 fibroblast 

as it is perturbed with Cytochalasin D (CD) and allowed to recover in growth media.  Within the data 

there are three excellent examples of previously inaccessible molecular-mechanical processes that 

illustrate the immense potential of SCPFM to significantly enhance resolution of cell biology at the single 

cell level: 1) an initial contraction upon exposure to CD followed by the expected force drop, 2) small 

force oscillations, roughly 400pN peak-to-peak, with frequency that is monotonically dependent on the 

force being exerted by the lamellipodia, and 3) large, stable, quantized force steps of order 1nN are 

manifested when a cell’s cytoskeleton is perturbed with CD and allowed to recover in growth media.  I 

propose two complimentary experimental efforts to undertake: a systematic effort to build a library of 

molecular-mechanical force signatures of various common cytoskeleton reactions and an effort to 

stimulate and observe compliance sensing and response in adherent cells. 
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Chapter 1. Introduction 

 

The goal of my research is to build new tools for studying biology using nano-electromechanical-systems 

(NEMS).  Specifically, I have developed a tool for measuring the force exerted by an individual 

lamellipodia from an adherent cell, which I call Single-Cell-Pico-Force-Microscopy (SCPFM).  SCPFM is 

built around a NEMS force sensor and includes a large suite of supporting technology that I have 

developed and integrated into a complete system.  Before I get into the details of SCPFM, I will use this 

introduction to discuss the principles that have guided me in this research in an effort to clarify the 

advantages and disadvantages of NEMS tools as well as to explain the specific path that I have taken in 

my research.  

 

The basic idea behind building NEMS based tools for biology is that NEMS are able to interact 

mechanically with biological systems and transduce that mechanical interaction into an electronic signal.  

This is a significant departure from the traditional optical tools, specifically optical microscopy, which 

dominate the biological sciences [1].  Even in the subfield of cellular mechanotransduction, all existing 

tools, such as microfabricated post array detectors (mPADS) [2], traction force microscopy (TFM) [3, 4], 

atomic force microscopy (AFM) [5] and the variety of optical bead implementations [6, 7], use optical 

readout.  There are a few tools in biology which readout electronic signals, such as patch clamps [8, 9] 

and neuronal electrophysiology [10, 11].  These tools work well for studying the electronic characteristics 

of cells (ion gradients, action potentials, etc.) but they are not useful for studying cellular mechanics.  The 

combination of mechanical interaction and electronic signal sets NEMS tools apart. 

 

It is the area of signal readout – optical vs electrical – that sets fundamental limits on tool performance.  

Optical measurements are massively parallel spatial measurements with fundamental limits in spatial 

resolution imposed by the diffraction limits of light and fundamental limits in sensitivity imposed by 

CCD dark current [12].  In contrast, the electronic readout of NEMS is inherently serial and the 
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fundamental limits of the sensitivity are imposed by the thermal motions of either the biological system 

under study [13, 14] or the measurement electronics [15, 16], depending on the system.  A well designed 

NEMS transducer and electronics can achieve significant improvements in sensitivity over optical 

systems [17].  These differences are rooted in the particle nature of photons and electrons, which are 

bosons and fermions respectively.   This is an important point: NEMS tools will not achieve the parallel 

data gathering ability of optical microscopy; they do, however, offer significant advantages with respect to 

the sensitivity that can be achieved. 

 

There are a few techniques which manage to circumvent these limitations.  Far-field optical nanoscopy is 

a collection of fluorescence imaging techniques that can achieve nanometer resolution [18] and recent 

demonstrations of materials with negative diffraction in the visible spectrum offer hope of optical 

nanoscopy without fluorescence [19].  Within bio-mechanics optical bead and AFM measurements are 

able to measure forces at high resolution using optical readout.  However, each of these techniques 

actually extracts data serially: optical beads through the single bead, AFM through the single tip and 

optical nano-scopy by toggling fluorescent molecules between excited and quenched states using two 

excitation lasers in a scanning pattern.  Thus, these techniques follow the same pattern of tradeoffs that I 

have outlined in the previous paragraph.  Additionally, optical beads and AFM have drawbacks that 

NEMS devices can address: the forces that optical beads can measure or apply are limited by the laser 

trap strength (~500pN) and thus have very poor dynamic range [6].  AFM’s are limited in their 

geometrical configuration which limits their ability to interact with the cell in a physiologically relevant 

manner [5]; furthermore, they cannot be integrated with complex microfluidics [20]. 

 

The serial nature of NEMS measurements restricts studies to individual cells or even parts of an 

individual cell such as a single lamellipodium.  This is obviously necessary to observe subtle phenomena 

which would otherwise be averaged out over many cells.  Looking at cells one at a time rather than 

averages over large numbers of cells also enables the observation of heterogeneity within cell  



 3

populations including outlier behavior that occurs at low probability [21].  This is important because 

individual cells play a significant role in important areas of biology such as development [22] and cancer 

[23].  The role of noise and stochastic processes in cell behavior also highlights the existence and 

importance of outlier cells [24, 25]. 

 

There is a flip side to this situation; one can be easily misled by inappropriately generalizing the behavior 

of an outlier cell to that of the majority.  The obvious solution to this problem is to make many 

measurements on many cells.  This places certain requirements on the NEMS tool: to provide biological 

information measurements must be easily repeatable.  This is a significant shift from the typical device 

physics research paradigm; a large amount of engineering must be done upfront to refine the ease of use 

of the tool before the principle science – the biology – can be tackled. 

 

One good way to address these issues is to leverage the scalability of micro and nanofabrication 

techniques to build so many NEMS devices that they are disposable and measurements are not limited by 

devices quantity.  This can be done at a variety of scales: many NEMS devices within an area smaller than 

a cell, many NEMS devices on a single chip and many chips on a single wafer.  I use the latter two 

techniques aggressively in this work.  This is not, however, the same as achieving the parallel nature of 

optical measurements.  Each NEMS device must be contacted and measured individually, which scales 

measurement complexity and the fanout problem linearly with the number of devices.  Multiplexing 

techniques can reduce the proliferation of measurement electronics and aid the fanout problem, but only 

at the expense of time resolution which will also degrade linearly with the number of multiplexed devices.  

This is not to say that these techniques aren’t useful, only that there are tradeoffs and they are not 

infinitely scalable. 

 

NEMS based tools for biology rely on a range of technologies, many of which have been developed or 

matured only within the past 5-10 years.  Micro and nanofabrication – using photo and electron beam 
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lithography to fabricate structures with micron and nanometer dimensions – is obviously critical [26].  

The development of wafer-scale electron beam lithography is particularly important to making NEMS 

devices in disposable quantities.  Micro ElectroMechanical Systems (MEMS) and NEMS structures are an 

extension of micro and nanofabrication that couple electrical and mechanical characteristics (i.e., 

computers chips with moving parts).  MEMS and NEMS devices were originally developed for operation 

in vacuum [17] and have only recently moved to operation in air and water [27, 28].  Key to this advance 

has been the development of new transduction methods such as the piezoresistive effect used in this 

research [27, 29].  However, I believe the most important technological advance has been large scale 

integrated microfluidics [30-33], without which wetting NEMS devices in a controlled manner would be 

impossible.  Microfluidics enable a number of critical technologies for integrating NEMS with biology: 

control of fluid mechanics, separation of fluids and electronics, precise control of chemical and biological 

reagents, and the reduction of chamber volumes to the nano-liter level necessary to deliver cells and 

reagents to electronically addressed devices in a timely manner. 

 

As I said before, the goal of my research is to develop tools.  To be useful these tools must be robust and 

user-friendly.  The chips, NEMS and microfluidics, must be disposable.  Inspired by our efforts to fund 

and build workstations for our collaborators, I have set as a goal that the interface will be sufficiently user 

friendly that a biology graduate student could use the tool, including setup and take down, after 1-2 

weeks of training.  These problems are principally ones of engineering.  I have had to develop new 

fabrication technologies and novel devices for this project, but most of my effort has gone toward 

refining the fabrication process to enable production on a sufficient scale for the devices to be abundant 

and disposable.  A great deal of effort has also gone into integrating the various disparate technologies 

involved: the NEMS, microfluidics, surface chemistry, electronic measurement, cell culture, fluorescent 

microscopy and computer control.  So much effort devoted to engineering and refining a tool without 

basic proof of principle data is effectively putting the cart in front of the horse, but I believe that has 

been necessary and I now have the proof of principle data to justify this approach. 
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In summary, these are the principles that have guided my research: fabrication and microfluidics 

technologies have developed sufficiently in the past decade that NEMS based tools for the biological 

sciences are achievable.  NEMS devices can deliver significant advantages in measurement sensitivity but 

not in parallel data gathering.  In order to deliver biological information, measurements must be easily 

repeatable.  In order for measurements to be easily repeatable, the NEMS devices and microfluidics must 

be abundant enough to be disposable, experimental routines such as surface chemistries and tissue 

culture must be routine, and the system must be automated, bug free and with a user-friendly interface. 

 

In this thesis, I will discuss what I have done to achieve some of these goals and the hurdles that remain 

in the areas where I have not yet met these goals.  In Chapter 2 I will discuss the relevant biology: what 

we know about how and why cells exert forces on their surroundings and I will review the existing tools 

used in this field.  In Chapter 3 I will describe the technology which I have developed, Single-Cell-Pico-

Force-Microscopy, in detail.  I have succeeded in demonstrating the principle and potential of SCPFM by 

measuring the force relaxation and contraction while the force generating ability of a single fibroblast is 

repeatedly disrupted with Cytochalasin D and allowed to recover in growth media.  I will present and 

discuss this data in Chapter 4.  Finally, I will discuss the next steps in device development, biology 

experiments and the long term vision for SCPFM as a tool for pharmaceutical screening, particularly for 

cancer therapeutics, in Chapter 5. 
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Chapter 2. Cell forces and mechanotransduction 

 

2.1 Why cells exert forces 

 

Nearly all eukaryotic cells exert forces on their surroundings.  By pulling on their surroundings, cells are 

able to generate and maintain tension within their cytoskeleton which is critical for normal cell function.  

Tension enables cells to control their shape, respond quickly and globally to mechanical changes in their 

surroundings, and likely plays an important role in the way cells place and organize the organelles within 

their interior [34-36].  In addition to creating a basal level of tension for normal operation, cells exert 

forces on their surroundings in order to move around (motility) and in order to learn about their 

surroundings and orient themselves in three-dimensional space, a process called mechanotransduction by 

the in vitro biologists [37, 38] and mechanoreciprocity by the medical field [39-42]. 

 

Motility is the process whereby cells move themselves in space.  There are a variety of methods 

eukaryotic cells use to travel; for instance, sperm cells use large flagella (tails) to swim and keratocytes, 

which form skin and heal wounds in amphibians and fish, travel by constantly extending lamellipodia and 

skip the contraction step, thus rolling like a tank tread [43, 44].  However, most eukaryotic cells use the 

fibroblast phenotype to travel: they send forward extensions, lamellipodia on flat, in vitro surfaces and 

narrower filopodia when in three-dimensional tissues, which anchor to the extra cellular matrix (ECM) 

and pull the cell forward using the same molecular machinery used to generate basal tension within cells.  

Many cells are motile in the early phases of development, typically with a fibroblast phenotype, as they 

move to various places in the developing organism.  Neurons are also very motile during development; 

they send out growth cones to seek out other neurons and form synapses.  Immune system cells such as 

neutrophils are motile throughout an organism’s life; they travel using the fibroblast phenotype, typically 

following chemotactic gradients, in search of infections to be attacked [43]. 
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Mechanotransduction plays a major role in tissue formation and stem cell differentiation.  Experiments 

demonstrate that substrate compliance plays a significant role in stem cell differentiation: cells on stiff 

substrates differentiate toward bone cells whereas cells on soft substrates differentiate toward nerve cells 

[45].  Fibroblast motility has been shown to depend on substrate compliance, an effect termed durotaxis 

[46].  ECM compliance sensing has further been shown to play a significant role in regulating tissue 

development [47] and basic models have been proposed [48].  In each of these instances, cells take 

mechanical cues from their surroundings, process the information and respond accordingly.   

 

The  details of how cells probe, process and respond to mechanical stimuli are not well understood, but 

there is agreement on the basic process.  Cells reach out to the ECM with a lamellipodia or filopodia, 

form a weak connection to the ECM through transmembrane proteins, such as integrins or cadherins, 

and apply force through that connection using contractile actin-myosin stress fibers that connect to the 

transmembrane proteins through molecular bundles called focal contacts.  The compliance of the cell’s 

surroundings determines how that force is distributed.  A compliant ECM will deflect, thus relieving the 

force across the focal contact and transmembrane proteins, whereas a stiff ECM will not deflect, thus 

passing the force to the molecules in the focal contact and the transmembrane proteins which may cause 

one or more of these molecules to undergo a conformation change that opens new binding sites which 

leads to transformation of the focal contact to a focal adhesion and an upregulation of force.  Thus the 

force sensing molecules in the focal adhesion act as a molecular-mechanical switches.  Various models 

exist and various molecules have been identified as potential molecular switches [38, 49-52].  The 

opposite can occur too: neurons prefer to pull on soft substrates and will abandon contacts on hard 

substrates; models exist for this situation as well [53].  But the principle is the same: the ECM compliance 

dictates the cell’s response to an applied force through molecular-mechanical events. 

 

The cytoskeleton is not simply an organ within a cell to create shape and regulate mechanical properties.  

The cytoskeleton is extensively coupled, mechanically and chemically, to all organelles within a cell and 
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many, if not all, signaling networks within a cell [54].  The state and behavior of the cytoskeleton is 

fundamental to nearly all aspects of cell behavior and health.  Illustrating this point are a number of 

diseases that have roots in mechanical malfunctions of cells.  Ingber has written a nice review article in 

which he highlights 63 diseases that fall into a range of seemingly unrelated areas of medicine from 

orthopedics to cardiology to neurology.  Yet the diseases all have their origins in changes in cell 

mechanics, tissue structure or molecular-mechanical energy conversion within the cells [55].  Ingber’s 

article powerfully illustrates the fundamental nature of cell mechanics as the basis for a range of disparate 

diseases. 

 

Cancer provides a number of poignant examples of phenotype changes that couple to cell mechanics.  

AFM measurements indicate that cancer cells are more compliant than healthy cells [5].  Metastasis 

requires a dramatic change in cytoskeleton regulation from stationary cells to highly motile cells which 

can then spread the cancer throughout the patient [56].  In another example, glioblastoma multiforme 

metastasis appears to be directed and activated by the mechanics of tissue boundaries [57].  Cell division, 

which when uncontrolled is another hallmark of cancer, is heavily dependent upon cytoskeleton 

mechanics [58].  Accordingly, numerous successful cancer chemotherapeutics, such as Taxol and the 

Vinca alkaloids, work by subtly disrupting microtubule dynamics thereby preventing cell division which 

disproportionately attacks cancer cells.  These are dramatic phenomena that do not require high 

resolution mechanical measurements to observe, but they are indicative of the potential of using 

mechanical measurements, not only for fundamental biology, but also to study and develop treatments 

for specific pathologies. 

 

2.2 How cells exert forces 

 

The cytoskeleton is comprised of three distinct molecular structures: actin mesh and stress fibers, 

microtubules made of tubulin, and intermediate filaments.  Each of these structures are made from small 
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monomer units that are assembled into complex and dynamic structures.  Cells utilize equilibrium 

dynamics and a large variety of cytoskeleton binding molecules to control the formation and 

rearrangement of these cytoskeleton structures.  Intermediate filaments give the central body area of the 

cell its characteristic stiffness and play an organizing role in the placement of organelles within the cell.  

In general, intermediate filaments are thought to be rather static and thus are not often studied.  

Microtubules are long filaments made from tubulin monomers that radiate outward from a central 

microtubule organizing center.  Microtubules play a major organizing role during cell division and are 

believed to coordinate motility and cell shape by stabilizing and destabilizing focal adhesions [43, 59, 60]. 

 

Actin can form a surprising range of different structures within a cell.  Actin monomers form directional 

filaments, with an assembling end and a dissembling end, each with its own rate constant for assembly 

and disassembly.  Furthermore, actin binds a GTP molecule which affects actin’s binding properties; as a 

result each actin monomer has four different binding and unbinding rate constants [61-63].  The range of 

binding constants as well as various actin binding molecules such as the molecular motor myosin and 

ARP 2/3, which binds actin filaments in a branching formation, enables a cell to create a wide range of 

structures and functions with actin.  Two of the most common are treadmilling actin meshes which 

typically are formed at the edge of a cell, where it is referred to as cortical actin, and stress fibers which 

are bundles of long actin filaments that are cross-linked by bundles of myosin motors.  The myosin 

motor bundles pull adjacent actin filaments in opposite directions, thus generating large contractile forces 

using the same basic machinery as muscles.  Stress fibers are the source of the contractile forces which 

cells use to generate tension, pull themselves forward and probe the compliance of their surroundings 

[43].  

 

Stress fibers terminate in focal adhesions which are complex plaques of molecules that connect stress 

fibers to transmembrane proteins such as integrins and cadherins [50, 64-66].  Focal adhesions play a 

central role in regulating cell force and are believed to be the site of the molecular switching events 
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central to mechanotransduction [38, 49, 52].  Focal adhesions start as very small connections called focal 

contacts that will grow into large, high force connections on stiff substrates but are typically abandoned 

on soft substrates [49, 64].  Significant work has been done to identify and understand the numerous 

components of focal adhesions, including the identification of potential molecular switches that can exist 

in two distinct confirmations including integrins [67-69], vinculin [70-72], talin [73], pp60src [74] and 

fibronectin [49, 75-78]. 

 

2.3 By the numbers 

 

In order to study a process like mechanotransduction, we need a tool that can observe the molecular level 

switching or force sensing events that are believed to trigger a decision by a cell as well as the ultimate 

response or rearrangement that occurs on the whole cell level [79].  Whole cell events, such as 

lamellipodia contraction and motility, generate 10’s of nanoNewtons of force at individual focal 

adhesions and take from 10 minutes up to a couple of hours to evolve [2, 3].   

 

At the small end of the spectrum, there are many different molecular events that manifest force 

responses within cells.  Actin polymerization is the driving force behind lamellipodia extension and is 

proposed as a force sensing mechanism in neural growth cone extension.  Actin polymerization stall 

forces have been measured by the Theriot group using optical beads to be 0.1-1pN [80].  Microtubule 

polymerization also generates forces, measured at ~2.8pN [81], and is known to play a major role in cell 

division.  Myosin V is the principle generator of contractile force in cells and has been well studied at the 

single molecule level with optical beads.  Single myosin steps move 30-38nm and can generate forces of 

6-8pN in a single step [82].  The small focal adhesion proteins vinculin [70-72], talin [73], and pp60src 

[74] have been suggested as candidate molecular switches in focal adhesions, but the force dynamics of 

these molecules have not been studied.  Force induced unfolding events in integrins and fibronectin have 

been studied with AFM by the Vogel group and require forces in the 10-40pN range to induce unfolding 
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events [77, 83, 84].  It is difficult to estimate the time resolution needed to observe these events in a living 

cell from optical bead and AFM experiments; however, ~1ms is the conventional assumption made 

within the field [79]. 

 

Two groups have used optical bead measurements to observe single molecule events in cells.  The 

Rohrbach group was able to measure filopodia contraction and found single steps, most likely from 

individual myosin V molecules, with force dependent step size – larger counter forces resulted in smaller 

step sizes –  that ultimately stalled above 19 pN [7].  The steps occur on a roughly 100ms time scale.  The 

Sheetz group has successfully anchored optical beads to focal contacts on the top of spread cells and 

pulled on the beads.  They observe a succession of 2pN “slip bonds” at a load dependent time scale of 

seconds [6]. 

 

2.4 Existing technologies for measuring cell forces 

 

There are a number of optical techniques that are used to measure forces from adherent cells at the single 

cell level.  Some are good for measuring whole cell forces and some for measuring single molecule level 

forces, but none have the dynamic range necessary to span both regimes; see Figure 1 [85, 86].  Traction 

force microscopy and mPADs are both good ways for measuring whole cell forces: they have force 

resolution of ~1nN and time resolution of 10’s of seconds, but they can measure forces in excess of 

100nNs and can be monitored for hours.  mPADs, developed by the Chen group, is the simpler of the 

two methods: posts are fabricated from PDMS, cells are allowed to spread on the posts and the cells 

deflect the posts, which operate as simple Hookian springs, when they contract [2].  The deflections are 

measured using an optical microscope.  The downside of mPADs is that the cells are spread on a 

discontinuous surface and it is not clear how this will affect the cell’s behavior.  The Chen group has 

recently succeeded in putting magnets inside some of the posts and using them to apply forces to a cell 
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[87].  Active mechanical perturbation of cells is a particularly interesting and presently underserved area 

of research. 

 
Figure 1. The measurement range in force and time of substrate deformation methods, such as mPADs 
and TFM, and optical bead measurements is plotted with the ranges in which single molecule events, 
whole cell movements and mechanotransduction occur. 

Traction force microscopy was developed by Wang and Dembo in the late 90’s.  A polyacrilamide gel is 

formed with a random pattern of small (typically 40nm) fluorescent beads close to the gel’s surface; when 

cells spread, contract and travel along the surface, the beads move and those movements are measured 

with a fluorescent microscope [3, 4].  The upside of TFM is that the cells are spread on a flat and 

continuous surface, and fabricating the substrates does not require photo lithography to make the original 

mold (a significant hurdle for most biology groups).  The downside of TFM has been the computation 

required to extract force data from the measured deflection data, because the substrate is a continuous 

half plane and every point is coupled to every other point.  The problem is ill posed and cannot be solved 

exactly.  Until recently, the only algorithm written to analyze TFM image data was a maximum likely 
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hood based algorithm written by Dembo that required extensive computation time – days to resolve a 

single frame of data – and was not widely distributed by Dembo, thus severely limiting TFM use.  

However, quite recently the Waterman group has revamped TFM by introducing a two color bead 

system, developing a set of algorithms that run much faster than Dembo’s and when used together give 

improved spatial resolution, ~1μm with force resolution of roughly 1nN [88].  With these advances, TFM 

is starting to gain more widespread use. 

 

At the other end of the spectrum, optical beads can measure events with the sub-picoNewton and 

millisecond resolution needed to observe single molecule events.  However, the upper limits of optical 

beads are limited to 100’s of picoNewtons by the trap strength and 10’s-100’s of seconds by drifts [89].  

Optical beads are also difficult to couple to cells in physiologically relevant ways [6, 7].   

 

Atomic Force Microscopy has been used recently to measure the compliance of spread cells, adding 

quantitative analysis to the stiffness increase seen in tumor cells and perhaps opening an avenue to 

investigate intermediate filaments [5, 90].  These days one can purchase an AFM that is setup to monitor 

living adherent cells, so it is reasonably easy to probe the compliance of a cell’s body.  However, setting 

up an AFM to measure the adherent forces generated by a cell has not been done and I am not optimistic 

for the prospects of it happening. 

 

Due in part to the fact that none of these force measurement techniques have the resolution and dynamic 

range to measure from single molecule up to whole cell events, much of the work done to elucidate cell 

mechanics, motility and mechanotransduction has actually been done with optical techniques that track 

cells and molecules in time but are unable to measure force.  The Sheetz group has done most of their 

work with Differential Interference Contrast (DIC) and Total Internal Refraction (TIRF) microscopy [52, 

91, 92].  The Geiger group has an impressive library of fluorescently labeled focal adhesion and 

cytoskeleton proteins which they transfect into live cells and image with Confocal microscopy as 
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adhesion evolve in real time [93, 94].  The Waterman group has developed and continued to advance 

fluorescent speckle microscopy which adds a computational analysis to Confocal fluorescence 

microscopy that is able to track individual clusters of fluorescent proteins based upon the unique, 

random clustering – the speckle – of the fluorophores [95-98].  These microscopy techniques enable 

researchers to connect single and macro molecular dynamics with whole cell behaviors, but are unable to 

measure force.  High resolution force-time records of ECM compliance sensing and response events will 

provide useful information; for instance, the magnitude of the forces needed to drive a decision event will 

indicate the rough number of molecular switches involved or the rate of force generation will yield 

information about how forces are regulated.   
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Chapter 3. The Tool: Single-Cell-Pico-Force-Microscopy 

 

3.1 Goal 

 

There is room in the mechanotransduction field for a NEMS based force sensor to make a significant 

contribution.  The principle advantage of such a tool will be force measurement resolution and dynamic 

range.  Specifically, the tool needs force resolution (ideally) in the single molecule range (<10pN) and at 

least in the macro-molecular range (<100pN), and needs to have five decades of dynamic range so that it 

can measure into the 100’s of nN in order to observe whole cell processes.  Of course, molecular level 

force resolution is meaningless without molecular level time resolution (1-10ms) and similarly for the 

dynamic range, five decades of time dynamic range are necessary to continuously observe molecular 

events in a cell for hours.  Optical microscopy, preferably both fluorescence and a contrast enhancing 

technique such as phase optics, is necessary for confirming cell placement vis-à-vis the force sensor and 

cell viability at a minimum.  Confocal fluorescence would enable tracking of molecular events.  

Microfluidic encapsulation is also necessary for a range of reasons from separating the electronics from 

the fluidics to delivering cells directly to the specific device.  Microfluidic encapsulation further enables 

precision fluidic control and thus precision pharmacological perturbation of the cell being studied.  It 

must be routine to culture cells within the tool, specifically on the force sensor – studying dead and dying 

cells is of limited utility.  The entire system must be automated and user friendly.  And lastly, the devices 

must be abundant and disposable.  These are the specific goals for which I have designed Single-Cell-

Pico-Force-Microscopy (SCPFM) to address. 

 

I have developed SCPFM, a tool that meets nearly all of these requirements by utilizing novel polymer 

NEMS force sensors [99].  SCPFM is a fully integrated, monolithic instrument that combines the near-

single molecule force measurement capabilities of NEMS based force sensors with integrated 

microfluidics that enable precision fluid control, and thereby precision pharmacological stimulation of 
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individual cells.  SCPFM enables the systematic study of the molecular-mechanical responses of 

individual cells to pharmacological and mechanical stimulation. 

 

3.2 The NEMS force sensor 

 

The NEMS force sensor is a doubly clamped beam with an integrated piezoresistive (strain coupled) 

force sensor [27].  The sensor, which is positioned adjacent to a bridge that localizes an adherent cell, 

includes a fibronectin coated attachment point for a cell lamellipodium.  Upon attachment an adherent 

cell contracts and exerts force upon the sensor, shown in Figure 2.  The NEMS devices are fabricated 

from polymer instead of traditional MEMS materials, such as silicon-on-insulator (SOI), principally 

because polymer’s low Young’s modulus enables improved sensitivity and the fabrication of devices that 

are compliance matched to typical biological materials.  Additionally, the material costs for the polymers 

are significantly less than traditional semiconductor materials such as SOI. 

 

Figure 2. At left an adherent cell is spread adjacent to a force sensing beam, a lamellipodium from the cell 
attaches to fibronectin coated pad on the beam (in yellow) and contracts, deflecting the beam toward the 
cell (black arrow). The deflection induces strains in the beam shown at center: the green regions are under 
tensile stress and the red regions compressive.  The piezoresistive force sensor is patterned across the 
beam in a zig-zag pattern so as to couple to the tensile strains only, shown at right. 
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3.2.1 The spring constant 

 

The force sensor is a doubly clamped beam with a piezoresistor patterned in a zig-zag shape that breaks 

the symmetry in the plane of the beam, thus coupling the force sensor to displacements in the plane.  I 

estimate the spring constant of the beam as follows: the displacement of the center line of a doubly 

clamped beam due to a force exerted at the beam’s mid point is given by (see Appendix 1 for derivation) 

   
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xLx
FxY


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(1)

where x extends from zero to L/2,  t, w, and L are the thickness, width and length of the beam as shown 

below (Figure 3), E is the young’s modulus and F is the applied force [100]. 
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Figure 3. Diagram of force sensing beam with zig-zag patterned piezoresistor for coupling to in-plane 
strains.  L is the length of the beam, w, the width and t is the thickness.  ν is the width of the piezoresistor 
and u is the offset between the edge of the piezoresistor and the edge of the beam. 

I define the effective spring constant, K, by the displacement at the midpoint, x=L/2: 
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3.2.2 Strain in the piezoresistor 

 

A strain gauge is integrated into the beam by patterning a zig-zag piezoresistor of width υ and thickness ζ 

symmetrically across the four quarters of the beam, shown in yellow in Figure 3. The zig-zag pattern will 

maximize the strain induced by the displacement described in equation (1).  The strain in an infinitesimal 

element of the PZR conductor at x,y is given by [100]:  

 xr

y
 ,

(3)

where y is the displacement in the ŷ direction from the center line of the beam and r is the radius of 

curvature of the center line at that point.  I approximate the radius of curvature: 
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Each quarter of the piezoresistor will be symmetric with strain, thus I need only integrate over one 

quarter of the wire to determine the average strain: 
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where u is the offset between the edge of the piezoresistor and the edge of the beam, as shown in Figure 

3.  Equation (5) is easily integrated:  
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3.2.3 The Wheatsone bridge and the transducer responsivity 
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The strain gauge uses the piezoresistive effect [29] to convert the induced strain, equation (6), into a 

change in resistance:  

 
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(7)

where πl is the longitudinal piezoresistance coefficient for the wire.  For the silicon used to fabricate 

Jessica Arlett’s BioNEMs cantilevers, a piezoresistance coefficient of 40 is expected and Jessica measured 

roughly 47 for the transducer responsivity with the AFM [101].  For gold, geometric considerations 

predict a piezoresistance coefficient of 2 for bulk metals [29], but Thaysen et al. [102] report a value of 

roughly 4; the discrepancy is possibly due to thin film effects.  In the calculations that follow, I assume 

the conservative value of 2 for the longitudinal piezoresistance coefficient of gold, which is supported by 

AFM tests. 

 

The force sensing beam will be integrated into an on chip Wheatstone bridge [103-105] with one 

suspended reference beam and two supported balance resistors.  When optimally balanced the 

Wheatstone bridge converts a change in resistance into a voltage signal according to 
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where V0 is the voltage applied to the bridge.  Combining equations (7) and (8) we obtain the 

proportionality constant between the applied force and the measured voltage signal: the transducer 

responsivity, к, of the force sensing beam: 
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3.2.4 Noise I: piezoresistor noise 

 

The voltage signal given by equation (9), δV, will be buried within electrical noise.  There will be four 

electrical contributions to the noise: amplifier voltage noise en, amplifier current noise in, Johnson noise, 

and 1/f noise.  The voltage spectral density of Johnson noise is frequency independent [15, 16]:  
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4
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(11)

where kB is the Boltzman constants, T is the temperature, the second equality comes from the geometric 

dependence of the resistance and ρ is the resistivity, ζ, ν, and L are the piezoresistor dimensions as 

defined in Figure 3.  The amplifier voltage and current noise spectral densities, en2 and in2, are also 

frequency independent.  They can be estimated from the amplifier’s specification sheet – the current 

noise will be negligible because the resistance of the metal strain gauge is ~200Ω.  The voltage noise will 

be significant and can be measured accurately using a spectrum analyzer.  Hooge noise, or 1/f-noise, is 

named after its frequency dependence [106]:  
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where α is material dependent constant, N is the number of carriers, n is the density of carriers and f is the 

frequency.  The noise voltage power is determined by integrating the spectral density over the 

measurement frequency range: 
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The force noise is determined by combing equations (9) and (13): 
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3.2.5 Instrumentation I: bandwidth and voltage noise 

 

The bandwidth, fmin and fmax, in equations (13) and (14) is determined by the lock-in amplifier used, in 

particular the source frequency f, the time constant τ, and the low pass filter roll-off.  I will be using a SRS 

830 lock-in which has a maximum source frequency of 100kHz, a minimum time-constant of 10μs and 

low pass filter settings of 6 db/oct, 12 db/oct, 18 db/oct or 24 db/oct.  The time resolution δ will be 

determined by the time constant and low pass filter settings, Table 1 summarizes the relationship 

between these three variables.   

 

 

For a given filter setting, λ, and source frequency, f, we can determine the force noise and thus force 

resolution as a function of the time resolution:  
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The source frequency, f, determines the center of the integration window defined by fmin and fmax.  Above 

the 1/f shoulder – about 100Hz for bipolar junction based pre-amplifiers – the noise spectrum will be 

10τ 5/64τ = 50/64δ = λδ 

9τ 3/322τ = 27/32δ = λδ 

7τ 1/8τ = 7/8δ = λδ 

5τ 1/4τ = 5/4δ = λδ 

Time resolution, 
δ 

Equivalent noise 
bandwidth (fmax-fmin) 

Table 1.  Time resolution, δ, as a function of 
time constant, τ, and the equivalent noise 
bandwidth for each time setting. 
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flat, so the drive frequency should not matter as long as it is large enough that the integration window 

does not extend below the 1/f shoulder; i.e., fmin > 100Hz.  I am interested in the time resolution range 

from 50μs up to 0.1s; Table 3 lists the appropriate time constant, filter setting and equivalent noise 

bandwidth for the time resolution settings between 50μs and 0.1s.  The choice of actual drive frequency 

is a bit complicated.  In theory, above the 1/f shoulder the noise spectrum is flat and any drive frequency 

that places the equivalent noise bandwidth window above the 1/f shoulder should work equally well.  For 

the analysis in the following sections, I assume a flat spectrum above the 1/f shoulder.  However, in 

practice there will be stray capacitances which will result in phase shifts between the two branches of the 

Wheatstone bridge.  These phase shifts are harder to null out at higher frequencies, but at the lower 

frequencies 1/f noise and noise peaks from power lines (60Hz, 180Hz & 300Hz are most prominent) 

complicate the noise spectrum.   

 

  

The noise voltage and noise current, en and in, are determined by the choice of pre-amplifier.  Table 3 lists 

specifications for four pre-amps: the SRS 560 is a general purpose junction field-effect-transistor (JFET) 

pre-amp found in most labs, the SRS 552 is a bipolar-junction-transistor (BJT) pre-amp with especially 

low noise voltage at the expense of a high noise current, the INA103 is a BJT differential amplifier built 

into a single monolithic integrated circuit, and the DLPVA-100 is an ultra low noise BJT amplifier with 

limited bandwidth.  I have built INA103 pre-amps that can be integrated into the SCPFM microscope 

7.8125 Hz 24 dB/oct 10ms 100ms 

78.125 Hz 24 dB/oct 1ms 10ms 

781.25 Hz 24 dB/oct 100μs 1ms 

7812.5 Hz 24 dB/oct 10μs 100μs 

25 kHz 6 dB/oct 10μs 50μs 

Equivalent noise 
bandwidth (fmax-fmin) 

Filter 
setting 

Time 
constant 

Time 
resolution 

Table 2.  Time constant, filter setting and equivalent 
noise bandwidth for time resolution settings between 
50μs and 100ms. 
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mounted incubator; however, there are some instabilities that arise with the INA103’s when the force 

sensors are immersed in water.  I believe these instabilities can be fixed with an input filter, but haven’t 

demonstrated this yet.  So, for the analysis that follows and with the data after that, I used the SRS552 

pre-amps. 

 

 

3.2.6 Device optimization: dependence of force resolution on geometry 

 

I now have all the information necessary to use equation (15) to estimate the force noise for the strain 

sensor.  However, equation (15) has one glaring omission: it does not include the mechanical properties 

of the gold piezoresistor, which stiffens the beam more than one would expect from a simple comparison 

of the independent spring constants of the polymer beam and metal wire [28].  I use finite element 

simulations run with CFDRC (CFD Research Corporation) software to simulate the behavior of the full 

force sensor including the metal wire.  That is, I use CFDRC to calculate the displacement, equation 1, 

and the strain, equation 6, for a given geometry and force.  In this section I calculate the force resolution 

of the force sensor as a function of different geometric parameters in order to optimize the device design.  

In these calculations, I assume a signal to noise ratio of 1.  Before I get to the geometry optimization, 

Figure 4 shows the basic relation between time resolution and force resolution for three representative 

beams: longer integration times reduce the noise. 

400 pV/rtHz 3 pA/rtHz 100,000 DLPVA-100 

420 pV/rtHz 3 pA/rtHz 10,000 DLPVA-100 

800 pV/rtHz 3 pA/rtHz 1000 DLPVA-100 

1.0 nV/rtHz 2 pA/rtHz 100 INA 103 

1.8 nV/rtHz 100 SRS 552 

4 nV/rtHz 100 SRS 560 

Voltage 
Noise 

Current 
Noise 

Gain pre-
Amplifier 

Table 3.  Gain, current noise and voltage noise for a 
variety of pre-amplifiers. 
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Figure 4. Force resolution versus time resolution for 1, 2 and 4 μm wide beams each of which is 400nm 
thick with PZR thickness 40nm.  

The effects of a few geometric parameters are both intuitively obvious and clear from equation (15):  

longer, narrower and thinner beams are more sensitive.  The force resolution scales linearly with the 

inverse length and thickness.  The in-plane spring constant of a simple doubly clamped beam scales with 

the cube of the width, but the force resolution scales roughly with the square of the width because wider 

beams allow room for the piezoresistor to be positioned farther from the center line of the beam and 

thus couple to larger strains.  Building longer, narrower and thinner beams must be balanced against 

yields which drop for more extreme geometries – I can fabricate 2μm and 4μm wide devices with ~75% 

yields, but so far yields of 1μm beams have been ~20% – and against the need to present a biologically 

relevant compliance to the cell.  Additionally, adjusting all beam and piezoresistor geometric parameters, 

except the length, can be done easily from device-to-device, whereas adjusting the length requires two 



 25

new photo lithography masks. As a result, all of my fabrication and all of the calculations that follow are 

for 100μm long beams.  Figure 5 illustrates the expected dependence of the force resolution on beam 

width and thickness. 

 
Figure 5. Force resolution versus beam width, at left, and force resolution versus beam thickness at right. 

The effects of the piezoresistor dimensions on the transducer responsivity are more complicated than the 

beam dimensions.  Larger piezoresistors have lower noise and the potential to integrate over more of the 

high strain portions of the beam; however, large piezoresistors will stiffen the beam and reduce the 

responsivity.  Thus, there are optimal values for the piezoresistor width and thickness that depend upon 

the beam width, thickness and the alignment tolerance with which the piezoresistor can be aligned to the 

beam – a parameter I refer to as the piezoresistor offset, u in Figure 3.  Figure 6 shows the force 

resolution as a function of piezoresistor offset and piezoresistor width.  The offset is determined by the 

quality of the alignment algorithm used by the electron beam lithography tool – the Leica EBPG, which 

can only be used with the nitride membrane fabrication process (section 3.3.3) can easily achieve 30-

50nm offsets, whereas the FEI Quanta is limited to 200-400nm offsets depending upon the yield one is 

comfortable with.  The piezoresistor width is the easiest piezoresistor parameter to control and adjust, 
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and has the most significant impact on the mechanical properties of the beam.  Figure 7 shows the force 

resolution as a function of piezoresistor thickness. 

 
Figure 6. Force resolution versus piezoresistor offset, at left, and force resolution versus piezoresistor 
width at right.  The offset is a function of the alignment between different lithography layers which is 
strongly dependent upon the electron beam lithography tool; the Quanta is limited to 200-400nm offsets, 
whereas the EBPG can routinely do 30-50nm offsets.  It is not worth trying to fabricate 1μm wide beams 
with the Quanta.  The width dependence is interesting because there are actual optimal values: narrower 
wires have higher Johnson noise but wider wires stiffen the beam.  The figure at right also compares 
analog theory (equation 15) which does not include the mechanical effect of the piezoresistor with the 
finite element calculations, which do include the piezoresistor. 
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Figure 7. Force resolution versus piezoresistor thickness.  For the same reasons as the piezoresistor width, 
there is an optimal value for the thickness.  Unfortunately, the thickness is determined by the piezoresistor 
evaporation, so it cannot be varied across a single wafer and the thickness monitor is accurate within only 
about 20%. 

The force resolution versus time resolution for the most recent batch of devices that I fabricated is 

plotted in Figure 8, and SEM images of the devices are shown in Figure 19. 
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Figure 8. Force resolution as a function of time resolution for the most recent batch of force sensors, 
pictured in Figure 19.  These devices are 100μm long, 2μm and 4μm wide, and 220nm thick.  The 
piezoresistor in these devices is 200nm wide, 50nm thick and offset from the beam edge by 200nm. 

3.2.7 Instrumentation II: nulling & dyanmic range 

 

In the previous sections I have estimated the minimum force resolution – both absolute force level and 

minimum detectible change in force.  Another key parameter is the dynamic range of the measurement: 

the maximum force that can be measured at the same instrument settings that enable the optimized force 

resolution calculated previously. 

 

There are two processes that may limit the maximum force: 1) the onset of non-linearities in the strain-

sensor deformation, and 2) saturation of electronics.  A Summer Undergraduate Research Fellowship 

(SURF) student, Ted Dickle, spent some time investigating the transducer responsivity’s dependence 

upon both applied force and the out of plane component of the applied force – cells spread very flat and 

pull almost tangentially to flat surfaces, but not perfectly.  Ted found that for forces less than 100nN and 

angles less than 5 degrees, non-linear effects can be neglected (Figure 9). 

 
Figure 9. Non-linear effects manifest as changes in the transducer responsivity.  The percent change in 
transducer responsivity is plotted as a function of applied force for a range of out-of-plane pulling angles.  
The plot shows results from a finite element simulation (CFDRC), done by SURF student Ted Dickle, of a 
2μm wide beam.  There are two competing effects that create the rise and then fall in the percent change 
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in transducer responsivity: buckling of the beam due to the out of plane force component distorts the 
strain field and raises the responsivity, whereas at higher forces nonlinear stiffening of the beam reduces 
the responsivity.  Overall, the percent change for pulling angles of 3º or less are very small; however, the 
sudden rise in responsivity from 0 to 20nNs for the 5 º pulling angle is a little worrisome and must be kept 
in mind when interpreting data. 

 

Instrument saturation is limited by the lock-in amplifier’s maximum input sensitivity of 1V or the 

minimum bit size of the 24 bit analog-to-digital converter card that I use to stream the data from the 

lock-in to my computer (National Instruments, PCI-4722).  For the purposes of this discussion, I assume 

a relatively high 1V drive voltage and transducer responsivity of 1000V/N which will give a force 

sensitivity of 20pN with 10ms time resolution.  A 100nN force will thus generate a 100μV signal at the 

input of my pre-amplifier.  The 100nN signal will add to the zero-force signal due to fabrication 

imbalances in the Wheatstone bridge.  Fabrication issues limit that balance to about 1 in 103, which gives 

a 1mV signal from a 1V drive, but the two branches of my Wheatstone bridges have separate inputs so I 

can use a 6-decade ratio transformer (an AC voltage divider) to reduce the imbalance further.  In practice, 

I can reduce the imbalance to roughly 1 in 105, which gives a 10μV fabrication imbalance signal which 

add to the 100nN signal.  The combined 110μV signal is amplified by the pre-amplifier before reaching 

the lock-in.  The SRS552 pre-amp and the INA103 both typically operate with a gain of 100, which 

boosts the 110μV to a reasonable 11mV signal and a lock-in sensitivity of 100mV resulting in another 

factor of 100 gain before the A-to-D converter.  If I assume 20 bits of that 24 are usable, the minimum 

bit works out to be 1pN which does not limit the 20pN electronic noise; the electronics measurement 

system has a full five decades of dynamic range.   It is worth noting that the Fempto DLPVA-100 pre-

amplifier, which has impressively low voltage noise of 400pV/rtHz and 420pV/rtHz but high gain of 

100dB and 80dB respectively (Table  3), will saturate the lock-in amplifier’s input at the two low noise 

settings.  Figure 10 plots the sensitivity and dynamic range of SCPFM, substrate deformation methods 

and optical bead methods with the biological regimes of interest in a force vs time depiction of the 

measurement space. 

(Figure 10) 
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Figure 10. The measurement range in force and time of substrate deformation methods, optical bead 
measurements and SCPFM is plotted with the ranges in which single molecule events, whole cell 
movements and mechanotransduction occur.  SCPFM has the sensitivity necessary to observe macro-
molecular events and the dynamic range to monitor whole cell movements. 

3.2.8 Thermal drifts 

 

Long term measurements are limited by systemic drifts in the system.  There are intermittent drifts that 

can be bad on some days and completely absent on others.  At present I don’t understand and do not 

have control of these drifts. 

 

Temperature drifts can cause problems.  Large imbalances in the Wheatstone bridge will convert thermal 

drifts of the entire Wheatstone bridge into signals [107].  I am typically able to balance my devices to 1 

part in 105 at which point a 1C degree drift – one part in 310 – results in a shift of 3 parts in 108, which is 

well below my measurement threshold.  I am fairly confident in the thermal stability of my system within 

1C; see section 3.6.1 for further discussion.   
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Drifts in the temperature difference between the force sensing and reference arms of the Wheatstone 

bridge pose a much greater problem because they are directly translated into a measured change in 

resistance.  At room temperature, the bulk resistivity of gold depends linearly on temperature, Т [108]:  

  mK
m

gold   811 1019.01023.8 . (16)

Plugging in the piezoresistor geometry for a typical force sensor indicates that the temperature coefficient 

is nearly unity: 0.69 Ω/K.  The exact signal that a given temperature drift between beams will create 

depends on the specific beam geometry, drive voltage, pre-amplifier and lock-in settings.  However, 

plugging the numbers from the data I will present in chapter 4, 0.5V drive voltage, 37.5 V/N transducer 

responsivity and a 100ms time resolution, shows that a 20μK drift in temperature between the two legs of 

the Wheatstone bridge will create a 200pN signal – which is the measured noise floor.  The entire 

Wheatstone bridge is integrated onto the NEMS chips; the two legs are positioned within 30μm of each 

other, precisely to reduce the possibility of drifts between the two beams.   

 

3.3 Device fabrication 

 

3.3.1 Fabrication basics 

 

The NEMS devices are fabricated from lithographically patternable polymer instead of traditional MEMs 

materials, such as SOI, principally because polymer’s low Young’s modulus enables improved sensitivity 

and the fabrication of devices that are compliance matched to typical biological materials.  Additionally, 

the material costs for polymers are significantly less than traditional semiconductor materials.  The first 

efforts to fabricate MEMS devices from polymers focused on making AFM tips from SU-8 [102].  

Springing from that work the Boisen group has put significant effort into fabricating cantilever based 

MEMS detectors from SU-8 [109].  My work is the first effort to fabricate NEMS devices from polymers, 

so a significant amount of work was required to develop the process.  The first fabrication process I 
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developed was an all-polymer and metal process based on work by Thaysen et al. [102].  I will discuss this 

process in detail below.  I later switched to a silicon nitride membrane-based fabrication process which 

resulted in higher yields and better cell culture than the all-polymer process. 

 

Both processes require fabricating a long trench-shaped cell chamber, roughly 600-800 microns long and 

110 microns wide, that is spanned by the force sensing beams and a bridge to hold the cell being studied 

in close proximity to the beams.  The beams are fabricated from two layers of polymer, each ~100 nm 

thick, that sandwich the gold PZR strain gauge, thus keeping the PZR insulated from the surrounding 

liquid and symmetric – decoupled – with respect to out-of-plane deflections.  There are two additional 

metal layers in each process: the “pad” layer which sits on the top surface of the force sensing beams and 

the cell bridge to define a region where the cell will attach and the “conductor” layer which is a thick layer 

of metal that connects the PZR stain gauge out to pogo-pin contact pads. 

 

Both processes are built around the same basic chip architecture.  Each chip contains four cell chambers 

with one cell bridge and two force sensors per chamber, for a total of eight force sensors per chip.  There 

are 40 electrical connections for contacting the eight force sensors on each chip, which takes up a fair 

amount of real-estate.  Additional room must be left for the microfluidics, resulting in moderately large 

chips: 18mm x 18mm for both processes.  Both processes are fabricated on the wafer scale, 3-inch for 

the all-polymer process and 4-inch for the nitride membrane process, with nine 18mm chips per wafer 

for a total of 72 force sensors per wafer. 

 

Force sensors have been fabricated from four different types of polymer.  I have fabricated for sensors 

from two different SU-8 formulations and from polyimide.  Renaud Richard, a graduate student who 

worked with me for a brief time, fabricated force sensors from Parylene.  A brief introduction to each of 

these polymers follows and a comparison of the basic polymer characteristics is included in Table 4. 
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3.3.1.1 SU-8 

 

SU-8 is an epoxy based, negative photoresist first invented by IBM in the late 1980s [110, 111].  It is spin 

deposited from a cyclo-pentanone solution, soft-baked to remove the cyclo-pentanone, UV exposed to 

drive the cross-linking of the epoxy monomers, post-exposure baked to speed the cross-linking reaction, 

developed in propylene-glycol-methyl-ethyl-acetate to remove the uncross-linked material and finally 

hard-baked to complete the reaction.  SU-8 was developed for MEMS materials and is quite easy to 

fabricate structures from layers ranging in thickness of 100nm up to 100μm with  [112-114].  There are a 

number of drawbacks to SU-8, principally the baking and cross-linking processes generate high internal 

stresses within the polymer [115, 116].  Additionally, SU-8 monomers and solvent are not biocompatible 

and must be fully removed from the SU-8 for biology applications.  However, with sufficient hard baking 

one can sufficiently drive the solvent and monomers from SU-8 structures [117, 118].  

 

There are two SU-8 formulations in common use, the 2000 series and the 3000 series.  The 3000 series 

was developed to reduce the internal stress and Young’s modulus by mixing in an inert polymer that 

essentially dilutes the cross-linking.  I began my work using the 2000 series, which is well characterized, 

but have switched in the last two years to the 3000 series to take advantage of the reduced Young’s 

modulus and internal stress.  I get very good fabrication results with the 3000 series.   

  

3.3.1.2 Polyimide 

 

Polyimide is a polymer of imides that is spin deposited.  Polyimides are used in many applications 

including Kapton heaters and flexible circuit materials, as stress buffers and passivation layers over 

semiconductor circuitry.  Like SU-8 polyimide is spin deposited; unlike SU-8, polyimide is thermally 

cured and has a very high glass transition temperature, >400C [119, 120].  The principle difficulty that I 

have had at this point with polyimide is the presence of contaminant particulates that result in uneven 
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layer thickness; a simple filtration process should fix this problem.  Assuming the filtration process can be 

fixed, polyimide may be a preferable material SU-8 because its higher glass transition temperature should 

allow higher drive voltages which scale linearly with the transducer responsivity equation (10). 

 

3.3.1.3 Parylene 

 

Parylene is a poly-para-xylene based polymer that is unique among polymers because it is deposited by 

low pressure chemical vapor deposition (LPCVD) in a three-step process: a high temperature 

vaporization of the solid dimmer, a vacuum driven pyrolysis of the dimmer into stable monomers and 

polymerization onto the target substrate at room temperature [114].  Parylene coatings have very low 

permeability to moisture and gases and are generally inert and biocompatible.  Due to the LPCVD the 

coatings are conformal, “stress free” and solvent free [114, 121].  All of these are excellent characteristics 

for polymer based NEMS devices.  The principle problem with Parylene is controlling the thickness of 

very thin (100nm) depositions.  The deposition tool which the Roukes Group owns is poorly engineered, 

with large surface areas, a long vacuum track for executing the multi-step LPCVD deposition and no 

end-point detection or control.  As a result the Parylene deposition distribution throughout the chamber, 

and thus final deposition thickness, drifts significantly from run to run on the 100nm scale.  This makes 

consistent fabrication of 100nm thick layers an unacceptably low yield process. 
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3.3.2 The all-polymer process 

 

The core idea of the all-polymer process is that all of the device structure – the chip with trench, the 

polymer beams and all three metal layers – is built on a silicon wafer that serves merely as a carrier wafer 

during fabrication.  Late in the process the polymer chip is released from the carrier by etching away a 

sacrificial  chrome layer.  This is based upon Thaysen’s process for building AFM cantilevers from SU-8 

[102].  The reason I chose this process is that it requires no plasma etching.  At the time the process 

development began, the Roukes Group’s etch capabilities were limited to a home built ECR etch tool 

that can only handle small pieces of silicon (<2cm square) and is optimized for relatively short, gentle, 

typically isotropic etches of silicon compounds.  The ECR etch tool is not compatible with the wafer 

scale fabrication necessary to build devices that are large enough to enable microfluidic fanout nor to 

build devices in sufficient quantity to be disposable.  So, I developed the all-polymer process which 

requires no plasma etch steps. 

 

thickness 
control 

particulates, 
fabrication 

stress, 
bio incompat. 

stress, 
bio incompat. 

disadvantages 

LPCVD spin spin spin deposition method 

bio compat., 
low stress 

thermal fabriction, 
Young’s mod 

fabrication advantages 

   monomer structure 

0.4 0.34 0.22 0.22 Poison ratio 

85C 400C 55C 55C glass transition temp 

0.08 W/mK 0.12 W/mK 0.2 W/mK 0.2 W/mK thermal conductivity 

“stress free” ~10 MPa ~1 MPa ~10 MPa internal Stress 

3.2 GPa 3.2 GPa 2.0 GPa 4.4 GPa Young’s modulus 

Parlyene polyimide SU-8 3000 SU-8 2000  

Table 4.  Key characteristics of the four polymers which have been used to successfully 
fabricate NEMS force sensors for SCPFM. 
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The all-polymer fabrication process is diagramed in Figure 11 and detailed instructions are given in 

Appendix 2.  I start with 3-inch wafers, typically working in batches of 4.  The first step is an electron 

beam evaporation to deposit the sacrificial metal layer: a thin layer (~20Å) of titanium for adhesion, a 

thicker layer (~500Å) of gold to improve wetting and accelerate the release etch and a thicker layer 

(~500Å ) of chrome that is etched during the release step (Figure 11b).  In the second step, the gold 

alignment marks are patterned by photo lithography and deposited using electron beam evaporation and 

liftoff (Figure 11c).  It is important to achieve high quality alignment marks to ensure good alignment 

between the piezoresistive strain gauge and beams edges; my photo lithography processes are optimized 

to routinely achieve sub-micron resolution.  In the third step, the bottom of the polymer beam is spin 

deposited and written directly using electron beam lithography in the Quanta ESEM (Figure 11d).  SU-8 

is used because it is sensitive to electron beam lithography; the Quanta ESEM is used because the low 

acceleration voltages result in sharper feature sizes with SU-8 which is actually very sensitive to electrons.  

Electron beam patterned SU-8 can achieve resolution of approximately 200nm, which is not particularly 

good for electron beam lithography processes.  The source of this limit is two-fold: SU-8 is extremely 

sensitive to electrons (a 2-4μC/cm2 dose is typical) so even trace backscattered electrons will excite and 

cross-link the material.  Furthermore, SU-8 is not directly cross-linked by the electron beam energy, 

rather the energy is absorbed by an acid initiator which then drives the cross-linking process; 

unfortunately, this initiator is a small molecule that can diffuse before reacting, thus further limiting 

resolution [113].  In step four, the piezoresistive strain gauge is patterned using electron beam lithography 

on Poly MethylMethAcrylate (PMMA), deposited using electron beam evaporation and liftoff (Figure 

11e).  An organic titanate (AP300) is spun beneath the PMMA to enable adhesion between the beam 

bottom and a thin layer of titanium; approximately 500Å of gold is patterned on top of the titanium to 

define the actual piezoresistor.  In the fifth step, the beam top is deposited and defined in the same 

manner as the beam bottom in step three (Figure 11f).  In step six, the metal pads which define the cell 

adhesion area are patterned in the same manner as the piezoresistor in step four (Figure 11g).  In the 
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seventh step, the conductor metal that fans out to pogo-pins contact pads is deposited (Figure 11h).  The 

conductor metal is thick, ~1μm; in order to withstand the flexing of the polymer chip after it is released, 

the metal is patterned using a tri-layer photo lithography process and deposited with electron beam 

evaporation in phases to prevent over heating and stress which cause adhesion failure.  The polymer chip 

body with trench is patterned in a two-step process (Figure 11i).  In step eight, a thin (~2μm) layer of 

SU-8 is deposited and patterned using photo lithography.  This SU-8 layer is cross-linked to a moderate 

degree – full soft bake exposure and post-exposure bake but no hard bake – in order to ensure adhesion 

to the metal layers below.  In step nine, a thick (~80μm) layer of SU-8 is deposited and patterned using 

photo lithography, and this layer is minimally cross-linked – long time but low temp with ramping is used 

for all three bake steps – in order to keep the internal stress in the layer to a minimum.  If fully cross-

linked, this layer will actually rip itself apart during the release step and without careful optimization the 

stress will be sufficient to tear the force sensing beams apart (Figure 12).  In step ten the polymer chips 

are released from the carrier wafer using a gentle, aqueous chrome etch and are dried using a critical point 

drier (CPD) (Figure 11j).  In step eleven, the dried chips are attached to a glass cover slip that has been 

coated with a thin layer of poly dimethyl-siloxane (PDMS)  (Figure 11k).  The PDMS serves a dual 

purpose: it adheres the polymer chip to the glass and it is gas permeable which is important for removing 

air bubbles from the trench region around the beams.  Finally, the multilayer microfluidics chip, discussed 

in detail in section 3.4, is attached to the backside of the chip (Figure 11l and Figure 13). 
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Figure 11. All-polymer fabrication process step-by-step in cross section and top view.  a) silicon wafer.  b) 
sacrificial gold/chrome layer.  c) gold alignment marks.  d) beam bottom.  e) gold piezoresistor.  f) beam 
top.  g) gold pad layer.  h) gold conductor.  i) chip body with trench.  j) etch sacrificial layer to release 
from wafer and suspend beams.  k) seal frontside and create optical window with PDMS coated glass 
coverslip. l) seal backside with multilayer microfluidics chip.  
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Figure 12. Stress and cracking in the polymer chip body.  At left, early design suffered from extensive 
cracking.  At center, rounded corners eliminate cracks, but stress still breaks the beams.  At right, when 
the process is optimized the beams survive. 

 
Figure 13. Completed all polymer chips.  At left, an SEM micrograph.  Center, a chip held between thumb 
and forefinger before mounting on a PDMS coated cover slip.  At right, a microfluidics encapsulated 
device, note the penny in the upper left corner for scale. 

This fabrication process is quite difficult.  SU-8 patterning by electron beam lithography is a rather novel 

process and is not well refined.  Controlling the stress within the thick SU-8 layer which makes up the 

chip body and defines the trench is very difficult and critical (Figure 12).  There are four polymer layers 

and three metal layers in the chip, so each layer must be well optimized to achieve moderate yields.  

Nevertheless, I have succeeded in fabricating whole wafers of these all polymer force sensors with 

moderate yields of ~50% (Figure 13).   
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There is, however, a critical problem with this fabrication process that surfaced when I encapsulated the 

devices in microfluidics and introduced cells.  In order to achieve low stress in the SU-8 that makes up 

the chip body, the baking and exposure are minimized; as a result solvent, photo-initiator and 

unpolymerized SU-8 remain in this layer.  Due to the large SU-8 surface-to-fluid-volume ratio in the cell 

chamber, 0.02μm-1, one or more of these compounds is able to leach out and poison the cells in the 

trench.  If the chips are over-cured, the solvent, photo-initiator and unpolymerized SU-8 are removed or 

reduced to an extent that the cells will live for short times (~24 hours) but the stress in the layer damages 

the force sensors.  I spent a fair amount of time trying to optimize the fabrication process in search of a 

sweet spot where the SU-8 is cross-linked sufficiently to enable cell culture but not so far as to tear the 

force sensors apart.  Unfortunately, I found a dead zone instead: enough stress developed to break the 

force sensors but the cells were still dead (Figure 14).  Efforts were also made to remove the solvent, 

initiator and unpolymerized SU-8 by a dialysis process before the CPD, various media exchange and rinse 

protocols were tested to remove the contaminants both before and during cell culture and Pluronics 68 

was tested in hopes of forming micelles around the contaminants, but nothing worked. 

 
Figure 14. Failed efforts to culture cells in low stress all polymer devices.  Images a) and b) show low stress 
devices with good force sensors (a) but dead cells (b).  Images c) and d) show slightly higher stress 
devices with spread cells (d) but broken beams (c).  
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3.3.3 SiN membrane process 

 

Fortunately, by this time the Roukes group had acquired a new etch tool: an 8” compatible bench top 

micro Reactive Ion Etch (micro-RIE), thus enabling wafer scale plasma etching of both silicon 

compounds and polymers.  Silicon nitride membranes have long been used in MEMS fabrication 

beginning with x-ray masks [122, 123], pressure sensors [124] and AFM tips [125].  The principle 

difference in my work, besides the smaller scale, is that I am fabricating polymer NEMS devices on top 

of a nitride membrane and then removing the membrane from beneath the NEMS devices, to suspend 

them.  An alternative view of the process is to observe that the polymer NEMS devices are fabricated on 

a silicon substrate and suspended using a through wafer etch; the nitride membrane simply serves as an 

etch stop for the through wafer etch. 

 

The nitride membrane process has a number of important advantages over the all-polymer process.  

Principally, the trench that surrounds the cell chamber is made of silicon, not low stress SU-8, and thus 

will not leach poison into the cell chamber.  There is still polymer, typically SU-8, in close proximity to 

the cells – the beams and cell bridge – however, this polymer has been fully cross-linked and hard baked, 

so the SU-8 is fully cross-linked and all solvent, photo initiator and un-polymerized SU-8 have been 

removed.  Furthermore, the surface-to-volume and volume-to-volume ratios of SU-8 to culture media 

have shifted radically.  The switch from the all-polymer devices to the nitride membrane process reduced 

the SU-8 to fluid volume-to-volume ratio by more than eight order of magnitude and the SU-8 surface to 

fluid volume ratio by nearly three orders of magnitude (Table 5).  An additional advantage is that the 

substrate is not flexible; this reduces stress on the beams which increases sensitivity and reduces the odds 

of breaking the beams due to stress or mishandling of the devices, thus raising yields.   
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The micro-RIE enabled additional improvements to the fabrication process beyond the switch to the 

nitride membrane process.  Instead of defining the polymer force sensors by direct writing the SU-8 with 

the Quanta ESEM, I can now deposit and cure a thin layer of any polymer (both SU-8 formulations, 

Parylene and polyimide have all been used successfully), pattern a metal etch mask on top of the polymer 

using electron beam lithography on PMMA, etch the polymer using an oxygen plasma in the micro-RIE 

and remove the metal etch mask.  This has many advantages.  First, only one writing step is needed to 

pattern both polymer layers of the beams instead of two.  Second, the Leica EBPG 5+ electron beam 

writing tool can be used to pattern the PMMA which results in significantly improved alignment between 

the piezoresistive wire and the edge of the beam – see plots in section 3.2.6 – and enables significantly 

smaller beam-ledge gaps – 1μm is routine on the EBPG, 4μm was the standard on the Quanta.  Third, 

the oxygen etch in the micro-RIE results in much cleaner sidewalls on the beams.  Fourth, wafer scale 

writing with the EBPG is significantly faster and more robust than the Quanta; this is due to the higher 

beam currents that the EBPG can generate without compromising spot size and the radically faster 

alignment routines that the EBPG uses.  When optimized, the Quanta requires 2.5 hours to pattern one 

wafer whereas the EBPG can write the same pattern with improved alignment in less than 5 minutes. 

 

There are two disadvantages to the nitride membrane process.   The chips are opaque, which makes it 

difficult to monitor the microfluidics when operating in the microscope mounted sample holder and 

incubator.  This problem is partially dealt with by opening four strategically placed windows during the 

through wafer etch to observe the microfluidics through the chip.  The second problem is that the KOH 

through wafer etch leaves a large and odd shaped chamber around the beams; the cell chamber volume 

increases from 5.7nL with the all-polymer devices to 150nL with the nitride membrane process.  This 

4x10-5/μm 0.02/μmSU-8-surface-to-fluid-volume 

1x10-5 4x104SU-8-volume-to-fluid-volume 

Nitride membrane All-Polymer  

Table 5.  Comparison of SU-8 and fluid ratios for the all-polymer and nitride 
membrane fabrication processes.
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chamber is difficult to rinse both because of its size and its shape – the KOH etch leaves hard-to-reach 

corners.  This adversely affects my ability to precisely perturb the cells with microfluidics. 

 
Figure 15. Nitride membrane based force sensors before (left) and after (right) the hybrid etch process 
which selectively removes the nitride membrane without damaging the polymer beams.   

The critical new step in the nitride process was developing an etch that would remove the silicon nitride 

membrane from below the polymer beams without damaging the beams.  I developed a hybrid etch 

process that works very well (Figure 15).  After the membrane has been defined beneath the polymer 

devices using backside alignment and a KOH etch through the wafer, a CF4-O2 plasma is used to etch 

almost all of the way through the nitride membrane.  The CF4-O2 plasma, or any plasma etch for that 

matter, will etch through the polymer beams much faster than through the silicon nitride, or any 

crystalline material.  The micro-RIE is a relatively unstable tool without endpoint detection, so a series of 

short etches with visual checks are used to ensure the etch does not over-shoot; the thickness can be 

monitored by the membrane color and the presence of wrinkles – white, wrinkled membranes are ready 

for the hydrofluoric etch.  The final layer of nitride, which I estimate to be 10’s of nanometers thick, is 

removed using an 80C 0.1% hydrofluoric acid etch.  Hydrofluoric acid does not etch polymers and when 
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dilute and heated, preferentially etches silicon nitride over silicon dioxide [126] by the mechanism shown 

in Figure 16.  This is a critical step. 

HF H2F2

H+ H+

F- HF2
-

SiF4

Si3N4 SiO2

HF H2F2

H+ H+

F- HF2
-

SiF4

Si3N4 SiO2

 

Figure 16. Reaction kinetics of HF with Si3N4 and SiO2.  HF dimers etch SiO2 and HF monomers etch 
Si3N4. Heating dilute HF shifts the equilibrium to the left from HF dimers to HF monomers, thus 
accelerating the Si3N4 etch and decelerating the SiO2 etch.  Figure adapted from Knotter and Denteneer 
[126]. 

I have successfully fabricated whole wafers of polymer NEMS force sensors with the silicon nitride 

process with routine yields greater than 70%.  For a typical 3 wafer run, with 9 die per wafer and 8 force 

sensors per die, this results in approximately 150 force sensors spread out on 27 chips each with an 

average of 6 force sensors per chip.  Devices fabricated at this scale are disposable: a single 4 week 

fabrication fun yields a 6 month supply of chips, assuming each chip is used for 1 week and thrown away.  

Alternatively, a half time staff member could supply 3 SCPFM tools with sufficient devices to run 

continuously. 
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Figure 17. Silicon nitride fabrication process step-by-step in cross section and top view.  a) nitride coated 
wafer.  b) gold alignment marks.  c) gold pad layer.  d) first polymer layer, will become beam top.  e) gold 
piezoresistor.  f) second polymer layer, will become beam bottom.  g) metal etch mask.  h) post-etch 
beams and cell bridge are defined.  i) gold conductor.  j) nitride membrane is formed by plasma etch 
through backside nitride and wet etch through silicon wafer.  k) nitride membrane removed with selective 
hybrid plasma & wet etch process.  l) seal backside and create optical window with PDMS coated glass 
coverslip.  m) seal topside with multilayer microfluidics chip.  n) invert chip for actual use, note the side of 
gold pad layer that was deposited down on the original nitride surface is now face up for cell attachment. 
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The silicon nitride membrane process starts with a 4-inch wafer with 300nm of commercially grown 

LPCVD silicon nitride (~150MPa internal stress), see Appendix 3 for detailed process instructions.  In 

the first step, gold alignment marks are patterned using photo lithography and deposited using electron 

beam evaporation and liftoff (Figure 17b).  In the second step, the gold pad layer, which defines cell 

attachment points, is patterned by electron beam lithography and deposited using electron beam 

evaporation and liftoff (Figure 17c).  It is important to realize that when the silicon nitride is removed, 

the side of the pad and beam that is toward the nitride will become the top of the beam where the cells 

will attach (Figure 17n).  Thus, the adhesion layer beneath the gold pads must be chosen so that it will be 

removed by the hot HF release etch; I have had success with both titanium and the organic compound 

mercapto-propyl-trimethoxy-silane (MPTS) [127].  In the third step, the first polymer layer is blanket 

deposited to form a continuous layer across the wafer (Figure 17d).  The blanket deposition process 

depends on the polymer being deposited; SU-8 is spin deposited, soft baked, flood exposed, baked again, 

developed and hard baked; polyimide is spin deposited and hard baked; Parylene is vapor deposited.  In 

the fourth step, the gold piezoresistor is patterned with electron beam lithography and deposited with 

electron beam evaporation and liftoff (Figure 17e).  AP300 and chrome are used to guarantee strong 

adhesion between the 500Å thick gold wire and the polymer layer.  In the fifth step, a second polymer 

layer is deposited (Figure 17f).  In the sixth step, the two polymer layers are patterned to define the 

beams and cell bridge (Figure 17g).  A titatium etch mask is patterned using electron beam lithography 

and deposited using electron beam evaporation and liftoff.  The polymer is etched using an oxygen 

plasma, which quickly etches the polymer but does not etch the titanium etch mask nor the underlying 

silicon nitride.  The etch mask is removed using a short buffered HF etch (Figure 17h).  In the seventh 

step, the 500nm thick gold conductor metal is patterned using photo lithography with a bi-layer resist 

process and deposited using electron beam evaporation and liftoff (Figure 17i).  A brief CF4-O2 plasma 

immediately before loading into the evaporator and a chrome adhesion layer are necessary for good 

adhesion between the gold and silicon nitride.  In the eighth step, windows are opened in the nitride on 

the backside of the wafer using photo lithography with backside alignment to pattern the windows and a 
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CF4-O2 plasma to etch through the nitride.  A potassium hydroxide (KOH) solution is used to etch 

through the silicon wafer thus opening silicon nitride membranes beneath the polymer devices, in the 

ninth step (Figure 17j).  During the KOH etch the wafer is held in a special holder in order to protect the 

polymer devices which will be damaged if exposed to the KOH.  The tenth step is the hybrid release etch 

which I described earlier: first a CF4-O2 plasma is used to carefully thin the nitride membrane down to a 

couple 10’s of nanometers, then a dilute (0.1%), hot (80C) HF etch is used to selectively remove the 

remaining nitride and pad adhesion layer without damaging the polymer devices or gold metal layers 

(Figure 15 and Figure 17k).  After the release etch, the wafers are dried using a critical point drier.  Once 

dry, the wafers are diced and attached to PDMS coated glass cover slips to seal the backside of the device 

while enabling air bubble removal through the PDMS and high resolution microscopy through the glass 

(Figure 17l).  Microfluidics are attached on the device side of the wafer to completely encapsulate the 

NEMS force sensors (Figure 17m and Figure 18). 

 
Figure 18. Microfluidics encapsulated NEMS force sensor chips. 

I have had the most success fabricating force sensors at high yeilds using SU-8 3000 series, the lower 

Young’s modulus SU-8 formulation, Figure 8 and Figure 19.  I have also fabricated force sensors using 

polyimide; however, I have had problems with particulates in the polyimide films causing defects.  A 

simple filtration process should fix this (I filter the SU-8 as well) and is worth pursuing.  Renaud Richard 
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fabricated beams from Parylene using my silicon nitride process.  Parylene is an appealing material in part 

because it is biocompatible but also because the vapor deposition method should result in very low 

internal stress.  Unfortunately, it is very difficult to control the thickness of the Parylene layers on the 

nanometer scale using the equipment available to us.  I have focused on SU-8 because of the ease of 

fabrication and low Young’s modulus of the 3000 series, but further work with the polyimide and 

Parylene is worth pursuing. 

 
Figure 19. SEM micrographs of finished force sensors at successive magnifications.  Image a) shows four 
KOH etched cell chambers with force sensors at the bottom and four KOH etched viewing ports for 
monitoring the microfluidics.  Image B) shows a single trench and pair of force sensors from the front of 
the wafer.  Images c) and d) show the devices from cell attachment side.  These particular devices were 
fabricated in part to test various pad geometries for reducing curling of the cell bridge.   
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I have calibrated the transducer responsivity, equation 10, of the force sensors for a number of beams by 

applying known forces with a glass microneedle that is attached to a piezoelectric actuator; see Figure 21.  

I first measure the glass microneedle’s spring constant with an AFM.  Unfortunately, there is a wide 

spread in the measured spring constant for a given glass microneedle.  I suspect that this is because the 

glass microneedles are not actually round and roll slightly during the calibration process.  Regardless, the 

uncertainty in the microneedle spring constant is high and this uncertainty leads to a large uncertainty in 

my calibrated transducer responsivity.  Within the uncertainty, the transducer responsivity calibrations 

agree with the finite element simulations.  The calibration process is rather cumbersome, so given the 

agreement between the microneedle measurements and the finite element simulations, I use the finite 

element simulations to estimate the transducer responsivity for most beams. 

 
Figure 20. Two scanning electron micrographs of cell bridges patterned with arrays of different sized cell 
pads from the top (a) and bottom (b).  The curling of the cell bridge with continuous gold (far left) and 
larger pads (far right) is clear.  The pad arrays from the left to right are 1) continuous, 2) 1μm pad, 2μm 
pitch, 3) 2μm pad, 3.15μm pitch, 2) 3μm pad, 4.25μm pitch, 2) 4μm pad, 6μm pitch. 
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Figure 21. Microneedle calibration of NEMS force sensor.  Images at top show a microneedle in contact 
with a 2μm beam.  The needle is hard to make out because it is coming from above the focal plane; it is 
the fuzzy black point entering from the right side each image.  The measurements are in good agreement 
with theory given the uncertainty in the microneedle’s spring constant. 

3.4 Microfluidics 

 

I use a four layer PDMS microfluidics process adapted from work by Carl Hansen in the Quake Group 

[128].  Quake microfluidics technology has been well documented [32, 33], but I will recap briefly.  Poly-

dimethyl-siloxane (PDMS) is a two-part silicone based elastomer: a base and a curing agent whose 

components undergo a hydrosylation reaction upon cross-linking.  The base consists of dimethylsiloxane 

oligamers with vinyl-terminated end groups, platinum catalyst, and silica filler.  The curing agent consists 

of a cross-linking agent (dimethylmethylhydrogen siloxane) and an inhibitor (tetramethyl tetravinyl 

cyclotetrasiloxane) [129].  When the two parts are mixed, cross-linking occurs when the vinyl and silicon 
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hydride groups undergo a hydrosilylation reaction to form a Si-C bond.  The cross-linking reaction occurs 

at room temperature but can be accelerated by heating; we typically bake at 80C which is compatible with 

polystyrene Petri dishes.  The microfluidics channels and valves are fabricated by molding multiple layers 

of PDMS over photo lithographically fabricated molds.  Alternating layers of PDMS are fabricated 

having either excess curing agent or excess base agent, partially curing each piece, bringing the two pieces 

together and then curing the complete assembly.  This ability to stack and cure together layers of PDMS 

is critical to enabling complex microfluidics.  A second critical characteristic of PDMS is that it is gas 

permeable, particularly so for oxygen, nitrogen and carbon dioxide which have diffusivities through 

PDMS of 34x106cm2/s, 34x106cm2/s  and 22x106cm2/s respectively [130]; this is necessary for removing 

air bubbles from fluid channels and for keeping cells alive with fresh oxygen and carbon dioxide within 

PDMS channels.   

 

The PDMS formulation which I use, RTV-615 from Momentive Materials (formerly GE Silicones), will 

“fully” cure when the base and curing agent are mixed at a 10:1 ratio and given sufficient time for the 

reactions to complete (seven days at room temperature, 36 hours at 80C).  Another common formulation 

of PDMS is Corning’s Sylgard 184, which is also based upon a 10:1 base to curing agent ratio.  RTV 615 

performs better with respect to the layer bonding necessary for fabricating multilayer microfluidics, 

whereas Sylgard is chemically more stable and consistent from batch to batch.  The FDA has approved 

PDMS as a food handling material [131] and some groups have succeeded in culturing cells in simply 

cured PDMS for long periods of time. However, there are also reports indicating that PDMS can 

interfere with cell culture.  The Whitesides group has managed to extract roughly 5% by weight of un-

cross-linked PDMS oligomers from fully cured PDMS [132].  The Beebe group notes stabilized PDMS 

surfaces after baking for two weeks at 100C [133].  Other groups have reported improved cell culture on 

PDMS after treating the PDMS with boiling water – the heat and water vapor help drive the 

hydrosilylation cross-linking reaction to further completion [134] – or after treating the PDMS to 

extensive solvent based extraction procedures that remove the un-cross-linked oligomers [135, 136].  In 
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further support of these conclusions, the Hansen group has observed cell culture results that vary from 

batch to batch of RTV 615 [137].  I expect that complications from uncross-linked PDMS oligomers will 

be more severe in multilayer microfluidics because the layers that make up the cell chambers are mixed 

with excess quantities of the base material.  To my embarrassment, these issues have only recently come 

to my attention when it became clear to me that out-gassing from fully cured PDMS was corrupting my 

surface chemistry protocols, which I will discuss in section 3.5.  I also suspect that the uncross-linked 

oligomers are poisoning my tissue culture.  At the time of writing, I have not been able to check this 

hypothesis, but it is at the top of my to do list once this thesis writing business is finished. 

 

My microfluidics process is moderately complex and includes a fair amount of functionality (Figure 22 

and Appendices 4 and 5).  The top layer in the chip is the “incubator layer.”  It includes a set of inter-

digitated dead end lines that span the entire area of the chip, are filled with water and kept under pressure 

to ensure that the PDMS is saturated with water vapor and the chip will not suffer from osmolality shifts 

due to evaporation, which can be a significant problem even in humidified incubators [138].  The 

incubator layer also includes a through line that snakes between the inter-digitated dead end lines; this 

line can be used to flow gas through the chip  In particular, I have tested flowing CO2 mixed air through 

the chip.  The incubator layer mold is fabricated using SU-8 with a single lithography step.  The second 

layer is the “flow layer.”  It includes vertical hole punches that connect flow channels on the chip with 

external tubing for both the 12 inlet and the 3 outlet lines (outlets can clog, hence the redundancy).  The 

12 inlet lines are divided between 6 large diameter lines (~6000μm2 cross sectional area) for flowing cells 

and fast flowing fluids and 6 small diameter and large fluidic resistance lines (~140μm2 cross sectional 

area) for slow flowing fluids past cells without subjecting the cells to shear forces nor the force sensors to 

mechanical forces; see Table 6.  The flow layer includes a pattern of flow lines that individually access 

each of the four device chambers on the chip through vertical vias.  Four lithography steps are required 

to fabricate the flow molds: one metal alignment mark layer, 1 SU-8 layer to define the high resistance 

flow lines, 1 AZ50 layer to define the large diameter channels and valve regions and another SU-8 layer to 
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define the vertical via regions.  The third PDMS layer is the “control layer” which defines thin PDMS 

membranes that are deflected upward to form the valves that control flow through the flow layer.  The 

control layer also has vertical hole punches that connect to external computer controlled pneumatic lines 

and vertical vias that pass the flow channels down toward the device below.  The control layer mold also 

requires four lithography layers: one metal alignment mark layer, an SU-8 layer to connect the hole 

punches to the valves, another SU-8 layer to define the valve membranes and a third SU-8 layer to define 

the vertical connections between the flow layer and the device.  The fourth PDMS layer is the “base 

layer” which seals the bottom of the high pressure control lines and attaches to the NEMS chip.  The 

base layer includes vertical flow channels that connect to the flow layer through the control layer and 

horizontal channels over which the NEMS devices are suspended.  The base layer molds require three 

photo lithography steps: a metal alignment mark layer, an SU-8 layer to define the horizontal channels 

and a second SU-8 layer to define the vertical channels.    

 
Figure 22. Diagram of multilayer microfluidics chip.  Chip includes 12 inlet lines, 6 low resistance lines for 
loading cells and fast flow fluids and 6 high resistance lines for passing reagents over cells with minimal 
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sheer forces.  3 outlet lines provide redundancy against clogs.  There is a peristaltic pump for precise 
manipulations of small volumes.  Each of the 4 device chambers can be individually accessed and bypass 
channels exist for rinsing.  Incubator layer is omitted for clarity. 

The design which I presently use includes these 15 fluid input/output lines and 40 computer controlled 

pneumatic lines to drive the valves packed into a 160mm2 footprint.  There is a significant amount of 

complexity in this microfluidics design, but I fabricate microfluidics chips at very high yields (>90%) and 

they enable significant functionality.  The microfluidics themselves are critical for confining the available 

acoustic modes within the fluid chamber to high frequencies that do not interfere with my measurement 

process [28].  The microfluidics are also critical for delivering cells directly to the force sensors; this is a 

departure from the typical array nature of most biology experiments.  Microfluidics are further necessary 

to enable precise pharmacological perturbation of the cell when it is on the force sensor.  With the 

microfluidics I can precisely control the media flowing past the cell.  My microfluidics are computer 

controlled through the same Igor graphical user interface (GUI) that I wrote to control the image 

acquisition, force data acquisition and data analysis.  In addition to basic valve actuation, the GUI 

includes a user-friendly interface for easily creating custom sequences and fluidic programs for 

automating surface chemistry protocols, tissue culture protocols, cleaning protocols, etc.  This is useful 

for standardizing both tissue culture and cell perturbation protocols as well as optimizing time to increase 

throughput (e.g., cleaning and surface chemistry protocols can be run unattended at night). 

 

The channel size and volumetric flow velocity determine a number of key parameters within the 

microfluidic channels.  The large flow channels are critical for loading cells without clogging and further 

enable high flow rates for quick rinsing.  However, the high flow rates apply strong shear forces to the 

cells and mechanically perturb the force sensors.  The small diameter channels address this issue.  The 

peristaltic pump can be used with either type of flow channel when controlled manipulations of small 

volumes are necessary.  Table 6 lists the fluidic resistance, volumetric and linear flow velocities at 2 PSI, 

sheer force at surface, Reynolds number and Péclet number for a cell and a protein in the cell chamber 

[139].  Shear forces from fluid flow have been shown to mediate cell shape, function and gene expression 
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in numerous studies [51, 140, 141].  The slow flow channels were designed to reduce the shear forces in 

the cell chamber well below the levels typically used to drive cell reorganization on the eight hour time 

scale (~10 dyn/cm2).  The Reynolds number is the ratio of inertial forces to viscous forces; as with most 

microfluidics systems, the dynamics in the cell chamber are in the zero Reynolds number limit where 

viscous forces dominate [142].  The Péclet number is the ratio of flow driven transport to diffusion 

driven transport and thus is dependent upon the molecular diffusivity of the particle or reagent in 

question [143].  In both flow regimes flow driven transport dominates, thus concentration gradients will 

persist within the cell chamber for long periods of time after a new reagent in introduced.  Unfortunately, 

this means it is very difficult to know the exact local concentration of reagent that is driving a specific 

response in a cell. 

 

 

3.5 Surface control 

 

Controlling the surfaces of the NEMS devices and the microfluidics channels is critical.  Within 

microfluidics channels the surface to volume ratios are very large – 0.08μm-1 in the channels compared 

with ~5x10-4μm-1 in a T-25 tissue culture plate – proteins and cells can stick to the surfaces creating cell 

cultures in unwanted places and potentially depleting media of critical proteins [144].  To prevent 

nonspecific binding of proteins and cells, I treat the channels with a solution of 1% Pluronics F127 in 

PBS.  Pluronics are a class of nonionic tri-block copolymers composed of a central hydrophobic chain of 

804x104Péclet # (Fibronectin) 

63000Péclet # (Cytochalasin) 

1x10-83x10-6Reynolds # 

0.02 dyn/cm210 dyn/cm2Shear force 

2 nL/s1 μL/s Volumetric flow rate 

Slow FlowFast Flow 

Table 6.  Key fluid flow parameters inside the cell chamber 
during fast and slow flow. 
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polyoxypropylene (poly(propylene oxide)) flanked by two hydrophilic chains of polyoxyethylene 

(poly(ethylene oxide)) [145].  The hydrophobic polyoxypropylene sticks to the hydrophobic PDMS 

channels and the hydrophilic polyoxyethylene end groups are presented into the channel and prevent 

nonspecific binding of cells and proteins [31, 146].  Pluronics is easy to implement and works very well 

preventing cell attachment in the PDMS channels. 

 

Controlling the surfaces of the NEMS devices is more complex because there must be specific regions 

where the cells do attach and others where they do not attach.  This is critically important for controlling 

and standardizing the interaction between the cell and the force sensor.  Controlling – specifically 

standardizing – cell-surface interactions has been critical to obtaining regular and statistical data in a 

number of studies of cell-surface interactions [2, 147-151].  The method that I have chosen to use is 

inspired by work by John Tan during his time in the Chen group [146].  The basic idea is that the regions 

where cells are supposed to attach are made hydrophilic using a self-assembled monolayer (SAM), then 

the remaining hydrophobic regions can be passivated by treating the cell chamber with Pluronics which 

will stick to the hydrophobic areas but not the hydrophilic areas.  Finally, cell attachment to the 

hydrophilic regions can be further encouraged by treating the cell chamber with a fibronectin (FN) 

solution; the fibronectin will stick only to the hydrophilic areas because the Pluronics will block 

attachment elsewhere.  Fibronectin is a high-molecular weight ECM glycoprotein that binds to trans-

membrane integrins with a well characterized Arginine-Glycine-Aspartic Acid (RGD) sequence [77, 78, 

83, 152, 153].   

 

I create differentiation between the cell adhesion and cell blocking regions by patterning gold pads on the 

cell adhesion regions, which contrasts with surfaces making up the cell blocking regions: principally 

polymer NEMS but also PDMS and silicon oxide.  The gold makes an excellent surface for specifically 

attaching SAMs using the common thiol chemistry, as long as the gold can be kept clean.  This approach 

contrasts with the stamping method which is the “gold standard” used most commonly in cell surface 
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studies.  The stamping method will not work for my application for a number of reasons.  First, the 

stamp would have to be very carefully aligned to the NEMS devices.  I believe 1 micron alignment would 

be necessary yet difficult to achieve, whereas typical cell-surface studies can be done anywhere on a glass 

cover slip or elastomer surface; this is due to the same serial/specific location/contact issue that come up 

again and again when comparing NEMS to optical biology.  Second, the stamp must come into physical 

contact with the NEMS device with a wet (sticky!) surface.  I haven’t tested this, but I expect that it 

would likely damage the NEMS devices.  Third, the NEMS surfaces that would have to be stamped are at 

the bottom of a 400μm deep trench through the silicon wafer, so the stamp would have to be at the end 

of a very long (~500μm), high aspect ratio (~10:1) tip.  For these reasons, I continue to work with the 

gold surfaces. 

 

I have tested and refined my surface chemistry protocol using test wafers.  I spin deposit and cure a 

blanket layer of polymer, typically SU-8, but I have verified similar results with Parylene and polyimide, 

onto a silicon wafer and lithographically pattern gold pads on top of the polymer surface, principally 

using photo lithography but I have done some electron beam lithography tests.  The gold surfaces are 

treated with either titanium or MPTS to mimic the adhesion layer used in the NEMS fabrication process, 

then the wafers are treated with the same hot, dilute HF release etch and dried in a critical point drier.  I 

then dice the wafers into small pieces (~4mm on a side) and place them in 24 well plates and run matrix 

experiments to test reagent, time, and concentration.   

 

I find that a large range of chemicals and concentrations work in the 24 well plates.  Carboxylic acid 

terminated SAMs work best, but hydroxyl groups also work and poorly assembled (short time) 

polyethylene-glycol (PEG) terminated SAMS even work.  The SAMs can be deposited from either 

solvent (typically ethanol) or aqueous solution using recipes developed by Christie Canaria of the Fraser 

group [154].  A wide range of deposition times work for the acid and hydroxyl terminated SAMs but 

PEG SAMs must be deposited for less than 20 minutes.  A wide range of Pluronics 127 concentrations, 
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0.1% up to 1% by weight in PBS, work well with 20-80 minutes deposition times.  A similar range of FN 

concentrations, 5-50μg/mL in PBS, work well with 20 minutes to 4 hour deposition times.  I monitor the 

surface changes by measuring the contact angle and test the results by seeding cells onto the surfaces for 

2-3 hours, rinsing to perturb nonspecifically bound cells, fixing and imaging.  Representative results are 

shown in Figure 23. 

 
Figure 23. Surface chemistry petri dish experiments, test pieces with polymer (dark) and gold surfaces 
(yellow/orange).  Image a) shows results of a typical fibronectin only test: cells are spread everywhere.  
Image b) is from a typical Pluronics only test: almost no cells present and none are spread.  Images c) & 
d) show results from complete surface chemistry process (SAM, Pluronics and fibronectin): cells are well 
spread on the gold and absent from the polymer. 

 

I have tested some smaller pad substrates as well (Figure 24).  This is motivated by the switch to pad 

arrays in order to prevent curling of the cell bridge (Figure 20).  Cells are happiest with small gaps, 1 
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micron or smaller, between the pads; pad size itself is less critical.  I have settled on 1μm pads at a 2μm 

pitch because the smaller pads reduce curling in the cell bridge (Figure 20) 

 
Figure 24. Cell spread on pad array surface chemistry and cell spreading tests.  Polymer and gold surfaces 
with full SAM, Pluronics and FN surface chemistry.  Image a) is a continuous gold surface, cells are well 
spread.  Image b) is an array of 3µm gold pads on a 6µm pitch (copying the geometry used by the Chen 
group’s mPADs [2]), the cells are not well spread. Image c) is an array of 1µm gold pads on a 2µm pitch, 
the cells are well spread.  

Unfortunately, transferring the surface chemistry process to microfluidics encapsulated devices creates 

problems.  Initial results failed completely – cells were blocked everywhere.  This is particularly bad 

because it ruins the device for good.  A further complication is that my current device design has only 

four cell chambers per chip, so only four conditions can be compared at once and even then without a 

redundancy check, this makes it all but impossible to run the kind of matrix experiments that I ran in the 

24 well plates to develop the process to begin with.  However, by following the contact angle through the 

process, I have identified PDMS out gassing during the adhesion bake as the source of the problem 

(Table 7). When baked at 55C PDMS out gasses something that is blocking the gold surface to SAM 

deposition.  I have experimented with alternative curing strategies, using UV and room temperature 

curing epoxies.  The results are an improvement, but not sufficiently good: even at room temperature the 

surfaces are dirtied (Figure 25).  I suspect that given the large surface to volume ratios within the 

packaged NEMS devices, even at room temperature the PDMS is out gassing enough contaminants to 

degrade the surface chemistry process. 
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Figure 25. Best surface chemistry results in a microfluidics encapsulated device to date.  The PDMS 
microfluidics was attached without a bake step to minimize out gassing from the PDMS.  The results are a 
noticeable but insufficient improvement from baked devices.  Image a) shows the cells 10 minutes after 
loading, before spreading.  Images b) & c) show the cells two hours after loading: cells have clearly 
migrated from the polymer regions to the gold regions; however, the cells are still attached to many 
polymer regions.  Greater selectivity is need to be standardize the cell-force sensor interface. 

Table 7. Contact angle tests illustrate PDMS out gassing contaminates gold surfaces.  In the data 
shown above, gold surfaces are held in close proximity to thin layers of “fully” cured RTV 615 
and baked for 24 hours to test for contamination of the gold by PDMS.  The slight increase in 
contact angle after the bake (center column) indicates a contaminant may have been deposited.  
The last column indicates success (green) or failure (red and blue) to make the gold surface 
hydrophilic by depositing a COOH-Thiol SAM.  The gold surfaces exposed to elevated bake 
temperatures and thus elevated PDMS out gassing are clearly contaminated. 

100° 103°84°80°C 

57° 100°84°55°C 

29° 90°84°20°C 

26° 84°84°Control 

Contact angle after 
SAM depostion

Contact angle after 
bake

Contact angle 
before bake

PDMS bake 
temperature 



 61

As I mentioned previously in section 3.4, even fully cured PDMS contains a significant quantity of un-

polymerized monomers which can be removed by solvent dilution/extraction processes [132, 136].  It is 

likely that these monomers are the source of the contamination that is blocking the gold surface from the 

SAM assembly.  Tests to verify this and to confirm that PDMS cleaning by either a diethyl ether or 

xylenes extraction process will fix my surface chemistry problems are underway at the time of writing. 

 

Electrocleaning of the gold is also a possibility.  Early in my career at Caltech, Christie Canaria and I 

developed SAM deposition techniques for gold pads in microfluidics.  We found that it was necessary to 

electrically clean the gold surfaces before SAMs would assemble; see results in Figure 26.  At the time we 

assumed that the contamination on the gold pads was just from ambient dirt, etc. but in light of the data 

in Table 7, I suspect it also included a lot of PDMS contamination.  The problem with applying this 

method to my system is electrically contacting all of the pads.  Running a wire to each pad on the ledge 

would increase some stress and curling within the ledge, but would be difficult to implement.  Contacting 

the pad on the beam is more difficult.  A second wire to directly contact the pad will stiffen the beam, 

which will reduce sensitivity.  However, the pad is nominally capacitively coupled to the PZR (~1x10-

16F).  I think, but am not certain, that this would work with the electro cleaning.  The pad could be 

connected directly to the PZR wire, but this would require an additional electron beam lithography and 

etch step. 
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Figure 26. Electro cleaning and SAM assembly on gold electrodes in microlfuidics chips.  Image sequence 
a-d) shows the first attempt to place a fluorescently labeled SAM on the gold electrode: image a) is a 
bright field image showing the electrode and microfluidic channel, images b-d) are fluorescent images 
taken before SAM deposition (b), after SAM deposition showing little to no SAM has been deposited (c) 
and after electro cleaning the electrode (d).  Image sequence e-h) show the second attempt to deposit a 
SAM on the same electrode: image e) is the bright field image showing the electrode and microfluidic 
channel, images f-h) are fluorescent images taken before SAM deposition (f), after SAM deposition 
showing bright fluorescent signal indicating SAM has been deposited (g) and after electro cleaning the 
electrode (d).  The electro clean that occurs at the end of the first sequence is necessary for the successful 
SAM deposition shown in the second sequence. 

Could I replace the PDMS with a different material?  There are good alternatives for making simple 

passive channels such as Parylene and Ordyl [155], but there are not good alternatives for making 

complex microfluidics with valves.  The Tai group has a method for making Parylene valves, but the 

fabrication process is not practical [156, 157] and the gas impermeability of Parylene significantly 

complicates cell culture in Parylene channels.  Although there are groups that have achieved on chip cell 

culture in simple (valveless) microfluidics, complex microfluidics enable a number of functions that are 

critical for SCPFM and NEMS tools for biology in general: addressing multiple devices, cell positioning 

over devices, and pharmacological perturbation.  For these reasons, I am not willing to give up on PDMS 
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as a microfluidics material; instead I will focus on solving the surface chemistry problem within PDMS 

based microfluidics. 

 

3.6 Sample holder & incubator 

 

I have built and designed a microscope-mounted-incubator-and-sample-holder, the “sample holder” for 

short, that brings all of the disparate technologies involved together with the NEMS chip (Figure 27).  

The sample holder is made of brass to provide electrical shielding and a large heat capacity to buffer 

against temperature fluctuations.  Incubator capabilities are added to the sample holder through 

temperature and CO2 sensors that feedback to a LiveCell control unit which circulates heated, CO2 

conditioned air through the sample holder.  The sample holder has 40 electrical feed-throughs that 

connect to circuit boards with integrated pre-amplifiers built around Texas Instrument’s INA103 

instrumentation amplifier.  The circuit boards connect to the NEMS chip via pogo-pins held in a 

Plexiglas plate.  There are 60 microfluidic line feed-throughs into the sample holder and a window where 

the NEMS chip sits.  The sample holder mounts on an upright microscope thus enabling fluorescence 

microscopy, simultaneous fluidic operations, and high resolution force measurement with the NEMS 

chips in an incubator. 
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Figure 27. Images showing assembly of microscope mounted incubator and sample holder.  Including 
pogo-pin contacts (a), integrated pre-amplifiers (b), microfluidic tubing feedthrough and strain relief (c), 
temperature and CO2 sensors (d), window for optical access (e) and the complete system on the 
microscope with electronics and microfluidics control board (f). 

3.6 Tissue culture in microfluidics 

 

Despite the incubation capabilities of the sample holder – cells grow very well in T-25 plates within the 

sample holder – I have not succeeded in successfully culturing cells, even robust lines like Chinese 
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Hampster Ovary cells (CHO) and NIH-3T3 fibroblasts, within microfluidics chips in the sample holder.  

When seeded in conditioned media, cells will spread and appear happy for 6-12 hours, but they do not 

divide, and after 12 hours or so, they will have stopped moving, lost most shape and lost membrane 

integrity.  Other research groups have solved this problem and successfully cultured cell in microfluidics 

chips on microscopes, so I should be able to solve this problem.   

 

Here I briefly outline some of the groups that have cultured mammalian cells in microfluidics.  The 

Quake group has a particularly impressive fully-automated microscope mounted microfluidic cell culture 

system containing 96 individually addressable cell culture chambers, a chaotic mixer and a peristaltic 

pump for precise fluid manipulations [31].  Of particular note, the Quake group has successfully cultured 

many cell types indefinitely, including delicate stem cell lines, in RTV 615 PDMS without solvent 

extraction [158], which would seem to strongly imply the solvent extraction is not necessary.  However, 

growth curves that the Quake group has published are a bit weaker than is expected.  The Quake group 

exchanges media with controlled, periodic injections of fresh media into the cell culture chambers.  It 

seems likely that the Quake group is exchanging media at a higher than optimal rate, from a growth 

factor perspective, in order to sufficiently remove unpolymerized PDMS.  The Quake group also reports 

significant variations from chamber to chamber on their chips [158]; this could be stochastic variations 

that are endemic to biology or could be due to PDMS contamination.  The Thorsen group also uses 

periodic media exchanges to culture BALB/3T3, HeLa and bovine endothelial cells in Sylgard chambers 

[159].  The Ozinksy group has cultured macrophages indefinitely in solvent extracted RTV 615 PDMS 

using continuous parallel flow media exchange [136].  The Lee group, Whitesides group and Jayaraman 

group all use direct continuous flow to culture mammalian cells in microfluidics [160-162].  The Tseng 

group has successfully cultured NIH-3T3, B16 and HeLa cells for up to 8 days in Sylgard 184 PDMS 

using a recirculation reservoir design [163, 164].  The Jeon and Beebe groups have cultured cells, 

including oligodendrocytes, in passive Sylgard chips [165, 166].  Each of these groups has arrived at 

successful cell culture in microfluidics chips in different, sometimes conflicting ways using systems that 
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are not only divergent and difficult to compare, but also not fully understood by their users.  As such, a 

great deal of black magic still exists in this nascent field.  However, there is a general support for the 

conclusion that RTV 615 PDMS, particularly without solvent extraction, is not optimal. 

 

One significant problem with my current system is that each chip has only four cell chambers, so I can 

only run four experiments at a single time under identical incubator conditions.  This is a logistical 

difficulty because it takes a full day to set up a chip, and I believe it is best to let the chip equilibrate temp 

and CO2 overnight.  More importantly, it is insufficient to deal with basic fluctuations and variations in 

biology.  By point of reference, the Quake group has a microfluidics chip which they use for cell biology 

studies with 96 cell chambers.  When running an experiment the Quake group keeps at least eight 

different chambers at each set of experimental conditions in order to combat the variations that they see 

from chamber to chamber.  In contrast, I have only four chambers to work with in the first place.  This 

makes it very difficult for me to do the large matrix experiments necessary to test and debug the many 

different conditions that might affect both cell culture and surface chemistry protocols within my chip. 

 

Nevertheless, I have done my best to test and control for a wide variety of possible problems which I will 

briefly outline here. 

 

3.6.1 Temperature  

 

Optimal growth for most mammalian cells occurs at 37C; however, robust cell lines such as NIH-3T3’s 

will still grow over a range from 34C up to about 39C.  The LiveCell control unit provides temperature 

sensing and feedback to my sample holder.  I have further calibrated the temperature within the 

microfluidics chip by embedding a thermocouple within the PDMS chip, within about 1mm of the cell 

chambers, in order to monitor the temperature.  Within the accuracy of the thermocouple, 1C, the 

LiveCell unit is able to hold the microfluidics chip within my sample holder at a very stable 37C.   
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3.6.2 Carbon dioxide 

 

Carbon dioxide conditioned air is critical for mammalian cell growth.  5% CO2 is typical, but the range 

can be anywhere from 2-10% depending on the cell type and media.  CO2  buffers the media against the 

excess build up of carbonic acid, a by-product of cell metabolism [167].  The LiveCell control unit 

provides CO2 sensing and feedback to keep the atmosphere within the chamber at the specified CO2 

concentration; I typically work at 5%, but have tested 2% and 8%.  The percentages are measured within 

the sample holder and not the cell chambers within the microfluidics.  However, CO2 diffuses quite 

quickly through PDMS [130], so I believe it is safe to assume that the CO2 concentration will equilibrate 

through the microfluidics chip.  At the suggestion of the Quake group, the flow lines are pressurized 

using 5% CO2 to ensure that the flowing of liquids does not deplete the microfluidics chip of CO2.  I 

have tested buffering against pH drift by growing cells in 25mM HEPES, rather than the 10mM in my 

regular growth media, and a HEPES free formulation.  I have also tested flowing 2%, 5% and 10% CO2 

through the incubator layer of the microfluidics chip in order to ensure CO2  is present close to the cell 

chambers.  None of these efforts cause a significant improvement or degradation in cell culture.  Though, 

I haven’t thermally tested 0% CO2. 

 

3.6.3 Feeding/media exchange 

 

It is critical that cells periodically receive fresh media both to bring fresh nutrients to the cells and, more 

importantly, to remove the cell’s waste, otherwise the cells will essentially choke on their own excrement 

[168].  Some research groups use continuous slow flow to exchange media, others periodically displace 

some of the media in the chamber.  I have tried both techniques by  using slow flow lines, fast flow lines 

and the peristaltic pump to regulate media flow in various ways.  It is definitely possible to significantly 

degrade cell culture by flowing too quickly; this is possibly due to shear forces perturbing the cells or due 
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to the too fast removal of growth factors necessary to keep the cells happy.  However, various slow flow 

settings have not shown an appreciable improvement from no flow.     

 

3.6.4 Materials 

 

Typical mammalian tissue culture is done in polystyrene culture dishes.  The groups that have successfully 

cultured cells in microscope mounted microfluidics chips use chips that are entirely PDMS.  My NEMS 

chips, in contrast, contain a host of different materials that potentially complicate the tissue culture.  In 

addition to PDMS, the chips contain silicon, silicon nitride, gold, chrome and of course the polymer used 

to make the NEMS devices: SU-8, Parylene or polyimide.  As I mentioned earlier the low stress SU-8 in 

the all polymer design clearly poisoned the cells very quickly; all of the tissue culture experiments that I 

am discussing in this section were done with the nitride membrane chips that have no low stress SU-8 

and very little polymer in general – the volume-to-volume ratio of polymer to fluid in the cell chamber 

has been reduced 8 orders of magnitude from the all-polymer process (see discussion in section 3.3.3).    

 

First, it is very easy for me to run negative controls by leaving the NEMS chip out and simply mounting 

the microfluidics on a class cover slip.  This does not fix or improve my cell culture results.  I have also 

run controls using chips without any processing except the KOH etch and membrane removal – i.e., 

chips without gold, chrome or polymer – and chips without the polymer but with gold and chrome.  

Neither of these controls result in improved tissue culture.  Lastly, I have tested the compatibility of the 

cells with SU-8, Parylene and polyimide by spinning the polymers onto glass cover slips and growing cells 

on the cover slips in the incubator.  Cells grow very well on all of the polymers in the conventional 

incubator despite the fact that the surface to volume ratios in these tests are ~10x greater than on the 

NEMS chips. 
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3.6.5 Cell chamber shape 

 

Due to the KOH etch, the NEMS devices have odd shaped cell chambers.  This is potentially bad 

because the upper corners will be difficult to rinse.  I have test chips that replace the large trapezoidal 

KOH chamber with a simple rectangular chamber (30μm x 130μm cross section) without noting any 

difference in cell culture. 

 

3.6.6 Conditioned media 

 

I find that seeding cells in conditioned media is critical for getting initial cell spreading within the 

microfluidics chips.  Dependence on conditioned media is generally indicative of unhealthy tissue culture 

conditions; the growth factors present in the conditioned media give the cells an adrenaline-like boost.   

After the initial seeding of the cell, feeding the cells with conditioned versus fresh media does not appear 

to make a difference. 

 

I condition the media by seeding cells into a T-75 plate; when the plate has reached ~50% confluence, I 

change the media, and after 24 hours I remove the media, filter through a 0.45μm filter to remove any 

floating cells, aliquot into 1mL vials and freeze at -20C.  To use the conditioned media, I defrost a single 

1mL aliquot and dilute it in 2mL of fresh media.   

 

3.6.7 Fluorescence microscopy 

 

I am constrained to using fluorescence microscopy to monitor the state of the cells in the NEMS chip 

because my system is built around an upright microscope that only has a reflected light source.  There are 

two sources of potential damage from the UV light.  First is direct damage to molecules in the cell from 
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the UV light, particularly DNA.  The second is the creation of oxygen radicals in the media; for example, 

HEPES buffer can convert to hydrogen peroxide when exposed to UV light [169].  The typical growth 

media that I use has 10mM HEPES buffer; however, I have tested media with 25mM and 0mM HEPES 

buffer and again observe no noticeable difference. 

 

Typically, I stain the cells with Cell Tracker Red (Invitrogen) before loading them into the NEMS chip, 

but I have also tested fibroblasts with a GFP-Actin transfection and find no noticeable difference.  I have 

a sensitive charge-coupled-device (CCD) camera (Hammamatsu Orca) with a shutter that I use to 

periodically check on the cells.  I am thus able to limit the cell’s exposure to UV light to less than 1 

second per 2 hours.  This is pretty minimal and I don’t believe that it should be sufficient to damage the 

cells.   

 

3.6.7 Tissue culture summary 

 

In summary, I am relatively confident that I have addressed the incubation, fluid handling and media 

exchange needs, reduced the fluorescence exposure to harmless levels and eliminated all material issues 

except for PDMS.  This is in large part due to a stubborn denial on my part that PDMS could be the 

problem and supported by a general belief in the field that PDMS is “perfectly biocompatible” [114, 170].  

At this point, I have clear data that PDMS is the source of contamination that is fouling my gold surfaces 

and interfering with the surface chemistry (Table 7)  Combined with experiences from various other 

groups that implicate PDMS as a source of contamination in cell culture, it seems likely to me that PDMS 

is contaminating my tissue culture.  Efforts to test cell culture in solvent extracted PDMS are presently 

underway (better late than never).  I am quite optimistic that solvent extraction cleaning of the PDMS 

will solve both my surface chemistry problems and my tissue culture problems. 
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 Additionally, I clearly need chips with more chambers so that I can run more complex matrix 

experiments, thus testing and controlling more variables at once.  A new design is in process that will 

place 16 cell chambers and 32 force sensors on a single chip.  I expect these devices to be ready roughly 

April 2009.   

 

I believe that it would be prudent to take a step back and first duplicate the simpler tissue culture results 

from other labs.  Toward this end, I am supervising a second year graduate student, Paula Popescu, who 

is working to mimic the Quake group’s tissue culture setup using a slightly simplified chip and a manual 

inverted microscope. 

 

3.7 Recap & future directions 

 

In summary, I have successfully developed a NEMS based tool for measuring forces exerted by adherent 

cells.  The force sensors have near molecular level force sensitivity, Figure 8 and Figure 19: 30pN force 

resolution at 10ms time resolution and five decades of dynamic range in both force and time, thus 

enabling near molecular level monitoring of whole cell responses to chemical or mechanical stimuli: force 

measurements into the 100’s of nNs and time measurements that persist for hours.  I have developed 

robust, high yield wafer scale fabrication methods for these devices.  My current design presents two 

force sensors to a given cell and four cell chambers per chip, for a total of eight sensors per chip.  I run a 

4-inch process with nine chips per wafer and typically three wafers per fabrication run.  Typical yields are 

75% and the fabrication process takes approximately one month from start to a full batch of 

microfluidics encapsulated chips.  At 75% yield, a one month fabrication run will yield 27 chips with an 

average of six force sensors per chip, a more than six month supply of chips. 

 

I have developed, built and debugged a workstation and suite of supporting technologies for operating 

the NEMS force sensors.  Included in this workstation is a microscope mounted incubator for tissue 
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culture, high resolution fluorescence microscopy for monitoring the cells under study, automated 

microfluidics, and readout electronics.  All of which are controlled through a user friendly GUI 

implemented in Igor that enables automation of all control processes. 

 

There are still critical unresolved issues.  Standardizing the cell-force-sensor interaction through surface 

chemistry and healthy tissue culture within the NEMS chip have not yet been demonstrated.  I believe 

that these two problems, particularly the surface chemistry, are the last remaining hurdles before routine 

data acquisition will be possible with this tool.  I believe that contamination from un-polymerized PDMS 

monomers is the source of the difficulties that I have had with both these processes and I am optimistic 

that solvent extraction processes will address this issue.  Tests toward that end are underway. 

 

There are additional tool advancements that will be coming online in the next few months.  We have 

received a new microscope from Zeiss that will add transmitted light with oblique optics to the existing 

reflected fluorescent imaging and a motorized stage and computer controlled imaging.  The computer 

controlled microscope will enable me to scale up the number of cell chambers per chip that I can utilize 

at once.  Toward that end, I have finished a mask set for a new chip design that will place 16 cell 

chambers and 32 force sensors onto a single 30mm square chip and will be fabricated on 6-inch wafers 

with 12 chips and 384 force sensors per wafer.  I have designed and bread-board tested a decoder circuit 

for accessing all 32 force sensors and the 160 electrical contacts they require.  The new chip design and 

microscope will require a new sample holder and incubator design that is in progress and will utilize a 

new LiveCell control unit with added humidity control and improved CO2 and temperature control.  I am 

optimistic that these workstation improvements coupled with solvent extracted PDMS will make 

systematic studies of molecular level mechanical responses to mechanical and chemical stimuli in single 

cells routine. 
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Chapter 4. Proof of principle 

 

4.1 Basic idea 

 

I have successfully used SCPFM to measure force dynamics from single cells.  Figure 28 shows force 

versus time data from a lamellipodia of an NIH-3T3 fibroblast, shown in the inset of Figure 28, as it is 

perturbed with Cytochalasin D (CD) and allowed to recover in growth media.  The gross structure of the 

force recovery shown in Figure 28 shows the behavior expected based upon measurements by the Chen 

group using their mPADs [2]. However, SCPFM acquires data at significantly higher force and time 

resolution – 200pN and 100ms in this particular measurement – thus opening wide swaths of previously 

inaccessible molecular-mechanical processes to study at the single cell level.   

 
Figure 28. NEMS-enabled single-cell force measurements with unprecedented temporal and force 
resolution.  The plot above shows force versus time data from a contracting and relaxing lamellipodia as 
the cell, shown inset, is perturbed with Cytochalasin D and allowed to recover in growth media.  The force 
data was acquired with a force resolution of 200pN and a time resolution of 100ms – 25x and 300x, 
respectively, better than prior state of the art [2]. 

There are a number of important practical things to note about the data shown in Figure 28.  First, all of 

the surfaces in the cell chamber have been treated with fibronectin to encourage cell spreading and 

adhesion; there is no Pluronics present and no effort to control the cell’s location nor the cell-beam 

interaction through surface chemistry beyond encouraging general adhesion with the fibronectin.  As a 
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result, there are cells attached all over the cell chamber (not shown) and the particular cell that is attached 

to the beam, shown in the inset of Figure 28, is not attached to the beam at the center point of the beam, 

which is its most sensitive spot.  Instead, the cell is attached at the zig-zag in the piezoresistor that marks 

the ¼ point along the beam.  This is fortunate because it allows me to precisely know the cell attachment 

point so that I can estimate the transducer responsivity; however, that responsivity is significantly lower 

than if the cell had grabbed the beam at the mid-point.  The transducer responsivity in this data is 37.5 

V/N from a 0.5V drive voltage and a 100ms integration time giving a force resolution of 200pN; 

whereas, had the cell grabbed at the center of the beam, the responsivity would be 190 V/N and the 

force resolution would be 40pN for the same drive voltage and integration time.  Second, the spring 

constant is quite high due to the off-center pull: 15 N/m; whereas, at the center of the beam the spring 

constant would be 0.9N/m.  15 N/m is very stiff, a 1nN will result in less than a 1Å displacement, one 

should not think of a stationary cell deflecting the beam, rather the beam and cell are in tension and the 

gel nature of the cell plays a significant role in the dynamics [171].  Third, in the data shown the cells are 

treated to a continuous slow flow that alternates between conditioned media (see section 3.6.6) and a 

solution of nominally 1μM CD in Dulbecco’s Modified Eagle Media (DMEM).  However, that CD 

solution had been in storage at 4C for an extended period of time (on the order of ten months) and had 

likely degraded somewhat.  This hypothesis is supported by tests that I have done with various 

concentrations of CD that show a larger cytoskeleton reorganization at 1μM than is evident in this data.  

Unfortunately, it is impossible to be certain what the actual concentration of CD used in these 

experiments was.  Fourth, I was able to cycle this particular cell with the media-CD-media sequence four 

consecutive times before exhaustion set in; the cell did not die until I left it overnight (I didn’t realize that 

quality data would turn out to be so hard to come by).  The cleanest of the four cycles is shown in Figure 

28; however, the data shown is very much representative of the other three cycles.  The differences that 

exist are easily explained by variations in the microfluidics manipulations such as exposing the cell to 

stagnant media or CD for periods. 
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4.2 Cytochalasin 

 

Cytochalasin D (CD) was used for the proof of principle experiments, shown in Figure 28, because it is a 

fast acting and commonly used cell force disruptor.  However, CD’s mechanism of action is multimodal 

and, despite many years of study, not fully characterized, which complicates understanding the data.  At 

low concentrations CD appears to disrupt connections between stress fibers and focal adhesions without 

dismantling the stress fibers [172]; however, the mechanism by which CD interacts with the stress fibers 

is complicated.  The initial picture, laid out nearly 30 years ago, hypothesizes that CD caps actin filaments 

and detaches them from focal adhesions [173-177].  This model is still in common use [178] despite 

having been shown to be overly simplistic [179-182].  Specifically, CD does reduce actin filament 

extension in vitro, but not to the irreversible degree hypothesized in early models [183].  Furthermore, CD 

has been shown to disrupt cortical actin, rather than actin filaments [172], and disconnect the actin 

meshwork from the leading edge of the cell [184, 185].   In vitro studies of high concentrations of CD add 

more complications to the picture.  At high concentrations CD effectively sequesters monomeric actin by 

hydrolyzing GTP-actin through a multi-step process [180], which ultimately results in dismantling the 

stress fibers.  Additionally, CD induces new sites of actin aggregation that selectively associate with 

several important regulatory proteins [186].  CD is an effective force disruptor for producing dramatic 

proof-of-principle force changes in a cell, but it is a poor choice for generating data that is easily 

understood at the molecular level. 

 

4.3 Comparison with mPADs 

 

The gross structure of the force recovery shown in Figure 28 is of the same magnitude and time scale as 

similar contraction data obtained by the Chen group using their mPADs [2] shown in Figure 29.  The 

force resolution of the mPADs used in those studies is about 5nN, and the data shown in Figure 29 is an 

average over measurements on 18 different cells.  It is worth noting that in order to get data that could be 
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compared and averaged, the Chen group had to force the cells into a stable shape.  It is very encouraging 

to see such similar qualitative and quantitative behavior between the two systems. 

 
Figure 29. Three figures taken from reference [2] depicting the Chen group’s microfabricated post array 
detectors (mPADS).  At left is a diagram showing how cells deflect PDMS posts.  The deflections are 
observed with a microscope, results shown at center.  Force resolution is ~5nN, limited by the ability of 
the cell to deflect one of the posts beyond the diffraction limit, and time resolution is ~30s, limited by the 
cell’s ability to generate a 5nN force.  The force versus time plot shown at right is an average over 18 cells 
which reduces the signal-to-noise ratio sufficiently to enable comparisons with my SCPFM data shown in 
Figure 28. 

4.4 Fine structure 

 

Within the data shown in Figure 28 there are three excellent examples of previously inaccessible 

molecular-mechanical processes that illustrate the immense potential of SCPFM to significantly enhance 

resolution of cell biology at the single cell level.  Figure 30 shows an initial contraction upon exposure to 

CD followed by the expected force drop.  Figure 31 shows small force oscillations, roughly 400pN peak-

to-peak, with frequency that is monotonically dependent on the force being exerted by the lamellipodia.  

Additionally, large, stable, quantized force steps of order 1nN are manifested when a cell’s cytoskeleton is 

perturbed with CD and allowed to recover in growth media, shown in Figure 32. 
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4.4.1 Fine structure I: initial spasm 

 

CD is well known as a potent force disrupter, which is clearly shown in Figure 28.  However, upon initial 

exposure to CD, I observe the cell contract quite suddenly before the expected force drop occurs.  This 

spasm is reminiscent of the rapid rearward flow of cortical actin upon Cytochalasin B (CB) and CD 

exposure in spreading neuronal growth cones, first observed with DIC imaging 20 years ago by Forscher 

and Smith [187].  Figure 30 compares Forscher and Smith’s image data and my force data, both show 

contraction upon exposure to CD. 

 
Figure 30. Forscher & Smith observed immediate, rapid retraction of f-actin from peripheral margin of 
lamella in spreading neuronal growth cones upon exposure to Cytochalasin B and D, images a – c at top.  
I observe a similar contraction upon initial exposure to Cytochalasin D, shown in force vs time plot at 
~630s, the longer time delay in the plot is due to the time it takes for the CD solution to travel down the 
flow channel to the cell. 
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It has long been established that rearward flow of cortical actin exerts outward forces on the leading edge 

of lamellipodium [43, 188].  The molecular mechanisms have been studied in significant detail in 

spreading neuronal growth cones [189, 190], traveling epithelial cells [92, 97, 98, 191], fibroblasts [192] 

and keratocytes [193].  In all cases myosin contraction at the inner edge of the cortical actin and actin 

polymerization at the leading edge have been shown to drive the rearward flow, though the action of the 

two mechanisms is only weakly coupled.  The Waterman group show quite clearly that CD stops the 

actin polymerization at the leading edge while myosin contraction continues to pull the cortical actin 

rearward [191].  It seems possible that the combination of the halt in polymerization driven outward 

force on the leading edge of the cell and the continued myosin contraction combine to produce the 

dramatic force increase seen in Figure 30.   

 

4.4.2 Fine structure II: small oscillations 

 

Throughout the data shown in Figure 28 there are quasi-periodic oscillations ~400pN peak-to-peak with 

a ~8s period (Figure 31).  The oscillations persist throughout the stable force regions, the CD induced 

force decay and the force recovery.  Interestingly, the frequency of the oscillations depends linearly on 

the force applied by the cell to the force sensor.  The lower plot in Figure 31 shows a linear fit to the 

frequency as a function of force.  The frequency versus force data was obtained by simply breaking the 

force versus time data into 200s intervals and Fourier transforming each interval to extract the dominant 

frequency.  A wavelet analysis is merited to quantify these quasi-periodic oscillations in a more rigorous 

manner. 

 

At one level of abstraction, this is not surprising – strings under tension vibrate at higher frequencies.  

However, we do not expect the cell-beam system to be inherently oscillatory.  The water, not to mention 

the gel nature of the cell, will damp any thermal oscillations in the beam well below the level that can be 

measured [28, 194, 195].  The very long period (~8s) rules out acoustic modes within the cell chamber 
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[28] and rules out any expected electrical interference.  Furthermore, the oscillations were not observed 

on this particular beam and cell the day after this data was recorded, when the cell’s membrane had 

become permeable and the cell had lost its spread shape.  Nor have they been observed on any other 

beams. 

 

There is, however, precedence for oscillatory behavior in the leading edge of spreading cells driven by 

polymerization dynamics of cortical actin.  Both the Sheetz group and the Waterman group observed 

oscillatory behavior in spreading cells using DIC,  TIRF [91, 92] and quantitative fluorescence speckle 

microscopy [98, 191, 196].  Unlike the oscillations I observe, both groups observe slightly longer periods 

(20-60s) with asymmetric duty cycles.  However, in agreement with my observations, both groups did 

observe that exposure to cytochalasins (CB in the case of the Sheetz group and CD in the case of the 

Waterman group) increased the period.  The Waterman group focuses on the very weak coupling yet 

cooperative action between the different cytoskeleton domains.  The Sheetz group argues that the 

oscillatory behavior is due to alteration between actin polymerization extending the lamellipodium and 

myosin II contraction pulling the freshly polymerized actin rearward.  These results are supported by 

Small’s identification of two populations of actin filaments which alternately drive pushing and pausing at 

spreading cell fronts [197].  It seems plausible that the Sheetz model would describe my data and the 

weak coupling highlighted by the Waterman group could explain why the oscillations persist despite the 

other large cytoskeleton disruptions that are occurring.  To test these ideas, I would like to perturb cells 

with more specific cytoskeleton perturbing reagents than CD in order to better decouple effects like 

myosin contractility and actin polymerization.  I will discuss these proposed experiments in greater detail 

in Chapter 5. 
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Figure 31. Quasi-periodic force oscillations ~400pN p-p with a period ~8s, shown at top.  The force 
oscillation frequency depends linearly on the force applied to the NEMS force sensor by the cell, shown at 
bottom.  The data at bottom was obtained by breaking the data shown at inset into 200s intervals and 
fourier transforming each interval to extract the dominant frequency, the solid line is a linear fit to the 
data.  The frequency recovers with the force; one of the 3 data points at 20nN is from after the force has 
recovered. 

 

4.4.3 Fine structure III: steps 

 

The third interesting example in the fine structure data from Figure 28 is the manifestation of ~1nN 

force steps during both the CD induced force drops and the ensuing force recovery after CD removal.  

Representative steps from both a relaxation and contraction are shown in Figure 32.  The steps in Figure 

32 are highlighted with horizontal gridlines; it should be noted that the gridlines on both the relaxation 

and contraction are at the same force levels (the 10.5nN line is on both plots).  That is, the force steps are 
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aligned between relaxation and contraction to a shocking degree.  There is sufficient drift in the 

measurement that the force steps from different cycles are not well aligned.  The step size, however, is 

quite constant between cycles.  A histogram of 119 steps from three relaxation-contraction cycles is 

shown in Figure 35.  The mean step size is 1.0nN with a standard deviation of 0.2nN.   

 
Figure 32. Quantized force steps of order 1nN are visible during Cytochalasin D induced force relaxation. 
The same quantized force steps (gridline spacing & offset is unchanged between plots) are manifested 
during the post-Cytochalasin D force recovery. 

The noise like transition regions between the quiescent plateaus are noteworthy.  First of all, recall that 

the force noise from the electronics in this data is approximately 200pN; this level that can be seen as the 

very quiet, almost flat regions at some of the steps.  The noise-like transitions represent real changes in 

the force exerted on the beam by cell.  One of the force relaxations contained a few steps with sudden 
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transitions between the quiescent plateaus; details are shown in Figure 33.  Two of these three sudden 

transitions were followed by steps backward, the only steps backward that I observed.   

 
Figure 33. Not all steps have noise like transition periods and more often than not, steps with sudden 
transitions are followed by steps backward, also without transition periods.   

I have written a step fitting algorithm so that I can extract statistical and dynamic quantitative data from 

the relaxation and contraction cycles.  The algorithm is implemented in Igor, the same software package 

that I use for experiment control and data acquisition, and is inspired by a step fitting algorithm for 

tracking microtubule dynamics [198].  It is easy to create an algorithm that fits n steps to a data set.  So in 

order to determine the correct number of steps, N, the algorithm creates fits for a range of different n’s 

as specified by the user.  Comparing the chi-squared for each of these fits singles out the best fit, which I 

confirm visually.  This fixes the number of steps at N and the size of each step.  The results of this initial 

fit are shown by the black line in Figure 34.  This initial fit determines the levels of each step – the “step 

size” shown in Figure 34 – but not the dynamics of the step transitions.  A second fitting process fits a 

more complex step profile, shown in blue in Figure 34, to the quiescent plateaus and the noise like 

transitions that make up each step.  In addition to the histogram data mentioned previously, Figure 35 

contains a representative plot of the step rate as a function of force during a contraction.  The step rate 

increases linearly until approximately 5-7nN of force have been generated and then decreases 

exponentially until approximately 20nN of force have been generated.  In contrast, the step rate decreases 
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linearly during the relaxation processes; see Appendix 6 for complete contraction and relaxation 

dynamics data.  Beyond the specifics of these steps, Figure 35 is illustrative of the kind of statistical and 

dynamic data which SCPFM is capable of obtaining. 

 
Figure 34. Anatomy of a step.  The step fitting algorithm runs in two phases: an initial fit that looks only 
for steps and attempts to determine the number of steps in a given data set.  The results of an initial fit are 
shown above in black, the initial fit determines the step time and step size for each step, as marked above.  
The secondary fit starts with the output from the initial fit and replaces the step transition with a linear fit 
to through the transition zone, thus breaking each step into flat1, the transition and flat2, as marked 
above.  Plots at top show data (red), initial (black) and secondary (blue) fits for a relaxation (left) and a 
contraction (right); insets show greater detail. 

 

Figure 35. Examples of the statistical and dynamic data which can be obtained with SCPFM.  Above left is 
a histogram of step sizes from 3 Cytochalasin D induced relaxation and contraction cycles on a single cell.  
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Above right is a plot of of the step rate as a function of force during a contraction showing a linear 
acceleration regime and an exponential deceleration.  See Appendix 8 for complete contraction and 
relaxation dynamics data. 

 

Actin-myosin generated step forces have been measured from single filopodia extending from 

macrophages [7].  Stress fibers, which carry the large contractile forces in cells, are parallel bundles of the 

same actin-myosin filaments that drive filopodia extension.  The contractile force in stress fibers is 

generated by myosin motors stepping along opposing actin filaments [43].  Thus, it is conceivable that 

actin stress fibers could generate large step forces if the many myosin motors in a stress fiber make 

coordinated steps.  200-500 myosins would be needed to generate ~1nN force steps [82, 199, 200].  It is 

actually expected that nearby myosin motors within a given stress fiber would be coordinated because 

uncoordinated motion would require adjacent motors to buckle the actin filaments [201, 202].  So, it 

seems plausible to me that a stress fiber undergoing controlled relaxation and contraction could create 

the steps shown in Figure 32.   

 

Despite my claim to plausibility, there are some clear problems with this hypothesis.  First, typical images 

of cells where the stress fibers have been fluorescently labeled show many stress fibers radiating out from 

a single focal adhesion.  While I can argue for coordinated myosin steps within a stress fiber, it is much 

harder to conjure an explanation for coordinated myosin steps between multiple stress fibers.  Secondly, 

how CD would induce such a regular and reversible myosin stepping is not clear to me.  Despite CD’s 

complicated and promiscuous behavior, I have encountered no references to CD interacting with myosin, 

in fact quite the opposite [92, 196].  The reversible nature of the force drop suggests very strongly that 

the CD exposure is not causing large scale reorganization or collapse of the cytoskeleton, such as 

disassembly of the stress fibers.  Instead, it seems likely that the CD is meddling with the connections 

between the stress fibers and the focal adhesions. 
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Focal adhesions are immensely complex and it may be possible that the CD-focal adhesion-stress fiber 

interaction somehow triggers reversible myosin relaxation steps in the stress fibers [49, 93, 149, 203-207], 

but, that seems a stretch to me and certainly fails Occam’s razor.  Instead, fluorescent images of many 

stress fibers radiating out from a single focal adhesion suggest an alternate model: each stress fiber applies 

a fixed force to the focal adhesion, the parallel forces add and deflect the force sensing beam, which is a 

linear spring.  When the CD disconnects a stress fiber from the focal adhesion, the total force will drop 

by the amount of force generated by that stress fiber, resulting in steps.  If, each stress fiber carries nearly 

the same force, the steps sizes will be equal in size, as seen in my data, but, this model is flawed too: it 

does not explain the steps in the force recovery so well, nor do the fluorescent images of stress fibers 

suggest large numbers of nearly identical stress fiber radiating out from a focal adhesion.  Perhaps there is 

a force limiting aspect to stress fiber assembly that distributes the force roughly evenly.  I could go on 

and on with these guesses… 

 

Extensive efforts have been made to model actin-myosin dynamics and force generation in muscle 

contraction [208-210] and more modest efforts have gone toward modeling cooperative motion of 

molecular motors [211-213].  Adapting some of these modeling efforts to my system and comparing the 

results with the dynamics of the force relaxation and contraction steps, such as the data in Figure 35, 

would likely help validate or disprove these hypotheses.  Additional data would also be helpful, 

specifically force data that includes fluorescent images of stained stress fibers and more specific 

cytoskeleton perturbing reagents.  Goals, which I discuss in Chapter 5. 

 

4.5 Problems repeating measurements 

 

The data shown above constitutes an excellent demonstration of the principle and potential of SCPFM.  I 

have measured the force exerted by a single lamellipodia of an adherent cell, disrupted the force using 

CD, a known cell force disruptor, and observed the force recovery upon removal of the CD.  The coarse 
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structure of the data agrees well with existing, coarse force data measured optically.  The fine structure of 

the data is rich in detail and processes that have previously been inaccessible to force measurements.  I 

am able to correlate the fine structure processes with behaviors observed optically in adherent cells, 

lending support to the relevance of the data obtained with SCPFM. 

 

However, I have been unable to repeat these measurements.  There are numerous complications related 

to the complexity of the tool and measurement process that somewhat hinder my ability to attempt to 

repeat that measurement as frequently as desirable, but, I believe that the principle problem is 

standardizing the cell-beam interaction.  I have only been able to attach cells to beams when treating the 

entire cell chamber to fibronectin, so I have no control over where and how the cell attaches to the force 

sensor.  The data shown in Figure 28 is the only data I have from a cell that is attached to the beam with 

the edge of a single lamellipodia.  I have numerous data sets from cells that are attached to much larger 

areas of the beam with large or multiple lamellipodia, or even wrapped around the beam.  The data from 

these sets is very difficult to interpret, and I am unable to reproduce the basic relaxation, contraction 

sequence shown in Figure 28.   

 

I am not alone in finding that controlling cell-surface interactions is necessary to obtaining repeatable 

data. Controlling – specifically standardizing – cell-surface interactions has been critical to obtaining 

regular and statistical data in a number of studies of cell-surface interactions [2, 147-151].  I believe that 

successfully transferring my surface chemistry strategy from working Petri dish protocols to my 

microfluidics encapsulated NEMS force sensors will yield repeatable and understandable data on a 

regular basis.  I have strong evidence that the problem with transferring the surface chemistry to the 

NEMS chips is due to PDMS out-gassing in Table 7.  I further have evidence from numerous other 

research groups that solvent extraction treatments of the PDMS, perhaps in conjunction with a switch 

from RTV 615 to Sylgard 184, will solve the PDMS out-gassing problem [129, 132-137]. 
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Controlling surface chemistry on the microfluidics encapsulated NEMS force sensors is necessary to 

obtaining repeatable data with SCPFM.  Robust cell culture, while perhaps not strictly necessary, will 

further increase measurement yield.  My ability to culture cells in the NEMS devices is limited.  Cells live 

long enough to run a day’s work of experiments: load cells, allow cells to spread and attach to the force 

sensor and then spend a couple of hours observing the force response to pharmacological perturbations 

before the cell dies.  However, robust long term cell culture will yield a number of significant 

improvements.  First, the odds of a cell successfully attaching to the force sensor will increase because 

the cell will have much more time to explore its surroundings, find the beam and attach before beginning 

to die.  Robust, healthy cells will be able to withstand repeated exposure the the cytotoxins which disrupt 

the cytoskeleton, so a given cell will yield greater data.  Finally, data obtained from sick or dying cells is of 

clearly questionable biological relevance compared with data from healthy cells.  I am optimistic that the 

same PDMS sourced contaminants that are interfering with my surface chemistry protocols are poisoning 

the cell culture in the microfluidics encapsulated NEMS devices. 

 

Beyond these improvements to my existing system and device architecture, there are two key 

shortcomings to SCPFM with my current device architecture: 1) sensor density is sparse at a max of two 

force sensors per cell and 2) I cannot use the devices to actively apply forces to the cells – they can only 

balance the forces applied by the cell.  The Roukes Group is actively pursuing CMOS integrated NEMS 

and CMOS and NEMS compatible piezoelectric materials that will likely offer long-term solutions to 

both of these problems.    
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Chapter 5. Next steps 

 

5.1 Next generation SCPFM 

 

I have achieved promising proof-of-principle data and believe that contamination from unpolymerized 

PDMS is the principle barrier preventing repeatable data acquisition.  Nevertheless, there are numerous 

improvements that can be made to the existing system in addition to addressing PDMS contamination.  

First, increasing the density of force sensors and cell chambers per chip will increase throughput by 

reducing the setup time per force sensor and will enable simultaneous testing a larger range of conditions 

per chip that will accelerate debugging and optimizing the system.  An automated microscope will be 

necessary to take full advantage of the increased sensor density so that stepping between cell chambers 

and imaging can be done in a timely and standardized manner.  A microscope capable of observing the 

cell with both transmitted and reflected light is also critical, so that the cells can be observed with optical 

wavelengths that will not harm the cell, as fluorescent excitation does.  I am optimistic that these 

workstation improvements, coupled with solvent extracted PDMS, will make systematic studies of 

molecular level mechanical responses to mechanical and chemical stimuli in single cells routine. 

 

5.1.1 Polymer NEMS with off-chip multiplexing 

 

We†  recently received a new fully automated microscope (Zeiss Axio Examiner) that will add transmitted 

light with oblique optics to the existing reflected fluorescent imaging capabilities.  The computer 

controlled microscope will enable us to scale up the number of cell chambers per chip that we can utilize 

at once.  Toward that end, I have finished a mask set for a new chip design that will place 16 cell 

chambers and 32 force sensors onto a single 30mm square chip and will be fabricated on 6-inch wafers 

with 12 chips and 384 force sensors per wafer.  I have designed and bread-board tested a decoder circuit 

                                                      
† Going forward graduate student Paula Popescu and staff member Jessica Arlett will be working with me, so I am 
shifting verb tenses. 
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that will be integrated onto the circuit board within the microscope-mounted-incubator-and-sample-

holder for accessing all 32 force sensors and the 160 electrical contacts they require.  The new chip design 

and microscope will require a new sample holder and incubator design that is in progress and will utilize a 

new LiveCell control unit with added humidity control and improved CO2 and temperature control.   

 

5.1.2 LETI silicon NEMS with on-chip multiplexing 

 

We can achieve some increase in density by adding the off-chip decoder circuitry; however, the sensor 

density is still severely limited by fan-out and electrical contact pad areas.  The long term solution to the 

sensor density problem is to integrate multiplexing, driving and sensing hardware onto the same chip as 

the force sensors.  Complete system integration of this type has been achieved with MEMS pressure 

sensors [214-216].   NEMS system integration has not been achieved yet and brings a significant set of 

challenges which the Roukes group is working hard to address.  Since June 2006, the Roukes group has 

spearheaded a partnership between Caltech's Kavli Nanoscience Institute (KNI) and the CEA/LETI – 

Minatec in Grenoble, France, with the goal of transforming nanotechnology-based prototypes into 

robust, complex sensing systems.  Key technologies that will be developed through this collaboration are 

the integration of driving, multiplexing and sensing circuitry with piezoresistive and piezoelectric NEMS 

devices.  Jessica Arlett is leading the effort to merge SCPFM with the CMOS compatible NEMS 

technology.  Significant process and technical development remain to be done, but ultimately this 

partnership will yield the significantly greater sensor density as well as piezoelectric NEMS capable of 

mechanically prodding and tugging on the cells while measuring the cell’s response.  These integrated 

NEMS are the long term solution for SCPFM; however, in the near term cell force data acquisition will 

still be led by the polymer NEMS technology described in Chapters 3 and 4. 



 90

 

5.2 First experiments 

 

I am hopeful that the PDMS extraction strategies outlined in Chapter 3 will resolve the outstanding 

surface chemistry and tissue culture issues.  The new chip design with 16 cell chambers and 32 force 

sensors per chip will significantly reduce the setup time per sensor and increase the odds of a cell-beam 

interaction.  The new microscope with both reflected and transmitted light capabilities will significantly 

enhance our ability to monitor and track the state of the cells under study.  The ability to fully automate 

the microscope stage and imaging capabilities will let us make full use of all 16 cell chambers on the new 

chips, thus significantly improving measurement throughput.  I believe that these advances together 

create a clear and realistic roadmap to routine, daily generation of quality cell-force data by the summer of 

2009.  With that timeline in mind, I propose two generally complimentary experimental efforts to 

undertake: first, a systematic effort to build a library of molecular-mechanical force signatures of various 

common cytoskeleton reactions, and second, an effort to stimulate and observe compliance sensing and 

response in adherent cell by simultaneously presenting two force sensors with different compliances to 

the cell. 

 

5.2.1 Pharmacological perturbations: building a library of molecular-mechanical force 

signatures of basic cytoskeleton reactions, or fishing with drugs 

 

Over the past 45 years a library of cytoskeleton perturbing reagents has been slowly identified and 

characterized [217, 218].  I propose to use this library of cytoskeleton perturbing reagents to 

systematically explore and characterize the molecular-mechanical force signatures of basic cytoskeleton 

reactions such as actin filament polymerization and de-polymerization.  I take inspiration from the 

Fernandez group’s ability to identify proteins by the folding-unfolding dynamics using high resolution 

force spectroscopy [219-221] and from the unique events in my existing data, such as the force 
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dependent oscillations (Figure 31) and regular force steps (Figure 32).  Building this library will serve two 

principle purposes.  First, the library will be an integral part of the larger goal of developing SCPFM into 

a tool that can reliably extract physiological information from a cell through the molecular-mechanical 

force signatures of known cytoskeleton events.  Second, building the library is basically an open ended 

fishing expedition that will almost certainly stumble across many interesting and unexpected phenomena, 

such as the force steps that I have already observed. 

 

5.2.1.1 Actin-myosin  

 

The logical starting point, both from a fundamental cell force generation perspective and from the proof-

of-principle data that I already have, is to probe actin polymerization and de-polymerization.  Latrunculin 

A [222] is a much better candidate for inducing controlled actin de-polymerization and thus force 

relaxation than Cytochalasin D.  Latrunculin A sequesters actin monomers in a reversible 1-1 binding 

reaction [223] that shifts the actin monomer-filament equilibrium [61] toward monomers, thereby 

inducing filament disassembly.  The complimentary experiment, actin polymerization or filament 

stabilization, is trickier than inducing de-polymerization because cells regulate actin polymerization in 

large part by controlling the nucleation of actin filaments.  Actin stabilizing agents encourage nucleation, 

thereby overriding the cell’s regulatory mechanism, resulting in uncontrolled actin aggregates [224].  

However, low dose (30-50nN) and short term (2 hours) exposure to Jasplakinolide has been shown to 

inhibit filament disassembly in fibroblasts without inducing unregulated actin aggregation [225].  Two 

hours is more than sufficient time to run numerous experiments with SCPFM; thus, we plan to use 

Latrunculin A to induce actin de-polymerization and Jasplakinolide to stimulate actin stabilization and 

polymerization, while taking care to avoid longer exposure that would complicate results. 

 

Myosin II motor proteins cross-link actin filaments within stress fibers and drive stress fiber contraction 

by converting the chemical energy released by ATP hydrolysis into mechanical work.  This is the same 
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mechanism that drives muscle contraction; as a result, it has been studied extensively and is well 

characterized [226].  Perturbing myosin activity is relatively simpler than perturbing actin dynamics 

because one is not competing with equilibrium dynamics.  Blebbistatin is a well characterized, cell 

permeable reagent that blocks myosin II force generation.  Blebbistatin binds to a cleft in myosin that 

prevents ejection of the used ADP molecule after the power stroke and release from the actin filament, 

thereby deactivating the myosin molecule and holding it detached from the actin filament [227, 228].  

Calyculin A is a cell permeable reagent that stimulates myosin II activity through a slightly more complex, 

though well characterized mechanism.  Myosin II activity is regulated in part by phosphorylation of the 

myosin head groups (myosin light chains).  Activity is increased by phosphorylation performed by Ca2+, 

Calmodulin and Myosin Light Chain Kinase (MLCK) working in concert, and activity is decreased by de-

phosphorylation performed by a variety of protein phosphatases (PP1, PP2A, PP2B are some of the 

most common). Calyculin A blocks the action of protein phosphatases, particularly PP1 and PP2A, which 

takes away a cell’s ability to slow myosin activity [229].  We will use Blebbistatin and Calyculin A to 

characterize the molecular-mechanical force signatures of myosin deactivation and activation respectively. 

 

5.2.1.2 Microtubules 

 

Microtubules play a critical organizational and mechanical role in mitosis [43].  Though numerous 

questions remain regarding mitosis regulation, many microtubule perturbing reagents have been identified 

and characterized in the search for chemotherapeutics that disrupt mitosis [57, 218].  Microtubules 

perform other functions within a cell beyond their role in mitosis.  In particular, there is evidence that 

they regulate focal adhesion disassembly and perhaps assembly [59, 60, 230].  In its current geometry and 

device density, SCPFM is not well suited to observe mitosis, but it is very well suited to study focal 

adhesion regulation and subsequent force regulation, which we will probe using the same strategy to be 

used with actin and myosin: controlled and specific pharmacological perturbations. 
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Similar to actin perturbing reagents, microtubule perturbing reagents can generally be broken into two 

categories: microtubule stabilizers and microtubule disruptors.  However, both classes have concentration 

dependent effects to which close attention must be paid.  Paclitaxel (Taxol) is the most extensively 

studied of the large taxane class of microtubule stabilizers [231, 232], which are used to treat ovarian, 

breast, lung, prostate and brain cancers.  At low concentrations (<10nM) paclitaxel stabilizes 

microtubules without stimulating new polymerization; whereas, at high concentrations (~100nM) 

paclitaxel will drive microtubule polymerization.  Laulimalide is a newer microtubule stabilizer that binds 

to a different site on the microtubules which has not been fully characterized [233]; it may prove fruitful 

to compare paclitaxel and laulimalide because of their different binding sites.  There are two well studied 

classes of microtubule disruptors: vinca alkaloid and colchicine related compounds.  Both suppress 

microtubule dynamics at low concentrations, like paclitaxel, but depolymerize microtubules at high 

concentrations.  The vinca alkaloids, which are used to treat Hodgkin’s disease, Leukaemia, lymphomas, 

bladder, lung, breast and other cancers, cap the ends of microtubules at low concentrations and bind to 

and destabilize tubulin dimers at higher concentrations which drives depolymerization [218].  It is 

believed that colchicines bind to soluble dimmers which destabilize microtubules when they are 

incorporated [218].  These drugs give us a number of tools to observe how microtubules regulate focal 

adhesions by driving and suppressing dynamics as well as disrupting microtubule ends, which are believed 

to interact with focal adhesions.  A third approach for perturbing microtubule dynamics is Isopropyl N-

3-chlorophenyl carbamate  (CIPC), a compound which prevents microtubules from connecting to 

microtubule organizing centers [234]; we may experiment with this avenue of perturbation as well. 

  

5.2.1.3 ECM and integrins  

 

Another critical area to investigate is the focal adhesion to ECM contact and its role in regulating focal 

adhesions.  Focal adhesions are linked to the ECM by transmembrane integrins [43].  Proper nucleation 

and activation of integrin clusters is necessary for focal adhesion formation [66, 94, 235].   The same 
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approach of controlled and specific pharmacological perturbations can be used with integrins: RGD 

peptides compete with the ECM for integrin binding [236], EDTA and Versene chelate and sequester 

Ca2+ which is a necessary mediator of the integrin-ECM bond, and trypsin is a serine protease which 

digests the extra-cellular portion of the integrins [167]. 

 

5.2.1.4 Upstream regulation 

 

The goal of using SCPFM to monitor cell physiology through cell mechanics relies on the fact that there 

are a considerable number of signaling proteins which interact with the cytoskeleton.  Once we have 

obtained the molecular-mechanical force signatures for the basic actin and microtubule reactions we can 

investigate how interfering with signaling proteins upstream from the cytoskeleton drives those reactions.  

The Rho family of GTPases, particularly Rho, Rac and Cdc42, were the first example of small molecular 

“switches” that regulate cytoskeleton behavior when they were shown to regulate stress fibers, focal 

adhesions and membrane ruffles [237, 238].  The Rho family of GTPases has been studied extensively in 

the past 15 years and remain the focal nodes of complex signaling networks that play a major role a 

diverse range cellular processes from determining cell morphology and movement, to cell division, gene 

regulation and phagocytosis [239, 240].   

 

Many molecules have been identified in the various upstream, downstream and cross-talk pathways 

involving Rho GTPases [241].  I outline here a couple of highlights that are good places to start with 

SCPFM.  Lysophosphatidic acid is interesting because it stimulates Rho activity and thus myosin 

contraction through surface receptors rather than diffusing into the cell itself [242-244].  Adjusting the 

activities of two down stream targets of Rho: Rho-kinase and mDia, by transfection, adjusts the density 

and thickness of stress fibers, though adjusting the activity of Rho itself is insufficient to tune the stress 

fiber thickness [245].  It would be particularly interesting to see how stress fiber thickness affects the 

force step size and dynamics discussed in Chapter 4.  Following the strategy that I have outlined for 
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actin-myosin and microtubule perturbation, a number of small molecule toxins have been identified that 

perturb the Rho pathways: C3, an exotransferase produced by Clostridium botulinum, inhibits nucleotide 

exchange thus deactivating Rho and the cytotoxic-necrotixing factor produced by several pathogenic 

strains of E. coli activates Rho [246].  Some other examples of commonly used signaling proteins that 

interact with the Rho pathways include: Calyculin A, which I have already discussed as a stimulant of 

myosin activity; Y-27632, a synthetic pyridine derivative that inhibits myosin activity by blocking the Rho-

ROCK pathway [247]; and N-WASP, a small molecule target of Cdc42 which drives actin gel 

polymerization [248].   

 

5.2.2 Mechanical perturbations: molecular mechanisms of mechanotransduction 

 

The second experimental effort that I propose is to investigate the mechanisms which drive mechanical 

feedback in cell regulation.  Cells use mechanical feedback to maintain adhesion, tension and cell shape 

[196, 249, 250].  Substrate compliance plays a significant role in stem cell differentiation: cells on stiff 

substrates differentiate toward bone cells whereas cells on soft substrates differentiate toward nerve cells 

[45].  Fibroblast motility also depends on substrate compliance, an effect termed durotaxis [46].  ECM 

compliance sensing has further been shown to play a significant role in regulating tissue development [47] 

and basic models have been proposed [48].  All of these processes are driven and regulated by feedback 

between cellular force application and compliance sensing.  SCPFM is well suited to study this because it 

can simultaneously present multiple compliances to a cell and measure the cell’s force response to each 

compliance individually.  We will focus our efforts on the specific phenomenon of ECM compliance 

sensing, decision making and force generation response which drives durotaxis as a model system for 

studying the mechanisms which drive mechanical feedback in cell regulation.   
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5.2.2.1 Mechanical stimulation 

 

We are able to present two force sensors to a single cell in a configuration where the force sensors have 

different widths, thus different spring constants, which present to the cell as different ECM compliances.  

Figure 19 shows 2μm and 4μm wide beams adjacent to a single cell pad area.  This mimics the durotaxis 

phenomenon first observed by Wang and Dembo [46]: we expect the cell will sense the compliance 

difference between the beams and decide to pull hard on the stiff force sensor and not on the soft force 

sensor.  We will be able to observe the forces exerted by the cell during the compliance sensing, decision 

making and responding force generation phases continuously and at high resolution.  Table 8 lists 

effective spring constants for Wang and Dembo’s traction force microscopy substrates, Chen’s mPADs 

[251] and our NEMS force sensors, and shows that our sensors span the relative compliance ranges to 

stimulate ECM compliance sensing and response.  Our NEMS force sensors are well suited to stimulate 

and measure high resolution force-time records of ECM compliance sensing and response events.  The 

principle hurdle to this experiment is the low stochastic probability of a cell grabbing not just one, but 

both beams.  I am hopeful that optimizing surface chemistry and device geometry will increase the 

frequency of these events and direct the cell to respond to the compliance of the beams. 

 

My understanding of how cells interact mechanically with their environment is driven by Bischofs and 

Schartz’s simple observation that the typical response of a cell to mechanical input is a preference for 

large effective stiffness [252].  This observation that cells pull harder on stiffer substrates successfully 

explains a large body of experimental data: Cells plated on stiffer substrates show greater spreading and 

larger focal adhesions [64].  Fibroblasts on elastic substrates orient in the direction of greater tensile strain 

[253] and travel to regions of greater stiffness [46].  Various observations of the behavior of cells grown 

in three-dimensional hydrogels, such as collagen, also support the preference for greater stiffness 

hypotheses [254-256].   
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Bischofs and Schwartz quantify their observation with the claim that calculating the amount of work a 

cell must do to deform the substrate around it in various ways is an appropriate measure of the kind of 

information that the cell can extract from its environment.  They assume the cytoskeleton is anchored at 

multiple points on the cell in such a way that force balance is ensured (the cell does not travel), thus, only 

pairs of pinching forces, technically known as anisotropic force contraction dipoles, P, are considered.  

The mathematically simplest case requires that the points on the substrate where the pinching forces are 

applied be mechanically uncoupled and that the deformations are small enough to remain linear with 

respect to the applied force, in which case the work done by the cell in deforming the substrate is derived 

from Hook’s law:  
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where, K is the spring constant and Δ is the displacement of the substrate.  This is the situation for the 

Chen group’s mPADs [2] and for the NEMS force sensors used by SCPFM. 

 

In contrast, most work done studying cell adhesion, locomotion and force transduction has been on 

continuous elastic substrates where the different components of the displacement field are coupled, 

which makes the mathematics significantly more difficult.  Bischofs and Schwartz use Green functions to 

solve for the work done by the cell in a few common substrate geometries.  For an infinite, homogenous 

substrate the work depends on the relevant force contraction dipoles, Pij, and the strain tensor: 

ijijuPW
2

1
 .

(18)

This equation should be roughly applicable to much of Wang and Dembo’s work; however, their papers 

only include the calculated traction force data (force dipoles), not the measured strain data [3, 4, 46, 257].  

From their calculations for common substrate geometries, Bischofs and Schwartz deduce the following 

general scaling relation which should be useful for qualitative analysis of more general geometries:  
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where, the length l is either a distance, such as between the cell and a boundary, or the sample size, E is 

the Young’s modulus and f is a nontrivial function of the Poisson ratio and the angles between the 

individual force dipoles. 

 

An alternative approximation that is applicable to Wang and Dembo’s work is to treat a single point 

source displacing the surface.  Bruinsma calculates the displacement from a single point source [258]: 
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Equation (20) is clearly undefined for the displacement of the surface at the actual point source 

( 0 
r ); however, Bruinsma applies asymptotic methods to the integral in equation (4) and to first 

order the displacement is: 
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(21)

where, a is a characteristic dimension of the area over which the force is applied – e.g., the diameter of a 

focal adhesion – and F is the traction force exerted by the focal adhesion.  Equation (21) is a formulation 

of Hook’s law that can be applied to the displacement of a point on a semi-infinite substrate such as 

those used by Wang and Dembo.  Table 8 contains quantitative comparisons between the compliances 

presented to cells by the mPADS, traction force microscopy and SCPFM obtained using equations (17), 

(19) and (21). 
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5.2.2.2 Mechanotransduction and response 

 

Bischofs and Schwartz’s insight makes no statement regarding how the cell senses the stiffness of the 

matrix around it or how the cell decides which focal adhesions to pull on and which to abandon.  Ingber 

favors a passive process, whereby it is more efficient for the cell to build contacts to stiffer regions than 

to softer regions – the cell builds contacts to both, but the stiffer regions develop faster and soon 

dominate [34, 35], an idea supported by characteristics of non-linear biological gels [259] and complex 

force responses measured with mPADs [87].  Ingber appears to avoid the issue, but it seems to me that 

such a passive mechanism would still require an off switch, which could be passive as well, in order to 

prevent the soft contacts from eventually catching up with the stiff contacts.  Both Geiger and Small 

suggest that microtubules could be involved in stopping the buildup of force [50, 230].   

 

6.7 
6 

50 mN/m 1μm wide beam 

32 mN/m 11μm pillar 

350 mN/m 2μm wide beam 

~300 mN/m Hard substrate 

4μm wide beam 

15μm pillar 

Soft substrate 

Device 

2.6 N/m 

Single-Cell-Pico-
Force-Microscopy 

2.8 12 mN/m mPADs 

~3 ~100 mN/m Traction Force 
Microscopy 

Hard/Soft Spring Constant Method 

Table 8. Comparison of spring constants from compliance sensing and response observations.  
Traction force microscopy is the technique where durotaxis was first observed.  15μm long 
mPADs were not stiff enough to generate contraction, whereas 11μm mPADs were.  The last row 
indicates that NEMS force sensors for SCPFM that have been fabricated span a sufficiently large 
range to stimulate compliance sensing and response.  SCPFM acquires force data at 10x better 
force resolution, 100x better time resolution and equivalent dynamic range as traction force 
microscopy and mPADs. 
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An alternative mechanosensor and decision making mechanism based upon an active molecular switch 

has been put forward by Geiger [204].  In Geiger’s scheme a mechanically sensitive molecule located in 

the focal adhesion plaque would encourage focal adhesion maturation into a focal complex when 

activated by the compression, which is larger on stiffer substrates, at the front edge of the focal adhesion.   

 

Following Geiger’s general lead Bruinsma presents a detailed statistical mechanics model of integrins 

working as substrate stiffness sensors to control the conversion of an initial adhesion to a focal complex.  

Bruinsma’s model assumes an ECM bound integrin molecule and an actin filament traveling at a constant 

rate.  The integrin and actin molecules stochastically bind and unbind in a weak – “passive” – bond, thus 

defining a mechanical diffusion time during which the integrin and actin are weakly bound.  The constant 

motion of the actin filament results in a ramped force applied to the integrin and through the integrin to 

the ECM.  The total force is determined by the force loading rate of the traveling actin and the 

mechanical diffusion time.  The key issue, however, is how the force is distributed between the integrin 

and the ECM.  If the ECM is particularly compliant, the integrin molecule will be able to move with the 

actin filament, thus transferring most of the force to the ECM.  However, if the ECM is particularly stiff, 

the integrin will be unable to move far and a much greater proportion of the force will be applied across 

the integrin.  The greater level of force will switch the integrin’s conformation into a strong – “active” – 

bond with the actin that does not break apart after the mechanical diffusion time and enables the creation 

of a focal adhesion at the site of the active integrin-actin bond.  This process is akin to a fisherman 

setting a hook.  This model is supported by structural studies showing that integrins can exist in two 

distinct confirmations [67-69]; however, vinculin [70, 71], talin [73], pp60src [74] and fibronectin [49, 75-

78] – all present in focal adhesions – have also been observed in two conformations.   

 

These theoretical efforts have launched a search for the molecular switch, or more likely switches, that 

mediate mechanotransduction.  Tyrosine phosphorylation of focal adhesion proteins has been a focal 

point of the search so far [260].  The Geiger group has identified tyrosine phosphorylation of paxillin as a 
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critical regulator of focal adhesion formation.  Integrin activation has been shown to lead to tyrosine 

phosphorylation of paxillin, thus creating a possible link to a force switch.  More compelling, from the 

mechanotransduction perspective, is the Sheetz group’s work with p130Cas.  First they noted tyrosine 

phosphorylation of p130Cas is involved in force activation of the Rho GTPase Rap1 [261].  Recently, 

they observed marked enhancement of phosphorylation of p130Cas in a mechanically extended state and, 

using an antibody specific to the extended p103Cas, correlated the mechanically extended state with 

regions of spreading cells where higher forces are expected [52].  Much work remains to be done to 

understand the full role of p130Cas in mechanotransduction and the likelihood of other 

mechanotranduction mechanisms in focal adhesion regulation [262]. 

 

High resolution force-time records of ECM compliance sensing and response events will provide useful 

information; for instance, the magnitude of the forces needed to drive a decision event will indicate the 

rough number of molecular switches involved or the rate of force generation will yield information about 

how forces are regulated.  I believe that we can also determine the identity of the molecules driving the 

force events in a data trace using the library of known molecular-mechanical force signatures that I 

propose building.   

 

5.3 Long term vision 

 

The cytoskeleton is extensively coupled, mechanically and chemically, to all organelles within a cell and 

many, if not all, signaling networks within a cell [54].  Given such coupling it is expected that many subtle 

changes within a cell will be reflected in subtle changes in cellular mechanics and force dynamics.  High 

resolution force monitoring of cell mechanics with SCPFM has significant potential for studying and 

monitoring many aspects of a cell’s physiology because of the extensive coupling between the 

cytoskeleton and the rest of the cell.  It also has potential to advance the discovery and development of 

pharmaceuticals.  Real-time cytoskeleton monitoring, with molecular or near-molecular sensitivity, 
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enabled by SCPFM, could be used for high-content phenotypic screening of pharmaceuticals with far 

greater sensitivity than existing technologies [263], which should have a dramatic impact by helping detect 

subtle side effects early in the drug discovery process.  In addition to broad screening techniques, SCPFM 

may aid in the development and refinement of specific treatments for diseases that are related to 

cytoskeleton regulation such as treating cancer by preventing metastasis or cell division – e.g., refining 

taxol related compounds – as well as cardiovascular disease and others [264].  

 

5.3.1 High-denstiy, high-throughput pharmaceutical screening 

 

High Content Screening (HCS) and High Throughput Screening (HTS) are closely related methods of 

scientific experimentation widely used in drug discovery.  Both rely on using screening assays against 

large libraries of compounds [263].  HTS refers to the automation required to perform millions of 

experiments in parallel, while HCS refers to the complexity of the assay, particularly assays that are 

defined spatially and temporally in the context of the structural and functional integrity of each individual 

cell within an array of cells [265].  Existing HTS/HCS systems are large, robotic and expensive.  

Microfluidics is a promising technology for further streamlining, automating and reducing reagent 

consumption within HTS/HCS and numerous efforts have begun in this direction [266, 267].  

Fluorescence imaging is the standard for data extraction used in almost all HTS/HCS systems [268-270]. 

 

Mechanical response is used as an assay in drug discovery through tissue constructs which monitor the 

contraction of large populations of cells [271, 272].  There are, however, numerous key differences 

between using tissue constructs and NEMS force sensors for phenotypic screening.  Tissue constructs 

operate on large populations of cells.  This presents an advantage in that a single experiment is already 

working with a statistically significant population of cells; however, the result is a low resolution, coarsely 

averaged response.  Subtle effects, especially negative side effects, may be missed.  Another drawback of 

tissue constructs is that they are slow to form and grow: three days to a week are typically needed to 
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prepare cells for a screening test.  Tissue constructs are also quite large compared to NEMS force 

sensors; as such they require relatively large quantities of reagents (mili-Liters versus nano-Liters) and are 

not amenable to large scale integration/automation nor to simultaneous fluorescent microscopy, and thus 

are not useful for HTS/HCS.  SCPFM, however, can be automated, integrated with microfluidics and 

applied in large arrays, and thus offers a promising route to extract richer data than existing HTS/HCS 

systems [273]. 

 

The basic application of NEMS force sensors to phenotypic screening goes as follows: first, cells are 

allowed to adhere to the force sensor and a baseline measurement of cellular force is obtained.  Then 

cells are exposed to one or more potential pharmaceutical reagents, introduced in a carefully controlled 

manner using the integrated micro-fluidics, and the effects of the reagent/s on the force exerted by the 

cell is monitored.  Since the cytoskeleton couples to so many aspects of a cell’s physiology, the force 

provides a broad but highly sensitive measure of affect by the reagent/s.  Fluorescent microscopy can be 

performed in parallel, thus SCPFM can be compatible and complimentary to existing screening methods.  

The principle advantage of NEMS force sensors for phenotypic screening is the high sensitivity to 

perturbations of the cellular cytoskeleton.  This means that NEMS force sensors will be sensitive to 

subtle effects of potential pharmaceutical reagents that other screening methods will miss.  This offers 

the potential to detect subtle side effects before costly clinical trials as well as the potential to detect 

subtle activity that is desired in potential pharmaceuticals. 
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Appendix 1:  Beam deflection derivation 

 

For a long rod, L >> w, t, with moment of inertia I, Young’s modulus E, that is bent in a small deflection  

by a force per length FL in the ŷ direction and stretched by a force G in the x direction the deflection of 

the neutral centerline of the rod in the ŷ direction is determined by the equation of equilibrium:  
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(A3-1)

When the applied force is a point force, it is easier to work with the shearing force FSh, and integration of 

equation (A3-1) achieves this:  
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The first case I will treat is a doubly clamped beam with no tension and a point force F applied at the 

midpoint.  So, I solve equation (A3-2) with T = 0 and f = F/2 over the range 0 ≤ x ≤ L/2 because the 

beam’s deflection will be symmetric around x = L/2,.  The boundary conditions are ΔY(x=0) = 

ΔY’(x=0) = ΔY’(x=L/2) = 0.  Thus, equation (AI-2) reduces to  
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I integrate equation (A3-3) twice to get  
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then apply boundary conditions ΔY’(x=0) = ΔY’(x=L/2) = 0 to determine a and b:  
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A final integration and the last boundary condition, ΔY(x=0) =0, yields the solution:  
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The second case is a doubly clamped beam with tension from a force G and a point force F applied at the 

midpoint.  The conditions are identical to the first case except G ≠ 0.  Equation (A3-2) becomes  
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By inspection, the first derivative must be of the form  
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I integrate equation (A3-8) to get  
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Next apply boundary conditions ΔY(x=0) = ΔY’(x=0) = ΔY’(x=L/2) = 0 to determine a, b and c and 

thus the solution for the deflection of the center line is  
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Appendix 2:  All-polymer fabrication process details  
 

I. Sacrificial Cr/Au/Cr layer  
a. 3” test grade wafer, single side polished 
b. ebeam evaporator, P < 2x10-6 T  

i. 10Å Ti 
ii. 500Å Au (tantalum crucible) 
iii. 500Å Cr 

II. Alignment Marks I: Photo lithography  
a. Photo lithography 

i. 180C 5 min 
ii. Spin Az5124e  

1. 300/20/84 
2. 5000/60/10k 

iii. Bake 95C 5 min 
iv. Expose MA6 2s “Alignment 03”  vacuum-contact mode 
v. Bake 115C 2 min 
vi. Expose MJB-3 80s flood 
vii. Develop MIF 327 60s 
viii. Stop h2o 
ix. Dry N2 

b. EBeam evaporate, P < 2x10-6 T 
i. 25Å (on TM) Cr  
ii. 2000Å (on TM) Au 

c. Liftoff 
i. ACE @ 65C ~ 10min 
ii. Rinse ACE 

d. Clean 
i. ACE w/US 3 min 
ii. IPA ~ 2 min 
iii. Met ~ 1 min 
iv. Dry N2 
v. UVOC @ 100C 10min 

III. Su8 Layer 1: Beam Bottom 
a. UVOC @ 65C 5 min  
b. Spin Su8-2000.2  

1. 300/20/84 
2. 2000/60/10k 

ii. Bake 95C 1 min 
c. Expose MA6 (hard contact) 180s “Su8 Beams 2 – Su8 Beam Layer 3”   
d. Quanta beamwrite 

i. “Su8B4_0905_BB.RF6”  (alignment mark set 1) 
ii. HT=10KV, ss=2.0 (20-40pA), mag=350 
iii. Dose = 5 μC/cm2 
iv. Target beam thickness: 200nm 

e. Rest 60 minutes before developing 
f. Develop Su8 developer 60s  

i. Rinse ACE 
ii. Rinse IPA 
iii. Stop IPA 
iv. Rinse MET 
v. Dry N2 
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g. Hardbake 
i. 180C ~1hour 

IV. Metallization I: Piezoresistive Strain-Gauge 
a. Spin AP300  

i. 300/20/84 
ii. 4000/60/252 

b. Spin PMMA 
i. Spin 495 A5  

1. 300/20/84 
2. 4000/60/10k 

ii. Bake 180C 1 min 
iii. Spin 950 A2  

1. 300/20/84 
2. 4000/60/10k 

iv. Bake 180C 5 min 
c. Quanta beamwrite  

i.  “Su8B4_0905_PZR.RF6”  (alignment mark set 1) 
ii. HT=30KV, ss=4.0 (400-600 pA), mag=350 
iii. Dose = 550 μC/cm2 

d. Develop 3:1 IPA:MIBK 60s 
i. Rinse IPA 
ii. Dry N2 

e. Ebeam Evaporate (PBASE < 2x10-6 T)  
i. 10 Å Ti   
ii. 300Å Au   
iii. cool ~5 minutes before venting chamber 
iv. target metal thickness: 30nm 

f. Liftoff in TCE at RT 
i. Soak overnight 
ii. Agitate w/pipette to push metal away from sample 
iii. Fresh TCE @ 65C 10 min 
iv. Rinse ACE 

g. Clean  
i. ACE 3 min (in ultrasound) 
ii. IPA 1 min 
iii. Met 1 min 
iv. N2 dry 

h. Remove AP300 
i. 10% BOE, ~5-8s 
ii. Gently rinse with H2O 
iii. N2 dry 

V. Su8 Layer 3: Beam Top 
a. UVOC @ 65C 2 min 
b. Spin  Su8-2000.2 

1. 300/20/84 
2. 2000/60/10k 

ii. Bake 95C 1 min 
c. Quanta beamwrite 

i.  “Su8B4_0905_BT.RF6”  (alignment mark set 2)  
ii. HT=10KV, ss=2.0 (20-40 pA), mag=350 
iii. Dose = 7 μC/cm2 
iv. Target beam thickness: 400nm total 
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d. Rest 60 min 
e. Develop Su8 developer 60s  

i. Rinse ACE 
ii. Rinse IPA 
iii. Stop IPA 
iv. Rinse MET 
v. Dry N2 
vi. Hard Bake: 180C ~1 hr 

VI. Metallization II: Cell Lamellipodium Pad 
a. Spin AP300 

i. 300/20/84 
ii. 4000/60/252 

b. Spin PMMA  
i. Spin 495 A5  

1. 300/20/84 
2. 4000/60/10k 

ii. Bake 180C 1 min 
iii. Spin 950 A2  

1. 300/20/84 
2. 4000/60/10k 

iv. Bake 180C 5 min 
c. Quanta beamwrite 

i.  “Su8B4_0822_PAD.RF6”  (alignment mark set 2) 
ii. HT=30KV, ss=4.0 (400-600 pA), mag=350 
iii. Dose = 700 μC/cm2 

d. Develop 3:1 IPA:MIBK 60s  
i. Rinse IPA 
ii. Dry N2 

e. Ebeam Evaporate (PBASE < 2x10-6 T)  
i. 10 Å Ti   
ii. 300Å Au   
iii. cool ~5 minutes before venting chamber 
iv. target metal thickness: 30nm 

f. Liftoff in TCE at RT 
i. Soak overnight 
ii. Agitate w/pipette to push metal away from sample 
iii. Fresh TCE @ 65C 10 min 
iv. Rinse ACE 

g. Clean  
i. ACE 5 min 
ii. IPA 1 min 
iii. Met 1 min 
iv. Air dry 

h. Remove AP300 
i. 10% BOE, ~5-8s 
ii. Gently rinse with H2O 
iii. N2 dry 

VII. Metallization III: Conductors 
a. Photo lithography 

i. Check that spinner is clean & dry!!  Have experienced PMGI adhesion trouble when 
PMMA residue is in spinner bowl. 

ii. Spin PMGI SF-9 
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1. 300/84/20 
2. 3000/252/40 
3. Bake 180C 1 min 

iii. Spin PMGI SF-9 
1. 300/84/20 
2. 3000/252/40 
3. Bake 180C 5 min 

iv. Spin Az5124e 
1. 300/84/20 
2. 5000/840/70 

v. Bake 95C 2 min 
vi. Expose MA6 hard contact 8s  “Su8 Beams – Metal 04” 
vii. Bake 110C 2 min 
viii. Expose MJB-3 60s flood 
ix. Develop MF-CD 26 3 min (develop immediately – do not wait overnight! 3 min exactly 

& do not agitate during development) 
x. Stop h2o 
xi. Dry N2 

b. Ebeam Evaporate, PBASE  < 1x10-6 T 
i. UVOC @ 65C 5 min 
ii. Goal of 800nm, break into multiple evaps to avoid over heating. 
iii. Repeat 4 times: 

1. 200nm Au at 2-4 Å/s 
2. wait ~60 min to cool and for pressure to drop: P < 1x10-6 T 

iv. cool in evaporator 45 minutes after last evaporation 
c. Liftoff 

i. Remover PG @ RT ~60 min 
ii. Agitate w/pipette 
iii. Remove metal with tweezers 
iv. Fresh Remover PG ~ 10 min 

d. Clean 
i. ACE 3 min 
ii. IPA 1 min 
iii. Met 1 min 
iv. N2 dry 

e. Softbake to remove liftoff solvent from Su8 without damaging gold 
i. Ramp 20C  150C @ 6C/hr and hold 36 hours   
ii. Ramp 150C  20C @ fast, turn off hotplate 

VIII. Su8 Layer 3: Well – thin/adhesion layer 
a. UVOC @ 65C 2 min 
b. In Watson 173: 

i. Spin Su8-2000.5 
1. 300/84/30 
2. 1000/60/252 

ii. Soft Bake  95C 1min 
iii. Expose MA6 8s “Su8 Beams – Su8 Well 04”  
iv. Post exposure bake   

1. 95C 1 min 
v. Develop Su8 developer 1 min 
vi. Rinse ACE 
vii. Rinse IPA 
viii. Stop IPA 
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ix. Rinse ETOH 
x. Dry N2 

IX. Su8 Layer 3: Well – thick  
a. In Watson 173: 

i. Spin Su8-2050 
1. 400/84/30 
2. 2000/60/10k 

ii. Rest 60 min 
iii. Soft Bake (9/11 9a) 

1. Ramp RT  35C 5min 
2. Ramp 35C  45C 5min 
3. Ramp 45C  55C 240min 
4. auto shutoff & cool to room temp 

iv. Expose MA6 55s “Su8 Beams – Su8 Well 05” (9/11 5p) 
v. Rest overnight 
vi. Post exposure bake  

1. Ramp RT  40C 10min 
2. Ramp 40C  55C 10min 
3. Ramp 55C  65C 120min 
4. auto shutoff & cool to room temp 

vii. Develop Su8 developer 2 min 
viii. Rinse ACE 
ix. Rinse IPA 
x. Stop IPA 
xi. Rinse ETOH 
xii. Dry N2 
xiii. Check with scope to confirm developing is complete!  Develop longer if 

necessary. 
xiv. Target SU-8 thickness: 60-80 µm 

b. Hardbake  
i. Ramp 20C  95C 4 hrs @ 100C/hr 
ii. Ramp 95C  20C @ 100C/hr 

X. Release 
a. Wet, including wells 

i. Immerse in ETOH 
1. Confirm vias are wet 

ii. Quickly transfer to water 
1. Confirm with scope that wells are still wet 

b. Etch 
i. Quickly transfer to Cr etchant 

1. confirm that beams release ok 
ii. Etch  

1. should take 6-7 hours if stresses optimally balanced 
c. Clean 

i. Immerse H2O in CPD holder 
1. use CPD holder top that allows curling 

ii. Immerse H2O in CPD holder 
iii. Immerse IPA in CPD holder 
iv. Tousimis CPD with 20 min purge 

XI. Adhere to Glass Substrate 
a. Prep glass slide 

i. No. 1 cover glass, 18, 22 or 25mm square 
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ii. sping 10:1 PDMS 
1. 6000/60/15 

iii. bake 80C 25 min 
b. Apply beams to PDMS using stamp 
c. Softbake (hotplate with cover) 

i. Preserve beams, but not cells: 
1. Ramp 20C  80C @ 5C/hr overnight 
2. Ramp 80  20C @ 5C/hr 

ii. Preserve cells, but not beamss: 
1. Ramp 20C  120C @ 5C/hr hold at temp 48+ hours 
2. Ramp 120  20C @ 5C/hr 
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Appendix 3:  Silicon nitride membrane fabrication process details  
 

I. Metallization I: Alignment Marks  
a. Photo lithography 

i. HMDS vapor prime 
ii. Spin Az5124e  

1. 300/20/84 
2. 5000/60/10k 

iii. Bake 95C 5 min 
iv. Expose MA6 2s “Alignment 04” low- vacuum-contact mode 
v. Bake 115C 2 min 
vi. Expose MA6  10s flood 
vii. Develop CD-26 50s 
viii. Stop h2o 
ix. Dry N2 

b. Electron beam evaporate: P ~  3x10-7 T 
i. 20Å (on TM) Ti  
ii. 800Å (on TM) Au 

c. Liftoff 
i. ACE @ RT 1 hr 
ii. Rinse ACE 

d. Clean 
i. ACE w/US 3 min 
ii. IPA ~ 2 min 
iii. Met ~ 1 min 
iv. Dry N2 
v. UVOC @ 100C 10min 

II. Metallization II: Cell PAD 
a. Spin PMMA 

i. Spin 495 A5  
1. 300/20/84 
2. 4000/60/2k 

ii. Bake 180C 1 min 
iii. Spin 950 A2  

1. 300/20/84 
2. 4000/60/2k 

iv. Bake 180C 5 min 
b. EBPG beamwrite  

i.  “LAYOUT-PAD-0307.COM”  
ii. beam: 54na 
iii. Dose = 1100 μC/cm2 

c. Develop 3:1 IPA:MIBK 60s 
i. Rinse IPA 
ii. Dry N2 

d. Ebeam Evaporator –  (PBASE ~ 8x10-7 T)  
i. 20Å Ti (4Å on TM#5; from carbon crucible) 
ii. 275Å Au (250Å on TM#5; from tungsten boat) 
iii. cool ~10 minutes before venting chamber 

e. Liftoff in TCE  
i. TCE @ RT overnight 
ii. Rinse TCE 

f. Clean  



 113

i. ACE 3 min (in ultrasound) 
ii. ACE 1 min 
iii. IPA 1 min 
iv. Met 1 min 
v. N2 dry 
vi. UVOC @ 100C 5 min  

III. Polymer I: Beam Top 
a. Optional quick clean: 

i. Rinse ETOH 
ii. N2 dry 
iii. 120C ~ 5min 

b. Wafers A & B: Spin SU-8 3005 
i.  Spin 14:1 Su8-3005 – (140nm formulation) 

1. 300/20/84 
2. 3000/60/1k 

ii. Bake 95C 2 min 
iii. Expose MA6 20s flood 
iv. Bake 95C 2 min 
v. Develop Su8 developer 60s  

1. Rinse ACE 
2. Rinse IPA 
3. Stop IPA 
4. Rinse MET 
5. Dry N2 

vi. Hardbake 
1. 95C  180C Watson Hotplate ~ 2 hour 

IV. Metallization III: Piezoresistive Strain-Gauge 
a. Spin AP300  

i. 300/20/84 
ii. 4000/60/252 

b. Spin PMMA 
i. Spin 495 A5  

1. 300/20/84 
2. 4000/60/10k 

ii. Bake 180C 1 min 
iii. Spin 950 A2  

1. 300/20/84 
2. 4000/60/10k 

iv. Bake 180C 5 min 
c. Height error work around: Ebeam Evaporate (PBASE  7x10-7 T)  

i. 80Å Cr  (30Å on TM#5; from carbon crucible) 
ii. cool ~5 minutes before venting chamber 

d. EBPG beamwrite 
i. “LAYOUT-PZR-0307.COM” 
ii. beam: 5na1 
iii. Dose = 1150 μC/cm2 
iv. *slight increase in dose to compensate for Cr layer. 

e. Develop 3:1 IPA:MIBK 60s 
i. Rinse IPA 
ii. Dry N2 

f. Ebeam Evaporate (PBASE  2x10-7 T)  
i. 10 Cr  (monitor read: 4 Å on film 5) (from carbon crucible) 
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ii. 500Å Au  (monitor read: 400 Å on film 5) (from tungsten boat) 
iii. cool ~10 minutes before venting chamber 

1. Check film setting!!!!!!!!!!!!!!!!!!!!!!! 
g. Liftoff in TCE  

i. TCE @ RT overnight 
ii. Rinse TCE 

h. Clean  
i. ACE 3 min (in ultrasound) 
ii. IPA 1 min 
iii. Met 1 min 
iv. N2 dry 

i. Remove AP300  
i. 1% BOE 10s – careful not to over etch!! 
ii. Gently rinse with H2O 
iii. N2 dry 

V. Polymer II: Beam Bottom 
a. Wafers A & B: Spin SU-8 3005 

i. UVOC 65C 2min 
ii.  Spin 14:1 Su8-3005 – (140nm formulation) 

1. 300/20/84 
2. 3000/60/1k 

iii. Bake 95C 2 min 
iv. Expose MA6 20s flood 
v. Bake 95C 2 min 
vi. Develop Su8 developer 60s  

1. Rinse ACE 
2. Rinse IPA 
3. Stop IPA 
4. Rinse MET 
5. Dry N2 

vii. Hardbake 
1. 95C  180C Watson Hotplate ~ 2 hour 

VI. Etch Pattern Beams  
a. Rinse ETOH 
b. Dry 120C ~5min 
c. Spin AP300  

i. 300/20/84 
ii. 4000/60/252 

d. Spin PMMA 
i. Spin 495 A5  

1. 300/20/84 
2. 4000/60/10k 

ii. Bake 180C 1 min 
iii. Spin 950 A2  

1. 300/20/84 
2. 4000/60/10k 

iv. Bake 180C 5 min 
e. Height error work around: Ebeam Evaporate (PBASE  7x10-7 T)  

i. 80Å Cr  (30Å on TM#5; from carbon crucible) 
ii. cool ~5 minutes before venting chamber 

f. EBPG beamwrite 
i. “LAYOUT-BEAM-0307.COM”  
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ii. 53na beam 
iii. Dose = 1200 μC/cm2 
iv. *slight increase in dose to compensate for Cr layer. 

g. Develop 3:1 IPA:MIBK 60s 
i. Rinse IPA 
ii. Dry N2 

h. Evaporate (PBASE  ~ 2x10-7 T)  
i. 300Å Ti (75Å on TM#5; carbon crucible) 

1. It is critical that there be NO cracks in the mask layer! 
ii. profilometer:  

i. Liftoff in TCE  
i. TCE RT overnight 
ii. Rinse TCE 

j. Clean  
i. ACE 3 min (in ultrasound) 
ii. IPA 1 min 
iii. Met 1 min 
iv. N2 dry 

k. MicroRIE polymer etch 
i. CF4 & O2 

1. O2 30 sccm 
2. CF4 7 sccm 
3. power 5%    
4. 140s 

ii. O2 only – without breaking vacuum 
1. O2 30 sccm 
2. power 5% 
3. 120s 

a. B: 3min O2, break vac check under scope, 2.5min more. 
b. C: 2 min O2, break vac check under scope, 1min more. 

iii. confirm with AFM – skip AFM has trouble, visually very good. 
l. Remove metal etch mask 

i. Chrome mask: 
1. Cr etchant (CR-7S) ~2min 
2. Gently rinse with H2O 

ii. Ti mask: 
1. 10% BOE – 30s 
2. Gently since with H2O 

m. Remove AP300  
i. 1% BOE 10s – careful not to over etch!! 
ii. Gently rinse with H2O 
iii. N2 dry 

n. Clean  
i. ACE 3 min (in ultrasound) 
ii. IPA 1 min 
iii. Met 1 min 
iv. N2 dry 

VII. Metallization V: Conductors 
a. Photo lithography 

i. Check that spinner is clean & dry!!  Have experienced PMGI adhesion trouble when 
PMMA residue is in spinner bowl. 

ii. Spin PMGI SF-9 
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1. 300/84/20 
2. 3000/252/40 
3. Bake 190C 5 min 

iii. Spin Az5124e 
1. 300/84/20 
2. 3000/840/70 

iv. Bake 95C 2 min 
v. Expose MA6 hard contact 8s  “PB01 – Metal 05” 
vi. Bake 115C 2 min 
vii. Expose MA6 10s flood 
viii. Develop MF-CD 26 4 min (develop immediately – do not wait overnight! 3 min exactly 

& do not agitate during development) 
ix. Stop h2o 
x. Dry N2 
xi. MicroRie: 30sccmO2, 7sccmCF4, 10% pw, 15s. 

b. Ebeam Evaporate (PBASE  < 3x10-7 T)  
i. 20 Cr  (8Å on TM#5; tungsten boat)  
ii. 5000Å Au  (monitor read: 45000 Å on film 5) (from tungsten boat) 

1. 1-3 Å/s 
iii. cool ~45 minutes before venting chamber  

c. Liftoff 
i. Remover PG 3 hours 
ii. Agitate with pipette 
iii. Ultra sound 1 min 
iv. Back into Remover PG 1 hour more 
v. Fresh Remover PG ~ 2 min  

d. Clean 
i. ACE 3 min w/US 
ii. IPA 1 min 
iii. Met 1 min 
iv. N2 dry 

e. Remove Au defects 
i. Au etchant applied with q-tip ~10min 
ii. Rinse H2O 
iii. Dry N2 

VIII. KOH Etch-Mask Pattern 
a. Etch Mask – MicroRIE  

i. Vapor deposit AP001 2 min 
ii. Spin Az9245 

1. 3000/60/1000 
iii. bake 110C 2 min 
iv. Expose MA6 Hard Contact (PB1_WinMemb02_590) 60s  

a. PR is getting old, higher dose to compensate (previously 44s) 
2. BSA alignment objective placement: 
3. Left: (24.42, 50.66) 
4. Right: (21.94, 50.31) 
5. (don’t forget the pedal!!!) 

v. Develop Az400 4:1  4min 
vi. Stop H2O 
vii. N2 Dry 

b. Etch Mask – KOH  
i. MicroRIE SiN etch 
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1. O2 3.5 sccm 
2. CF4 25 sccm 
3. power 15% (~100mW) 

a. time: 4min 
ii. Rinse ACE 
iii. ACE w/US 3 min 
iv. Rinse ACE 
v. Rinse IPA 
vi. Rinse MET 
vii. N2 dry 

IX. KOH Etch 
a. Remove oxide from KOH windows (If time has passed since etch mask patterning) 

i. MicroRIE SiN etch 
1. O2 3.5 sccm 
2. CF4 25 sccm 
3. power 15% (~100mW) 
4. time: 15s 

b. KOH solution: 
i. 1kG KOH pellets, 2.5L water 
ii. 85C probe temp 
iii. 250rpm stirbar; preferably using bi-directional stirrer. 
iv. 4 hours to clear Si. 

c. Additional etch time as necessary until window to alignment marks. 
i. Assume lateral etch rate of 8um/hour 

X. Beam Release 
a. MicroRIE SiN etch: 

i. O2 3.5 sccm 
ii. CF4 25 sccm 
iii. power 10% (~80W) 
iv. 140s 

b. MicroRIE  SiN Selective etch: 
i. CF4 10 sccm 
ii. Power 10% 
iii. 10-60s intervals until membranes grey/white; rotate wafers to improve 

uniformity. 
1. deep blue ~ 90s 
2. red/purple ~ 60s 
3. pea green ~ 40s 
4. yellow/grey ~20s 

c. Selective wet etch release: 
i. Wet in H2O. 
ii. 0.1% HF @ 80C 

1. Facedown 
2. stir/agitate by pipetting HF into via regions every 20 min 
3. 2 hours 

iii. Rinse H2O. 
d. Critical Point Dry 

i. Soak H2O 
ii. Soak IPA 
iii. Critical Point Dry:  

1. single wafer: 20min purge. (wafer facing down) 
2. double wafer: 30min purge. 
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e. Check resistance of each device on probe station. 
f. Dice 

XI. Adhere to Glass Substrate 
a. Prep glass slide 

i. No. 1 cover glass 22 or 25mm square 
ii. sping 10:1 PDMS 

1. 6000/60/15 
iii. bake 80C 25 min 
iv. apply to PDMS with tweezers.   
v. Bake: 80C overnight. 
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Appendix 4:  Microfluidics fabrication process molds  
 
Incubator Layer Mold 
Layer 1: humidity & CO2 lines 

Su8-2005  300/20/84 
  1000/60/1k 
65C 2 min 
95C 5 min 
MJB-3: 2.5min, FC20_Inc20  CAS02 
65C 1 min 
95C 3 min 
Su8 Dev ~15 sec 
rinse ACE 
rinse IPA 
stop IPA 
hard bake 180C 2 hours 

 
Flow Layer Mold 
Layer 1: high resistance flow lines 

Su8-2005  300/20/84 
  1000/60/1k 
65C 2 min 
95C 5 min 
MA6: 24s, FC20 Flow SU8 10um 2  
65C 1 min 
95C 3 min 
Su8 Dev ~20 sec 
rinse ACE 
rinse IPA 
stop IPA 
hard bake ~ 1 hour 

layer 2: flow 
hmds prime 
Az50   300/30/84 
  1000/60/1k 
rest ~2 min  
65C 2 min (no petri dish) 
115C 8 min 
65C 2 min 
cool 5+ min 
MA6: 80s, FC20_Flow2 – az50 4layer 
dev in 3:1 h2o:2401 for 5 min 
stop h2o 
hard reflow bake: 20C  200C @ 180C/hr, hold 4 hours, 200C  20C @ 180C/hr 

layer 3: leaks & vias 
Su8-2025 400/30/84 
  1600/60/252 
65C 2 min 
95C 5 min 
MA6: 28s, FC20_Flow SU8 – 30u 2 
65C 2 min 
95C 4 min 
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Su8 Dev 1½  min 
rinse ACE 
rinse IPA 
stop IPA 
hard bake 2 hour 180C 

 
Control Layer Mold 
Layer 1: lines 

Su8-2010  300/20/84 
  2000/60/1k 
65C 2 min 
95C 5 min 
MA6: 24s, FC20 Control1 – 10u 
65C 1 min 
95C 3 min 
Su8 Dev ~20 sec 
rinse ACE 
rinse IPA 
stop IPA 
hard bake 180C 2 hours 

Layer 2: valves 
Su8-2025 300/20/84 
  2500/60/252 
rest ~5 min 
65C 2 min 
95C 5 min 
MA6: 20s, FC20_Control25um3 
 (5” IronOx mask) 
65C 1 min 
95C 3 min 
Su8 Dev 2-3 min 
rinse ACE 
rinse IPA 
stop IPA 
hard bake 180C 2 hours 

Layer 3: vias 
Su8-2050 400/30/84 
  1600/60/252 
rest ~5 min 
65C 5 min 
95C 12 min 
MA6: 44s, FC20_Control3 – 60u 
65C 5 min 
95C 8 min 
Su8 Dev 4 min 
rinse ACE 
rinse IPA 
stop IPA 
N2 dry 
hard bake 180C 2 hours 

 
Base Layer Mold 
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Layer 1: flow 
Su8-5  300/20/84 
 1000/60/10k 
65C 2 min 
95C 5 min 
MA6: 16s, FC20_Base1a – 10u 
65C 1 min 
95C 3 min 
Su8 Dev 1 min 
rinse ACE 
rinse IPA 
stop IPA 
hard bake ~ 1 hour 

Layer 2: vias 
Su8-2025 300/20/84 
  2000/60/252 
rest ~5 min 
65C 3 min 
95C 6 min 
MA6: 20s, FC20_Base2 – 30u 
65C 2 min 
95C 4 min 
Su8 Dev 4 min 
rinse ACE 
rinse IPA 
stop IPA 
hard bake ~ 1 hour 



 122

Appendix 5:  Microfluidics fabrication process soft lithography  
 
Incubator Layer 
 5:1 (40g A : 8g B) 
 mix: 1 min; de-foam: 5 min 
 pour: 32.5g 
 pump: 30 min 
 bake 80C: 45min 
Flow Layer 
 5:1 same batch as incubator 
 350/60/10 
 rest ~ 10min 
 bake 80C: 20min 
 cool ~ 8min 
 20:1 (20g A : 1g B) 
 2000/60/15 
 bake 80C: 25min 
Control Layer 
 25:1 (25.0g A : 1.0g B) 
 mix: 2 min; de-foam: 2 min 
 1300-1500/60/15 
  1300 for Flow16 
  1500 for Flow15 
 rest: 60+ min 
 bake 80C: 45min 
Base Layer 
 30:1 (25.0g A: 1.0g B) 
 mix: 2 min; de-foam: 2 min 
 3000/60/15 
 rest: 60+ min 

bake 80C: 45 min 
 

Bake Incubator & Flow 
Cut, tape & align 
Bake 80C: Inc/Flow & control for 45 min 
Cut, tape & align. 
Bake 80C: Inc/Flow/Control for 60 min 
Cut, punch with Schmidt press, tape & bake base; then align. 
Bake 80C: Inc/Flow/Control/Base for 1-3hrs 
Cut, dice, tape & align to substrate. 
Bake 80C: Inc/Flow/Control/Base/substrate 36+ hours 
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Appendix 6:  Additional dynamics data 

(Figure 36) 

 
Figure 36. The complete data set of step rate versus force for the contraction and relaxation cycles. 
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(Figure 37) 

 
Figure 37. Step time, flat time and transition time (see Figure 34) for the contraction and relaxation cycles.  
I was looking for changes in the flat versus transition dynamics as a function of force, but nothing is 
jumping out at me.  
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