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Abstract 

     Concurrency is a special kind of analog circuit parallelism that uses a single circuit with 

necessary bandwidth to process multiple signals at the same time. Concurrent radios offer a 

higher data rate and improved system diversity.  Our comprehensive treatment comprises 

proposals for potential transceiver architectures, invention of circuit blocks, and provisions 

of innovative analysis methods.   

     The analysis of concurrent circuits are often complex.  To simplify noise analysis, a 

ܴேమ -vector space is first proposed to re-formulate the N-port network noise modeling 

problem. Any internal physical source inside the noisy network contributes a small vector 

in the defined ܴேమ-vector space, and the aggregate statistical behavior of this noisy network 

can be viewed as the vector sum of these vectors.  Applying this concept to FET noise 

modeling leads to several modified FET noise models, in which three uncorrelated noise 

sources are sufficient to describe the statistical behavior of an intrinsic FET. The use of 

these new FET models can simplify the analysis, simulation, and optimization of low noise 

systems without sacrificing accuracy.  

      Broadband low-noise amplifier is a critical block in concurrent receiver systems.  We 

propose a novel low-noise weighted distributed amplifier (WDA) topology, which uses the 

internal finite-impulse-response filtering inside a conventional distributed amplifier to 

partially suppress internal thermal noise.  A distinct advantage of this topology is its 

tolerance to input parasitic capacitance which can be used to provide good electro-static 

discharge (ESD) protection without sacrificing its noise performance and power 



 

 

viii
consumption. A compact 3.1─10.6 GHz WDA IC is built on a 130 nm CMOS process.  

Experimental results show 2.3─4.5 dB NF at 23 mW power consumption.  

     Using concurrency in wireless link can boost communication data rate. As a proof-of 

concept, we propose dynamically scalable concurrent communication by dividing the 7.5 

GHz bandwidth of the unlicensed 3.1─10.6 GHz spectrum into seven concurrent channels.  

A CMOS octa-core RF receiver is implemented to validate the idea.  Based on the receiver 

measurement results, a wireless link can be built to achieve a 16 Gbps channel limit at five 

meter TX-RX distance at 400 mW power consumption. 

     Tunable concurrency can improve the receiver diversity. A prototype 6─18 GHz 

concurrent tunable dual-band phased array receiver element IC is proposed and built on a 

130 nm CMOS process.  Experimental results demonstrate successful dual-band RF 

reception within a low band (6─10.4 GHz) and high band (10.4─18 GHz) with 300 MHz 

baseband bandwidth.  A final four-element phased array receiver built from the prototyped 

ICs shows an array pattern with worst-case 21 dB peak-to-null ratio across all frequencies. 

     Concurrency can also be used to achieve multi-beam reception by providing multiple 

phase-shifts for each RF signals and combining them separately at baseband outputs. A 

10.4─18 GHz concurrent dual-beam phased array receiver is proposed based on this 

concept, and is implemented on a 130 nm CMOS process. A final four-element phased 

array system shows successful concurrent dual-beam reception at the same RF frequency.  
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Chapter 1: Introduction 
 

     In the history of integrated circuits, there have been so many times that people doubt its 

future: “Are we approaching the physical limit of lithography?”; “Will gate leakage current 

stop us from scaling?”; “Will parasitics from metal interconnection dramatically degrade 

the performance of an advanced process?”; “Will IC become too complex for designers to 

handle in limited time?”; “Will electronics stop improving/evolving?”; etc. Technological 

innovations like optical-proximity correction, phase-shift mask, strain silicon, high-K gate 

oxide, metal gate, low-K dielectric, VLSI synthesis, fast-SPICE algorithm [60], etc., have 

been invented at a convenient time to solve these issues.  At the moment this thesis is 

written, it is fortunate to see this industry continue to roll at its projected speed without any 

sign of slowing down.  It is the creativity and hardwork of scientists and engineers that 

expand the frontier of technologies. 

      The continuing improvement of semiconductor technology also enables the 

advancement of wireless communication electronics.  The ability to achieve higher 

transistor switching speed, higher system-integration and complexity levels offers both 

design opportunities and challenges to communication engineers to explore and develop 

innovative IC and products.  In consumer markets, we witnessed the burgeoning of pagers 

give way to the overwhelming rule of cell phones in the last two decades.  In military and 

academia, bulky radar systems made from discrete modules have been integrated into  
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single-chip silicon-based solutions that do the same tasks. It is exciting to expect more 

wireless concepts, products, and applications in the near future. 

     Two major challenges in wireless broadband communication are how to increase system 

diversity and how to improve broadband radio spectrum efficiency.  In this thesis, we will 

present a unique view on solving these challenges by using concurrency in analog/RF 

frontend circuitry. Concurrency is a special type of analog circuit parallelism that uses a 

single circuit with necessary bandwidth to process multiple signals at a same time. Our 

treatment comprises of the definition of such novel radios, formulation of their particular 

characteristics, proposals for potential transceiver architectures, invention of circuit blocks, 

and provisions of innovative analysis methods.  Throughout the discussions, our theoretical 

findings are verified with experimental implementation of the developed concepts. 

     The contributions of our study include the development of original concepts and new 

theoretical findings together with practical implications in the area of integrated broadband 

concurrent multi-band radio systems. 

1.1. Organization 

     This thesis is dedicated to the study of circuits and systems for wireless concurrent 

communication in the context of RF/Analog circuitry. Chapter 2 and Chapter 3 will 

emphasize circuit-level problems, research and solutions. The analysis of concurrent 

circuits are often complex, and simplification will be a necessary step to analyze them. In 

Chapter 2, we will review the general N-port noise modeling problem, which is a common 
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problem for low-noise system design. A vector space for a general noisy N-port is proposed 

to visualize the noise modeling process as series of vector summation.  A general noisy 

two-port is used as an example to further explain the idea.  Applying the noisy two-port to 

the modeling of intrinsic FET leads to several possible modified FET noise models, in 

which three uncorrelated noise sources are sufficient to describe the statistical behavior of 

an intrinsic FET. A comparison between the proposed modified FET noise model, Van der 

Ziel’s noise model, Pospieszalski’s noise model, and the BSIM4 model is also presented. 

     Low-noise amplifier (LNA) is a critical building block in wireless concurrent 

communication. In Chapter 3, we propose the low-noise weighted distributed amplifier 

(WDA) topology. A distinct advantage of this topology is its tolerance to input parasitic 

capacitance which can be utilized to provide electro-static discharge (ESD) protection 

without sacrificing its noise performance and power consumption.  The proposed modified 

FET noise model is applied to simplify noise analysis, simulation, and optimization of the 

design of a 3.1―10.6 GHz WDA, and a compact test IC is built on a 130 nm CMOS 

process.  Experimental results will be presented which verify the design.  

     Chapters 4, 5 and 6 are focused on system-level research. In Chapter 4, we will present 

the use of concurrency to boost communication data rate. As a proof-of-concept, we 

propose dynamically scalable concurrent communication by dividing the 7.5 GHz 

bandwidth of the unlicensed 3.1―10.6 GHz spectrum into several concurrent channels. A 

CMOS octa-core RF receiver is implemented to verify the concept.  Measurement results 

of this receiver will be provided, which indicate that a wireless link can be built based on 
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this architecture to achieve a 16 Gbps channel limit at five meter TX-RX distance at 400 

mW power consumption. 

     Chapter 5 and Chapter 6 apply concurrency in phased array systems to increase its 

diversity.  Chapter 5 introduces the scalable concurrent tunable dual-band phased array 

receiver.  Design challenges against achieving concurrent tunable dual-band RF signal 

reception will be studied first, and their alternative solutions will be discussed.  A prototype 

6―18 GHz receiver element IC is implemented on a 130 nm CMOS process.  

Experimental results of a single receiver element as well as a final four-element phased 

array receiver will be demonstrated. 

     A phased array receiver can achieve spatial filtering at the system output; however, it 

should be noted that information from different incoming angles are intact before the 

combining of phase-compensated receiver array outputs.  Chapter 6 introduces a concurrent 

multi-beam phased array receiver which utilizes this property to achieve concurrent multi-

beam reception.  This topology allows us to share the antenna, RF frontend, and LO 

circuitry.  A prototype receiver IC has been implemented and measured to verify the 

concept.  A final four-element phase array receiver is built based on the receiver IC which 

proves the possibility of concurrent multi-beam reception.   

     Last but not least, a summary of the thesis highlights will be given in Chapter 7 to 

conclude this thesis.  
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Chapter 2: Noisy Network Modeling Using Only 

Uncorrelated Sources 
 

     Thermal fluctuations of electric charges inside all conductors generate a measurable 

physical electrical potential between any two ends of the conductors. This random 

potential was first observed by Johnson in experiments [1], and later Nyquist postulated a 

black-body radiation thought experiment to relate its noise voltage power to the 

resistivity of the conductor.  Based on Nyquist’s derivations, the average noise power of 

the conductors is ேܸ
ଶതതതത ൎ 4݇ܶΔܴܨ for ݂ ا ௞்

௛
 [2].  Here, ݇ is the Boltzmann constant, ܶ is 

the temperature of the resistor, Δܨ is the measurement bandwidth, ܴ is the resistivity, ݂ is 

the frequency of noise in concerns, and ݄ is Planck’s constant.  If an electrical experiment 

is carried at room temperature (ܶ ൌ ܭ300 ), ௞்
௛
ൌ ݖܪܶ 6.24  suggests ேܸ

ଶതതതത ൎ 4݇ܶΔܴܨ 

holds for microwave and millimeter wave ranges. 

     Since all electronics are built on circuit networks, which are composed of different 

elementary functional blocks (like resistors, inductors, transistors, etc.) with conducting 

wires, this electrical noise is an inevitable part of any physical electronics system. In 

other words, electrical signals processed by any electronics systems will be accompanied 

with this background thermal noise.  For the electronics to work properly, a minimum 

signal-to-ratio requirement has to be met. This suggests that thermal noise places a lower 

bound on the dynamic range of any electronics system.  
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      For all practical purposes, either time-invariant or time-variant, noise can be viewed 

as a small signal deviation from the case when noise is absent.  Thus, linearization around 

the operating point is usually utilized to simplify the noise analysis. Circuit theory of 

linear noisy networks has been thoroughly studied by Haus and Adler for more than fifty 

years [3]. If so, why would it be worth it to us to dedicate one chapter in this thesis to 

discuss it? 

     Classical noisy network theory is compact in its mathematical form; however, this 

compactness makes arbitrary noisy networks difficult to implement in electronic design 

automation (EDA) tools. In Section 2.1, we will briefly review classical circuit theory of 

linear noisy network. In Section 2.2, we will look at the classical problem from a new 

perspective by defining vector space for arbitrary noisy networks.  Once we do so, it 

becomes clear that there several possible noisy networks equivalent to the same noisy 

network, and we can choose the one that is easiest for EDA implementation to use for 

noise modeling. In Section 2.3, we will show a general two-port noisy network example. 

We then apply this two-port example for modeling a noisy FET in Section 2.4.  This 

gives rise to several equivalent modified noise models for FET.  In Section 2.5, we will 

compare our proposed models to three other commonly used FET noise models, namely: 

the Van der Ziel’s model, Pospieszalski’s model, and the BSIM4 holistic noise model.  

We summarize main points of this chapter in Section 2.6. 
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2.1. Circuit Theory of Linear Noisy Network 

     For any arbitrary N-port linear network with internal independent sources, output 

signals consist of the parts that are linearly proportional to the input signals and the other 

parts contributed by the internal independent sources.  Without the loss of generality, we 

can express this input-output relationship using the admittance matrix in frequency domain: 

  ࡵ ൌ ࢂࢅ ൅ .࢙ࡵ (2.1.1)  

ࢂ :is the Laplace-transformed input voltages vector ࢂ      ൌ ሾݒଵሺݏሻ ሻݏଶሺݒ …    .ሻሿ்ݏேሺݒ

ࡵ :is the Laplace-transformed output currents vector ࡵ ൌ ሾ݅ଵሺݏሻ ݅ଶሺݏሻ …  ݅ேሺݏሻሿ்.  ࢙ࡵ 

is the Laplace-transformed output currents vector due to the independent sources: ࢙ࡵ ൌ

ሾ݅௦ଵሺݏሻ ݅௦ଶሺݏሻ …  ݅௦ேሺݏሻሿ். Superscript operator ሾሿ் denotes the transpose of a matrix 

[4].  Laplace-transform of a time domain signal is defined as [5]:  

  ݁௠ሺݏሻ ൌ ׬ ݁௠ሺݐሻ
ାஶ
଴ష ڄ ݁ି௦௧ ڄ .ݐ݀ (2.1.2) 

 :is the Laplace-transformed admittance matrix ࢅ

  ࢅ ൌ ൦

ሻݏଵଵሺݕ ሻݏଵଶሺݕ
ሻݏଶଵሺݕ ሻݏଶଶሺݕ

… ሻݏଵேሺݕ
… ሻݏଶேሺݕ

ڭ ڭ
ሻݏேଵሺݕ ሻݏேଶሺݕ

ڰ ڭ
… ሻݏேேሺݕ

൪, (2.1.3) 

with its matrix element ݕ௠௡ሺݏሻ ؠ
డ௜೘ሺ௦ሻ
డ௩೙ሺ௦ሻ

. 

     If we apply the inverse Laplace-transform to Equation (2.1.1), we will get the time-

domain representation of the linear network: 

  ሻݐሺࢂ ൌ ሻݐሺࢅ כ ሻݐሺࡵ ൅ .ሻ࢚ሺ࢙ࡵ (2.1.4)  
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     Here, ࢂሺݐሻ ൌ ሾݒଵሺݐሻ ሻݐଶሺݒ … ሻሿ்ݐேሺݒ ሻݐሺࡵ , ൌ ሾ݅ଵሺݐሻ ݅ଶሺݐሻ … ݅ேሺݐሻሿ் , and 

ሻݐሺ࢙ࡵ ൌ ሾ݅௦ଵሺݐሻ ݅௦ଶሺݐሻ … ݅௦ேሺݐሻሿ் .  And the time-domain admittance matrix will 

become: 

  ሻݐሺࢅ ൌ ൦

ሻݐଵଵሺݕ ሻݐଵଶሺݕ
ሻݐଶଵሺݕ ሻݐଶଶሺݕ

… ሻݐଵேሺݕ
… ሻݐଶேሺݕ

ڭ ڭ
ሻݐேଵሺݕ ሻݐேଶሺݕ

ڰ ڭ
… ሻݐேேሺݕ

൪.  (2.1.5)  

     The matrix elements of ࢂሺݐሻ, ࡵሺݐሻ, ࢙ࡵሺݐሻ, and ࢅሺݐሻ are the time-domain representations 

of the original matrix elements. The כ symbol in Equation (2.1.4) is the matrix convolution 

operator defined as:  

  ெൈ௄࡭ כ ௄ൈே࡮ ؠ ቀ∑ ׬ ܽ௠௞ሺ߬ሻ ڄ ܾ௞௡ሺݐ െ ߬ሻ௧ା
଴ష

௄
௞ୀଵ ڄ ݀߬ ቁ.  (2.1.6) 

      In a linear noisy network modeling problem, these independent sources’ contribution to 

the outputs are random processes.  In general, arbitrary random processes are complex to 

describe. Fortunately, in the case of electronic thermal noise, wide-sense stationary (WSS) 

property is held. The statistical behavior of WSS random processes can be fully described 

by their autocorrelation and cross-correlation functions, which are defined as [6]: 

  ሺ߬ሻ࡯ ൌ ݐ௦்ሺܫሻݐ௦ሺܫ൛ܧ ൅ ߬ሻതതതതതതതതതതതതൟ ൌ ሺܿ௠௡ሻ (2.1.7)  

  ܿ௠௡ሺݐሻ ൌ ݐሻଓ௡ሺݐ൛݅௠ሺܧ ൅ ߬ሻതതതതതതതതതതതതൟ. (2.1.8)   

     If we take the Fourier-transform of the correlation matrix of Equation (2.1.7), we will 

get the cross-spectral density matrix: 

  ሺ߱ሻ࡯ ൌ ൫ܿ௠௡ሺ߱ሻ൯ ൌ ൫׬ ܿ௠௡ሺτሻ ڄ eି୨னத ڄ dτ
ஶ
ିஶ ൯.  (2.1.9)   
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     Thus, for any arbitrary linear noisy network, we can reduce it to Equation (2.1.1) and 

Equation (2.1.4), with the statistical description of its noise behavior given by Equations 

(2.1.8) and (2.1.9).  

2.2. Defining Vector Space for Linear Noisy Network 

          Based on the theory introduced in Section 2.1, classical noisy network modeling and 

analysis approach starts with reducing any given complex network into the compact 

general form.  One application of this general form is to derive the minimum achievable 

noise figure for a general two-port noisy network by Adler and Haus [3]. In addition, one 

of the major applications of noisy network modeling is to describe the noise behavior of 

active devices, like transistors.  Van der Ziel reduces the thermal noise contributed by the 

distributed resistors in a FET’s channel to a two-port general form [7] [8]. 

 

Figure 2.1: Different noisy networks might be able to reduce to the same compact 

network form. 
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     Often in low-noise circuit designs, we will have to resort to EDA software to help us 

calculate the noise performance of a complex circuit system.  Though reducing an 

elementary noisy network into a compact general form is neat in its mathematical 

expression, the correlation terms in Equations (2.1.7) and (2.1.9) between different noise 

sources are difficult to implement. What has been pointed out before is that it is possible 

for several different physical noisy networks to be reduced to a same general compact 

network (see example Figure 2.1).  In other words, though these physical noisy networks 

may have different internal structures and noise sources, their network behaviors and 

statistical properties will be exactly the same when looking from the external world.  Since 

different noisy network structures have different implementation difficulties, it makes it 

possible to choose to use the noisy network structure that is easiest to implement. However, 

we have to answer the problem: How do we find such a network in a systematic way?  In 

order to answer this question, we have to look at the compact noisy network of Equation 

(2.1.4) from a different perspective. 

     The independent noise sources ݅௦ଵሺݐሻ, ݅௦ଶሺݐሻ, … ݅௦ேሺݐሻ in Equation (2.1.4) are physical 

signals.  They can be measured by connecting N ideal current meters to measure their 

short-circuit currents. This means that ݅௦ଵሺݐሻ, ݅௦ଶሺݐሻ, … ݅௦ேሺݐሻ are real random processes. 

Since these random processes are real, their cross-correlation function will satisfy:  

ܿ௠௡ሺ߬ሻ ൌ ݐሻଓ௡ሺݐ൛݅௠ሺܧ ൅ ߬ሻതതതതതതതതതതതൟ ൌ ݐሼ݅௡ሺܧ ൅ ߬ሻ݅௠ሺݐሻሽ ൌ ݐሻଓ௠ሺݐ൛݅௡ሺܧ െ ߬ሻതതതതതതതതതതതതൟ ൌ ܿ௡௠ሺെ߬ሻ.   

Taking the Fourier transform of c୫୬ሺτሻ, we will get c୫୬ሺωሻ ൌ c୬୫ሺωሻതതതതതതതതതത.  This means that 
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c୫୬ሺωሻ and c୬୫ሺωሻ are a complex conjugate pair. So the cross-correlation matrix will 

satisfy: 

  ሺ߬ሻ࡯ ൌ .ሺെ߬ሻ்࡯ (2.2.1) 

And the cross-spectral density matrix satisfies: 

  ሺ߱ሻ࡯ ൌ ሺ߱ሻതതതതതതതത்࡯ ؠ .ሺ߱ሻכ࡯ (2.2.2) 

The ሾሿכ operator takes the complex conjugate of the transpose of operand, and gives the 

adjoint matrix of the operand matrix [4]. In addition, the diagonal elements of the cross 

spectrum are real, since c୫୫ሺωሻ ൌ c୫୫ሺωሻതതതതതതതതതത. 

     Based on these discussions, we can define ܿ௠௡ሺ߱ሻ ؠ ௠௡ሺ߱ሻݎ ൅ ௠௡ሺ߱ሻ for mݔ݆ ൏ ݊, 

௠௡ሺ߱ሻݔ ൌ 0 for m ൌ n, and ܿ௠௡ሺ߱ሻ ൌ ܿ௡௠ሺ߱ሻതതതതതതതതതത ൌ ௡௠ሺ߱ሻݎ െ ௡௠ሺ߱ሻ for mݔ݆ ൐ ݊.  And 

௠௡ሺ߱ሻݎ  and ݔ௠௡ሺ߱ሻ  are real functions.  So, the cross-spectral density matrix can be 

written as: 

 

ሺ߱ሻ࡯ ൌ

൮

ଵଵሺ߱ሻݎ ଵଶሺ߱ሻݎ ൅ ଵଶሺ߱ሻݔ݆ … ଵேሺ߱ሻݎ ൅ ଵேሺ߱ሻݔ݆
ଵଶሺ߱ሻݎ െ ଵଶሺ߱ሻݔ݆

ڭ
ଵேሺ߱ሻݎ െ ଵேሺ߱ሻݔ݆

ଶଶሺ߱ሻݎ … ଶேሺ߱ሻݎ ൅ ଶேሺ߱ሻݔ݆
ڭ ڰ ڭ

ଶேሺ߱ሻݎ െ ଶேሺ߱ሻݔ݆ … ேேሺ߱ሻݎ

൲. 
(2.2.3)   

At a given frequency ߱, we can use ܰଶ real values to represent an N-port noisy network’s 

noise behavior. 

     All physical noise sources inside an arbitrary N-port network are uncorrelated to each 

other internally. In Equation (2.1.4), ݅௦ଵሺݐሻ, ݅௦ଶሺݐሻ, … ݅௦ேሺݐሻ  has nonzero correlation 

because we are trying to model a complex internal network structure using a much simpler 

mathematical expression. Without the loss of generality, we assume that an arbitrary N-port 
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network has M uncorrelated noise sources, namely: ݁௡ଵሺݐሻ, ݁௡ଶሺݐሻ, … , ݁௡ெሺݐሻ .  And 

ሻݐ൛݁௡௜ሺܧ ڄ ݁௡௝ሺݐሻൟ ൌ 0  for ݅ ് ݆ .  We can calculate the output currents 

݅௦ଵሺݐሻ, ݅௦ଶሺݐሻ, … ݅௦ேሺݐሻ as functions of these internal noise sources.  

 

݅ଵ௦ሺݐሻ ൌ ݄ଵଵሺݐሻ כ ݁௡ଵሺtሻ ൅ ݄ଵଶሺݐሻ כ ݁௡ଶሺtሻ ൅ ሻݐଵெሺ݄ڮ כ ݁௡ெሺtሻ 

݅ଶ௦ሺݐሻ ൌ ݄ଶଵሺݐሻ כ ݁௡ଵሺtሻ ൅ ݄ଶଶሺݐሻ כ ݁௡ଶሺtሻ ൅ ሻݐଶெሺ݄ڮ כ ݁௡ெሺtሻ 

… 

݅ே௦ሺݐሻ ൌ ݄ேଵሺݐሻ כ ݁௡ଵሺtሻ ൅ ݄ேଶሺݐሻ כ ݁௡ଶሺtሻ ൅ ሻݐேெሺ݄ڮ כ ݁௡ெሺtሻ 

(2.2.4)  

Here, ௝݄௞ሺݐሻ is the impulse response from the internal noise source ݁௡௞ to the output short-

circuit current ௝݅௦ with all ports shorted.  * is the convolution operator. The power spectral 

density of current sources: ݅௦ଵሺݐሻ, ݅௦ଶሺݐሻ, … ݅௦ேሺݐሻ can be calculated to be: 

 
௜ܵೕೞ,௜ೕೞሺωሻ ൌ ห ௝݄ଵሺ߱ሻห

ଶ ڄ ܵ௡ଵሺ߱ሻ ൅ ห ௝݄ଶሺ߱ሻห
ଶ ڄ ܵ௡ଶሺ߱ሻ

൅ ൅หڮ ௝݄ெሺ߱ሻห
ଶ ڄ ܵ௡ெሺ߱ሻ.

(2.2.5)  

Here, ௜ܵೕೞ,௜ೕೞሺωሻ ؠ ׬ ሼܧ ௝݅௦ሺ߬ሻ ڄ ௝݅௦ሺݐ െ ߬ሻሽାஶ
ିஶ ڄ ݁ିఠ௧ ڄ ݐ݀ , ܵ௡௠ሺωሻ ؠ ׬ ሼ݁௡௠ሺ߬ሻܧ ڄ

ାஶ
ିஶ

݁௡௠ሺݐ െ ߬ሻሽ ڄ ݁ିఠ௧ ڄ and ௝݄௞ሺ߱ሻ ,ݐ݀ ൌ ׬ ௝݄௞ሺݐሻ ڄ ݁ି௝ఠ௧ ڄ ݐ݀
ାஶ
଴ .  We use the fact that all 

physical networks are causal. Similarly, we can calculate the cross-spectral density of the 

current sources: 

 
௜ܵೕೞ,௜೜ೞሺ߱ሻ ൌ ௝݄ଵሺ߱ሻ݄௤ଵכ ሺ߱ሻ ڄ ܵ௡ଵሺ߱ሻ ൅ ௝݄ଶሺ߱ሻ݄௤ଶכ ሺ߱ሻ ڄ ܵ௡ଶሺ߱ሻ ൅

൅ڮ ௝݄ெሺ߱ሻ݄௤ெכ ሺ߱ሻ ڄ ܵ௡ெሺ߱ሻ.
(2.2.6)  

Comparing Equations (2.2.3), (2.2.5), and (2.2.6), we realize that ݎ௝௝ ൌ ௜ܵೕೞ,௜ೕೞሺ߱ሻ, ݎ௝௤ ൌ

ܴ݁ሼ ௜ܵೕೞ,௜೜ೞሺ߱ሻሽ , and ݔ௝௤ ൌ ሼ݉ܫ ௜ܵೕೞ,௜೜ೞሺ߱ሻሽ  for ݆ ൏ ݍ .  If we define the ܰଶ -tuples 

ሺݎଵଵ, ,ଵଶݎ ,ଵଶݔ … , ,ଵேݎ ,ଵேݔ ,ଶଶݎ … , ,ଶேݎ ,ଶேݔ … ,  ேேሻ as a vector, the total noise behavior ofݔ
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the N-port noisy network can be related to the magnitude of individual internal noise 

sources by: 

 
ۏ
ێ
ێ
ێ
ۍ
ଵଵሺ߱ሻݎ
ଵଶሺ߱ሻݎ
ଵଶሺ߱ሻݔ

ڭ
ےேேሺ߱ሻݎ

ۑ
ۑ
ۑ
ې

ൌ

ۏ
ێ
ێ
ێ
ۍ |݄ଵଵሺ߱ሻ|ଶ |݄ଵଶሺ߱ሻ|ଶ
ܴ݁ሼ݄ଶଵሺ߱ሻ݄ଵଵכ ሺ߱ሻሽ ܴ݁ሼ݄ଶଶሺ߱ሻ݄ଵଶכ ሺ߱ሻሽ

… |݄ଵெሺ߱ሻ|ଶ
… ܴ݁ሼ݄ଶெሺ߱ሻ݄ଵெכ ሺ߱ሻሽ

כሼ݄ଶଵሺ߱ሻ݄ଵଵ݉ܫ ሺ߱ሻሽ כሼ݄ଶଶሺ߱ሻ݄ଵଶ݉ܫ ሺ߱ሻሽ
ڭ ڭ

|݄ேଵሺ߱ሻ|ଶ |݄ேଶሺ߱ሻ|ଶ

… כሼ݄ଶெሺ߱ሻ݄ଵெ݉ܫ ሺ߱ሻሽ
ڰ ڭ
… |݄ேெሺ߱ሻ|ଶ ے

ۑ
ۑ
ۑ
ې

ேమൈெ

൦

ܵ௡ଵሺ߱
ܵ௡ଶሺ߱
ڭ

ܵ௡ெሺ߱ሻ

൪. 

(2.2.7) 

 

Figure 2.2: Noise contributions from the internal physical noise sources to the 

external world can be interpreted as the sum of several noise vectors in the defined 

vector space. 
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     Now, if we define the ܰଶ-tuples ሺݎଵଵ, ,ଵଶݎ ,ଵଶݔ … , ,ଵேݎ ,ଵேݔ ,ଶଶݎ … , ,ଶேݎ ,ଶேݔ … ,  ேேሻ asݔ

ܴேమ-vector space, we can interpret the noise process in the N-port noisy network such that 

each internal noisy source ݁௡௞ contributes a small vector in the defined ܴேమ-vector space.  

And the total noise behavior of the N-port noisy network is the vector sum of these small 

vectors contributed by all internal noise sources.  In Figure 2.2, we use an example of N-

port network with seven internal physical noise sources to demonstrate the concept. 

     There are several implications of interpreting an arbitrary noisy network in this manner. 

First of all, if two noisy networks with different internal noise sources accumulate to a 

same-summed noisy vector, their statistical behavior would be the same from the external 

world. As shown in Figure 2.2, network 1 and network 2 have different internal structures, 

and different number of noise sources.  The contribution of these noise sources inside the 

two noisy networks will correspond to two different “trajectories” in the defined ܴேమ -

vector space.  However, since their vector sums point to the same point in the vector space, 

network 1 and network 2 have the same statistical behavior. 

     Now, since a ܴேమ -vector space can be used to interpret an arbitrary N-port noisy 

network, if we can find a set of ܰଶ noise sources, which are uncorrelated with each other  

and are linearly independent in the ܴேమ-vector space, we can completely model an N-port 

noisy network.  The requirement of ܰଶ  uncorrelated noise sources is the worst case 

scenario.  If the rank of the noisy network is smaller than ܰଶ, some of these noise sources 

are unnecessary.    
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     One final remark before the end of this section: There are several different network 

representations of an N-port linear noisy network, and in this section, we choose the 

admittance matrix representations and define the ܴேమ -vector space based on it.  If we 

choose a different network representation, say the impedance matrix, we will get a different 

ܴேమ-vector space.  However, they are mathematically equivalent and can be converted to 

one another by a linear transformation. 

     In the next section, we will use this concept to model a two-port noisy network as a 

general two-port example. 

2.3. Example: A Two-Port Noisy Network 

     Classical approach of two-port noise modeling reduces a given noisy network into 

Equation (2.1.1). Due to the correlation between the two elements in 

࢙ࡵ ൌ ሾ݅௦ଵሺݏሻ ݅௦ଶሺݏሻሿࢀ, special efforts need to be taken in order to simulate an arbitrary 

noisy two-port network.  One possible method is to utilize two correlation admittances at 

the input port to decorrelate the two noisy sources [9], as shown in Figure 2.3. The 

overhead of this approach is the necessity of constructing an “embedding” network. 
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Figure 2.3: Two correlation admittances are used to decorrelate the two noisy sources. 

 

Figure 2.4: A controlled source is used to implement a noisy two-port network.  

          Another commonly used approach is to separate the second noise source (݅ௌଶ) into a 

part that is fully correlated with the first noise source (݅ௌଵ) and an other part (݅௨ௌଶሻ that is 

totally uncorrelated with ݅ௌଵ , as shown in Figure 2.4. A controlled source is used to 

introduce the correlation between two correlated noise sources (݅ௌଵ and ܥ ڄ ݅ௌଵ). 
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     We can also use the concept introduced in Section 2.2 to model an arbitrary noisy 

network with ܰଶ ൌ 4 (ܰ ൌ 2ሻ noise sources.  As shown in Figure 2.5(a), we have an 

arbitrary physical two-port linear noisy network, with some arbitrary internal circuit 

connections and physical noise sources. The classical approach reduces the given network 

into a compact form shown in Figure 2.5(b) as a basis for circuit analysis. If we define a 

ܴସ -vectors space by grouping ൣ ௜ܵೄభሺ߱ሻ ܴ݁൛ ௜ܵೄభపೄమതതതതሺ߱ሻൟ ൛݉ܫ ௜ܵೄభపೄమതതതതሺ߱ሻൟ ௜ܵೄమሺ߱ሻ൧
்

, 

we can plot the contributions of the internal noise sources in Figure 2.5(a) in the ܴସ-vectors 

space as several small noisy vectors.  The overall statistical behavior of the given arbitrary 

network is thus a vector sum of these smaller noisy vectors, as shown in Figure 2.5(d). It 

should be noted that, for the convenience of plotting the concept, we use five internal noisy 

sources for the network in Figure 2.5(a).  In general, the number of noise sources inside the 

noisy network can be arbitrary. 
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Figure 2.5: (a) A physical two-port linear noisy network, (b) Compact form of a two-

port noisy network, (c) A two-port network with four uncorrelated noise sources, and 

(d) The conceptual plots of the noise vectors for (a) and (c) in an R4-space  

     Since any point in the defined ܴସ  vector space represents a particular statistical 

behavior, we can find another noisy network with four uncorrelated noise sources to match 

an arbitrary two-port network’s noise property. In Figure 2.5(c), we show one of the 

possible network choices. We choose this network topology for the convenience of 

modeling an FET.  In general, we can choose arbitrary four-noise sources as long they are 

linearly independent in the ܴସ-space.  To model an arbitrary two-port network with the 

network in Figure 2.5(c), we need to first relate ݅ௌଵ and ݅ௌଶ  in Figure 2.5(a) by ݒ௫ଵ, ,௫ଶݒ ݅௫ଵ 

, and ݅௫ଶ: 

+ -

⎥
⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡

2

1

2221

1211

2

1

V
V

YY
YY

I
I

⎥
⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡

2

1

2221

1211

2

1

V
V

YY
YY

I
I+ -



19 
 

 

 
݅ௌଵ ൌ െሺݕଵଵ ൅ ଵଶሻݕ ڄ ௫ଵݒ െ ଵଵݕ ڄ ௫ଶݒ ൅ ݅௫ଶ 

݅ௌଶ ൌ െሺݕଶଵ ൅ ଶଶሻݕ ڄ ௫ଵݒ െ ଶଵݕ ڄ ௫ଶݒ ൅ ݅௫ଵ െ ݅௫ଶ. 
(2.3.1)  

Based on Equation (2.3.1), we can calculate the spectral density and the cross spectral 

density of ݅ௌଵ and ݅ௌଶ in terms of ܵ௩ೣభ, ܵ௩ೣమ, ௜ܵೣభ, and ௜ܵೣమ . 

 

௜ܵೄభ ൌ ଵଵݕ| ൅ ଵଶ|ଶݕ ڄ ܵ௩ೣభ ൅ ଵଵ|ଶݕ| ڄ ܵ௩ೣమ ൅ ௜ܵೣమ 

௜ܵೄమ ൌ ଶଵݕ| ൅ ଶଶ|ଶݕ ڄ ܵ௩ೣభ ൅ ଶଵ|ଶݕ| ڄ ܵ௩ೣమ ൅ ௜ܵೣభ ൅ ௜ܵೣమ  

௜ܵೄభపೄమതതതത ൌ ሺݕଵଵ ൅ ଵଶሻݕ ڄ ሺݕଶଵ ൅ ଶଶሻതതതതതതതതതതതതതതതݕ ڄ ܵ௩ೣభ ൅ ଵଵݕ ڄ ଶଵതതതതݕ ڄ ܵ௩ೣమ െ ௜ܵೣమ 

(2.3.2)   

Grouping ൣ ௜ܵೄభሺ߱ሻ ܴ݁൛ ௜ܵೄభపೄమതതതതሺ߱ሻൟ ൛݉ܫ ௜ܵೄభపೄమതതതതሺ߱ሻൟ ௜ܵೄమሺ߱ሻ൧
்

 into an ܴସ  space, we 

can rewrite Equation (2.3.2) as: 

 
ۏ
ێ
ێ
ێ
ۍ ௜ܵೄభ
ܴ݁൛ ௜ܵೄభపೄమതതതതൟ
൛݉ܫ ௜ܵೄభపೄమതതതതൟ

௜ܵೄమ ے
ۑ
ۑ
ۑ
ې
ൌ

ۏ
ێ
ێ
ێ
ۍ ଵଵݕ| ൅ ଵଶ|ଶݕ ଵଵ|ଶݕ|

ܴ݁൛ሺݕଵଵ ൅ ଵଶሻݕ ڄ ሺݕଶଵ ൅ ଶଶሻതതതതതതതതതതതതതതതൟݕ ܴ݁ሼݕଵଵ ڄ ଶଵതതതതሽݕ
0 1
0 െ1

ଵଵݕ൛ሺ݉ܫ ൅ ଵଶሻݕ ڄ ሺݕଶଵ ൅ ଶଶሻതതതതതതതതതതതതതതതൟݕ ଵଵݕሼ݉ܫ ڄ ଶଵതതതതሽݕ
ଶଶݕ| ൅ ଶଵ|ଶݕ ଶଵ|ଶݕ|

0 0
1 1 ے

ۑ
ۑ
ۑ
ې

ۏ
ێ
ێ
ێ
ۍ
ܵ௩ೣభ
ܵ௩ೣమ
௜ܵೣభ
௜ܵೣమ ے
ۑ
ۑ
ۑ
ې
. 

(2.3.3)  

The criteria for the network in Figure 2.5(c) to have a solution is that the linearly 

independent condition needs to be hold.  Linearly independent condition can hold if and 

only if: 

  det

ۏ
ێ
ێ
ێ
ۍ ଵଵݕ| ൅ ଵଶ|ଶݕ ଵଵ|ଶݕ|

ܴ݁൛ሺݕଵଵ ൅ ଵଶሻݕ ڄ ሺݕଶଶ ൅ ଶଵሻതതതതതതതതതതതതതതതൟݕ ܴ݁ሼݕଵଵ ڄ ଶଵതതതതሽݕ
0 1
0 െ1

ଵଵݕ൛ሺ݉ܫ ൅ ଵଶሻݕ ڄ ሺݕଶଶ ൅ ଶଵሻതതതതതതതതതതതതതതതൟݕ ଵଵݕሼ݉ܫ ڄ ଶଵതതതതሽݕ
ଶଶݕ| ൅ ଶଵ|ଶݕ ଶଵ|ଶݕ|

0 0
1 1 ے

ۑ
ۑ
ۑ
ې
് 0.  (2.3.4)  

     In the next section, we will use this two-port noisy network example of Figure 2.5(c) to 

match a noisy intrinsic FET, based on Van der Ziel’s model. 
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2.4. A Modified FET Noise Model 

    Van der Ziel attributes the noise of an intrinsic FET to the distributed resistors inside the 

channel of a FET.  As summarized in Appendix 2.1 of this chapter, he reduced the 

aggregate distributed thermal noise into a drain thermal noise (݅ௌଵ) and an induced gate 

noise (݅ௌଶ).  Due to these two noises being generated from the same physical distributed 

resistors inside the channel, the drain noise and the gate noise are correlated.  His 

derivations show: 

  ௜ܵೄభሺ߱ሻ ൌ
4݇ܶൣ߱ ڄ ௚௦൧ܥ

ଶ

5݃ௗ଴
ڄ ߜ (2.5.1) 

  ௜ܵೄమሺ߱ሻ ൌ 4݇ܶ݃ௗ଴ ڄ ߛ (2.5.2) 

  ௜ܵೄభపೄమതതതതሺ߱ሻ ൌ j|c| ڄ ට ௜ܵೄభሺ߱ሻ ڄ ௜ܵೄమሺ߱ሻ. (2.5.3) 

For a long-channel FET, ߛ ൌ ଶ
ଷ

ߜ,  ൌ ସ
ଷ

, and coefficient ܿ ൌ ଵ
଺
ڄ ටସହ

଼
ൎ 0.395 .  For an 

intrinsic FET, its admittance matrix can also be found to be: 

  ܻሺ߱ሻ ൌ ൤݆߱ ڄ ݏ݃ܥ 0
݃௠ ݃ௗ௦

൨. (2.5.4) 

Note that, in Van der Ziel’s original derivations, the gate-to-drain capacitance ܥ௚ௗ  is 

extrinsic.       

     Based on the general two-port network example in Section 2.3, we can use four 

uncorrelated noise sources to model the Van der Ziel’s derived intrinsic FET model by 

solving: 
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  ۏ
ێ
ێ
ێ
ێ
ۍ ସ௞்ൣఠڄ஼೒ೞ൧

మ

ହ௚೏బ
ڄ ߜ

0

4kT|c|ωC୥ୱ ڄ ට
ఋఊ
ହ

4݇ܶ݃ௗ଴ ڄ ߛ ے
ۑ
ۑ
ۑ
ۑ
ې

ൌ

ۏ
ێ
ێ
ۍ ߱ଶܥ௚௦ଶ ߱ଶܥ௚௦ଶ

0 0
0 1
0 െ1

௚௦ሺ݃௠ܥ߱ ൅ ݃ௗ௦ሻ ௚௦݃௠ܥ߱
݃௠ଶ ݃௠ଶ

0 0
1 1 ے

ۑ
ۑ
ې

ۏ
ێ
ێ
ێ
ۍ
ܵ௩ೣೞ
ܵ௩ೣ೒
௜ܵೣ೏
௜ܵೣ೒೏ے

ۑ
ۑ
ۑ
ې
. 

(2.5.5)  

 

 

Figure 2.6: Three frequency-independent and uncorrelated sources are used to 

implement Van der Ziel’s FET noise model.  

This process is shown in Figure 2.6, and the solution of the above linear equations is: 

 

ۏ
ێ
ێ
ێ
ۍ
ܵ௩ೣೞ
ܵ௩ೣ೒
௜ܵೣ೏
௜ܵೣ೒೏ے

ۑ
ۑ
ۑ
ې
ൌ 4kT

ۏ
ێ
ێ
ێ
ێ
ێ
ۍ |௖|

௚೏ೞ
ටఋఊ

ହ
െ ௚೘ఋ

ହ௚೏బ௚೏ೞ

ఋ
ହ௚೏బ

െ |௖|
௚೏ೞ

ටఋఊ
ହ
൅ ௚೘ఋ

ହ௚೏బ௚೏ೞ

݃ௗ଴ߛ െ
ఋ௚೘మ

ହ௚೏బ
0 ے

ۑ
ۑ
ۑ
ۑ
ۑ
ې

.  (2.5.6)  

     There are several interesting characteristics of this solution.  First of all, ௜ܵೣ೒೏ ൌ 0, 

which means that we will only need three uncorrelated noise sources instead of four to 

1Si 2Si

xsv

xgv
xdi

xgdi
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implement Van der Ziel’s FET noise model. In addition, the nonzero noise sources: 

ܵ௩ೣ೒, ܵ௩ೣೞ , and  ܵ௩ೣ೏  are frequency independent, so they can be implemented using two 

white noise voltage sources and a white noise current source.  Since both white noise 

voltage source and white current voltage source are supported by almost all EDA tools, the 

modified FET model in Figure 2.6 can be easily implemented in an EDA design 

environment.  Furthermore, in the modified FET model, all three noise sources are 

uncorrelated with each other, this will make the hand calculation of a complex noisy 

network consisting of many FET transistors much easier.   

     As mentioned in Section 2.3, we can choose any four uncorrelated noise sources to 

model an arbitrary noisy two-port network, as long as these four noise sources are linearly 

independent in the ܴସ-vector space.  Figure 2.7 shows another modified FET noise model 

with four different noise sources: ݅ଵ௫, ݅ଶ௫, ݅ଷ௫, and ݒ௫.  Matching the Van der Ziel’s model 

with the noise model in Figure 2.7 (b), we will get the spectral density of these noise 

sources: 

 

ۏ
ێ
ێ
ێ
ۍ
ܵ௩ೣ
௜ܵభೣ
௜ܵమೣ
௜ܵయೣے
ۑ
ۑ
ۑ
ې
ൌ 4kT

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ ටఋఊ

ହ
ڄ ቀ |௖|

௚೘ା௚೏ೞ
ቁ

൫ωC୥ୱ൯
ଶ ڄ ቊ ஔ

ହ୥ౚబ
െ ටఋఊ

ହ
ڄ ቀ |௖|

௚೘ା௚೏ೞ
ቁቋ

gୢ଴γ െ ሺ݃௠ ൅ ݃ௗ௦ሻ ڄ |ܿ| ڄ ට
ఋఊ
ହ

0 ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

.  (2.5.7)  

This solution of ௜ܵభೣ has a frequency-dependent spectral density, but the overall solution is 

less sensitive to the value of ݃ௗ௦, as compared with the network in Figure 2.6. 
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Figure 2.7: Another modified FET noise model is also equivalent to Van der Ziel’s 

FET noise model.  

2.5. FET Noise Model Comparisons 

     In addition to Van der Ziel’s FET noise model, Pospieszalski’s [10][11] model and the 

holistic noise model in the Berkeley Short-channel IGFET Model-version 4 (BSIM4) [12] 

are two other commonly used FET noise models.  When modeling FET’s noise behavior, 

confusions between the underlying physical causes of the thermal noise, and the 

mathematical completeness of a given model in the Rସ-vector space should be clarified.   

Model Name Physical Explanation Mathematical Completeness 

Van der Ziel Noise from intrinsic FET is due 

to the distributed resistors in 

the channel. 

Use general admittance matrix 

with two correlated sources.  

Mathematically complete. 

Pospieszalski Noise of FET is generated by Use two uncorrelated sources. 
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drain conductance at 

temperature ܶீ , and the gate 

resistance at ஽ܶ. 

Mathematically incomplete. 

BSIM4 N/A Use two uncorrelated sources. 

Mathematically incomplete. 

Modified FET model with 

three uncorrelated sources 

N/A Use three uncorrelated sources. 

Mathematically incomplete. 

General two-port noisy model 

with four uncorrelated sources 

N/A Use four uncorrelated sources. 

Mathematically complete. 

 Table 2.1: Comparisons between FET noise models  

     On the one hand, both Van der Ziel’s and Pospieszalski’s models postulate the physical 

noise generation process inside a FET. A good physical noise model relates the structural 

parameters of a FET to its measurable noise behavior, and in the ideal scenario, the theory 

should match the measurement. On the other hand, we need to fit the noise measurement of 

a FET by our models, and a particular FET model may not have enough mathematical 

completeness to match the measurement. In other words, if the theory of noise process 

inside a FET deviates from what the real-world situation is, a particular noise model will 

not be able to fit it.  If the noisy network representation has a degree of freedom that is less 

than four, it may not be enough to match the measurement, since a noise parameter of a 

noisy network has a dimension of four. In measurement, the necessity of de-embedding the 

parasitic networks from the intrinsic FET in microwave frequencies and the random nature 

of a noise measurement further complicate the modeling process. We summarize the 

mathematical completeness of commonly used FET models in Table 2.1.  
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 Figure 2.8: Pospiezalski’s model, BSIM4 model, and modified FET noise model are 

fitted to the long-channel Van der Ziel’s model.  

     Another way to compare different FET models is to directly fit models to experimental 

results [13].  In this approach, the FET noise measurement itself may not be representative. 

Instead of fitting a particular FET measurement, we will do a mutual fitting between a 

chosen physical model and the rest of the FET models. The purpose of this comparison is 

to illustrate how insufficient degree of freedom might affect the noise modeling, but not to 

argue the correctness of a physical model. We would first assume we have a FET device 

which follows Van der Ziel’s long channel FET noise model with uniform channel 

temperature equal to ambient temperature T.  We then fit Pospiezalski’s model, the BSIM4 

model, and the modified FET models with the FET’s ௜ܵ೒, ௜ܵ೏ , and ௜ܵ೒ప೏തതത .  Both 
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Pospiezalski’s and the BSIM4 model have a dimension of two, so we will fit ௜ܵ೒ and ௜ܵ೏ 

and leave ௜ܵ೒ప೏തതത as a dependent variable. The model fitting process is shown in Figure 2.8. 

The fitting results are plotted on the normalized ቈ
ௌ೔೒

ௌ೔೒,ೇ೏ೋ
,

௜௠ቄௌ೔೒ഢ೏തതതതቅ

௜௠ቄௌ೔೒ഢ೏തതതതቅ,ೇ೏ೋ
,

ௌ೔೏
ௌ೔೏,ೇ೏ೋ

቉
்

vector space, 

as the noise vector summation from the internal uncorrelated noise sources. Here, ௜ܵ೒,௏ௗ௓ ൌ

ସ௞்ൣఠڄ஼೒ೞ൧
మڄఋ

ହ௚೏బ
 

௜ܵ೏,௏ௗ௓ ൌ 4݇ܶ݃ௗ଴ ڄ  and ,ߛ

݅݉ ቄ ௜ܵ೒ప೏തതതቅ,௏ௗ௓
ൌ |c| ڄ ට ௜ܵೄభሺ߱ሻ ڄ ௜ܵೄమሺ߱ሻ. 

ܴ݁ ቄ ௜ܵ೒ప೏തതതቅ is omitted because it is zero in Van der Ziel’s model.  The Van der Ziel’s noise 

model itself is plotted as a trajectory from the origin to reflect the fact that the FET’s noise 

is an aggregate behavior of the thermal noise generated from the distributed resistors inside 

the channel of a FET.  Comparison results are plotted in Figure 2.9. 
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Figure 2.9: FET noise modeling is viewed as vector summation in the normalized 

vector space. 

      From this comparison plot, we understand that the modified FET noise model matches 

Van der Ziel’s noise model, while both the BSIM4 and Pospieszalski’s model leave errors 

in ௜ܵ೒ప೏തതത.  This comparison agrees with the conclusions in [13]. 

2.6. Summary 

     In this chapter, we define a ܴேమ-vector space for an arbitrary noisy network, and prove 

that any internal physical sources inside the noisy network contribute a small vector in the 

defined ܴேమ-vector space, and the aggregate statistical behavior of this noisy network can 

be viewed as the vector sum of these small vectors. 
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     A general two-port noisy network is demonstrated as an example. Its application to 

modeling the FET leads to a modified noise model of the FET, in which three uncorrelated 

noise sources are sufficient to describe the statistical behavior of an intrinsic FET. 

Comparisons between the modified noise model and existing models show that our new 

model fits Van der Ziel’s model better than the others.  

Appendix 2.1: Van der Ziel’s FET Noise Model 

     Van der Ziel attributes the thermal noise of a FET to the distributed resistors inside the 

channel of an FET [7][8].  He also assumes quasi-stationary and a zero-order 

approximation of a noise perturbation inside the channel to simplify the calculation. These 

conditions are satisfied for normal FET operation, and Shoji [14] discusses when these 

conditions do not hold.  

     Now, if zero-order approximation inside a FET’s channel is assumed, a small 

perturbation due to the thermal noise generated by the distributed resistor at location ݔ଴ 

will give rise to a linear voltage perturbation distribution Δܸሺݔሻ along the channel on top of 

the DC equilibrium voltage ଴ܸሺݔሻ.  This Δܸሺݔሻ distribution is plotted in Figure 2.10. 

 

Figure 2.10: Linear voltage perturbation distribution along the channel of a FET due 

to a noise perturbation at x0 

)(xVΔ
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     Since the drain current of an FET is generated from the voltage gradient డ௏బ
డ௫

 along the 

channel, any perturbation in this voltage will generate a corresponding drain current 

perturbation ݅ௗ.  We can relate ݒ௡ሺݔ଴ሻ to ݅ௗ by solving the partial differential equations: 

 

߲ሾܩሺ ଴ܸሺݔሻሻΔܸሺݔሻሿ
ݔ߲

ൌ ݅ௗሺݐሻ 

Δܸሺ0ሻ ൌ 0 

Δܸሺܮሻ ൌ 0 

Δܸሺݔ଴ ൅ ሻݔ݀ ൌ Δܸሺݔ଴ሻ ൅ ,଴ݔ௡ሺݒ  .ሻݐ

(2.7.1)   

And we will get: 

 

Δܸሺݔሻ ൌ െ ௫ீڄሺ௏బሺ௫బሻሻ
௅ீڄሺ௏బሺ௫ሻሻ

ڄ ,଴ݔ௡ሺݒ ሻ for 0ݐ ൏ ݔ ൏  ଴ݔ

Δܸሺݔሻ ൌ െ ሺ௫ି௅ሻீڄሺ௏బሺ௫బሻሻ
௅ீڄሺ௏బሺ௫ሻሻ

ڄ ,଴ݔ௡ሺݒ  ଴ݔ ሻ forݐ ൏ ݔ ൏  ܮ

݅ௗሺݔ଴, Δݔ, ሻݐ ൌ െ ீሺ௏బሺ௫బሻሻ
௅

ڄ ,଴ݔ௡ሺݒ .ሻݐ

(2.7.2)   

Note that this noise current perturbation ݅ௗሺݐሻ is due to the resistance between ሺݔ଴, ଴ݔ ൅

Δݔሻ; we rewrite the ݅ௗሺݐሻ in Equation (2.7.1) as ݅ௗሺݔ଴, Δݔ,  ሻ in Equation (2.7.2).  We alsoݐ

rewrite the r.m.s. value of ݒ௡ሺݔ଴, ሻݐ  as ܧሼ|ݒ௡ሺݔ଴, Δݔ, ሻ|ଶሽݐ ൌ
ସ௞்୼ிڄ୼௫
ீሺ௏బሺ௫బሻሻ

.  Also note that, 

,଴ݔ௡ሺݒ ,଴ݔ௡ሺݒ ሻ is white noise, andݐ ,ଵݔ௡ሺݒ ሻ is uncorrelated withݐ ଴ݔ ሻ forݐ ്  :ଵ. Soݔ

 
,଴ݔ௡ሺݒሼܧ ,ݔ߂ ݐ ൅ ߬ሻ ڄ ,଴ݔ௡ሺݒ Δݔ, ఋሺఛሻڄ୼௫ڄሻതതതതതതതതതതതതതതതതሽ=ସ௞்୼ிݐ

ீሺ௏బሻ
 

,଴ݔ௡ሺݒ൛ܧ ,ݔ߂ ݐ ൅ ߬ሻ ڄ ,ଵݔ௡ሺݒ Δݔ, ሻതതതതതതതതതതതതതതതതൟݐ ൌ 0, for ݔ଴ ്  .ଵݔ
(2.7.3) 
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Drain noise due to resistance between ሺ࢞૙, ૙࢞ ൅  ሻ࢞ࢤ

In a long channel quasi-static model of FET, ܩ൫ ଴ܸሺݔሻ൯
ௗ௏బሺ௫ሻ
ௗ௫

ൌ  ଴ is satisfied along theܫ

channel for ݔ א ሾ0, ൫ܩ ሿ.  We also know thatܮ ଴ܸሺݔሻ൯ ൌ
ீ೏బ

௏ಸೄି௏೅ಹ
ڄ ሺܸீ ௌ െ ଴ܸሺݔሻ െ ்ܸ ுሻ  

where ܩௗ଴ ؠ ሺܸீߤ௢௫ܹܥ ௌ െ ்ܸ ுሻ .  To get the drain noise due to the noise voltage 

,଴ݔ௡ሺݒ  :ሻ, we take the auto-correlation of Equation (2.7.1), and we will getݐ

 
ܴ௜೏௜೏ ሺݔ଴, ,ݔ߂ ߬ሻ ൌ ,ݔ଴,Δݔ൛݅ௗሺܧ ሻݐ ڄ ଓௗሺݔ଴,Δݔ, ݐ ൅ ߬ሻതതതതതതതതതതതതതതതതതതതതൟ 

= ସ௞்Δிீڄሺ௏బሺ௫బሻሻ
௅మ

ሺ߬ሻߜ ڄ Δݔ. 
(2.7.4) 

The power spectral density of ݅ௗ(ݔ଴, Δݔሻ is thus: 

  ௜ܵ೏௜೏ ሺݔ଴, ሻݔ߂ ൌ
ସ௞்Δிீڄሺ௏బሺ௫బሻሻ

௅మ
ڄ Δݔ. (2.7.5) 

If we take the limit of Δݔ ՜ 0 and simplify the equation using the quasi-static assumption, 

we will get: 

  ݈݅݉௱௫՜଴൛ ௜ܵ೏௜೏ ሺݔ଴, ሻൟݔ߂ ൌ
ସ௞்௱ிீڄమሺ௏బሺ௫బሻሻ

௅మூబ
ڄ ݀ ଴ܸሺݔ଴ሻ.  (2.7.6)  

 

Gate noise due to resistance between ሺ࢞૙, ૙࢞ ൅  ሻ࢞ࢤ

     As shown in Figure 2.10, a voltage perturbation at ݔ଴ generates a voltage perturbation 

distribution Δܸሺݔሻௗ௨௘ ௫బ  along the channel.  This voltage distribution will need to be 

accompanied by the charge distribution Δܳ௚ሺݔሻ  on the other (gate) side of the MOS 

structure, and they are related by: 

  Δܳ௚ሺݔሻ ൌ െܥ௢௫ ڄ ܹ ڄ Δܸሺݔሻௗ௨௘ ௫బ. (2.7.7)  
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The total charge accumulation due to the noise voltage ݒ௡ሺݔ଴, Δݔሻ  can be found by 

integrating Equation (2.7.7) along ݔ, using the results of Equation (2.7.2), and we get: 

 

,଴ݔ௚ሺܳ߂ ,ݔ߂ ሻݐ ൌ
௢௫ଶܥ ܹଶ ڄ ߤ ڄ ൫ܩ ଴ܸሺݔ଴ሻ൯

଴ଶܫܮ2
 ڄ

ቄ ஽ܸௌ
ଶ ڄ ሺܸீ ௌ െ ்ܸ ுሻ െ

ଵ
ଷ ஽ܸௌ

ଷ ൅ ଶ௅ூబ
஼೚ೣௐఓ

ሺ ଴ܸሺݔ଴ሻ െ ஽ܸௌሻቅ ڄ ,଴ݔ௡ሺݒ ,ݔ߂  .ሻݐ
(2.7.8)   

Here, ܳ߂௚ሺݔ଴, ,ݔ߂ ,଴ݔ௡ሺݒ ሻ is the total charge accumulation due to a noise voltageݐ ,ݔ߂  ሻݐ

at ݔ଴. Since ݒ௡ሺݔ଴, ,ݔ߂ ,଴ݔ௚ሺܳ߂ ሻ changes over time, so doesݐ ,ݔ߂  ሻ, if we short the gate ofݐ

an FET, we will observe a time-varying current ݅௚ሺݔ଴, Δݔ, ,଴ݔ௚ሺܳ߂ ሻ related to theݐ ,ݔ߂  ሻݐ

by: ݅௚ሺݔ଴, Δݔ, ሻݐ ൌ
డ௱ொ೒ሺ௫బ,௱௫,௧ሻ 

డ௧
.  The direction of the ݅௚ሺݔ଴, ,ݔ߂  ሻ is also important whenݐ

calculating correlation between ݅௚ and ݅ௗ, and this is shown in Figure 2.11.  Note that the 

choice of the direction of ݅௚ in Figure 2.11 is opposite to that in Van der Ziel’s original 

paper. 

 

Figure 2.11: Direction of the current sources  

Differentiate Equation (2.7.8) with time, and we will get: 

 

݅௚ሺݔ଴, ,ݔ߂ ሻݐ ൌ
௢௫ଶܥ ܹଶ ڄ ߤ ڄ ൫ܩ ଴ܸሺݔ଴ሻ൯

଴ଶܫܮ2
 ڄ

ቄ ஽ܸௌ
ଶ ڄ ሺܸீ ௌ െ ்ܸ ுሻ െ

ଵ
ଷ ஽ܸௌ

ଷ ൅ ଶ௅ூబ
஼೚ೣௐఓ

ሺ ଴ܸሺݔ଴ሻ െ ஽ܸௌሻቅ ڄ
డ௩೙ሺ௫బ,୼௫,௧ሻ

డ௧
. 

(2.7.9)    

gi di
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Taking the autocorrelation of Equation (2.7.9), we will get: 

 

ܴ௜೒௜೒ሺݔ଴, Δݔ, ߬ሻ ൌ
௢௫ସܥ ܹସߤଶܩଶ൫ ଴ܸሺݔ଴ሻ൯

଴ସܫଶܮ4
 ڄ

൜ ஽ܸௌ
ଶ ڄ ሺܸீ ௌ െ ்ܸ ுሻ െ

1
3 ஽ܸௌ

ଷ ൅
଴ܫܮ2
ߤ௢௫ܹܥ

ሺ ଴ܸሺݔ଴ሻ െ ஽ܸௌሻൠ
ଶ
 

ڄ ܧ ቄడ௩೙ሺ௫బ,୼௫,௧ሻ
డ௧

ڄ డ௩೙ሺ௫బ,୼௫,௧ାఛሻ
డ௧

ቅ.

(2.7.10)  

So, the spectral density of ݅௚ will become: 

 
݈݅݉
௱௫՜଴ ୧ܵ೒௜೒ሺݔ଴, ,ݔ߂ ߱ሻ ൌ

݇ܶ߱ଶܥ௢௫ସ ܹସߤଶܩଶ൫ ଴ܸሺݔ଴ሻ൯
଴ହܫଶܮ

 ڄ

ቄ ஽ܸௌ
ଶ ڄ ሺܸீ ௌ െ ்ܸ ுሻ െ

ଵ
ଷ ஽ܸௌ

ଷ ൅ ଶ௅ூబ
஼೚ೣௐఓ

ሺ ଴ܸሺݔ଴ሻ െ ஽ܸௌሻቅ
ଶ
ڄ ݀ ଴ܸሺݔ଴ሻ. 

(2.7.11)   

We use the fact that ׬ ܧ ቄడ௩೙ሺ௫బ,୼௫,௧ሻ
డ௧

ڄ డ௩೙ሺ௫బ,୼௫,௧ାఛሻ
డ௧

ቅାஶ
ିஶ ൌ ߱ଶ ڄ ܵ௩೙௩೙ሺ߱ሻ. 

Cross-correlation of gate noise and drain noise due to resistance between ሺ࢞૙, ૙࢞ ൅

 ሻ࢞ࢤ

Taking the cross-correlation of ݅௚ and ݅ௗ is defined as: 

 

ܴ௜೒௜೏ሺݔ଴, Δݔ, ߬ሻ ൌ ݐ൛݅௚ሺܧ ൅ ߬ሻ ڄ ݅ௗሺݐሻൟ=െ
஼೚ೣమ ௐమڄఓீڄమ൫௏బሺ௫బሻ൯

ଶ௅మூబమ
 ڄ

൜ ஽ܸௌ
ଶ ڄ ሺܸீ ௌ െ ்ܸ ுሻ െ

1
3 ஽ܸௌ

ଷ ൅
଴ܫܮ2
ߤ௢௫ܹܥ

ሺ ଴ܸሺݔ଴ሻ െ ஽ܸௌሻൠ  ڄ

ሼడ௩೙ሺ௫బ,୼௫,௧ାఛሻܧ
డ௧

ڄ ,଴ݔ௡ሺݒ .{ሻݐ

(2.7.12)  

So their cross-spectral density will be: 

 
lim୼௫՜଴ ௜ܵ೒௜೏ሺݔ଴, Δݔ, ߬ሻ=െ݆߱ ڄ ସ௞்஼೚ೣ

మ ௐమڄఓீڄమ൫௏బሺ௫బሻ൯
ଶ௅మூబయ

 ڄ

ቄ ஽ܸௌ
ଶ ڄ ሺܸீ ௌ െ ்ܸ ுሻ െ

ଵ
ଷ ஽ܸௌ

ଷ ൅ ଶ௅ூబ
஼೚ೣௐఓ

ሺ ଴ܸሺݔ଴ሻ െ ஽ܸௌሻቅ ڄ ݀ ଴ܸሺݔ଴ሻ. 
(2.7.13)  
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Vectored contribution due to resistance between ሺ࢞૙, ૙࢞ ൅  ሻ࢞ࢤ

Summarizing Equations (2.7.6), (2.7.11), and (2.7.13), a distributed resistor between 

lim୼௫՜଴ሺݔ଴, ଴ݔ ൅  :ሻ in the channel, will contributeݔ߂

 

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ ݇ܶ߱

ଶܥ௢௫ସ ܹସߤଶܩଶ൫ ଴ܸሺݔ଴ሻ൯
଴ହܫଶܮ

൜ ஽ܸௌ
ଶ ሺܸீ ௌ െ ்ܸ ுሻ െ

1
3 ஽ܸௌ

ଷ ൅
଴ܫܮ2
ߤ௢௫ܹܥ

ሺ ଴ܸሺݔ଴ሻ െ ஽ܸௌሻൠ
ଶ
݀ ଴ܸሺݔ଴ሻ

െ
௢௫ଶܥ2݇ܶ߱ ܹଶܩߤଶ൫ ଴ܸሺݔ଴ሻ൯

଴ଷܫଶܮ
൜ ஽ܸௌ

ଶ ሺܸீ ௌ െ ்ܸ ுሻ െ
1
3 ஽ܸௌ

ଷ ൅
଴ܫܮ2
ߤ௢௫ܹܥ

ሺ ଴ܸሺݔ଴ሻ െ ஽ܸௌሻൠ ݀ ଴ܸሺݔ଴ሻ 

4݇ܶ ڄ ଶ൫ܩ ଴ܸሺݔ଴ሻ൯
଴ܫଶܮ

݀ ଴ܸሺݔ଴ሻ ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

 (2.7.14)  

in the ቂ ௜ܵ೒௜೒, ݅݉ ቄ ௜ܵ೒௜೏ቅ , ௜ܵ೏௜೏ቃ
்
 vector space. 

 

Total noise contribution due to resistance between ሺ૙,  ૙ሻ࢞

Simplifying Equation (2.7.14) with change of variables: 

 

଴ሻݔሺߟ ؠ
଴ܸሺݔ଴ሻ

ܸீ ௌ െ ்ܸ ு
 

଴ሻݔሺߟ݀ ൌ
݀ ଴ܸሺݔ଴ሻ
ܸீ ௌ െ ்ܸ ு

 

ሻܮሺߟ ൌ ௏బሺ௅ሻ
௏ಸೄି௏೅ಹ

ൌ ௏ವೄ
௏ಸೄି௏೅ಹ

, 

(2.7.15)  

then: 

 
൫ܩ ଴ܸሺݔ଴ሻ൯ ൌ ߤ௢௫ܹܥ ڄ ሾܸீ ௌ െ ଴ܸሺݔ଴ሻ െ ்ܸ ுሿ 

ൌ ߤ௢௫ܹܥ ڄ ሺܸீ ௌ െ ்ܸ ுሻ ڄ ሾ1 െ ଴ሻሿݔሺߟ
(2.7.16) 

and  

  ଴ܫ ൌ
஼೚ೣௐఓሺ௏ಸೄି௏೅ಹሻమ

௅
ڄ ቂ1 െ ଵ

ଶ
ሻቃܮሺߟ ڄ  ሻ. (2.7.17)ܮሺߟ

We then integrate Equation (2.7.14) from ݔ ൌ 0 to ݔ଴, and we will get: 
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௜ܵ೒௜೒ቚሺ଴,௫బሻ
ൌ

݇ܶ߱ଶܥ௢௫ଶ ܹଶܮଶ

݃ௗ଴ ڄ ቂ1 െ
1
2 ሻቃܮሺߟ

ହ
ڄ ሻܮହሺߟ

ڄ ൜
1
ܣ5

ଶߟହ ൅
1
4
ሺ2ܤܣ െ ସߟଶሻܣ2 ൅

1
3
ሺܣଶ ൅ ଶܤ െ ଷߟሻܤܣ4

൅
1
2
ሺ2ܤܣ െ ଶߟଶሻܤ2 ൅ ൠߟଶܤ

(2.7.18)   

 

݅݉ ቄ ௜ܵ೒௜೏ቅቚሺ଴,௫బሻ
ൌ െ

ܮ௢௫ܹܥ16݇ܶ߱

൫2 െ ሻଶܮሺߟሻ൯ଶܮሺߟ

ڄ ൜
1
4
ସߟܣ ൅

1
3
ሺܤ െ ଷߟሻܣ2 ൅

1
2
ሺܣ െ ଶߟሻܤ2 ൅  ൠߟܤ

(2.7.19)   

  ௜ܵ೏௜೏หሺ଴,௫బሻ ൌ
ସ௞்
ଷ
ڄ ݃ௗ଴ ڄ

ൣଵିሺଵିఎሻయ൧

ቂଵିభమఎሺ௅ሻቃڄఎሺ௅ሻ
. (2.7.20)  

We simplify above three equations with: ݃ௗ଴ ൌ ௢௫ܥ ቀ
ௐ
௅
ቁ ሺܸீߤ ௌ െ ்ܸ ுሻ. ݃ௗ଴ is the drain-to-

source conductance when ஽ܸௌ ൌ  ,Also .ߟ ଴ሻ is replaced by a simpleݔሺߟ  .0

 
ܣ ൌ

଴ܫܮ2
ሺܸீߤ௢௫ܹܥ ௌ െ ்ܸ ுሻଶ

 

ܤ ൌ ሻܮଶሺߟ െ ଵ
ଷ
ሻܮଷሺߟ െ ଶ௅ூబఎሺ௅ሻ

஼೚ೣௐఓሺ௏ಸೄି௏೅ಹሻమ
. 

(2.7.21)   

Total noise contribution due to resistance between ሺ૙,  ૙ሻ at saturation region࢞

At saturation, the intrinsic FET satisfies ஽ܸௌ ൌ ܸீ ௌ െ ்ܸ ு, so: 

 

ሻܮሺߟ ൌ 1 

ܣ ൌ 1 

ܤ ൌ െଵ
ଷ
. 

(2.7.22)  

Equations (2.7.18), (2.7.19), and (2.7.20) will now become: 

 
ۏ
ێ
ێ
ۍ

ܵ݅݃݅݃
݅݉ቄܵ݅݃݅݀ቅ
ܵ݅݀݅݀ ے

ۑ
ۑ
ې
ተተ

ሺ଴,௫బሻ

ൌ

ۏ
ێ
ێ
ێ
ێ
32݇ܶ߱ۍ

2ݔ݋ܥ2 2ܮ2ܹ

݃݀0
ڄ ቄ15 ߟ

5 െ 2
3 ߟ

4 ൅ 22
27 ߟ

3 െ 4
9 ߟ

2 ൅ 1
9 ቅߟ

െ16݇ܶ߱ܮܹݔ݋ܥ ڄ ቄ14ߟ
4 െ 7

ߟ9
3 ൅ 5

ߟ6
2 െ 1

 ቅߟ3
8݇ܶ݃݀0

3 ڄ ൣ1 െ ሺ1 െ ሻ3൧ߟ ے
ۑ
ۑ
ۑ
ۑ
ې

.  (2.7.23)  



35 
 

 

Here, we express the aggregate noise contribution from the distributed resistors between 

ሺ0,  ଴, and it isݔ is a function of ߟ .଴ሻ inside the channel, when the FET is at saturationݔ

defined as ߟሺݔ଴ሻ ؠ
௏బሺ௫బሻ

௏ಸೄି௏೅ಹ
.  ଴ܸሺݔ଴ሻ is the voltage of the channel at location ݔ଴.  Equation 

(2.7.23) is the basis of the Van der Ziel’s noise trajectory in Figure 2.9, by plotting 

ቂ ௜ܵ೒௜೒ሺߟሻ ݅݉ ቄ ௜ܵ೒௜೏ሺߟሻቅ ௜ܵ೏௜೏ሺߟሻቃ
்
 over ߟ ൌ 0 to 1. 

 

Appendix 2.2: Pospieszalski’s Noise Model 

     Pospieszalski assumes the noise in an FET is generated from the gate resistance at 

temperature ௚ܶ and the drain-to-source resistance at ௗܶ .   Since these two noise sources 

have different physical origins, they are uncorrelated.  When ݎ ا ଵ
ఠ஼೒ೞ

, it can be easily 

verified that the noise sources ݒଵ  and ݅ଶ  have power spectral densities equal to ܵ௩భ௩భ ൌ

ସ
ହ
௞்ఋ
௚೏బ

 and ௜ܵమ௜మ ൌ 4݇ܶ݃ௗ଴ ڄ ቀߛ െ
ఋ
ହ
ቁ to be able to fit ௜ܵ೒௜೒ and ௜ܵ೏௜೏ in Figure 2.8.  Hence, 

noise source ݒଵ  contributes the vector ቂସ
ହ
௞்ఋఠమ஼ಸೄ

మ

௚೏బ
, ସ
ହ
ڄ ,௚௦ܥ߱ߜܶ݇

ସ
ହ
ڄ ௗ଴ቃ݃ߜܶ݇

்
and noise 

source ݅ଶ  contributes the other vector ቂ0, 0,4݇ܶ݃ௗ଴ ڄ ቀߛ െ
ఋ
ହ
ቁቃ
்

 in the 

ቂ ௜ܵ೒௜೒, ݅݉ ቄ ௜ܵ೒ప೏തതതቅ , ௜ܵ೏௜೏ቃ
்
 vector space.  The aggregate noise behavior of ݒଵ and ݅ଶ is their 

vector sum. 
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Appendix 2.3: BSIM4 Noise Model 

     BSIM4 noise model fits the noise in an FET by a source noise voltage ݒ௕௦௜௠ and a drain 

noise current ݅௕௦௜௠, and they are assumed to be uncorrelated for ease of implementation.  

To fit the ௜ܵ೒௜೒  and ௜ܵ೏௜೏  in Figure 2.8, it can be easily verified that the power spectral 

density of ܵ௩್ೞ೔೘௩್ೞ೔೘ ൌ ସ
ହ
௞்ఋ
௚೏బ

 and ௜್ܵೞ೔೘௜್ೞ೔೘ ൌ 4݇ܶ݃ௗ଴ ڄ ቀߛ െ
ఋ
ହ
ቁ.  Hence, noise source 

௕௦௜௠ contributes the vector ቂସݒ
ହ
௞்ఋఠమ஼ಸೄ

మ

௚೏బ
, ସ
ହ
ڄ ,௚௦ܥ߱ߜܶ݇

ସ
ହ
ڄ ௗ଴ቃ݃ߜܶ݇

்
and noise source ݅௕௦௜௠ 

contributes the other vector ቂ0, 0,4݇ܶ݃ௗ଴ ڄ ቀߛ െ
ఋ
ହ
ቁቃ
்

 in the ቂ ௜ܵ೒௜೒, ݅݉ ቄ ௜ܵ೒ప೏തതതቅ , ௜ܵ೏௜೏ቃ
்
 

vector space.  The aggregate noise behavior of ݒ௕௦௜௠ and ݅௕௦௜௠ is their vector sum.
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Chapter 3: A Compact Low Noise Weighted 

Distributed Amplifier 
 

     Signal amplification is the first and necessary step for the wireless receiver to recover 

communication signal from path loss (Figure 3.1).  Since all physical amplifiers generate 

thermal noise, the amplification process also degrades the quality of signals.  In order to 

compare the noise performance of different amplifiers, noise figure (NF) is defined as 

output signal-to-noise ratio (SNR) divided by input SNR (ܰܨ ൌ ை௨௣௨௧ ௌேோ
ூ௡௣௨௧ ௌேோ

) for the purpose.  

Using this definition, we can find that the overall NF of cascading system will be: 

  ௦௬௦௧௘௠ܨܰ ൌ ଵܨܰ ൅
ேிమିଵ
ீభ

൅ ேிయିଵ
ீభீమ

൅ .ڮ (3.1.1) 

 ௜ is the gain of the i-th stage.  Since the gainsܩ ௜ is the noise figure of the i-th stage, andܨܰ

of most blocks in communication system are normally greater than one, first-stage NF will 

dominate system noise performance. 

 

Figure 3.1: Signal strength in wireless communication  

     In addition to providing a low NF, the first amplifier also needs to provide a good input 

matching for the frontend antenna. This input matching requirement, however, poses a 
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design trade-off between the achievable bandwidth and the quality of the matching. We 

will first discuss this trade-offs for low noise amplifier (LNA) broadband matching in 

Section 3.1. Once input matching is achieved, to realize low noise operation will pose 

another challenge on power consumption for CMOS process, and this will be discussed in 

Section 3.2.  In Section 3.3, we review the basic concept of distributed amplification (DA) 

which is capable of breaking the noise-bandwidth-power trade-offs.  Different stages in a 

conventional DA contribute different noise to the amplifier’s output.  Using different 

weights for a DA will improve the noise performance of a conventional DA under the same 

power consumption. In Section 3.4, we discuss the noise process inside a weighted 

distributed amplifier (WDA), and a power-constraint noise optimization is carried in 

Section 3.5 to find the best weights.  The use of many inductors to implement the LC-

ladders in a conventional DA often result in a large layout area, and in Section 3.6, we 

introduce the coupling alternating LC-ladder to reduce its layout area.  Schematics and the 

layouts of a WDA test chip will be discussed in Section 3.7.  Experimental results of the 

test chip will be discussed in Section 3.8.  Section 3.9 summarizes the highlights of this 

chapter. 

 

3.1. Input Matching versus Bandwidth 

     An input matching network transforms particular impedance to the matched impedance 

over the design bandwidth.  Fano [15] derives a criterion to determine the achievable 

matching of physically realizable networks.  In Figure 3.2, we use a commonly used special 

case to explain his idea.  Assuming that a LNA has an equivalent circuit equal to a 
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impedance ܴ௜௡ and ܥ௜௡, and we want to design a broadband matching network to match the 

parallel RC to a constant impedance, the achievable matching of any physically realizable 

network to match the parallel RC will have to satisfy: 

 
ሺ߱ሻߩ ؠ ௥ܲ௘௙ሺ߱ሻ

௜ܲ௡ሺ߱ሻ
 

׬ ݈݊ ቀ ଵ
ఘሺఠሻ

ቁ ڄ ݀߱ ൑ஶ
଴ ቀ గ

஼೔೙ ோ೔೙ڄ
ቁ .

(3.1.2)   

 ሺ߱ሻ is the reflection coefficient, ௥ܲ௘௙ሺ߱ሻ is the reflected power, and ௜ܲ௡ሺ߱ሻ is the inputߩ

power.  If we have such a parallel RC to match, and we match the LNA RC input to a fixed 

  :଴ over a bandwidth (BW), applying this example to Equation (3.1.2), and we will getߩ

  ௜௡ܥ ൑
గ

ோ೔೙ڄ୪୬ቀ
భ
ഐబ
ቁڄ஻ௐ

 . (3.1.3)  

This means that in order to match the LNA over the design BW with constant reflection 

coefficient ߩ଴ , the equivalent parasitic capacitance ܥ௜௡  of the LNA input needs to be 

smaller than Equation (3.1.3).  In most design cases, ܥ௜௡  is contributed from the active 

device and the metal interconnections.  Since the input parasitic capacitance of an active 

device is proportional to its device sizing, Equation (3.1.3) also implies that we cannot use 

an arbitrary large device, or the LNA won’t achieve the required BW.  In addition, in BW 

the center frequency is a design parameter, so designing a high-frequency narrow 

bandwidth LNA can be easier than a low frequency broadband LNA.  Furthermore, LNA is 

an I/O block, and electro-static discharge (ESD) protection is necessary.  Applying ESD 

protection in a broadband LNA will consume this ܥ௜௡ budget. 

     The parallel RC example in Figure 3.2 is a special case that leads to Equation (3.1.2).  

The general case, though mathematically laborious, is discussed in Fano’s thesis [15].   
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Figure 3.2: Trade-offs for input matching and input parasitic capacitance 

3.2. Issues of  Power-Constraint LNA Optimization in 

CMOS 

     In Section 3.1, we conclude that large active device cannot be used in the design of a 

broadband LNA. An LNA also needs to achieve low noise operation. The NF of any LNA 

is a function of both the effective transconductance ܩ௠ and the part contributed from other 

noise sources: 

  ܨܰ ൌ
ே௢௜௦௘|ೃబାே௢௜௦௘|ಸ೘ା௢௧௛௘௥ ௡௢௜௦௘

ே௢௜௦௘|ೃబ
. (3.2.1)  

ோబ|݁ݏ݅݋ܰ  is the output noise due to the input termination resistor ܴ଴ ೘ீ|݁ݏ݅݋ܰ ,  is the 

output noise due to the active device, and other noise is the total output noise contribution 

from all other parts.  ܰ݁ݏ݅݋|ோబ ൎ ଵܥ ڄ ܴ݇ܶ଴ܩ௠ଶ , because the power gain of an amplifier is 

proportional to ܩ௠ଶ ೘ீ|݁ݏ݅݋ܰ  . ൎ ଶܥ ڄ ௠ܩ , because the noise generated from the active 

device is roughly proportional to its transconductance.  The other noise term is a weak 

function of ܩ௠.  Both ܥଵ and ܥଶ is a constant design parameter for a given design.  We can 

rewrite Equation (3.2.1) as: 
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ܨܰ ൎ
ଵܥ ڄ ܴ݇ܶ଴ܩ௠ଶ ൅ ଶܥ ڄ ௠ܩ ൅ ݎ݄݁ݐ݋ ݁ݏ݅݋݊

ଵܥ ڄ ܴ݇ܶ଴ܩ௠ଶ
 

ൎ
஼భ௞்ோబା஼మڄ

భ
ಸ೘

ା೚೟೓೐ೝ ೙೚೔ೞ೐
ಸ೘మ

஼భ௞்ோబ
. 

(3.2.2)  

We can reduce the noise figure of a noise figure by increasing ܩ௠ .  Since parasitic 

capacitance from the active device in a broadband LNA has an upper limit, the only way to 

improve its NF is to bias the active device at high ்݂ ൌ ௚೘
஼೒ೞ

 region.  Biasing a CMOS 

transistor at high ்݂  corresponds to a low ௚೘
ூ್೔ೌೞ

, as shown in Figure 3.3.  In other words, in 

order to get a large ݃௠ , we need to consume a much larger current compared to the 

intrinsic bipolar junction transistor (BJT).  In addition, for a given ݃௠, BJT shows less 

current noise at its drain node compared to a short-channel CMOS transistor.  This trade-

off prevents CMOS broadband LNA from low-power application compared with its BJT 

counterpart.  
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Figure 3.3: Transconductance current efficiency and fT versus bias voltage of a 

CMOS transistor and an intrinsic BJT 

3.3.  Low-Noise Distributed Amplifier 

     The low noise and power consumption trade-off mentioned in Section 3.2 can be broken 

by using distributed amplification.  A DA connects several parallel gain stages at their 

inputs and outputs by inter-stage inductors as shown in Figure 3.4.  Parasitic input and 

output capacitance of the gain stages will be absorbed into the effective input and output 

LC-ladders.  If we terminated one end of the artificial LC-ladder with the resistor equal to 

its intrinsic impedance ൬ܼ଴ ൌ ට௅೔೙
஼೔೙
൰, and equal the sectional group delays ൫Δܶ ൌ ඥܮ௜௡ܥ௜௡൯ 

for input and output ladders, output current from each of the gain stages will be combined 

in phase up to the ladder bandwidth.   
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Figure 3.4: The concept of distributed amplification 

     The bandwidth of a DA is determined by the bandwidth of both of the LC-ladders, 

which have a cut-off frequency ௖݂ ൌ
ଵ

గඥ௅೔೙஼೔೙
.  The total parasitic capacitance budget that 

can be absorbed by the LC-ladders is now ܰ ڄ  ௜௡, and the total effective transconductanceܥ

of the DA is now ܰ ڄ  ,௠.  Here, N is the number of stages.  If the LC-ladders are losslessܩ

there are no limitations on the number of stages.  The loss in LC-ladders will attenuate the 

wave propagating along the ladders, and will reduce the benefits of distributed 

amplification for large N. 

      Since both the total parasitic capacitance and the effective transconductance are 

increased by N-times, this means that even if each stage has a low stage ܩ௠, we can still 
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achieve a large total effective transconductance by increasing the number of stages.  So, we 

can bias the transistors inside each gain stage at their low ்݂  region to reduce the power 

consumption of the overall DA. The DA will have a good noise figure due to the large 

effective total ܩ௠ .  Low-noise DA based on power-constraint optimization has been 

studied by Hedari [16]. 

      There are several issues about previous research on DA: first of all, the noise of each 

stage contributes different noise power to the output.  If we can change the weights of each 

gain stage, as opposed to the uniform weights in the conventional DA, we have an 

additional design dimension to improve its overall noise figure within the design 

bandwidth.  Secondly, the noise studies of a conventional DA are based on classic 

transistor model which has correlated gate and drain noise.  As mentioned in Chapter 2, this 

noise correlation causes noise analysis of large networks too complex to get design 

insights.   We will use the new noise model to re-study its noise performance in the next 

section. 
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Figure 3.5: The concept of weighted distributed amplifier 

3.4. Noise Process in the Weighted Distributed Amplifier 

(WDA) 

     A weighted distributed amplifier (WDA) differs from a conventional uniform DA by its 

non-uniform gain stages as: ܩ௠ଵ, ܩ௠ଶ, …ܩ௠ே (shown in Figure 3.5).  Since each stage is 

weighted, thermal noise generation is different from each stage.  In addition, the weighted 

stages form an effective finite-impulse-response noise filtering system for different noise 

sources.  For example, output noise due to noise sources ܫ௡ଵ and ܫ௡ଶ in Figure 3.5 is: 

 
หܫ௡,௢௨௧ห

ଶതതതതതതതതതത ൌ ห∑ ௠௜ܩ ڄ ݁ିଶఊሺேି௜ሻே
௜ୀଵ ห

ଶ
ڄ  +௡௦ଵ|ଶതതതതതതതതܫ|

ห∑ ௠௜ܩ ڄ ݁ିଶఊሺଶି௜ሻିఈሺேିଶሻଶ
௜ୀଵ ൅ ∑ ௠௜݁ିఈሺேିଶሻேܩ

௜ୀଷ ห
ଶ
ڄ  .௡௦ଶ|ଶതതതതതതതതܫ|

(3.4.1)  

ߛ ൌ ߙ ൅ ݆߱ ௚ܶ is the propagation constant of a LC-section of the ladder, where  ߙ  is the 

sectional attenuation constant, and ௚ܶ is the sectional group delay. It is clear from Equation 
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(3.4.1) that the transfer functions of ܫ௡௦ଵ to ܫ௡,௢௨௧ and from ܫ௡௦ଶ to ܫ௡,௢௨௧ have different 

finite-impulse responses.  The finite-impulse responses are function of both the stage 

weights and location of the noise sources.  The whole WDA can be viewed as a complex 

finite-impulse-response system.  We will study the noise transfer functions of different 

noise sources inside the WDA.  

3.4.1. Noise from Common-Source Transistors 

     Conventional noise calculation utilizes a noise model with two correlated sources. This 

results in an analytic formula that contains a long algebraic multiplication term due to this 

noise correlation.  We will use the modified FET noise model introduced in Chapter 2 for 

noise analysis and calculation. 

      In Figure 3.6, the drain noise of the i-th common-source transistor contributes to the 

output through two parts.  The major part comes from the direct amplification by its 

cascode transistor, and: 

  ௢௨௧_ௗ௫,௜_௠௔௝௢௥ܫ ൌ
ଵ
ଶ
ߟ ڄ ݁ିఊሺேି௜ሻ ڄ .ௗ௫,௜ܫ (3.4.2)  

 is the current efficiency from the small signal transconductance (݃௠) to the drain output ߟ

of the cascode transistor. ߟ ൎ ௚ᇱ೘,೔
௚೏,೔ା௚ᇱ೘,೔

, ݃௠,௜
ᇱ  is the transconductance of the cascode 

transistor, and ߟ is very close to unity.  ߛ ൌ ߙ ൅ ݆߱ ௚ܶ, where α is the sectional attenuation 

constant and ௚ܶ is the sectional group delay.  The factor of ଵ
ଶ
 in Equation (3.4.2) is due to 

half of the output current from the cascode transistor being split into a backward 

propagating wave, and not contributing to LNA output noise. 
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     A small portion of this noise leaks to the input LC-ladder through ܥ௚ௗ, and this leakage 

noise propagates both forward and backward in the input LC-ladder, and is amplified by all 

stages other than ܩ௠,௜.  Since ܥ௚ௗ is usually very small, the leakage noise is very small.  

However, it is also amplified by lots of stages, so its contribution can be important. 

 

௢௨௧_ௗ௫,௜_௠௜௡௢௥ܫ ൎ
1
4
ܼ଴ߟ ڄ ൫݆߱ܥ௚ௗ,௜൯ ڄ

ௗ௫,௜ܫ
݃௠,௜

ڄ ݁ିఊሺேି௜ሻ

ڄ ቊ෍ ݃௠,௞ ڄ ݁ିଶఊሺ௜ି௞ሻ
௜ିଵ

௞ୀଵ
൅෍ ݃௠,௞

ே

௞ୀ௜ାଵ
ቋ 

(3.4.3)   

Adding Equations (3.4.2) and (3.4.3) we get: 

 
௢௨௧೏ೣ,೔ܫ ൌ

ଵ
ଶ
ఊሺேି௜ሻି݁ߟ ൜1 ൅ ௝ఠ஼೒೏,೔௓బ

ଶ௚೘,೔
ൣ∑ ݃௠,௞ ڄ ݁ିଶఊሺ௜ି௞ሻ௜ିଵ

௞ୀଵ ൅ ∑ ݃௠,௞
ே
௞ୀ௜ାଵ ൧ൠ ڄ

.ௗ௫,௜ܫ
(3.4.4)  

 

 
Figure 3.6: Noise from the drain noise of the i-th common-source transistor 

     Gate noise from the i-th common-source transistor contributes a forward and backward 

wave in the input LC-ladder, as shown in Figure 3.7. 

  ௢௨௧೒ೣ,೔ܫ ൌ
ଵ
ଶ
∑ఊሺேି௜ሻൣି݁ߟ ݃௠,௞

ே
௞ୀ௜ ൅ ∑ ݃௠,௞ ڄ ݁ିଶఊሺ௜ି௞ሻ௜ିଵ

௞ୀଵ ൧ ڄ  .௚௫,௜ܫ (3.4.5)  
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Figure 3.7: Noise from the gate noise of the i-th common-source transistor 

     Similar to the drain noise, the source noise has a part that is directly amplified by the 

cascode amplifier, and another part amplified by other stages due to noise leakage to the 

input LC-ladder. 

 

Figure 3.8: Noise from the source noise of the i-th common-source transistor 

 

௢௨௧ೞೣ,೔ܫ ൌ
1
2
ఊሺேି௜ሻି݁ߟ ቐ݃௠,௜

െ
1
2
௚௦,௜ܼ଴ܥ݆߱ ቎෍݃௠,௞݁ିଶఊሺ௜ି௞ሻ

௜ିଵ

௞ୀଵ

൅෍݃௠,௞

ே

௞ୀ௜

቏ቑ ڄ ௦ܸ௫,௜ 

(3.4.6)   
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      The total noise from the i-th CS transistor can be derived by squaring the absolute value 

of Equations (3.4.4), (3.4.5), and (3.4.6); we get: 

  หܫ௢௨௧೎ೞ,ഢห
ଶതതതതതതതതതതത ൌ หܫ௢௨௧೏ೣ,ഢห

ଶതതതതതതതതതതതത ൅ ቚܫ௢௨௧೒ೣ,ഢቚ
ଶതതതതതതതതതതതത
൅ หܫ௢௨௧ೞೣ,ഢห

ଶതതതതതതതതതതത. (3.4.7) 

And the total noise due to all the common source transistors will be: 

  ௢௨௧|ଶതതതതതതതതห௖௦ܫ| ൌ ∑ หܫ௢௨௧೎ೞ,ഢห
ଶതതതതതതതതതതതே

௜ୀଵ . (3.4.8)  

3.4.2. Noise from Cascode Transistors 

 

 
Figure 3.9: Noise from the drain noise of the i-th cascode transistor 

     The cascode transistor can be analyzed in a similar way as the CS transistor.  In Figure 

3.9, the noise transfer function from the drain noise of the i-th cascode transistor is 

illustrated. The noise from the cascode transistor is not important at lower frequency due to 

the high impedance at the drain node of the CS transistor.  For higher frequency, the 

parasitic drain-to-bulk capacitor ሺܥௗ௕ሻ and the drain-to-source capacitor ሺܥௗ௦ሻ shunt with 

the CS transistor’s output conductance ሺ݃ௗሻ , so the noise from the cascode transistor 

increases with frequency.  This drain noise’s contribution to the output will be: 
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  ௢௨௧೏ೣᇲ,೔ܫ ൎ
ଵ
ଶ
ڄ ൤ ௝ఠ൫஼೏್,೔ା஼೏ೞ,೔ା஼೒೏,೔൯
௚ᇱ೘,೔ା௝ఠ൫஼೏್,೔ା஼೏ೞ,೔ା஼೒೏,೔൯

൨ ڄ ݁ିఊሺேି௜ሻ ڄ  .Ԣௗ௫,௜ܫ (3.4.9)  

The gate noise’s contribution to the output is similar to the drain noise, and the only 

difference is that the other side of the gate noise current source is shorted with an RF 

ground instead of a constant impedance.  Its noise contribution to output is: 

  ௢௨௧೒ೣᇲ,೔ܫ ൎ
ଵ
ଶ
ڄ ൤ ௝ఠ൫஼೏್,೔ା஼೏ೞ,೔ା஼೒೏,೔൯
௚ᇱ೘,೔ା௝ఠ൫஼೏್,೔ା஼೏ೞ,೔ା஼೒೏,೔൯

൨ ڄ ݁ିఊሺேି௜ሻ ڄ  .Ԣ௚௫,௜ܫ (3.4.10)  

 

Figure 3.10: Noise from the gate noise of the i-th cascode transistor 

The source noise voltage is in series with the source impedanceሺ ଵ
௚೘ᇲ೔

ሻ and the parasitic 

capacitance at the drain of the CS transistor, so its noise contribution to the output is: 

  ௢௨௧ೞೣᇲ,೔ܫ ൎ
ଵ
ଶ
ڄ ൤௝ఠڄ௚ᇱ೘,೔ڄ൫஼೏್ା஼೏ೞା஼೒೏൯

௚ᇱ೘ା௝ఠ൫஼೏್ା஼೏ೞା஼೒೏൯
൨ ڄ ݁ିఊሺேି௜ሻ ڄ ܸԢ௦௫,௜.  (3.4.11)  
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Figure 3.11: Noise from the source noise of the i-th cascode transistor 

      Similarly, total noise from the i-th cascode transistor can be derived by squaring the 

absolute value of Equations (3.4.9), (3.4.10), and (3.4.11); we get: 

  หܫ௢௨௧೎ೌೞ೎೚೏೐,ഢห
ଶതതതതതതതതതതതതതതതതത ൌ หܫ௢௨௧೏ೣᇲ,ഢห

ଶതതതതതതതതതതതത ൅ ቚܫ௢௨௧೒ೣᇲ,ഢቚ
ଶതതതതതതതതതതതതത
൅ หܫ௢௨௧ೞೣᇲ,ഢห

ଶതതതതതതതതതതതത.  (3.4.12) 

And the total noise due to all the common source transistors will be: 

  ௢௨௧|ଶതതതതതതതതห௖௔௦௖௢ௗ௘ܫ| ൌ ∑ หܫ௢௨௧೎ೌೞ೎೚೏೐,ഢห
ଶതതതതതതതതതതതതതതതതതே

௜ୀଵ . (3.4.13)  

 

3.4.3. Noise from Termination Resistors 

     Both the input and the output LC-ladders have termination resistors, which contribute 

noise to the output.  The output noise current due to the termination resistor of the input 

LC-ladder is:  

  ௢௨௧|ଶതതതതതതതതห௜௡,௧௘௥௠ܫ| ൌ ܴ݇ܶ௜௡,௧௘௥௠ ڄ ห൛∑ ௠,௞݃ߟ ڄ ݁ିଶఊሺேି௞ሻே
௞ୀଵ ൟหଶ.  (3.4.14)  

ܴ௜௡,௧௘௥௠ is the input LC-ladder’s termination resistance. The output noise current due to the 

termination resistor of the output LC-ladder is:  

1mG 2mG mNG

0R

0R outI

0R
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  ௢௨௧|ଶതതതതതതതതห௢௨௧,௧௘௥௠ܫ| ൌ ௞்
ோ೚ೠ೟,೟೐ೝ೘

. (3.4.15)  

ܴ௢௨௧,௧௘௥௠ is the output LC-ladder’s termination resistance. 

3.4.4. Noise from Passive Network Loss 

All physical LC-ladders are lossy, and they generate thermal noise to the network.  There 

are several ways to model this loss and the associated noise.  One simple way is to attribute 

the loss to inductors, and model the inductors using a frequency-dependent model, which 

consists of an ideal inductor in series with a frequency-dependent loss resistor ݎ௟௢௦௦ሺ߱ሻ.  

The equivalent circuit of the LC-ladder with a lossy inductor between the (i-1)-th and the i-

th stage is shown in Figure 3.12.   

 

Figure 3.12: Equivalent circuit of the LC-ladder with a lossy inductor between the (i-

1)-th and i-th stage 
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     So ݎ௟௢௦௦  generates a noise voltage that gives forth a forward voltage wave and a 

backward voltage wave which has opposite magnitude.  The total output noise due to the 

loss resistor between the (i-1)-th and the i-th stage will be: 

 
௢௨௧,௥௟௢௦௦,௜ܫ ൎ

ଵ
ଶ
݁ିሺேି௜ାଵሻఊ ڄ ߟ ڄ ൣ∑ ݃௠,௞ ڄ ݁ିଶఊሺ௜ିଵି௞ሻିఊ௞ୀ௜ିଵ

௞ୀଵ െ

݇ൌ݅݇ൌܰ݃݉,݇ݏݏ݋݈݊ݒڄ,݅.
(3.4.16)  

     Based on Equation (3.4.16), the thermal noise from this loss resistance is important for 

the first several inductors, because most of its noise has been amplified in phase. The noise 

from the later stages is FIR filtered, and their significance is reduced.  In addition, the loss 

resistor increases with frequency due to the skin effects of the interconnection metals.  

Post-layout 3-D EM simulation is necessary to estimate the loss of the LC-ladders.  Since 

 ௟௢௦௦ሺ߱ሻ is consequence of the inductor layout, different inductor layouts result in differentݎ

inductance values.  Under the constraints of constant ladder impedance (50 Ωሻ, the change 

of inductor layout affects both the sectional group delay and ݎ௟௢௦௦ሺ߱ሻ.  If we use this 

relationship and let sectional group delay of the LC-ladder be a design parameter, ݎ௟௢௦௦ሺ߱ሻ 

will be a function of group delay during the optimization process. The total noise from the 

input loss resistors will be: 

  ௢௨௧|ଶതതതതതതതതห௥௟௢௦௦ܫ| ൌ ∑ หܫ௢௨௧,௥௟௢௦௦,పห
ଶതതതതതതതതതതതതതതതே

௜ୀଶ . (3.4.17)  

The output LC-ladder also contributes thermal noise, and the total output noise due to the 

loss resistor between the (i-1)-th and the i-th stage will be: 

  ௢௨௧,௥௟௢௦௦,௢,௜ܫ ൎ
ଵ
ଶ௓బ

ڄ ݁ିሺேି௜ାଵሻఊ ڄ .௥௟௢௦௦,௜ݒ (3.4.18)  

So, the total noise due to the output LC-ladder is: 
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  ௢௨௧|ଶതതതതതതതതห௥௟௢௦௦,௢ܫ| ൌ ∑ หܫ௢௨௧,௥௟௢௦௦,௢,పห
ଶതതതതതതതതതതതതതതതതതே

௜ୀଶ . (3.4.19)  

 

3.4.5. Voltage Peaking Effect in LC-Ladder 

     When we drive a uniform LC-ladder with a broadband power source, though the input 

power is constant over the frequency range, the amplitude of the generated voltage wave 

propagating along the LC-ladders varies with frequency, and its amplitude versus 

frequency is: 

 
௏೒భሺ௦ሻ
௏೒భሺ଴ሻ

ൌ ସ
ସାଶ௦୼௧ା௦మ୼௧మ

. (3.4.20)  

௚ܸଵሺݏሻ is the amplitude of the voltage wave at frequency ߱, where ݏ ൌ ݆߱.  Δݐ ൌ  and ,ܥܮ√

this response has a unity quality factor.  Equation (3.4.20) has a slight voltage peaking 

effect at higher frequency, and we can use this favorable effect to compensate the 

increasing noise due to the cascode transistors and the loss resistors inside the LC-ladders.  
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Figure 3.13: Driving the LC-ladders with a broadband power source, and its 

equivalent circuit 

     There is a similar effect when we drive the LC-ladder from an internal node with a 

broadband current source, as shown in Figure 3.14.  This is the situation when we connect 

the output of a gain stage to the LC-ladder.  The magnitude of the voltage wave has a 

frequency response of: 

 
௏೒భሺ௦ሻ
௏೒భሺ଴ሻ

ൌ ସ
ସାଶ௦୼௧ା௦మ୼௧మ

. (3.4.21)   

This equation is the same as Equation (3.4.20).  We can use both input and output voltage 

peaking to improve our design.   

૛ࢍ࢜ ൌ  ࢻെࢍࢀ࣓࢐െࢋ૚ࢍ࢜



56 
 

 

 

Figure 3.14: Driving the output LC-ladder from an internal load, and its equivalent 

circuit 

3.4.6. Frequency-Dependent Group Delay 

     A regular LC-ladder has a frequency-dependent sectional group delay. At low 

frequency, the sectional phase delay is:  

  ߶ ൌ ଴ݐ߂݂ߨ2 ൌ
ଶగ௙
గ௙೎

ൌ ௙
௙೎
, for ݂ ا ௖݂. (3.4.22) 

When the signal frequency approaches the cut-off frequency of the ladder, this phase shift 

will show strong frequency dependency: 

  ߶ሺ݂ሻ ൌ ݅݉ܽ݃ ቊln ቆ1 െ 2 ڄ ቀ௙
௙೎
ቁ
ଶ
൅ ଶ௙

௙೎
ටቀ௙

௙೎
ቁ
ଶ
െ 1ቇቋ ൐ 2 ڄ ௙

௙೎
.  (3.4.23) 

And the effective group delay is defined as: Δݐ௘௙௙ሺ݂ሻ ؠ
థሺ௙ሻ
ଶగ௙

, where ݂ is the frequency of 

interest.  
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      The noise process inside a WDA can be viewed as a FIR system for different noise 

sources, and the changes in group delays affect the noise impulse responses of each noise 

source.  This frequency-dependent group delay needs to be considered in noise analysis and 

optimization. 

 

3.4.7. Frequency-Dependent Impedance Change  

     A LC-ladder has frequency-dependent intrinsic impedance.  This effect causes 

frequency-dependent signal reflection at the both ends of a LC-ladder.  The reflected 

signals will further propagate along LC-ladders until they fade away.  Due to these 

reflections, impulse response of a given noise source changes accordingly.  To take the 

signal reflections into account, we first calculate the intrinsic impedance at frequency ݂: 

  ܼ௜௡௧ሺ݂ሻ ൌ ܴ଴ට1 െ
௙మ

௙೎మ
. (3.4.24) 

ܼ௜௡௧ሺ݂ሻ  is the intrinsic impedance, and ܴ଴  is the impedance at DC. The reflection 

coefficients at both ends of the LC-ladder will be: 

  ௕
௔
ൌ ோ೟೐ೝ೘ି௓೔೙೟ሺ௙ሻ

ோ೟೐ೝ೘ା௓೔೙೟ሺ௙ሻ
. (3.4.25) 

ܾ is the normalized reflected wave from the termination, for an input wave ܽ.  The reflected 

wave can have a same or opposite magnitude of the input wave.   
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3.4.8. Noise Figure of  WDA 

     After applying the second-order effects into Equations: (3.4.8), (3.4.13), (3.4.14), 

(3.4.15), (3.4.17), and (3.4.19), and also knowing that the output noise due to the source 

impedance is 

  ௢௨௧|ଶതതതതതതതതห௦௥௖,௧௘௥௠ܫ| ൌ ܴ݇ܶ௦௥௖,௧௘௥௠ ڄ ห൛∑ ௠,௞݃ߟ ڄ ݁ିఊேே
௞ୀଵ ൟหଶ,  (3.4.26) 

we get the total output noise current 

 
௢௨௧|ଶതതതതതതതതห௧௢௧௔௟ܫ| ൌ ௢௨௧|ଶതതതതതതതതห௦௥௖,௧௘௥௠ܫ| ൅ ௢௨௧|ଶതതതതതതതതห஼ௌܫ| ൅ ௢௨௧|ଶതതതതതതതതห௖௔௦௖௢ௗ௘ܫ| ൅

௢௨௧|ଶതതതതതതതതห௜௡,௧௘௥௠ܫ| ൅ ௢௨௧|ଶതതതതതതതതห௢௨௧,௧௘௥௠ܫ| ൅ ௢௨௧|ଶതതതതതതതതห௥௟௢௦௦ܫ| ൅  ,௢௨௧|ଶതതതതതതതതห௥௟௢௦௦,௢ܫ|
(3.4.27) 

 and the noise figure of the WDA is thus 

  NF ൌ
|ூ೚ೠ೟|మതതതതതതതതതห೟೚೟ೌ೗

|ூ೚ೠ೟|మതതതതതതതതതหೞೝ೎,೟೐ೝ೘
. (3.4.28)  

Equation  (3.4.28) is a function of stage weights, ladder group delays, total bias current, and 

transistor gate bias voltage.  We will use this noise analysis and calculation for the WDA 

optimization. 
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3.5. Power-Constraint Noise Optimization of  WDA 

 

Figure 3.15: Power-constraint noise optimization contour comparisons between a DA 

and a WDA 

     Based on the discussions in Section 3.4, we can calculate the noise figure of a WDA as a 

function of a stage weights, ladder group delays, total bias current, and transistor gate bias 

voltage.  We first constrain the intrinsic impedance of the LC-ladder to be 50 Ω ൬ܼ଴ ൌ

ට௅೔೙
஼೔೙
൰ for the ease of RF measurement. Secondly, we constrain the WDA bandwidth to 

cover at least 10.6 GHz ൬ ௖݂ ൌ
ଵ
గ ೒்

൐  ൰; this suggests an upper limit for the choiceݖܪܩ 10.6

of sectional group delay ቀ ௚ܶ ൏
ଵ

గڄଵ଴.଺ீு௭
ቁ. This also implies that the maximum parasitic 

capacitance from both the input and the output of a stage amplifier is upper bounded to 

ቀܥ௜௡ ൑
ଵ

గ௓బ௙೎
ቁ. We can carry a power-constraint noise optimization based on these two 

constraints: 
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Optimization Algorithms: 

1. For each total current consumption, and CS-transistor gate bias voltage: 

a. Sweep ௖݂>10.6 GHz. 

i. Calculate sectional group delay ቀ ௚ܶ ൌ
ଵ
గ௙೎
ቁ.    

ii. Use the constraints of maximum stage parasitic capacitance 

 ቀܥ௜௡ ൑
ଵ

గ௓బ௙೎
ቁ and CS-transistor gate bias voltage to calculate the 

maximum transistor width ሺW୫ୟ୶) for each gain stage.  Also, use 

the (total current consumption, CS-transistor gate bias voltage) to 

calculate total transistor width of all stages ሺW୲୭୲ୟ୪ ൌ ∑ ௜ܹ
ே
௜ୀଵ ).  

Based on this, we can also calculate a corresponding maximum 

transconductance of the CS-transistor ሺG୫,୫ୟ୶) of each gain stage, 

and the total transconductance of the CS-transistors ሺG୫,୲୭୲ୟ୪). 

iii. Use fminimax algorithm in matlab [61] to optimize stage 

transconductance G୫,୧  for goal (NF), based on Equation (3.4.28) 

with constraints G୫,୧ ൑ G୫,୫ୟ୶ and ∑ ௠,௜௔௟௟ ௜ܩ ൌ  .௠,௧௢௧௔௟ܩ

iv. Save the optimization result ܩ௠,௜ห௢௣௧௜௠௜௭௘ௗ,௙೎  and optimized goal 

௢௣௧௜௠௜௭௘ௗ,௙೎|ܨܰ . 
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b. Save the best optimization result ܩ௠,௜ห௢௣௧௜௠௜௭௘ௗ and goal ܰܨ|௢௣௧௜௠௜௭௘ௗ 

among all ௖݂ in consideration. 

2. Save the goal ܰܨ|௢௣௧௜௠௜௭௘ௗ for the given (total current consumption, CS-transistor 

gate bias voltage) pair. 

     We choose our design goal to be achieving minimum worst-case noise figure between 

3.1─10.6 GHz. The optimization process is based on the 130 nm CMOS device model 

provided by TSMC.  In Figure 3.15, power-constraint noise optimization comparison 

results between a conventional DA and an optimized WDA are plotted.  For a given total 

IC current consumption and a given gate bias voltage, the optimized WDA achieves a 

better in-band worst-case noise figure compared to a conventional DA.  This demonstrates 

the added design flexibility of a WDA improves the noise performance of a conventional 

DA.  

3.6. Magnetic Couplings in LC-Ladder 

     The conventional LC-ladders have large layout area due to the use of many inductors.  

To avoid couplings between adjacent inductors, it is a common design practice to place 

inductors far apart from each other, and this worsens the situation.  If we apply magnetic 

couplings between adjacent inductors in a LC-ladder as shown in Figure 3.16, and 

formulate the circuit KCL and KVL equations, we will get: 
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ሻݔሺݒ െ ݔሺݒ ൅ Δݔሻ ൌ ݅ሺݔሻ ڄ ܮݏ ൅ ݅ሺݔ െ Δݔሻ ڄ ܯݏ ൅ ݅ሺݔ ൅ Δݔሻ ڄ  ܯݏ

ሻݔሺݒ ڄ ܥݏ ൅ ݅ሺݔሻ ൌ ݅ሺݔ െ Δݔሻ. 
(3.5.1)  

If we simplify Equation (3.5.1) using linear approximation we will get: 

 
െ
ܸ݀
ݔ݀

ൌ ݅ሺݔሻ ڄ ݏ ൜
ܮ
Δݔ

൅
ܯ2
Δݔ

ൠ 

െ ௗூ
ௗ௫
ൌ ܸሺݔሻ ڄ ݏ ቄ ஼

୼௫
ቅ. 

(3.5.2)  

Solving Equation (3.5.2) we will get the intrinsic impedance and the sectional group delay 

of the adjacently coupling LC-ladder:  

 
ܼ଴ ൌ ඨܮ ൅ ܯ2

ܥ
 

௚ܶ,௦௘௖௧௜௢௡ ൌ ඥሺܮ ൅ .ܥሻܯ2

(3.5.3)   

 
Figure 3.16: Adjacent couplings in a LC-ladder 

     The solutions of Equation (3.5.2) reveal interesting design insights.  First of all, though 

signals at different inductors have different signal phases due to group delay, the phase lead 

of the inductor on the left cancels the phase lag of the inductor on the right to the first 

order.  As a result, the overall coupling LC-ladder works in a similar way as a noncoupling 

LC-ladder with a change on the intrinsic impedance (ܼ଴ሻ and the group delay ൫ ௚ܶ,௦௘௖௧௜௢௡൯ 
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as written in Equation (3.5.3).  A constructive coupling ሺܯ ൐ 1ሻ  increases both the 

effective intrinsic impedance and the group delay and vice versa. 

 

Figure 3.17: Inductor layouts in two different LC-ladders: (a) Non-alternating 

inductor layout, and (b) Alternating inductor layout 

     The direction of magnetic couplings can be designed by choosing the routing direction 

of currents between adjacent inductors.  As shown in Figure 3.17(a), a non-alternating 
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inductor layout makes low-frequency currents between adjacent inductors flow in the same 

clockwise direction.  This results in a destructive magnetic coupling ሺܯ ൏ 0ሻ between 

adjacent inductors, and will reduce the effective intrinsic impedance of the ladder. An 

alternating inductor layout inside the LC-ladder generates a constructive magnetic coupling 

ሺܯ ൐ 0ሻ between adjacent inductors.  We can achieve the same ladder impedance using a 

smaller inductor in the alternating LC-ladder as compared to the non-alternating case.  In 

other words, if we utilize an alternating coupling LC-ladder, we not only reduce the spacing 

between adjacent inductors, but also reduce the size of each individual inductor inside the 

ladder.  The overall ladder layout can be dramatically reduced.  

3.7. WDA Schematics and Layout 

     Based on the WDA noise optimization process explained in Section 3.5, the optimized 

stage-weights ܩ௠,௜ห௢௣௧௜௠௜௭௘ௗ at 17 mA were used to implement the WDA.  The schematics 

of the implemented WDA test IC is shown Figure 3.18.  The coupling input and output LC-

ladders have a design of 50 Ω intrinsic impedance, and were terminated with variable 

resistors (ܴ௜ and ܴ௢) at the other ends for both the input and output LC-ladders.  The input 

termination resistor ܴ௜ was shunted with a bypass capacitor in order to supply gate bias 

voltage ௕ܸ௚ଵ for stage amplifiers ሺܩ௠ଵ, ,௠ଶܩ ,௠ଷܩ  ௠ହ).  Output bias currents forܩ ௠ସ, andܩ

stage amplifiers were supplied from the RF output through a bias-T, and its termination 

resistor ܴ௢ is in series with a bypass capacitor to ensure the correct output bias voltage. 
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Figure 3.18: Schematics of the WDA 

 
Figure 3.19: Schematics of the intermediate amplifiers and their device sizing 

     Each weighted stage amplifier is a cascode amplifier with a bandwidth enhancement 

inductor ሺܮ஻ሻ  as shown in Figure 3.19 [17].  The transistor sizing inside each stage 

amplifier is tabulated inside the same figure, and ܯଵ and ܯଶ are kept the same to simplify 

the design process.  Other than the first stage ܩ௠ଵ, all other stage amplifiers have smaller 
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weights and smaller input parasitic capacitance.  To maintain the uniformity of intrinsic 

impedance and group delay along the LC-ladders, additional parasitic capacitance will need 

to be supplied.  This provides us an opportunity to place ESD diodes in those nodes without 

sacrificing WDA noise figure and power consumption.  Inductors inside the LC-ladders 

present very low impedance at low frequency.  As a result, ESD diodes at different stages 

form an aggregate large ESD protection for the WDA. 

 

Figure 3.20: Schematics of the variable termination resistors 

     Poly-resistors in the TSMC 130 nm CMOS process have a large process variation.  

Since accurate resistance value is necessary for terminating ladders, a variable resistor was 

designed to cover all the process corners.  The schematic of this variable resistor is shown 

in Figure 3.20.  This design presents a tunable resistance from 35 to 70 Ω for a typical 

process corner up to 11 GHz. 
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Figure 3.21: Die micrograph of the WDA 

     The die photo of the IC is shown in Figure 3.21, and this chip is based on TSMC 130 

nm CMOS 1P7M process.  Chip size is 500 ൈ   .ଶ including all RF and digital pads݉ݑ 870

EM simulation was carried after initial layout is finished, and an integrated design flow for 

RF-VLSI, as explained in Appendix 3.1, is used to improve simulation accuracy and the 

integration between the EM simulator and the regular VLSI verification process.  The 

layout for the alternating coupling LC-ladders is also illustrated in the zoomed-in window 

inside Figure 3.21.  
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3.8.  WDA Measurement Results 

 

Figure 3.22: S-parameters measurement results 

     The WDA IC was mounted on a printed circuit board with wirebonds to its DC and 

digital pads.  Coplanar probes were used for the RF measurement, with the measurement 

calibration plane to the middle of the RF pads.  Drain bias current was supplied through the 

output RF probes through a bias-T.  Figure 3.22 shows typical S-parameter measurement 

results of the WDA at 26 mW power consumption.  ܵଶଵ ranges from 14 to 16 dB from 1 to 

10.6 GHz. ଵܵଵ and ܵଶଶ are better than -12 dB from 1 to 10.6 GHz.  ଵܵଶ is better than -23 dB 

across the same bandwidth.  
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Figure 3.23: Noise figure (NF), input-referred third-order intercept point (IIP3), and 

input-referred 1 dB gain compression point (P1dB) measurement results at 26 mW 

     Noise source, cables, connectors, and RF probes have been carefully calibrated for the 

noise measurement with repeatability errors less than 0.05 dB.  As shown in Figure 3.23, 

the NF of the WDA IC ranges from 2.3 to 4.5 dB and from 1 to 10.6GHz.  The rising NF 

behavior at higher frequency is due to the excessive loss in the LC-ladders due from 

interconnection skin effects.  IIP3 measurement of the WDA IC is better than -3 dBm, and 

the P1dB is better than -15 dB across the 1 to 10.6 GHz bandwidth.   These results are 

measured at 26 mW power consumption from a 1V power supply. 
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Figure 3.24: Measured noise figure (NF) and simulated NF of different transistor ࢽ at 

17 mW power consumption 

     The measured NF and the simulated NFs for two different transistor ߛ are plotted in 

Figure 3.24.  The ߛ ൌ 1.7 simulated NF is a post-measurement simulation result, which is 

fitted to the measured NF at lower frequency range. The regular ߛ simulated NF is the pre-

fabrication WDA noise simulation, which utilizes the transistor data provided by the 

foundry.  Inaccuracy in modeling ߛ  results in an almost uniform NF simulation errors 

across the designed bandwidth.  The increasing discrepancy between the measured and 

simulated NF at higher frequencies suggests that the WDA IC has a higher metal loss due 

to skin effect than the simulation.  The WDA IC also shows a slightly larger ladder group 

delay than simulation. 
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Figure 3.25: Worst-case measured performance versus power consumption 
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     Worst-case WDA measured performance versus power consumption is shown in Figure 

3.25.  Figure 3.25(a) shows the worst-case input and output matching from 1─10.6 GHz 

bandwidth for different current consumption.  Power consumptions are mainly determined 

by the gate voltage and the output drain voltage of the stage-amplifiers.  Since the gate-to-

source ൫ܥ௚௦൯ of a transistor is a function of its bias voltage, the change on the power 

consumption affects the effective shunt capacitance, and the intrinsic impedance of the 

ladders.  However, we can adjust the termination resistance accordingly by the variable 

resistors to match the ladders’ impedance changes.  As a result, the overall input and output 

matching is good across a wide power consumption range.  The worst case ܵଶଵ from 1 to 

10.6 GHz is also a strong function of power consumption, and is increasing with power 

consumption.  S21 reaches its maximum value at 15 dB.   

     Worst-case NF is also a strong function of power consumption, and has a opposite 

tendency to the ܵଶଵ. The NF reaches a plateau when power consumption is greater than 26 

mW. 

3.9. Summary 

     In this chapter, we briefly review the Bode-Fano criteria and explain the conventional 

trade-offs in the design of broadband CMOS LNAs using power-constraint optimization. A 

distributed amplifier relieves these trade-offs; however, each of its gain stages doesn’t 

contribute equal noise to the output, and its LC-ladders layout takes unnecessarily large 

area.  A weighted distributed amplification concept improves the noise performance of a 

DA at the same power consumption by utilizing the finite impulse response filtering 
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property inside the WDA for each noise source.  One of the distinct advantages of the 

WDA topology is its tolerance to I/O parasitic capacitance; ESD protections can also be 

placed at the smaller weighted gain stages without degrading the performance of a WDA.  

Alternating coupling LC-ladders are analyzed and utilized in the design to reduce the 

ladder size.  A test IC is implemented in the TSMC 130 nm CMOS 1P7M process and 

occupies a 500 ൈ  ଶ die area.  A 2.3─4.5 dB NF performance is achieved at 23 mW݉ݑ 870

power consumption. 

 

Appendix 3.1: Integrated RF VLSI Design Flow 

 

Figure 3.26: Conventional RF IC design flow 
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     Modern VLSI relies on EDA verification tools to ensure the manufacturability of a 

physical design and the equivalence between the logical and physical design.  After a 

physical layout is verified for its manufacturability and logic equivalence, the EDA tools 

extract its interconnection parasitic capacitance for post-layout simulation to evaluate the 

real IC performance after fabrication. 

     RF IC built on modern VLSI process faces a unique challenge: its signal wavelength is 

at a comparable dimension to its signal interconnection. Any metal interconnections cannot 

be viewed as a simple electrical short.  Both parasitic inductance and capacitance become 

significant when the signal frequency increases.  In addition, most RFICs contain custom 

EM structures to improve their performance.  These custom EM structures need to be 

simulated in EM software to calculate the high-frequency behaviors of the structures.  

Using custom EM structures and simulation results poses two issues for conventional VLSI 

design flow.  First of all, custom EM structures are not integrated with EDA tools, and are 

usually not provided by the foundries as part of the standard design kit. Additional DC 

schematic has to be made in order to check layout versus schematics (LVS) as shown in 

Figure 3.26.  In addition, we have to use another RF schematic which embeds the EM 

simulation results to simulate RF performance of the IC.  Though EM simulation is very 

accurate in predicting a structure’s EM characteristics, it is not computationally efficient in 

calculating parasitic capacitance due to the metal interconnections.  Using an independent 

schematic for RF simulation will result in a RF schematic that contains a correct EM 

simulation result for the EM structure, but underestimates the parasitic capacitance 

generated from these metal interconnections.  Furthermore, since the (DC) schematics used 



75 
 

 

for LVS are different from the RF schematics, consistency between verification and 

simulation needs to be checked manually by the RF designers.  For complex RF systems, 

like transceivers, it becomes a non-trivial job to keep verification and simulation 

consistency. Also, since the DC schematic/netlist is used at the system topcell, it becomes 

impossible to simulate RF performance on the system level. 

 

Figure 3.27: An integrated RF VLSI design flow 

     An integrated RF VLSI design flow assumes that un-EM-simulated parasitic 

capacitance is limited to a local area in terms of signal wavelength, and resorts to the 

parasitic extractor to calculate these parasitics.  In other words, these parasitic capacitors 

are assumed to be lumped locally.  RF designers have to decide which part of the RFIC 

needs to be EM simulated, while the rest of the metal interconnections are left for parasitic 

extraction.   
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     An integrated design flow starts from making custom EM structures into custom library 

cells which contain a symbol view, a layout view, and a schematic view that contains the 

EM-simulation results of the structures.  Designers need to manually check the  

equivalence of the EM structure between its symbol, layout, and schematic views.  Since 

manual consistency checking on the library cell level is considered manageable, this 

reduces the chance of errors in consistency checking.  Once a library-cell is made, it is then 

integrated into the parasitic extractor of the EDA design environments.   

      Verification process starts with parasitic extraction that extracts the layout into an 

extracted schematic and netlist.  Since the custom EM structures are built into the extractor, 

the extracted netlist will contain the correct EM cell, as well as the interconnection parasitic 

capacitance.  The schematic view is the only circuits for both DC and RF simulations 

which excludes the parasitic capacitance from the interconnections, and LVS checking uses 

this schematic view to verify the consistency between schematic and the layout view.  The 

extracted netlist contains both the custom EM structures as well as the extracted parasitic, 

and can be used for topcell system RF-VLSI co-simulation.  In this manner, RF-VLSI 

verification is consistent with its simulation process on the topcell, and both EM effects and 

interconnection parasitics have been considered in the simulation.  
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Chapter 4: Concurrent Octa-Core RF Receiver 

Architecture 
  

     The concurrent use of several RF channels for wireless communication will increase the 

effective communication bandwidth, and boost the transmission data rate.  In this chapter, 

we will propose dynamically scalable concurrent communication, which divides the 7.5 

GHz bandwidth of the 3.1─10.6 GHz unlicensed band into seven concurrent channels.  The 

concurrent use of these channels results in multi-GHz analog bandwidth to support multi-

Gbps wireless communication.  A RF multi-core RF system architecture is then proposed 

and implemented to verify the concept.  Compared with previous works using this band, 

the proposed architecture has better spectrum efficiency.  In addition, the multi-core RF 

system architecture is well-aligned with the trend of multi-core digital processing in high-

performance applications, where the best performance is achieved with a larger number of 

parallel cores instead of a single higher speed processor. 

     In Section 4.1, we will first introduce the applications of wireless multi-Gbps 

communication.  In the U.S., there are two unlicensed bands which have multi-GHz 

bandwidth to support wireless communication at multi-Gbps data rate, we will discuss the 

pros and cons of the two bands.   A short discussion of previous works using the 3.1─10.6 

GHz band will also be covered.  In Section 4.2, we introduce the octa-core RF receiver 

architecture, explain block diagrams, and discuss its IC implementation.  A receiver 
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prototype is implemented in a 130 nm CMOS process, and has been measured to verify the 

design concept.  A summary of this chapter will be provided in Section 4.3. 

4.1 Introduction 

4.1.1 Wireless Multi-Gbps Communication 

     Many applications require or benefit from high data rates far exceeding the capability of 

existing wireless technology. One of such example is the wireless transmission of 

uncompressed high definition video signals. The direct sending of uncompressed video 

signals greatly reduces power overhead for encoding and decoding video. Set-up boxes, 

Blu-Ray DVD players, and digital video cameras will the beneficiaries of this technology. 

In general, the need for bandwidth is insatiable, much like the demand for CPU speed, 

static and dynamic RAM, flash memory, and external hard disk capacity.  

     To establish a high-speed wireless link, we need to first allocate communication 

channels.  Each channel has a maximum achievable data rate, known as channel capacity 

C.  Channel capacity is related to the bandwidth of the channel, BW, and the signal-to-

noise ratio, SNR, in the following manner [49]:  

  ܥ ൌ ܹܤ ڄ logଶሺ1 ൅ ܴܵܰሻ, (4.1.1) 

which shows that we can either use a large BW or a higher SNR to achieve a high 

communication data rate.  However, based on the theoretic studies of digital 

communications [50], to achieve the same data rate using a smaller BW means to resort to 
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more efficient use of the spectrum.  As an example, to extract 1 Gbps from 100 MHz of 

bandwidth channel obviously requires 10 bits per Hz, but only 1 bit per Hz from a 1 GHz 

bandwidth channel, and low-order constellations can be used to transmit and receive the 

data. The narrow-bandwidth system (100 MHz BW in this example), on the other hand, 

must use sophisticated signal modulation, often placing stringent demands on phase noise 

and power amplifier linearity (particularly for OFDM), and this translates into a system 

with less overall sensitivity.  Much energy must be consumed in the baseband of the 

narrow-band systems to provide FFT and equalization functionality, which will end up 

consuming more energy per bit than the wide-bandwidth solution.  Hence, a large 

bandwidth can reduce the complexity of communication system and reduce overall power 

consumption. 

     In the U.S., at the time this thesis is written, the Federal Communication Commission 

(FCC) has allocated three unlicensed bands with more than 1 GHz bandwidth.  They are 

the 7.5 GHz bandwidth in the 3.1─10.6 GHz [51], the 7 GHz bandwidth in the 57─64 GHz 

(60 GHz band), and the 3 GHz bandwidth in the 92─95 GHz (90 GHz band) [52].  From 

RF circuits’ point of view, the implementation RF transceiver in 90 GHz band is similar to 

that in the 60 GHz band except at a higher center frequency.  Between 60 GHz and 90 

GHz, the 60 GHz attracts more research attention by far.  In Section 4.1.2, we will compare 

the 3.1─10.6 GHz and the 60 GHz band.  
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4.1.2 Comparisons between the 3.1─10.6 GHz and the 60 GHz Band 

     Given an unlicensed 7.5 GHz bandwidth, the 3.1─10.6 GHz band has received less 

attention in the race of multi-gigabit wireless communication for two major reasons: 

Firstly, this band’s wide baseband bandwidth over center frequency makes the 

conventional single-carrier-based analog frequency-translation scheme ineffective.  

Secondly, the low equivalent isotropically radiated power (EIRP) limit enforced by the 

FCC makes the band unattractive to high performance applications.  However, the 

3.1─10.6 GHz RF signal has on the average 20 dB less channel path loss compared to the 

60 GHz band to justify its low EIRP.   In addition, at lower microwave frequency, RF 

signal would more easily penetrate through or diffract around obstacles along the wireless 

link, which makes non-line-of-sight communication possible.  Furthermore, the 60 GHz 

band is much closer to the transistor fT compared to its 3.1─10.6 GHz band, and this 

implies a more inefficient power generation and amplification for the RF frontend circuitry.  

Also, RF packaging in the 60 GHz will be more difficult due to its high frequency.  

 

4.1.3 Previous Works using the 3.1─10.6 GHz Band 

     The unlicensed 3.1─10.6 GHz band has a 7.5 GHz total BW and can be used for short-

distance multi-gigabit wireless communication.  Previous works utilizing this band fall 

under two major categories: time-domain impulse-based [53][54][55], or WiMedia’s MB-

OFDM compliant (frequency-hopping based) [56][57].  The impulse-based method has low 

spectral efficiency and is susceptible to inter symbol interference (ISI) for high data-rate 
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communication due to the relatively large multipath delay spreads over the pulse period, as 

shown in Figure 4.1(a).  Equalization of the received impulse signals with ISI will be 

difficult to be implemented due to multi-GHz clocking speed of the digital signal 

processor. As a result, it is difficult to establish a reliable Gbps wireless link using the 

impulse-based approach. 

 

Figure 4.1: Previous works on the 3.1─10.6 GHz band: (a) Impulse-band and (b) 

Frequency-hopping based 

 

     The MB-OFDM-compliant approach is essentially a diversity-improved narrow-band 

(frequency-hopping) method that utilizes a 528 MHz band out of the available 7.5 GHz RF 

spectrum at a given time window, as shown in Figure 4.1(b).  The average spectrum over 

long measurement time window will follow the FCC’s radiation emission regulation on 

ultrawide-band signal.  However, since only 528 MHz is effectively used for wireless 
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communication, it requires a complex modulation scheme to achieve a multi-Gbps data 

rate.  In addition, the requirement of frequency hopping will increase circuit overheads in 

the hopping LO implementation, and result in high power consumption. 

     We propose to divide the 3.1-10.6GHz into several RF channels and use them 

independently and concurrently.  We will discuss this communication scheme and its RF 

receiver implementations. 

 

4.2  A 3.1─10.6 GHz Octa-Core Receiver 

     In this section, we will discuss the dynamically scalable concurrent communication 

which fully utilizes the 3.1─10.6 GHz spectrum.  A CMOS octa-core RF receiver IC will 

be studied, implemented, and measured to realize concept. 

4.2.1 System Architecture 

 

Figure 4.2: Dynamically scalable concurrent communication 
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     Figure 4.2 illustrates the basic concept of the proposed dynamically scalable concurrent 

communication, and the role of the octa-core RF concurrent receiver IC.  This approach 

divides the 3.1─10.6 GHz unlicensed spectrum into seven channels, and uses a variable 

number of the channels ranging from one to all seven, depending on the channels’ 

availability and the needed data rates.  The center frequencies (ܮ ௙ܱ௥௘௤ሻ  of these RF 

channels are ܮ ௙ܱ௥௘௤ ൌ 528 ൈ ݊ where ,ݖܪܯ ݊ ൌ 7,9,11, . .19.  These RF channels’ BW is 

identically 1.056 GHz. Using the same baseband bandwidth for different RF channels can 

reduce design complexity of the baseband signal processor. The role of the octa-core RF 

receiver in this scheme is to concurrently down-convert selected RF channels to baseband.  

Each of the concurrent channels has a reduced baseband BW corresponding to a 1.056 GHz 

Nyquist rate, as opposed to the full 7.5 GHz BW.  This greatly reduces both the clocking 

rate and the dynamic range requirement of the baseband signal processor.  This approach is 

well-aligned with the trends of multi-core digital processing in high-performance 

applications, where the best performance is achieved using a larger number of parallel 

cores instead of a single higher speed processor.  The energy spent in communicating any 

single bit can thus be minimized. 

     The system architecture of the proposed octa-core RF receiver IC is shown in Figure 4. 

3.  The system consists of a main RF amplification common part and eight independently 

controlled down-conversion cores.  The main RF amplification common part consists of a 

weighted distributed amplifier (WDA), a global RF buffer, and an RF balun followed by a 

signal distribution line to feed wideband signals to the eight down-conversion cores.  The 

function of the main RF amplification common part is to amplify the broadband RF input 
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signals with little added thermal noise, so the down-conversion core will not degrade 

system noise figures.  

 

 

Figure 4.3: System architecture of proposed octa-core RF receiver 

     Each down-conversion core is comprised of a frequency synthesis block, I&Q down-

conversion mixers, and the baseband variable gain buffers.  The function of each down-

conversion core is to down-convert a particular RF channel into corresponding I&Q 

basebands so the out-of-band signals and the LO leakages will be filtered out by the 

baseband filter.  The MOS varactors of the LC-voltage control oscillator (LC-VCO) inside 

each frequency synthesis block have limited tunability. To cover all seven RF channels, 

three different versions of the down-conversion cores, i.e., low band (LB), mid band (MB), 
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and high band (HB), are designed.  At a typical process corner, the LB core can be 

programmed to down-convert any of the first three RF channels.  The MB core covers the 

third to the fifth RF channels, and the HB core processes the fifth to the seventh channels.  

This frequency plan is shown in Figure 4.2.  Inside each chip, there are three LB cores, two 

MB cores, and three HB cores.  The overlapped frequency plan combined with the extra 

(eighth) core provides necessary redundancy to cover all seven bands in the presence of 

large systematic process variations in the VCO center frequencies.   

     There are two major design challenges of this architecture: core-to-core interference and 

power consumption. At the worst case, there will be seven cores running on a silicon die; 

severe core-to-core interference can make this architecture useless.  In addition, each of the 

seven cores has its own down-conversion signal paths and frequency synthesis.  Power 

consumption can be excessive if the system and circuits are not designed properly. 

      Core-to-core interference is alleviated first by careful frequency planning.   By 

choosing ܮ ௙ܱ௥௘௤ ൌ ݊ ൈ 528 MHz (݊ ൌ 7,9,11,… 19ሻ, avoidance of third-order spurious 

harmonic mixing from the lowest to the highest channel is guaranteed.  In addition, the lack 

of simple fractional relationship between any two of different cores’ LO frequencies 

prevents VCOs from pulling and interlocking.  Also, careful interleaving placement of 

different cores on chip (as shown in Figure 4.3, the sequence of core placement from the 

left to the right on the lower row is: HB, MB, LB, and HB) and the dynamic allocation of 

LO frequencies of the cores in real time ensures maximum physical distance between cores 

with adjacent LO frequencies.  Furthermore, each core is surrounded by wide guard rings 
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with strongly over-damped supply bypass.  This further attenuates substrate couplings and 

supply/ground network perturbations. 

     Reduced system power consumption is achieved on both system and circuit levels.  The 

use of one PLL per core minimizes the routing distance of the high-frequency LO while 

only the low frequency system reference (typically 66 MHz) is routed across the whole 

chip.  This arrangement reduces the total system ݂ܸܥଶ  power consumption due to LO 

routing, which dominates significant power consumption in a typical RF receiver.  Inside 

each PLL, divider chains use true-single-phase-clocking (TSPC) logic [58] to reduce both 

static and dynamic current consumption, except for the first two current-mode logic (CML) 

necessary prescalers for high frequency operation.  Furthermore, bias currents or voltages 

of most circuit blocks can be adjusted by digital controlling.  This allows the receiver to use 

only necessary power.  This also allows all blocks and down-conversion cores to turn into 

sleep-mode when not used. 

     The chip has an on-chip bias generation and distribution, so only a reference current is 

required off-chip. This chip also has a total 1092 bit serial digital controller to 

independently program the functional settings and bias of each block.  

4.2.2 RF Common Part: LNA, RF Buffers, and RF Distribution 

Network 

     Figure 4.4 shows the schematics of the RF common part. The WDA has been discussed 

in Chapter 3, and its output is connected to a diode-connected PMOS with a 50 Ω 

termination resistor between the PMOS’s drain and gate.  The gate of the PMOS is DC-
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bypassed.  This setup provides both the DC-bias current, and a high-frequency 50 Ω output 

load for the WDA.  The RF buffer amplifier is a cascode amplifier with an inductor shunt 

peaking load to provide a broadband response up to 11 GHz. The RF balun is a one-side-

AC-grounded differential amplifier.  The common-mode rejection of a regular differential 

amplifier provides a rough single-mode-to-differential-mode signal conversion.  The 

differential operation of later gain stages provides additional common-mode signal 

rejections.  The output current from the RF balun is feeding to a differential transmission 

line that distributes the amplified broadband signal to the eight down-conversion cores.  

The transmission line is terminated with a resistor pair with common-mode-feedback 

circuitry to provide both the correct DC bias voltage for the eight cores, DC bias current for 

the RF balun, and the right RF impedance for the transmission line.  Bias currents/voltages 

of the RF buffer and RF balun can be adjusted by digital programming. 
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Figure 4.4: Schematics of the RF common part 

4.2.3 Downconversion Core: PLL, Mixers, and BB Buffers 

     Figure 4.5 shows the block diagram of a down-conversion core, which includes a 

complete I&Q down-conversion signal path and frequency synthesis.  The down-

conversion signal path starts with a local RF-buffer which amplifies the broad-band signals 

from the differential transmission line to the inputs of I&Q mixers. The local RF-buffer 

presents capacitive input impedance, which is absorbed into the differential transmission-

line.  I&Q mixers use Gilbert-type current commutating double-balanced topology, and the 
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I&Q LO signals are provided by the in-core PLL. The down-converted signal is amplified 

by a baseband VGA.  A two-step buffer drives a typical differential 100 Ω load.   

     Inside each core, frequency synthesis is accomplished by an integer-N phase-locked-

loop (PLL). This PLL is comprised of a LC-VCO, two cascading CML div-two prescalers, 

a CML-to-TSPC converter, a TSPC div-two divider, a modular programmable div-N 

divider [59], a phase-frequency detector (PFD), a charge-pump, and a second-order low-

pass filter connecting in closed loop [48].  There are LB, MB, and HB versions of LC-VCO 

for the system to cover all of the seven channels. The programmable div-N divider provides 

dividing ratio from 4 to 31, so the overall programmable divider ratio ranges from 32 to 

248, with a step size equal to 8.  The PLL LO reference is 66 MHz, and the PLL can 

generate the required center frequency for the RF channels with proper divider setups. The 

low-pass filter has a typical bandwidth of 5 MHz, which is large enough to suppress VCO 

phase noise while small enough for the PLL to remain stable.  The output of the LC-VCO 

is buffered to a RC-CR quadrature filter, and is furthered buffered to drive the LO ports of 

I&Q mixers.  
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Figure 4.5: Block diagram of the down-conversion core 

 
       The octa-core receiver is implemented in a 130 nm CMOS process with seven metal 

layers.  Figure 4.6 shows the die micrograph of the octa-core RF receiver IC, which 

occupies 1.3x2.7 mm2.  The chip consumes 1 mW in sleep mode.  In normal operation, the 

WDA and the RF buffer consume 29 mA from a 1.3 V supply.  The RF balun consumes 21 

mA from a 1 V supply. Average current consumption from each down-conversion core 

excluding the output buffers is 30 mA, with a 55 mA maximum gain current consumption 

from a 1 V supply.  Each differential BB output buffers consumes 5─25 mW from a 1 V 

supply.  Typical total power of the chip with N cores running is ሺ62 ൅ 40 ൈ ܰሻ mW. 
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Figure 4.6: Chip micrograph of the octa-core receiver IC 

4.2.4 Experimental Results 

A printed circuit board (PCB) is designed using a Duroid substrate of a 0.254 mm 

thickness for prototyping. The PCB provides the traces for the DC supplies, reference 

signal, digital signals, and differential baseband outputs. All signal inputs and outputs are 

fed with SMA connectors. The PCB is attached on a gold-plated brass board. Then, 

through a pre-cut aperture of the PCB, the chip is mounted directly on the brass board 

using silver epoxy in order to provide good substrate grounding and heaksink. The chip 

ground pads are wire-bonded directly to the brass board, and the remaining pads are wire-

bonded to the PCB traces. 
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Figure 4.7: Schematics of mixer and RF/LO-I buffers inside each RX core, and the 

results of system healing at a typical VGA gain setting 
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     Each analog block has an independently controllable bias current with an adjustable 

common-mode voltage.  This allows each block not only to use necessary power, but also 

to calibrate the circuits for process-related bias variations.  As an example, the schematics 

of one of the mixers and its supporting circuitry, shown in Figure 4.7, are used to explain 

the process.  The operation point of these elements can be dynamically adjusted during the 

healing phase.  The operation points are optimized for the best performance.  A typical 

healing improvement in the conversion gain is also shown in Figure 4.7.   Under the same 

VGA settings, conversion gain is improved by 12 dB on the average after the system 

calibration.  

     Figure 4.8 shows the aggregate measured maximum conversion gain performance of the 

LB, MB, and HB over the 3─10.6 GHz range. The receiver achieves an S11 of better than -

15 dB up to 11 GHz.  The decreasing conversion gain with increasing RF frequency is 

attributed mainly to the decreasing LO signal level at higher frequency at the LO-port of 

the RF mixers.  This decreases the effective conversion gain of the RF-mixers.  Figure 4.9 

shows the system noise figure performance of the receiver at maximum gain setting, which 

ranges from 2.6 to 11 dB. The system NF is dominated by the front-end WDA for lower 

frequency range.  At higher frequencies, the effective conversion gain of the mixer is 

lowered by the reducing LO signal, and NF from later stages become dominant.  Figure 4.9 

also shows the minimum-gain system IIP3 which is better than -9 dBm across all frequency 

ranges.  At minimum gain system setting, system IIP3 is limited by the voltage swing at the 

input node of the global RF buffer right after the WDA. 
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Figure 4.8: Measured receiver maximum conversion gain and S11 

 

Figure 4.9: Measured receiver system noise figure and IIP3 
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     Multi-core performance is measured with seven active cores running concurrently.  No 

LO pulling is observed when all seven cores are configured to different channel LOs.  Off-

chip baseband filter with 400 MHz 3 dB BW are used for baseband filtering in the 

measurement.  Cross-band rejection is defined as the unwanted signal power reduction as 

compared to an in-channel RF signal of the same power, and is an aggregate response of 

the receiver and the off-chip baseband filter.  As shown in Figure 4.10, a better than -36 

dBc concurrent cross-band rejection is achieved.  Figure 4.11 shows a worst-case -26 dBc 

LO spur across all cores, and a worst-case -64 dBm concurrent core-to-core adjacent LO 

leakage at the outputs.  This receiver achieves typical 50 mW/GHz power consumption 

over signal bandwidth when all cores are working concurrently.   

 

Figure 4.10: Measured cross-band rejection 
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Figure 4.11: Measured LO spurs and core-to-core LO leakage 

     We can calculate a wireless link capacity based on this concurrent receiver.  First, we 

assume the transmitter transmits at FCC’s spectrum mask for UWB band, and both the TX 

and RX antennas have a 0 dBi antenna gain.  Based on the measured receiver system noise 

figure, we will be able to calculate the ܴܵܰ௜ for the i-th channel using Friis’ equation: 

  ܴܵܰ௜ ൌ
௉೟೔G౪G౨൬

೎
రഏ೑ವ೟ೝ

൰
మ

஻ௐ೔ൈ௞்ൈேி೔
. (4.2.1) 

Here,  ௧ܲ௜ is the transmitted power of i-th channel, ܩ௧ is the antenna gain on the transmit 

side, ܩ௥  is the antenna gain on the receive side, ܿ  is the speed of light, ݂  is the signal 

frequency, ܦ௥௧ is the distance between the transmitter and receiver, ܤ ௜ܹ is the bandwidth 
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of the i-th channel, k is Boltzmann’s constant, T is the receiver’s temperature, and ܰܨ௜ is 

the NF of the i-th channel.  And the concurrent link capacity can be calculated to be: 

  ܥ ൌ ∑ ܤ ௜ܹ ڄ logଶሺ1 ൅ ܴܵܰ௜ሻ଻
௜ୀଵ . (4.2.2) 

The link capacity for different TX-RX distance is calculated and plotted in Figure 4.12. The 

wireless link based the octa-core RF receiver achieves a theoretic 16 Gbps channel limit at 

a five meter RX-TX distance. The measured performance summary is shown in Table 4.1.   

 

Figure 4.12: Channel capacity of a wireless link built with the octa-core receiver, with 

a transmitter transmitting at FCC’s spectrum mask and isotopic antennas for both 

RX and TX 
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Table 4.1: Measured performance summary of the octa-core receiver 
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4.3 Summary 

     In this chapter, we use concurrency in wireless link to boost communication data rate. 

As a proof-of-concept, we propose dynamically scalable concurrent communication by 

dividing the 7.5 GHz bandwidth of the unlicensed 3.1─10.6 GHz spectrum into seven 

concurrent channels.  A CMOS octa-core RF receiver is implemented to validate the idea.  

Based on the receiver measurement results, a wireless link can be built to achieve a 16 

Gbps channel limit at five meter TX-RX distance at 400 mW power consumption.
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Chapter 5: Scalable Concurrent Dual-Band 

Phased Array Receiver 
 

Phased arrays steer beam directions electronically and bring many benefits such as high 

directivity, interference rejection, signal-to-noise ratio improvement, and fast scanning 

response [37]–[40]. For this reason, phased arrays have been extensively employed in 

radar and communication systems in the area of military, space, and radio astronomy 

since their advent in the 1950s [41] [42]. Recently, substantial attention has also been 

drawn to civil applications including high-speed point-to-point communications and car 

radars [40] [43].  However, previous works on phased array IC and system have limited 

system scalability and diversity.  In this chapter, we will propose a scalable concurrent 

dual-band phased array receiver to relieve these limitations. 

This chapter is organized as follows. Section 5.1 briefly reviews phased array systems 

and the limitations of previous works. The scalable concurrent dual-band phased array 

receiver architecture will also be proposed in this section.  Section 5.2 discusses the 

difficulty of achieving required tunability using conventional dual-band amplifier 

topology. In Section 5.3, several tunable concurrent amplifiers will be proposed and 

compared.  Section 5.4 discusses the circuit implementation of major blocks in the 

tunable dual-band receiver.  Section 5.5 presents the experimental results of the receiver 

test chip and a four-element array system.  A chapter summary will be provided in 

Section 5.6. 
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5.1.  Introduction of  Phased Array Receiver 

θ
λ
πϕ sin2 d=Δ

 
Figure 5.1:  Basic phased array receiver configuration 

 
      Phased array receivers consist of multiple antenna elements spaced with a certain 

distance (d) and a following separate phase shifter per element for the electronic 

beamforming at a given incident angle (θ) in space (Figure 5.1). When a RF wave arrives at 

the antenna elements, the arrival time of wavefront between two adjacent elements is 

different by: Δݐ ൌ ௗڄ௦௜௡ఏ
௖

, where c is the speed of light. In the narrow-band circumstances, 

the arrival time difference results in a phase delay of the received signal between two 

adjacent elements, given by: Δ߮ ൌ ଶగௗڄ௦௜௡ఏ
ఒ

, where λ is the wavelength of the incoming 

wave.  Thus, the following phase shifter adjusts the phase delay in such a way that output 

signals from each element are all in phase with one another. By summing the signals from 

each element, a coherent output signal can be obtained with a large array gain. On the other 
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hand, incoming waves at different incident angles will not be summed coherently.  As a 

result, these signals will be significantly attenuated at the array output. 

     Since a phased array combines several in-phase signals coherently at the array output, it 

can achieve an effectively higher gain than a single element receiver. When the signals are 

combined in the amplitude domain (current or voltage) with a same output load, the array 

gain is given by: 

  ஺௥௥௔௬ܩ ൌ ௌ௜௡௚௟௘ܩ ൅ 20 logଵ଴ ܰ ሺdBሻ (5.1.1) 

where ܩௌ௜௡௚௟௘ is the gain of a single element and N is the number of array elements. Again, 

undesired signals such as the interference or jammers arriving at other incident angles are 

inherently rejected according to the established array pattern. 

     Furthermore, the signal integrity is enhanced at the array output through an effective 

improvement of the output signal-to-noise ratio (SNR) by a factor of 10 log10 N (dB). This 

is because the noise generated from each element is uncorrelated while the desired signal is 

combined coherently [22]. 

     Finally, since phased arrays steer beam directions electronically, they are able to receive 

multiple beams arriving at different incident angles simultaneously. Also, these beams can 

be steered in a faster and more reliable way than that of a mechanically steered antenna 

system.  



103 
 

 

5.1.1. Limitations of  Previous Works on Phased Array 

     The continuing scaling of semiconductor manufacturing not only produces faster 

transistors, but also allows higher system complexity and integration level.  This trend 

offers an opportunity for dramatic reduction in the cost and the size of phased array 

systems, in particular in CMOS process. The high yield and repeatability of silicon ICs 

allows the entire transmitter and/or receiver to be integrated on a single die [22] [23] [24] 

[25]. This single-chip approach in silicon reduces the overall system cost substantially, 

compared to the conventional module-based counterpart in compound semiconductors. 

     The benefits of phased arrays are more noticeable as we increase the number of array 

elements.  Previous works on integrated phased array systems have scalability issues that 

either the number of phased array elements is limited to the number of array elements tha 

can be implemented inside a single IC, or a large RF signal distribution network will be 

required in order to combine a very large number of elements, as shown in Figure 5.2.  In 

this figure, several elements are grouped together into a sub-array IC or module, and 

several sub-arrays are combined by a RF distribution network to present a single output for 

down-conversion.  Therefore, as the number of array elements increases, the cost and 

complexity of assembling these components into a system will rise dramatically.  

Furthermore, the design of the low-loss RF distribution network will be challenging with a 

large number of elements for two reasons: The first reason is that the number of sub-arrays 

is also increased accordingly, which requires more depth of the signal distribution (or 

combining) network. The other is that the signal is distributed (or combined) in the RF 

domain before down-conversion, which gives rise to higher loss than if the distribution (or 
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combining) were to be performed in the IF or baseband domain.  Even more challenges 

arise when the array must receive multiple beams at the same time. Since each beam 

requires a separate receiver module and a distribution network for the independent 

beamforming capability, the associated complexity and cost will be further exacerbated. 

 

Figure 5.2: A conventional way of building a large-scale phased-array receiver system 

(in the active array configuration) that supports concurrent multiple beams 

     Previous works also have limited functionality or diversity.  There is a trend in radar and 

communication systems that the transceivers operate concurrently in multiple modes and 

multiple bands [26]. Furthermore, many applications require the transceiver to operate in a 

wide range of RF frequencies [27].  These trends also apply to phased arrays when multiple 

targets must be tracked at the same time in radar and electronic countermeasure systems or 
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when multi-point communications are desired at multiple frequencies in a wide bandwidth. 

The high integration capability of CMOS offers a promising solution to achieve the 

wideband phased arrays with multiple functionalities. Several wideband phased (or timed) 

array receivers [28] [29] and transceivers [30] have been reported in silicon. However, 

none of the previous work has implemented a concurrent multi-band multi-beam phased 

array receiver operating in a wide range of RF frequencies. 

 

5.1.2. Previous Works on Concurrent Dual-Band Receivers 

     The fundamental building blocks of the phased array systems are the transceiver 

elements. The concept of concurrent dual-band operation in radio frequency electronics has 

been introduced to improve the overall communication throughput and diversity [31].  

However, the frequencies of the received RF signals in the previous work are fixed.  This 

limits the application of this architecture to a subset of emerging standards.  Concurrent 

tunability will be studied and introduced in the later sections of this chapter, with IC 

implementations to prove the concept. 

5.1.3. Proposed Large-Scale Phased Array System Architecture 

     To deal with the scalability issue, we propose an efficient way of building large-scale 

phased array receiver systems, as shown in Figure 5.3. With a single CMOS chip (a shaded 

block in Figure 5.3), we integrate all receiver module components on the same die, except 

for the antenna and front-end LNA. The CMOS receiver includes the tunable concurrent 

amplifiers (TCAs), down-conversion mixers, phase shifters, frequency synthesizers, and 
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baseband buffers [32].  This single-chip solution avoids the costly large number of separate 

component modules and their complicated interconnection for large-scale arrays, which 

results in a dramatic cost reduction. More importantly, the chip is implemented in CMOS, 

which will bring another substantial cost reduction compared with its compound-

semiconductor counterpart.  

 

Figure 5.3: A proposed 6–18 GHz phased array receiver system that receives four 

beams at two frequencies concurrently and is easily scalable toward a very large-scale 

array 
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     The CMOS receiver has two input ports to receive two different polarization signals fed 

from an active antenna module, i.e., horizontal polarization (HP) and vertical polarization 

(VP), respectively. On the other hand, each input port is able to receive a dual-band signal 

containing two different frequencies concurrently, one in the low band (LB) from 6 to 10.4 

GHz and the other in the high band (HB) from 10.4 to 18 GHz. The dual-band signal is 

then split into two separate signals on-chip, one for each band. Subsequently, each signal is 

down-converted with the independent phase-shifting operation to provide separate 

beamforming. Therefore, the proposed array system can receive and steer four different 

beams at two different frequencies concurrently.  

     The baseband outputs from each array element are combined off-chip in the current 

domain, providing the back-end processors with one combined baseband signal per beam. 

Since the signal combining is performed at the baseband rather than at the RF frequency, it 

alleviates the difficulty in designing a low-loss combining network for a large-scale array.  

     It is also noteworthy that the 50 MHz LO references signal is the only signal which 

needs to be distributed among the elements other than DC supplies. Due to its low 

frequency, the reference can be simply distributed without adding complexity. It also 

makes the proposed array architecture easily scalable.  

     The LO signals generated by the on-chip frequency synthesizers may have relatively 

higher phase noise than those provided by off-chip low-noise sources. However, when 

combining N elements (or N chips) in the array, the phase noise originating from the on-

chip components of each element is uncorrelated with one another and thus adds up in 

power. On the other hand, the carrier signal is combined in amplitude in the current 
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domain. Therefore, the phase noise performance is improved by a factor of 10 logଵ଴ ܰ 

(dB) at the array output. This improvement also makes the single-chip solution, including 

on-chip frequency synthesizers, suitable for large-scale phased arrays without degrading 

the array performance. 

     In the complete array system, a separate active antenna module, consisting of a 

broadband antenna and a GaN LNA, will be employed in front of the CMOS receiver. 

5.2.  Tunability of  Concurrent Dual-Band Amplifiers 

     One of the major challenges in implementing the proposed phased array systems 

introduced in Section 5.1.3 is the implementation of the dual-band TCA.  One of the possible 

solutions is to make a conventional concurrent dual-band amplifier tunable.  A concurrent 

dual-band amplifier has a dual-resonant input matching network, and a dual-resonant output 

network, as shown in Figure 5.4.  For concurrent operations, resonant frequencies of these two 

networks need to be matched.  

     To make the dual-band amplifier in Figure.5.4 tunable, variable capacitors (ܥ௚, ܥ௚௦, ܥଵ, and 

 ଶ) need to be implemented, which have a limited tuning range (e.g., MOS varactors have aܥ

typical tuning range of three).  Under this constraint, a tunable dual-resonant input matching 

network and output network can be designed to cover any frequency between 6 and 18 GHz 

by either of the pass-bands of the dual-resonant networks. 
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Figure 5.4: Schematics of a concurrent dual-band amplifier 

     If we look at the output load resonant network as an example, we will find that the 

output network has two resonant peaks at ߱௅,௟௢௔ௗ, and ߱ு,௟௢௔ௗ, respectively, where 

 

߱௅,௟௢௔ௗ

ൌ ඨሺܮଵܥଵ ൅ ଵܥଶܮ ൅ ଶሻܥଶܮ െ ඥሺܮଵܥଵ ൅ ଵܥଶܮ ൅ ଶሻଶܥଶܮ െ ଶܥଵܥଶܮଵܮ4
ଶܥଵܥଶܮଵܮ2

 
(5.2.1)  
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  ߱ு,௟௢௔ௗ ൌ ටሺ௅భ஼భା௅మ஼భା௅మ஼మሻାඥሺ௅భ஼భା௅మ஼భା௅మ஼మሻమିସ௅భ௅మ஼భ஼మ
ଶ௅భ௅మ஼భ஼మ

.  (5.2.2) 

Here, ߱ு,௟௢௔ௗ ൐ ߱௅,௟௢௔ௗ , and they are the two passband frequencies of the output 

concurrent load networks.    

     Both ߱ு,௟௢௔ௗ and ߱௅,௟௢௔ௗ are functions of ܥଵ and ܥଶ which have limited tuning range, 

said ܥଵ א ሼܥଵ,௠௜௡, ଶܥ ଵ,௠௔௫ሽ andܥ א ሼܥଶ,௠௜௡, ଶ,௠௔௫ሽ.  Rewrite ߱௅,௟௢௔ௗܥ  as ߱௅,௟௢௔ௗሺܥଵ,  ଶሻܥ

and ߱ு,௟௢௔ௗ as ߱ு,௟௢௔ௗሺܥଵ,  :ଶሻ. We would likeܥ

 

߱௅,௟௢௔ௗ൫ܥଵ,௠௔௫, ଶ,௠௔௫൯ܥ ൑ ߨ2 ڄ 6  ݖܪܩ

߱ு,௟௢௔ௗ൫ܥଵ,௠௜௡, ଶ,௠௜௡൯ܥ ൒ ߨ2 ڄ  ݖܪܩ 18

߱௅,௟௢௔ௗ൫ܥଵ,௠௜௡, ଶ,௠௜௡൯ܥ ൐ ߱ு,௟௢௔ௗ൫ܥଵ,௠௔௫,  ଶ,௠௔௫൯ܥ

(5.2.3)   

to be satisfied, so that any frequency between 6 to 18 GHz can be covered by either of the 

pass bands.  Solving the inequalities of Equation (5.2.3) gives the design values for the 

passive elements inside the load network.  A similar process and solution set can be derived 

for the input-matching network to get its pass-band frequencies: ߱௅,௜௡௣௨௧൫ܥ௚, ௚௦൯ܥ  and 

߱ு,௜௡௣௨௧൫ܥ௚, ,௚ܥ௚௦൯, as well as design value for ሺܥ  .௚௦ሻܥ

     One way to illustrate the tunability of a concurrent dual-band network is to plot all 

combinations of ൣ߱௅,௟௢௔ௗሺܥଵ, ,ଶሻܥ ߱ு,௟௢௔ௗሺܥଵ, ଶሻ൧ܥ  on a 2-D coordinate system by 

sweeping ܥଵ between ܥଵ,௠௜௡ and ܥଵ,௠௔௫, and ܥଶ between ܥଶ,௠௜௡ and ܥଶ,௠௔௫.  Similarly, we 

plot ൣ߱௅,௜௡௣௨௧ሺܥ௚, ,௚௦ሻܥ ߱ு,௜௡௣௨௧ሺܥ௚,  ௚௦ሻ൧ on another 2-D coordinate system by sweepingܥ

௚ܥ  between ܥ௚,௠௜௡  and ܥ௚,௠௔௫ , and ܥ௚௦  between ܥ௚௦,௠௜௡  and ܥ௚௦,௠௔௫ . The gray area 
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enclosed by thick black lines in Figure 5.5 represents the achievable region of the 

concurrent dual-band operation.   

 

Figure 5.5: Achievable frequency region of tunable dual-band operation of the 

amplifiers in Figure 5.4 with limited capacitor tuning range, and all frequencies 

between 6─18 GHz covered by either band 

     There are three major problems in making the architecture in Figure 5.4 tunable: Firstly, 

the high-band and the low-band frequencies cannot be independently controlled. Secondly, 

the achievable region of operation is only a small portion of the desired operation region, 

which is the rectangle enclosed by dotted lines. Thirdly, matching the resonant frequencies 

of the two networks is difficult. Furthermore, it is not clear how or if it is possible to 

achieve this with higher-order networks due to resonant couplings in the system.  These 

conclusions also suggest that to achieve an independent tunability between the high band 

and the low band, isolation between the high-band and the low-band resonators is 
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necessary.  Based on these preliminary studies, in the next section we will explore several 

possible topologies of TCA which comprise two isolated resonators. 

5.3. Tunable Concurrent Amplifier (TCA) 

     The TCA needs to provide good broadband input matching and good isolation between 

its two outputs.  In this section, we will compare the dynamic range performance of four 

different TCA topologies, i.e., the common-gate common-gate topology, the common-gate 

common-source topology, the resistor-terminated topology, and the active-termination 

topology.  All of these four topologies satisfy our basic design requirements. The inductive 

degeneration-based architecture [33] is not compared here, because the effective 

transconductance of an inductively degenerated amplifying core presents a non-flat 

inherent frequency response. 

 

Figure 5.6: Schematics of a common-gate common-gate TCA 
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5.3.1. Common-Gate Common-Gate (CG-CG) Topology 

     The CG-CG topology matches its input impedance by the two parallel CG amplifiers. 

Each of the CG has an 1/݃௠  input impedance, where ݃௠  is its transconductance.  The 

effective input impedance of a CG-CG TCA is: 

  ܼ௜௡ ൌ
ଵ

௚೘ಽା௚೘ಹ
. (5.3.1) 

A CG amplifier has very good isolation between its source and drain node, so the CG-CG 

TCA has a good isolation between its two outputs.  When input is matched ሺܼ௜௡ ൌ ܼ଴ሻ, the 

noise figure of this TCA is: 

 

ு஻ܨܰ ൎ 1 ൅ ܼ଴݃௠௅ߛ ൅
݃௠ுߛ

݃௠௅ ൅ ݃௠ு
ڄ ൜1 ൅

2݃௠௅
݃௠ு

ൠ
ଶ
 

௅஻ܨܰ ൎ 1 ൅ ܼ଴݃௠ுߛ ൅
௚೘ಽఊ

௚೘ಽା௚೘ಹ
ڄ ቄ1 ൅ ଶ௚೘ಹ

௚೘ಽ
ቅ
ଶ
. 

(5.3.2)  

௅஻ are the HB and LB noise figures, respectively.  When ݃௠ுܨܰ ு஻ andܨܰ ൎ ݃௠௅, the 

above equation can be simplified into: 

  ܨܰ ൎ 1 ൅  (5.3.3) .ߛ5
The noise figure of CG-CG stage is bad for two reasons: Firstly, to match the input 

impedance using two CG amplifiers, both of the CG amplifiers will have a smaller 

transconductance which dramatically decreases the gain of the amplifiers; noise generated 

from other sources will be more dominating than the source impedance.  Secondly, thermal 

noise from the HB CG transistor will leak into the LB path, and vice versa.   
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     The P1dB of this topology is: 

  ଵܲௗ஻ ൎ
ଶ.ଽ|௚೘|ڄΩషభ

|௚೘య|
ሺܹ݉ሻ. (5.3.4)  

݃௠ଷ is the third-order transconductance of the transistor. ݃௠/݃௠ଷ has a unit of ܸݐ݈݋ଶ, so 

we need to multiply it by ܱ݄݉ିଵ ൌ ଵିݐ݈݋ܸ ڄ  .to make ଵܲௗ஻’s unit correct ݁ݎ݁݌݉ܣ

     The dynamic range (DR) performance of the CG-CG TCA will then be: 

  ܴܦ ൎ ଶ.ଽൈଵ଴షయڄ|௚೘|ڄΩషభ

|௚೘య|ڄ௞்ڄሺଵାହఊሻڄ஻ௐ
. (5.3.5) 

BW is the bandwidth of the front-end filter. ݇  is Boltzmann’s constant, and T is the 

temperature of the chip.  The DR can be improved by reducing the noise figure 

performance of the CG-CG TCA. 

5.3.2. Common-Gate Common-Source (CG-CS) Topology 

 

Figure 5.7: Schematics of a common-gate common-source TCA 
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     The CG-CS topology matches its input impedance by a CG amplifier. The input 

impedance transforms the input RF power into a gate voltage, which is amplified by both 

the CG transistor (shown as the HB path in Figure 5.7), and the CS transistor (shown as the 

LB path in Figure 5.7).  Both the CG and the cascode amplifier have very good isolation 

from input to output, so isolation between the HB and LB outputs can be achieved. When 

the input is matched ሺܼ௜௡ ൌ ܼ଴ ൌ
ଵ

௚೘ಹ
ሻ, the noise figure of this CG-CS TCA is: 

 
ு஻ܨܰ ൎ 1 ൅ γ 

௅஻ܨܰ ൎ 1 ൅ ߛ ൅ ସఊ
௚೘ಽ௓బ

.
(5.3.6) 

 ு஻, because drain noise from the CG transistor leaks to the LBܨܰ ௅஻ is greater thanܨܰ

signal path. However both noise figures are better than that in the CG-CG topology. Input 

matching is achieved by a single CG stage, and the effective transconductance of both HB 

and LB paths can be increased.  In addition, ݃௠௅ is decoupled from the input matching, so 

we can choose a large ݃௠௅ to reduce the last term in ܰܨ௅஻ equation.  The ଵܲௗ஻ of the CG-

CS TCA is comparable to the CG-CG TCA, and the dynamic range of the CG-CS TCA is: 

 

ு஻ܴܦ ൎ
2.9 ൈ 10ିଷ ڄ |݃௠ு| ڄ Ωିଵ

|݃௠ுଷ| ڄ ݇ܶ ڄ ሺ1 ൅ ሻߛ ڄ ܹܤ
 

௅஻ܴܦ ൎ
ଶ.ଽൈଵ଴షయڄΩషభ

ฬమ೒೘ಽయ
೒೘ಽ

ି೒೘ಹయ
೒೘ಹ

ฬڄ௞்ڄ൬ଵାఊା రം
೒೘ಽೋబ

൰ڄ஻ௐ
. 

(5.3.7)  

݃௠ுଷ  and ݃௠௅ଷ  are the third-order transconductance of the HB and LB transistors, 

respectively. 
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5.3.3. Resistor Termination Topology 

 

Figure 5.8: Schematics of a resistor-terminated TCA 

     The resistor-terminated TCA matches its input impedance with a 50 Ω  resistor, as 

shown in Figure 5.8.  This 50 Ω resistor transforms the input RF power into a gate voltage, 

which is amplified by the cascode amplifiers for both the HB and LB signal paths.  Since 

the cascode amplifiers have good isolation between the inputs and outputs, isolation 

between the HB and LB outputs can be achieved.  The noise figure of this resistor-

terminated TCA is: 

 
ு஻ܨܰ ൎ 2 ൅

4݇ܶ
݃௠ுܼ଴

 

௅஻ܨܰ ൎ 2 ൅ ସ௞்
௚೘ಽ௓బ

. 

(5.3.8)   

Ω50
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Since the ݃௠௅ and ݃௠ு are decoupled from input matching, we can choose a large value to 

reduce the second terms in Equation (5.3.8).  The ଵܲௗ஻ of the resistor-terminated TCA is 

similar to the CG-CG TCA, so the dynamic range of the CG-CS TCA is: 

 

ு஻ܴܦ ൎ
1.5 ൈ 10ିଷ ڄ |݃௠ு| ڄ Ωିଵ

|݃௠ுଷ| ڄ ݇ܶ ڄ ൬2 ൅
4݇ܶ
݃௠ுܼ଴

൰ ڄ ܹܤ
 

௅஻ܴܦ ൎ
ଵ.ହൈଵ଴షయڄ|௚೘ಽ|ڄΩషభ

|௚೘ಽయ|ڄ௞்ڄ൬ଶା
రೖ೅

೒೘ಽೋబ
൰ڄ஻ௐ

. 

(5.3.9)  

 

5.3.4. Active Termination Topology 

 

Figure 5.9: Schematics of an active-termination TCA 

RFin

HB out

LB outVbias2

Vbias1

Vbias3

NT,50Ω

MH(gmH)

ML(gmL)

gmT,
gmT3

R1 R2

inV
Z0 Iin



118 
 

 

     The noise figure of a resistor-terminated TCA is lower bounded by the thermal noise 

generated from the 50 Ω termination resistor. A possible way to reduce this lower bound is 

by using the active termination [34], which effectively makes a lower-than-room-

temperature 50 Ω small-signal resistance.  The detailed schematic of this TCA is shown in 

Figure 5.9. 

     The noise temperature ேܶ  of an active termination at match condition ( ܼ଴ ൌ   

ோభାோమ
ଵା௚೘೅ோమ

, ܼ଴ ൌ 50Ω) can be found to be: 

  ேܶ ൌ
ଵ

ଵା௚೘೅ோమ
൅ ௚೘೅ோమమఊ

௓బሺଵା௚೘೅ோమሻమ
. (5.3.10)  

ܴଵ is a function of ݃௠் and ܴଶ when input impedance is made to be ܼ଴.  Observe equation, 

since all parameters are positive ேܶ ൐ 0.  Also, if we take the limit: lim௚೘೅՜ାஶ ேܶ ൌ 0, 

we know that ேܶ has a minimum at ݃௠் ՜ ൅∞.  And ேܶ ൌ 1, for ݃௠் ൌ 0.  So ேܶ will 

have a global maximum between ݃௠் א ሾ0,൅∞ሻ, for finite ܴଶ. 

     For ܴଶ ൌ 0, ேܶ ൌ 1, and limோమ՜ାஶ ேܶ ൌ
ఊ

௓బ௚೘೅
.  There exists a global minimum in 

ܴଶ א ሾ0,൅∞ሻ, if  ܼ଴݃௠் ൏ and a global maximum if ܼ଴݃௠் ,ߛ ൐  for a finite ݃௠்.  Take ߛ

the derivative of ேܶ by ܴଶ: 

  డ்ಿ
డோమ

ൌ െ ௚೘೅
ሺଵା௚೘೅ோమሻమ

൅ ଶ௚೘೅ோమఊ
௓బሺଵା௚೘೅ோమሻమ

െ ଶ௚೘೅
మ ோమమఊ

௓బሺଵା௚೘೅ோమሻయ
. (5.3.11)  

Solving డ்ಿ
డோమ

ൌ 0, we will get: ܴଶ ൌ
௓బ

ଶఊି௚೘೅௓బ
.  Since ܴଶ needs to be positive, this means 

݃௠்ܼ଴ ൏  :Apply ܴଶ into Equation (5.3.10) and we will get  .ߛ2
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  ேܶ ൌ 1 െ
݃௠்ܼ଴
ߛ4

൏ 1. (5.3.12) 

Since ேܶ ൏ 1, it cannot be a global maximum. To verify that ேܶ is a global minimum at 

ܴଶ ൌ
௓బ

ଶఊି௚೘೅௓బ
, we need to the derivative of Equation (5.3.11): 

 

డమ்ಿ
డோమమ

ൌ

ଶ௚೘೅
మ

ሺଵା௚೘೅ோమሻయ
൅ ଶ௚೘೅ఊ

௓బሺଵା௚೘೅ோమሻమ
െ ସ௚೘೅

మ ோమఊ
௓బሺଵା௚೘೅ோమሻయ

െ ସ௚೘೅
మ ோమఊ

௓బሺଵା௚೘೅ோమሻయ
൅

଺௚೘೅
య ோమమఊ

௓బሺଵା௚೘೅ோమሻర
. 

(5.3.13)   

And applying ܴଶ ൌ
௓బ

ଶఊି௚೘೅௓బ
 to the above equation, we will get: 

  డమ்ಿ
డோమమ

ൌ ௚೘೅
ଶ௓బఊ

ڄ ሺ2ߛ െ ݃௠்ܼ଴ሻଶ ڄ ቀ1 െ
௓బ௚೘೅
ଶఊ

ቁ
ଶ
൐ 0.  (5.3.14) 

So, we prove that ேܶ,௠௜௡ ൌ 1 െ ௚೘೅௓బ
ସఊ

 at ܴଶ ൌ
௓బ

ଶఊି௚೘೅௓బ
 for ݃௠் ൏

ଶఊ
௓బ

.  For ݃௠் ൒
ଶఊ
௓బ

, 

ேܶ,௠௜௡ ൌ
ఊ

௓బ௚೘೅
  at ܴଶ ՜ ൅∞, which can approach zero when ݃௠் ՜ ൅∞. 

     The noise figure of both signal paths are now: 

 
ு஻ܨܰ ൎ 1 ൅ ேܶ

଴ܶ
൅

4݇ܶ
݃௠ுܼ଴

 

௅஻ܨܰ ൎ 1 ൅ ்ಿ
బ்
൅ ସ௞்

௚೘ಽ௓బ
.

(5.3.15)   

     We will find that the noise figure of the active-termination TCA is better than any of the 

previously discussed topologies. When we drive the active-termination TCA with a power 
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source (shown as a source impedance ܼ଴ shunt with a constant current source ܫ௜௡), we can 

calculate the gate voltage ௜ܸ௡ with respect to the input current ܫ௜௡ as: 

  ௜ܸ௡ ൎ
௓బ
ଶ
௜௡ܫ ൅

|௚೘೅య|ோమ௓బయ

ଵ଺ሺଵା௚೘೅ோమሻ
௜௡ଷܫ . (5.3.16) 

݃௠்ଷ  is the third-order transconductance of the active termination transistor. The TCA 

output current can be calculated to be:  

  ௢௨௧ܫ ൌ
௓బ௚೘
ଶ

௜௡ܫ ൅ ቀ ௚೘|௚೘೅య|ோమ
ଵ଺ሺଵା௚೘೅ோమሻ

െ |௚೘య|
଼
ቁ ܼ଴ଷܫ௜௡ଷ . (5.3.17) 

The ଵܲௗ஻ of the TCA will now become: 

  ଵܲௗ஻ ൌ
ଶ.ଽڄΩషభ

൬ ห೒೘೅యหೃమ
൫భశ೒೘೅ೃమ൯

ିమ|೒೘య|
೒೘

൰
ሺܹ݉ሻ. 

(5.3.18)  

Comparing Equation (5.3.18) with Equation (5.3.4), we find that active-termination TCA 

has a better ଵܲௗ஻, because the third-order nonlinearity from the active-termination partially 

cancels the third-order nonlinearity from the main amplifying transistors.  The DR of the 

active-termination TCA is hence the largest among all discussed topologies.  The DR of the 

active-termination TCA is: 

  ܴܦ ൎ ଶ.ଽൈଵ଴షయڄΩషభ

൬ ห೒೘೅యหೃమ
൫భశ೒೘೅ೃమ൯

ିమ|೒೘య|
೒೘

൰ڄ௞்ڄ൬ଵା೅ಿ೅బ
ା రೖ೅
೒೘ಹೋబ

൰ڄ஻ௐ
. (5.3.19) 

Since the active-termination TCA has the largest DR, we choose this topology in our final 

IC implementation. 
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5.4  A 6─18 GHz Concurrent Tunable Dual-Band Phased 

Array Receiver 

     In this section, the architecture and frequency plan of the CMOS concurrent phased 

array receiver element is discussed in detail. It should be noted that a single receiver chip 

operates as one receiver element in the array system, as shown in Figure 5.3. 

5.4.1 Block Diagrams 

     A block diagram of the receiver architecture is presented in Figure 5.10. Since it is a 

concurrent dual-band receiver, the incoming RF signal contains two frequencies at LB 

and HB, respectively, and feeds a front-end tunable concurrent amplifier (TCA). The 

TCA amplifies, filters, and finally splits the RF signal into two separate outputs: one at 

LB and the other at HB. Each of the two signals goes through separate double down-

conversion by subsequent RF and IF mixers. The IF mixers generate the I and Q 

components of the baseband signal for digital demodulation capability. The baseband 

VGAs adjust the baseband amplitude and drive the output load differentially.  

     There are two sets of RF input (HP RF input and VP RF input in Figure 5.10) which 

are down-converted by two same sets of the RF signal-path circuitry, respectively. 

Therefore, the receiver presents a total of eight differential baseband outputs, one for 

each combination of two different polarizations (HP and VP), two different frequency 

bands (LB and HB), and I and Q.  
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Figure 5.10: Architecture of the tunable concurrent dual-band quad-beam phased 

array receiver in CMOS 

     The receiver includes two on-chip programmable frequency synthesizers in order to 

support the separate down-conversion of the LB and HB signals, respectively. The 

frequency synthesizers generate the first LO (LO1) signal between 5–7 GHz for LB and 

between 9–12 GHz for HB with a frequency step of 200 MHz. The LO1 signal drives 

the RF mixers for two polarizations. The second LO (LO2) signal, driving the phase 

rotators and IF mixers, is generated by three static divide-by-2 dividers and a 2:1 

multiplexer. According to the receiver frequency scheme shown in Figure 5.11, the LO2 



123 
 

 

frequency is selected as either one half or one eighth of the LO1 frequency by the 

multiplexer. The LO2 signal carries the I and Q components separately to feed the phase 

rotators in quadrature. A 50 MHz reference signal for the PLLs is generated by an off-

chip crystal oscillator. 

 

Figure 5.11:  Frequency scheme 

 

Figure 5.12:  Schematic of the TCA with a single input and a dual output 
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     The LO phase-shifting architecture is adopted in this phased array receiver in order to 

circumvent the challenge of designing high-resolution wideband phase shifters in the RF 

signal path [35]. The phase shifting is performed in the LO2 signal by a 10 bit digital 

phase rotator. Each IF mixer is driven by a separate phase rotator to maximize the 

flexibility of the receiver. This not only provides independent beamforming capability to 

the signals of different bands and polarizations, but also helps to minimize the I and Q 

mismatch of the quadrature baseband outputs. 

     The receiver includes an on-chip digital serial-bus control unit that programs 170 bits 

to configure the dual RF frequencies, LO frequencies, phase-shifting angles, baseband 

gains, and other functionalities of the receiver. Bias voltages are generated by on-chip 

bandgap reference circuitry. 

5.4.2 TCA 

Based on the discussion in Section 5.3, the final schematic of the TCA is shown in 

Figure 5.12. An input-matching (impedance transformation) network is added in front of 

the active-termination TCA to relieve the input-matching degradation due to the parasitic 

capacitance seen at the input node of the TCA.  The active termination not only provides 

the required resistive impedance, but also produces less thermal noise compared to a 

50 Ω resistor.  The input RF signal power is converted to a signal voltage by the active 

termination, and this voltage is amplified by two cascode amplification stages. The 

cascode amplifiers not only enhance the isolation between the two output signals, but also 

minimize the crosstalk of noise produced by the active blocks.  The RF signals at two 
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frequencies are then selectively amplified by two separate cascode amplifiers (M1–M2, 

M3–M4) that have tunable LC output loads. A 3 bit switched capacitor bank at each 

output load is tuned to cover the entire LB and HB frequencies. This allows for the digital 

tuning of the amplifier so that it can provide the maximum gain at the desired frequency 

and attenuate out-of-band signals prior to the first down-conversion. 

5.4.3 RF and IF Mixers 

     Four different mixer designs are presented in the receiver: RF and IF mixers, each for 

LB and HB. The current-commutating double-balanced topology is adopted for all the 

mixers in order to minimize the LO-to-IF feedthrough. Figure. 5.13 shows the schematic 

of the RF mixer and IF buffer for LB. A shunt-peaking inductor (3.3 nH) is used to 

extend the IF 3 dB bandwidth up to over 3.5 GHz. Since the TCA provides a single-

ended RF signal to the differential RF mixers, one RF input terminal is terminated to a 

bias voltage by a 2 kΩ resistor and a bypass capacitor. 

 

Figure 5.13:  Schematic of the RF mixer and IF buffer for LB 
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Figure 5.14: Schematic of the RF mixer for HB 

The HB RF mixer employs a tunable LC load with a 3-bit switched capacitor bank at 

the IF output, as shown in Figure 5.14. The resonant frequency of the LC load is tuned in 

such a way that the conversion gain is maximized at the desired IF frequency. The 

common-mode feedback circuitry ensures a given bias voltage (Vbias) set for the 

subsequent buffer block.  

The schematics of the IF mixers for LB and HB are similar to that of the LB RF mixer. 

However, the IF mixers employ no shunt-peaking inductors and are degenerated by 

source resistors to improve linearity of the baseband signal. 
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5.4.4 Baseband Buffers  

 

Figure 5.15: Schematic of baseband VGA 

The VGA combines five transconductance amplifiers in the current domain with 

digitally switched bias voltages (Figure. 5.15). TA1 and TA2, TA3 and TA4 are identical 

pairs that constitute current-commutating cells by digital switches (SW1 and SW2). Each 

transconductance amplifier has a differential common-source topology with resistive 

degeneration. Since the output port is configured with open drains, the output signals 

from each array element can be easily combined in the current domain using a passive 

network which imposes little additional impact on the nonlinearity performance. The 

open-drain output requires an external DC supply of 1.5 V. The VGA achieves a nominal 

gain of 7 dB, with a 11 dB gain variation in five steps when driving a 100 Ω differential 

output load. 
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5.4.5 Whole Receiver Chip 

 
 Figure 5.16: Chip micrograph 

The phased-array receiver element is implemented in a 130 nm CMOS process. It 

provides eight metal layers, including two top thick metal layers of 4 μm aluminum and 

3-μm copper. Figure 5.16 shows a die micrograph of the implemented chip that occupies 

an area of 3.0 × 5.2 mm2. 
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5.5  Experimental Results 

5.5.1 Receiver Test Circuits 

 

Figure 5.17:  Block diagram of the receiver measurement setup 

For the measurement of the receiver element, a printed circuit board (PCB) is designed 

on a Duroid substrate of 0.254 mm thickness. The PCB provides the traces for the DC 

supplies, reference signal, digital signals, and differential baseband outputs. All signal 

inputs and outputs are fed with SMA connectors. The PCB is attached on a gold-plated 

brass board. Then, through a pre-cut aperture of the PCB, the chip is mounted directly on 

the brass board using silver epoxy in order to provide good substrate grounding and heat 

sink. The chip pads are wire-bonded to the PCB traces, except that the ground pads are 

wire-bonded directly to the brass board. 
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A block diagram of the measurement setup is shown in Figure 5.17. The RF input 

signal is fed by a coplanar GSG probe to minimize the feed loss. Off-chip baluns convert 

the differential baseband output to a single-ended one for measurement purposes. There 

are three different DC supplies applied to the chip; 1.6 V and 2.7 V for the RF and LO 

circuitry, and 1.5 V for the baseband buffers. A temperature-compensated crystal 

oscillator with phase noise of –155 dBc/Hz at 1 kHz offset provides a 50 MHz reference 

signal for the on-chip PLLs. Digital codewords with 170 bits are generated by an external 

DAC board. 

 

Figure 5.18:  Measured input-matching performance 

The RF input return loss is better than 9.8 dB across the entire band, as shown in Figure 

5.18. The input-matching performance does not vary with different LC load settings of 

the TCA, due to the high isolation between the input and the output of the cascode stage 

(Figure 5.12). 
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Figure 5.19:  Measured conversion gain  

     Figure 5.19 plots the measured conversion gain of the receiver. The maximum and the 

minimum gains achievable are shown in dashed lines. The solid line with markers 

represents the nominal gain with the optimum VGA settings, which ranges from 16 to 24 

dB across the entire tritave band. The discontinuities at 7.6, 10.4, and 13.5 GHz are due 

to the switching of either the frequency band or the IF frequency scheme. 

The measured nonlinearity performance is shown in Figure 5.20. The third order 

intercept point (IP3) is measured by applying a two-tone signal with 10 MHz spacing. 

The input-referred power of third-order intercept point (IP3) and 1 dB compression does 

not vary with different VGA gain settings. This is because the VGA is configured by the 

full-scale current-commutating cells that keep the same nonlinearity performance 

regardless of the signal polarity. 



132 
 

 

 

Figure 5.20: Measured nonlinearity performance: Input-referred IP3 and 1 dB 

compression 

 

Figure 5.21: Measured noise figure of the CMOS receiver (solid line with markers) 

and the complete system including the active antenna module (dashed line) 
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     The noise figure is measured by a standard Y-factor method [36]. Figure 5.21 shows 

the measured noise figure of the CMOS receiver, which ranges from 8 to 14 dB over the 

entire band. However, taking into account a preceding wideband active antenna module 

in the complete system (Figure. 5.3), the noise contribution of the CMOS receiver to the 

system will be significantly reduced. The system noise figure, including the preceding 

module with a 2.5 dB noise figure and a 20 dB gain, is also plotted in the dashed line.  

 

Figure 5.22: Measured isolation performance: Cross-band and cross-polarization 

rejection ratios 

     Since the receiver supports a concurrent dual-band and dual-polarization signal, it is 

very important to characterize the isolation performance between the two bands and 

between the two polarizations. For the isolation measurement, a rejection ratio is defined 

as a ratio of the undesired signal power, which is cross-coupled from different bands or 
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polarizations, to the desired signal power at the output port. For example, in order to 

measure the cross-band rejection ratio at the LB output port, a two-tone signal containing 

one LB tone and one HB tone is applied with the same input power level. Then, the 

rejection ratio of the HB output (the undesired cross-coupled output) is measured with 

reference to the LB output (the desired output) at the LB output port. As shown in Figure 

5.22, the cross-band rejection ratio is more than 48 dB across the entire band. The cross-

polarization rejection ratio is even better, 63 dB in the worst case.   

5.5.2 Four-Element Phased Array Pattern 

 

Figure 5.23:  Photo of the four-element array 

     A four-element phased array receiver system is built by employing and incorporating 

four CMOS receiver chips.  A photo of the module array is shown in Figure 5.23. Figure 

5.24 shows the array test setup for the array pattern measurement. To characterize the 

array performance of the proposed system architecture alone, an electrical way of testing 

the array is adopted rather than using antenna modules. The RF signal generated from a 

signal generator is split into four RF paths by a power splitter. Each RF path feeds each 

array receiver element through an external variable phase shifter. By applying relative 

phase difference to each RF path, the external phase shifters emulate the incoming RF 
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wavefront at a certain incident angle. The differential baseband output from each element 

is converted to a single-ended signal for measurement purposes and then monitored by a 

four-channel digital oscilloscope. The oscilloscope performs the ideal signal combining 

of four channels (or four elements) internally. Alternatively, a four-way 0° power 

combiner is also used to combine the four baseband output signals for other 

measurements, such as digital demodulation or interference rejection.  

 

Figure 5.24:  Electrical array test setup  

     The 50 MHz LO reference signal is generated by a crystal oscillator and then 

distributed to each element. A DAC board controlled by a PC generates a digital 
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codeword that selects the receive RF frequencies, LO frequencies, baseband gains, and 

the phase and amplitude interpolation. 

 

Figure 5.25:  Measured array patterns of the four-element array. Theoretical patterns 

are superimposed. 

     The measured array patterns at 6, 10.35, and 18 GHz are shown in Figure 5.25. Four 

different beam-pointing angles are set at each different RF frequency. Theoretical 

patterns are superimposed on the measured ones. It can be seen that the measured beam 

patterns are well steered in excellent agreement with the theoretical ones. The worst-case 

peak-to-null ratio is 21.5 dB. This good array performance is attributed to the fine 

resolution of the on-chip phase shifting that enables a precise digital array calibration. 

The calibration offsets the process variation between different element chips and the 

inevitable systematic skews in phase and amplitude originating from the reference and 
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RF signal distribution to each array element. It also should be noted that the beam-

pointing angle of the array can be steered with high resolution over the entire direction 

(the incident angle between –90° and 90°) due to the low RMS error of the on-chip phase 

shifting (see Table 5.1). 

Receiver Element Performance 

Conversion gain (6 – 18GHz) 16.3 ~ 24.3dB 

Input-referred 1-dB compression (6 – 18GHz) −26.3 ~ −14.8dBm 

Input-referred IP3 (6 – 18GHz) −17.0 ~ −5.2dBm 

Input return loss (6 – 18GHz) > 9.8dB 

Cross-polarization rejection (6 – 18GHz) > 63.4dB 

Cross-band rejection (6 – 18GHz) > 48.8dB 

LO leakage (6 – 18GHz) < −24.5dBm 

Antenna-to-baseband noise figure† (6 – 18GHz) 2.6 ~ 3.1dB 

RMS Phase-shifting error (6 – 18GHz) < 0.5°  
(within 0.4-dB RMS amplitude variation) 

RF channel spacing 225MHz (Div8 LO2), 300MHz (Div2 LO2) 

Power consumption 
RF and LO circuitry 658mA @2.7V,  217mA @1.6V 

Baseband buffers 34mA @1.5V each buffer  

Technology 130nm CMOS 

Die area 3.0×5.2 mm2 
†Including the active antenna module in the system. 

 Phased-Array Performance (four elements) 

Number of beams concurrently receivable 4 

Phase shifting resolution per element (6 – 18GHz) Continuous with 0.5° RMS phase error max. 

Total phased-array gain (6 – 18GHz) 28.3 ~ 36.3 dB 

Beam-forming peak-to-null ratio > 21.5dB 

  

Table 5.1: Measured performance summary of the scalable concurrent dual-band 

phased array receiver 
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5.6   Summary 

     In this chapter, we introduce the basic concept of phased array, and explain that 

previous works on phased array systems have limited scalability and system diversity.  

We propose a scalable tunable dual-band quad-beam phased array receiver architecture, 

in which scalability is achieved with on-chip precision phase-frequency synthesizer to 

synchronize and calibrate the RF phase error due to reference LO routing.  Difficulty for 

the conventional dual-band LNA in achieving required tunability has also been analyzed. 

As a result, the TCA is proposed to solve the issue.  Four different topologies of TCA 

have been studied, i.e., the CG-CG, CG-CS, resistor-termination and the active 

termination TCAs, and we show that the active termination TCA has the largest DR.  

Based on the circuit studies, a phased array receiver IC is implemented in a 130 nm 

CMOS process for proof-of-concept, with RF measurements to verify the receiver design. 

      For a demonstration of the array performance, a four-element phased array system is 

implemented using four receiver chips. Owing to the fine resolution of the on-chip phase 

shifting and precise digital calibration, we achieved array patterns that agree well with the 

theoretical ones. To our best knowledge, this is the first concurrent multi-band multi-

beam phased array receiver in a tritave bandwidth, implemented in CMOS. 
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Chapter 6: Concurrent Co-Channel Dual-Beam 

Phased Array Receiver 
 

      As mentioned in Chapter 5, a phased array receiver achieved spatial filtering property 

through combining the delay/phase compensated signals from different RF receiver 

elements.  Incoming signal from a designated angle is added coherently at the baseband 

output.  However, signals from all other directions are suppressed substantially, and 

information from these directions is lost at the output.  

     It should be noted that, though information from unwanted incoming angles are lost at 

the output of the phased array receiver due to spatial filtering property, information 

remains intact before the addition of signals from several RF elements.  If we can share 

the RF frontend, however, reuse the amplified RF signals, feed them to several parallel 

phase shifter/rotator paths, and add the corresponding parallel phase-compensated outputs 

concurrently, we can achieve concurrent multi-beam in a single phased array receiver 

system.  Compared to conventional approaches, a concurrent multi-beam phased array 

reduces the number of frontend antennas and RF circuits.  As a result, complexity and 

cost of multi-beam phased array systems can be minimized. 

     In Section 6.1, we will introduce the system architecture of the proposed 10.4─18 

GHz co-channel dual-beam CMOS receiver. Section 6.2 will discuss the architecture of 

the receiver element, and the circuit implementations of the RF/IF/baseband signal path.  

Section 6.3 presents the experimental results on the receiver element, and a four-element 



140 
 

 

co-channel phased array receiver system.  Finally, a summary is provided in Section 6.4.       

6.1.  Dual-Beam Phased Array System Architecture 

 

Figure 6.1: Architecture of the 10.4 – 18 GHz co-channel dual-beam phased array 

receiver system 

     A co-channel dual-beam phased array system concurrently forms two independent 

beams with different spatial signatures at a single RF frequency (or channel) between 

10.4─18 GHz.  As shown in Figure 6.1, two incoming co-channel signals that have 

different spatial signatures, e.g., different DOAs, are received by the antenna array. Each 
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antenna feeds a single CMOS phased array element that performs quadrature down-

conversion for each beam signal with independent phase shifting. The receive frequency of 

the CMOS receiver element is tunable between 10.4 and 18 GHz. The co-channel signals 

are amplified, filtered, and down-converted to the IF by a LNA, a tunable amplifier, and an 

RF mixer, respectively. Subsequently, the IF signal is split into two paths. Each path 

corresponding to each beam takes separate phase shifting and down-conversion to different 

baseband outputs. The quadrature baseband outputs from multiple CMOS chips are 

combined off-chip to complete the beamforming. The LO signals are generated from an on-

chip frequency synthesizer with a 50 MHz reference signal supplied by an off-chip 

precision crystal oscillator. 

     It should be noted that the quad-beam system introduced in Chapter 4 can also be 

reconfigured to receive two co-channel beams through the two input ports for different 

polarizations (HP and VP in Figure 5.3). However, it requires splitting the signal received 

at each antenna into two replicas before feeding to the two inputs (HP, VP) of the CMOS 

receiver element. Therefore, such an approach will lead to at least a 3 dB loss of gain and 

noise figure ahead of the receiver element, and result in degradation of the receiver 

sensitivity. Furthermore, since two physically different TCAs are used to amplify the co-

channel signals at the same carrier frequency, the power and area consumption will be 

unnecessarily doubled. 

     The co-channel dual-beam system can also be reconfigured as a smart-antenna system to 

take advantage of the spatial division multiple access (SDMA), spatial multiplexing (SM) 

techniques, as well as the spatial diversity. ADCs and back-end DSP units will be required 
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to adaptively control the phase and amplitude of each element during the dual beamforming 

operations [44] [45]. Since the beamforming in the proposed system is performed in the 

analog domain, the processing speed required in the DSP units will be substantially 

relieved [45] [46]. This allows for high-throughput real-time beamforming without 

experiencing severe I/O data congestion in the back-end units. 

     Finally, it should be emphasized that the proposed system is easily scalable to 

implement a large-size array. More CMOS elements can be added in the system with a 

relatively small extra cost. Also, since each element output and the LO reference signal is 

combined/distributed at the low frequency, the proposed system avoids the complicated 

network that would be required to combine/distribute high-frequency signals in a 

conventional large-size array. 

6.2. A 10.4─18 GHz Concurrent Quad-Beam Phased 

Array Receiver  

6.2.1. Receiver Element Block Diagrams 

     The architecture of the 10.4─18 GHz co-channel dual-beam receiver element is shown 

in Figure 6.2. The incoming dual-beam signal (Beam 1 and Beam 2) between 10.4 and 18 

GHz is received and amplified by a front-end LNA. A subsequent tunable amplifier 

attenuates out-of-band frequency components before down-conversion. It should be noted 

that the two distinct beams contained in the incoming signal share the same RF channel 

with different spatial signatures. This means that they are indistinguishable from each other 
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before the beamforming operation. Therefore, a single set of the LNA and the tunable 

amplifier amplifies the two beams concurrently and presents only a single output. This is 

contrary to the TCA in Section 5.3 which provides dual outputs for two different bands. 

 

Figure 6.2: Architecture of the tunable co-channel dual-beam phased array receiver 

element in CMOS (10.4─18 GHz). 

     The output signal of the tunable amplifier is then down-converted by an RF mixer and 

finally split into two separate beam paths by an IF distribution buffer for independent 

beamforming. Each beam path has two sets of an IF mixer and a baseband VGA for 

quadrature down-conversion. Consequently, the IF distribution buffer drives four IF mixers 

in total.  

     The LO signal driving the RF and IF mixers is generated by an on-chip frequency 

synthesizer. The VCO provides the RF mixer with the first LO (LO1) frequency between 9 
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and 12 GHz. The second LO (LO2) frequency for the IF mixers is selected between one 

eighth (1.125─1.5 GHz) and one half (4.5─6 GHz) of the LO1 frequency by a multiplexer. 

Accordingly, any RF frequency between 10.125 and 18 GHz is down-converted to 

baseband without any blind spot by selecting one of the two LO2 frequency bands.  

     For receiver beamforming capability, the phase of the LO2 signal is shifted by a 10 bit 

digital phase rotator. Each IF mixer is driven by a separate phase rotator for the 

independent beamforming operation. 

6.2.2. LNA 

     In addition to the amplification of the weak incoming RF signal, the LNA provides a 

wideband input matching to 50 Ω and conversion of the single-ended input to a differential 

output. In Figure 6.3, the input signal feeds the cascode (M1 and M2) and the common gate 

(M3) stages in parallel. By feeding the output of the cascode back to the gate of M3, the gm 

of M3 is boosted effectively by a factor of (1+Ac), where Ac is the cascode gain [47].  The 

gm boosting enables the common gate to provide a low input impedance for the input 

matching with less bias current, which generates less channel noise accordingly. The 

residual input reactance is resonated out with a LC network to achieve the wideband 

matching to 50 Ω. In addition, the LNA operates as an active balun by taking out-of-phase 

output signals from the cascode and the common gate, respectively. An inductor (0.71 nH) 

in parallel with a resistor (150 Ω) is used to compensate for the phase delay introduced by 

parasitic capacitances in the cascode path. 
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Figure 6.3: Schematic of the LNA 

 

Figure 6.4: Schematic of the tunable amplifier 
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     The tunable amplifier shown in Figure 6.4 is configured as a differential cascode 

amplifier (M1─M4). More gain is added to the LNA output signal in order to reduce noise 

contribution of the subsequent mixer blocks. The center frequency of the amplifier is 

controlled by the 3-bit switched capacitors in the output LC tank. Out-of-band signals are 

attenuated according to the tuned gain performance. 

6.2.3. IF Signal Distribution Networks 

     In the dual-beam receiver architecture, IF and LO signals need to be distributed to four 

different IF mixers through relatively long distribution paths and large node parasitic 

capacitance. The distribution buffers use a wideband Cherry-Hooper topology to eliminate 

the large shunt-peaking inductors that were employed in the 6─18 GHz quad-beam 

receiver element given in Chapter 5. This reduces power consumption and chip area 

substantially while achieving the required wideband operation. 

6.2.4. RF/IF Mixers and Baseband Buffers 

     The current-commutating double-balanced mixers are implemented for the RF and IF 

mixers. The output of the RF mixer is configured as a tunable LC tank similar to that of the 

tunable amplifier in Figure 6.4. The IF mixers use RC loads in the baseband outputs. 

6.2.5. Receiver Element Implementation 

     The tunable co-channel dual-beam phased array receiver elements are implemented in a 

130 nm CMOS process. The die micrographs are shown in Figure 6.5, and the chip area is 
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2.1×1.6 mm2. This chip occupies much less area than the quad-beam receiver described in 

Chapter 5, with a 78 % reduction. This is not only due to the smaller number of beams to 

be supported, but also due to the inductorless design of the IF and LO buffers and phase 

rotators. 

 

Figure 6.5: Chip micrograph of the 10.4 ─18 GHz dual-beam receiver element 
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6.3.  Experimental Results 

6.3.1. Receiver Element Measurement Results 

The 10.4─18 GHz dual-beam receiver chip is mounted and wire-bonded on a testing 

module for the measurements, similar to the quad-beam receiver element setup. The 

measured conversion gain and input-matching performance are shown in Figure 6.6. The 

conversion gain ranges from 22 to 27 dB over the entire band of 10.4─18 GHz. The 

discontinuity at 13.5 GHz is due to the LO2 frequency switching (Section 6.2.1). The 

input reflection coefficient is lower than –10.4 dB over the entire band.  

 

Figure 6.6: Measured conversion gain and input-matching performance of the 

10.4─18 GHz dual-beam receiver element 
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Figure 6.7: Measured input-referred 1 dB gain compression and the IP3 of the 

10.4─18 GHz dual-beam receiver element. 

     The measured 1 dB gain compression and IP3 performance are shown in Figure 6.7. 

The input-referred 1 dB compression power is less than that of the 6─18 GHz quad-beam 

receiver element, because the conversion gain is improved in this dual-beam receiver 

element. Figure 6.8 shows the measured noise figure, which ranges from 4.4 to 9.5 dB. Due 

to its single-band operation, the noise figure is improved by 4 dB nominally, compared to 

the 6─18 GHz quad-beam receiver element. 

     The receiver element chip draws 225 mA and 74 mA from DC supplies of 2.7 V and 

1.3 V, respectively. The power consumption is significantly improved, compared to the 

quad-beam receiver element.  Each baseband buffer draws 34 mA from a 1.5 V supply. 
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Figure 6.8: Measured noise figure of the 10.4─18 GHz dual-beam receiver element 

6.3.2. Four-Element Phased Array Measurement Results 

     To verify the co-channel dual-beamforming capability in the 10.4─18 GHz, two RF 

signals are generated by two signal generators, respectively, each fed to the array with 

different DOAs (Figure 6.9). One signal (denoted as beam 1) is split by a four-way power 

splitter and fed to each element through identical fixed-phase paths, emulating a fixed 

normal incidence (θ = 0°). The other signal (denoted as beam 2) is also split into four 

paths, and the phase of each path is shifted by an external variable phase shifter, 

emulating an arbitrary incident angle. The two signals are combined by a two-way 0° 

power combiner to feed each element. The rest of the test setup is similar to that of Figure 

5.23.  
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Figure 6.9: Concurrent co-channel dual-beam feed with different DOAs 

     The measured electrical array patterns are shown in Figure 6.10 for the concurrent dual 

beamforming at 17.85 GHz. Each beam is measured at the corresponding separate output 

ports of the array. The beam-pointing angle for beam 2 is steered at –60°, –30°, 30°, and 

60°, respectively, while the beam-pointing angle for beam 1 is fixed to 0°. The dual 

beamforming is successfully achieved with the accurate beam-steering operation. This 

demonstrates the system capability for the SDMA and SM techniques when the elements 

are controlled adaptively. Similar results are obtained for other RF frequencies including 

10.5 and 13.95 GHz. 

 

(a)                                                          (b)  
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(c)                                                      (d) 

Figure 6.10: Measured concurrent dual-beam array patterns at 17.85 GHz of the 

10.4─18 GHz co-channel dual-beam phased array. The beam-pointing angle for beam 

1 (dashed line) is fixed at 0°. The beam-pointing angle for beam 2 (solid line) is steered 

at (a) –60°, (b) –30°, (c) 30°, (d) 60°. The antenna spacing is assumed as a half 

wavelength of the incoming signal. 

 
Figure 6.11: Measured cross-beam rejection performance (fRF = 17.85 GHz). The 

incident angle of the desired signal is fixed at 0°. 
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     The cross-beam rejection ratio is measured in a similar way to the dual-beam array 

pattern measurement. Two CW signals at 17.85 and 17.86 GHz are generated with an 

identical power level of –36 dBm and concurrently applied to the array with different 

DOAs. The resulting two output signals from the array are measured together at the same 

output port of beam 1. Thus, the rejection ratio of beam 2 (undesired cross-coupled signal) 

with respect to beam 1 (desired signal) is measured as a function of the incident angle of 

beam 2. To distinguish the two beams at the same output port, a small frequency spacing 

(10 MHz) is applied between the two CW signals. The measured rejection performance is 

shown in Figure 6.11. As expected, the measured rejection curve follows well the 

theoretical one calculated assuming the ideal combining with equal amplitudes. This 

verifies the established spatial filtering performance of the phased array system. The 

rejection ratio at the null positions (±30° and 90°) is better than 24 dB. The beamwidth for 

10 dB rejection is 44°. It should be noted that if more elements (N) are combined, the 

number of null positions will increase to (N–1) and the beamwidth will be narrower. 
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Figure 6.12: Desensitization of the array system (fRF = 17.85 GHz) 

If two beams arrive at the array with substantially different power levels, the beam with 

strong power will desensitize the receiver and reduce the gain of the other beam. In 

principle, assuming a memoryless and time-invariant system, the cross 1 dB gain 

compression due to a strong interference is 3 dB less than the regular 1 dB gain 

compression due to a single-tone signal [48]. To characterize the desensitization of the 

array system, two beams (beam 1 and beam 2) at 17.85 and 17.86 GHz are applied with 

different power levels. Beam 1 is set to –45 dBm and beam 2 is swept from –45 to –21 

dBm. The array output power of beam 1 is then measured (Figure 6.12). The conversion 

gain of beam 1 is reduced by 1 dB at –25.3 dBm of the input power of beam 2. It is 

compared with –23.7 dBm of the input-referred 1 dB gain compression measured at the 
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CMOS receiver element at the same frequency (Figure 5.7). It can also be seen in Figure 

5.12 that the 1 dB compression by the strong interferer does not depend on the incident 

angle of the interferer. This is because the desensitization occurs in the receiver block of 

each array element before beamforming. 

 

Figure 6.13: Measured EVM of the concurrent dual-beam signals, each independently 

modulated with 4.5 Msps QPSK at 17.85 GHz. The incident angle of beam 1 is fixed 

at 0°. 

     Finally, the digital demodulation performance of the concurrent two beams is 

measured to further demonstrate the SDMA and SM capability of the proposed multi-

beam system. Two RF signals, each independently modulated by 4.5 Msps QPSK at 

17.85 GHz with an identical power level, are fed to the array using the setup shown in 
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Figure 6.9. The incident angle of beam 2 is swept from –90° to 90° while beam 1 arrives 

with a fixed incident angle of 0°. The EVM is measured at the two array output ports for 

beam 1 and beam 2, respectively. As shown in Figure 5.13, the EVM of both beams 

decreases rapidly as the two beams are separated FROM each other spatially. At the null 

positions (±30° and 90°), the two beams do not interfere with each other and recover a 

small EVM. Two final notes about the measurement result are given as follows: First, the 

measured EVM is much higher than the actual EVM of the array system due to 

substantial loss of 39 dB in the test-purpose RF distribution network (Figure 6.9). Second, 

the EVM will be reduced more sharply in the spatial domain with a larger array size, 

which can be achieved by the proposed systems with low cost and complexity.  The 

performance summary of the concurrent co-channel dual-beam receiver element and 

phased array receiver system is shown in Table 6.1. 

6.4.   Summary 

     A concurrent co-channel dual-beam receiver that receives two beams at the same 

frequency between 10.4─18 GHz is proposed and implemented in a 130 nm CMOS 

process. Due to the scalable system architecture and the integration of array-receiver 

components in a single chip, a large number of array elements can be added to build a 

very large-scale array with low cost and complexity. For demonstration purposes, a four-

element phased array system has been implemented to verify the benefits of dual-beam 

phased array approach. To the best of our knowledge, this is the first CMOS-based array 

system that supports co-channel dual-beam over the wide frequency range. 
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Table 6.1: Measured performance summary of the concurrent co-channel dual-beam 

phased array receiver 

  

Conversion gain (10.4─18 GHz)

Input-referred 1 dB compression (10.4─18 GHz)

Input-referred IP3 (10.4─18 GHz)

Input return loss (10.4─18 GHz)

LO leakage (10.4─18 GHz)

Receiver element noise figure (10.4─18 GHz)

RMS phase-shifting error (10.4─18 GHz)

RF channel spacing

Power consumption
RF and LO circuitry

Baseband buffers

Technology

Die area

225 MHz(Div8 LO2), 300 MHz (Div2 LO2) 

225 mA@2.7 V, 74 mA@1.3 V

34 mA @1.5 V each buffer

130 nm CMOS

2.1×1.6 mm2

22~27 dB

-28~-23 dBm

-21~-15 dBm

> 11 dB

< -23 dBm

4.4~9.5 dB

< 0.6º
(within 0.4 dB RMS amplitude variation)

Number of beams concurrently receivable

Phase shifting resolution per element (10.4─18 GHz)

Total phased array gain (10.4─18 GHz)

Beam-forming peak-to-null ratio (17.85 GHz)

2

Continuous with 0.6º RMS phase error max.

34~39 dB

> 24 dB

Phased Array Performance (four elements)

Receiver Element Performance
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Chapter 7: Conclusion 
 

     This thesis presents a study of circuits and systems of wireless concurrent 

communication.  The contributions of our study include the development of original 

concepts and new theoretic findings together with practical implications.  As a result, 

integrated wireless systems with more link diversity and data rate have been devised. 

 

7.1 Summary 

     We have presented a unique view on wireless radio frontend systems that use 

concurrency for analog signal processing.  Concurrency is a special kind of circuit 

parallelism that uses a single circuit with necessary bandwidth to process multiple signals 

at the same time. Concurrent radios offer a higher data-rate and improved system diversity.  

Our comprehensive treatment is comprised of proposals for potential transceiver 

architectures, invention of circuit blocks, and provisions of innovative analysis methods.   

     The analysis of concurrent circuits are often complex.  To simplify noise analysis, we 

proposed a ܴேమ-vector space for modeling an arbitrary noisy network, and proved that any 

internal physical sources inside the noisy network contributes a small vector in the defined 

ܴேమ-vector space.  The aggregate statistical behavior of this noisy network can be viewed 

as the vector sum of these vectors.  A general two-port noisy network has been 

demonstrated as an example. Its application to modeling FETs leads to several modified 

FET noise models, in which three uncorrelated noise sources are sufficient to describe the 
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statistical behavior of an intrinsic FET. The use of these new FET models can simplify the 

analysis, simulation and optimization of low-noise systems without sacrificing accuracy. 

     Broadband low-noise amplifier is a critical block in concurrent receiver systems. We 

first reviewed the Bode-Fano criteria and discussed the matching, noise figure, and power 

trade-offs in designing a conventional broadband CMOS LNA.  To deal with this trade-

offs, we propose a novel low noise weighted distributed amplifier (WDA) topology, which 

uses the internal finite-impulse-response filtering inside a conventional distributed 

amplifier to partially suppress internal thermal noise.  A distinct advantage of this topology 

is its tolerance to input parasitic capacitance which can be used to provide good electro-

static discharge (ESD) protection without sacrificing its noise performance and power 

consumption.  The proposed modified FET noise model is used to simplify WDA’s 

analysis and optimization.  A 3.1─10.6 GHz WDA is implemented on a 130 nm CMOS 

process.  The use of alternating coupling LC-ladders further shrinks chip size to a compact 

870 ൈ ଶ݉ݑ 500  area.  Experimental results show 2.3─4.5 dB NF at 23 mW power 

consumption.  

     Using concurrency in wireless links can boost communication data rate.  As a proof-of-

concept, we proposed dynamic scalable concurrent communication by dividing the 7.5 

GHz bandwidth of the unlicensed 3.1─10.6 GHz spectrum into seven concurrent channels.  

A CMOS octa-core RF receiver was implemented and measured to demonstrate the 

concept.  Based on the receiver measurement results, a wireless link can be built to achieve 

a 16 Gbps channel limit at five meter TX-RX distance at 400 mW power consumption. 
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     Tunable concurrency can improve the receiver diversity.  A prototype 6─18 GHz 

concurrent tunable dual-band phased array receiver element IC is proposed and built on a 

130 nm CMOS process.  Design challenges and proposed solutions to achieve dual-band 

RF signal reception have been studied.  Experimental results demonstrate successful dual-

band RF reception within a high band (6─10.4 GHz) and low band (10.4─18 GHz) with 

300 MHz baseband bandwidth. A final four-element phase array receiver built from the 

prototyped ICs shows an array pattern with worst-case 21 dB peak-to-null ratio across all 

frequencies. 

     A phased array receiver presents spatial filtering property at the system output.  

However, it is noted that information from different incoming angles are intact before the 

combining of phase-compensated receiver array outputs.  We have used this property to 

design a CMOS 10.4─18 GHz concurrent dual-beam phased array receiver.  Antennas, RF 

frontend, and LO circuits are shared between the two beam paths to reduce overall system 

complexity.  A prototype receiver IC is implemented on a 130 nm CMOS process.  A final 

four-element phased array receiver shows successful concurrent dual-beam reception at the 

same RF frequency.    
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