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ABSTRACT

This thesis consists of two parts. The subject of the first part is
the design, control, and characterization of the passively mode locked
CW dye laser, which is capable of producing a stable continuous train
of subpicosecond pulses, Following a description of the laser's elements,
the mode stability of its multi-mirror resonator is studied. The
monitoring of the laser operational state by pulsewidth and bandwidth

measurements is described.

In the second part, the photoconductive impulse response and excess
carrier lifetime of semi-insulating Cr:GaAs is studied experimentally
and analytically. In the transient photoconductive experiment, the
material is irradiated with a continuous train of picosecond light pulses
with photon energy above the band-gap energy, generated by the passively
mode locked CW dye laser described in part I. A photoconductive decay
time of 67 psec is deduced from the observations and interpreted as the
result of both bulk and surface reconmbination. It is shown that it agrees
well with longer carrier lifetime in Cr:GaAs measured under steady state

conditions with longer illumination wavelengths.
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DESIGN, CONTROL, AND CHARACTERIZATION OF THE
PASSIVELY MODE LOCKED CW DYE LASER
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Chapter 1
THE MODE LOCKED LASER--GENERAL INTRODUCTION

1.0 Introduction

Light pulses have been used to study physical processes for hundreds
of years. A dramatic improvement in the time resolution took place about
fifteen years ago when the mode locked laser was invented. A He-Ne laser
was the first to be mode locked, as reported by Hargrove et al. in 1964
[1]. Since then, several methods and many configurations have been
demonstrated which produce ultrashort pulses by Tocking the phases of
the laser's modes. To date, pulses as short as 0.3 picoseconds have
been reliably generated by some laser oscillators. Aﬁa1ytic models have
been developed to a degree that they agree, at least qualitatively, with
experimental results.

In 1975-76 when I looked into the possibilities of studying ultra-
fast phenomena in semiconductors by picosecond 1ight pulses, I found the
field of mode Tocking in a stage of advanced research, but not yet developed
to a useful level of practicability. Many investigators had demonstrated
the possibility of generating ultrashort optical pulses, but very few had
developed mode locked lasers which could have been used as reliable tools
in other experiments. The most thoroughly developed mode locked laser at
that time was the Nd:glass which produced bursts of picosecond pulses with
relatively high energies (v md/pulse). However, in 1974 a CW dye laser
had been mode locked to generate a continuous train of subpicosecond kilo-
watt pulses [2]. The power stability of this laser was further improved
in the subsequent year [3], thus making it the most appropriate laser sys-

tem to the experiments I planned.
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The design, control, and characterization of the passively mode
lTocked CW dye laser is the subject of Part I. In light of the work of
other investigators, the emphasis will be on original and unpublished
material, and the reader will be referred to the literature when possible.

Before embarking on the subject itself, the concept of mode Tocking

and several methods used to realize it will be briefly reviewed.

1.1 The Concept of Mode Locking

The total electromagnetic field in the laser oscillator is the

superposition of all the oscillating modes:

(x,t) = § E (x,t) (1.1.1)
“ |

N

Etot
where En(x,t) is the electric field amplitude and phase of the nth mode.
In general, the modes are not correlated and have random amplitude and
phase. The output power, thus, will fluctuate due to interference be-
tween the modes, and its frequency bandwidth will be large. More ordered
output is expected if this randomness is removed. Allowing only the funda-
mental Gaussian modes to oscillate, order can be increased in one of two
ways: either by eliminating all but one mode, thus trivially avoiding the
random interference, or, alternatively, order can be increased by locking
all the relative phases, so that the interference is not random.

The first kind described is the single mode, or monochromatic

laser, while the second is the mode locked laser which generates short
pulses. The short pulses produced by the mode locked Taser are a conse-
quence of the coherent interference between the modes. To see this, assume

that the modes are plane wave modes of the Fabry-Perot resonator with unit

amplitude; then
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i[(w, +now)t + ¢ (t)] (1.1.2)

Etot N X €
n

in which Aw = 7 E', ¢ is the speed of light, L is the length of the cavity,
and ¢n(t) is the phase of mode n. Let all the phases be locked so that

¢,(t) = ¢, then

lugt+ 0] gin(nut/2) (1.1.3)

E sin{wt/?2)

ot(t) = e

where N is the number of oscillating modes. The power, P, is proportional

2
to lEtOt(t)I , SO that

)
P(t) o §lﬂ?_£&ﬁaﬁil (1.1.4)
sin“(wt/2)

The output is thus a train of pulses, separated in time by 2L/c, and in

. . 2m 1 :
space by 2L. The pulse width is At ~ TR where sz is the total

%
band width spanned by the oscillating modes.

1.2 Methods of Mode Locking

Consider first a steady state-situation in which a pulse is travel-
ing back and forth in a laser resonator, gated by a shutter. If the
shutter opens only when the pulse arrives at it, and closes immediately
after the pulse has passed through, then the pulse does not "see" the shut-
ter at all, and the modes, whichare its Fourier components, will oscillate
without perturbation. A1l other modes that might be present in the laser
resonator will suffer high loss, and consequently will not oscillate.

This simple model, although not covering all the methods used to
obtain mode locking, is very helpful in practical considerations of the

construction of mode Tlocked lasers.



The ideal shutter keeps the phases of the modes locked. The
various methods of mode locking differ from one another mainly by the
device or medium which plays the role of this shutter. In the first
demonstration of mode locking, a visible He-Ne laser and an ultrasonic
diffraction modulator were employed [1]. Shortly afterwards, Yariv [4]
showed that mode locking of an inhomogeneously broadened laser can be
predicted from Maxwell's equations when either the conductivity (i.e.,
the loss or the gain) or the dielectric constant (i.e., the phase) is
perturbed harmonically. When an acoustooptic or electrooptic modulator
is inserted into the cavity to lock the modes, the method is called
active mode locking, because the modulator is driven by a source inde-
pendent of the laser.

Under the category of mode locking by gain modulation, we can in-
clude the synchronously mode locked laser. Here one laser is actively
mode locked to generate short pulses which are then employed to pump
another laser. The optical lengths of the cavities of the two lasers
must be matched.

In contrast to active mode locking, passive mode locking does not
require any external source to drive the shutter, and the control is
provided by the laser itself. The technique is based on the transmis~
sion characteristic of saturable absorbers (usually dye solutions), as
shown in Figure 1.2.1. The absorption coefficient is a function of the
intensity and often can be approximated by

o
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Fig. 1.2.1 Typical dependence of a saturable absorber transmission on

intensity.

. e-a(f)z o e y (1) .
Saturable Nonlingar
Absorber Amplifier

Fig. 1.2.2 Pulse narrowing by a combination of a saturable absorber

and a nonlinear amplifier.
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IS is called the saturation intensity. Typicai]y, for dyes suitable
for mode locking, I, 104—107 W/cm2 (see Sections 2.3 and 2.4).

When passing through a saturable absorber cell, high power pulses
suffer minimum loss due to their bleaching action. Using this property
of the dye, it is possible to operate the laser such that only a single
pulse travels in the cavity, while all the smaller pulses have been at-
tenuated. Visualizing the saturable absorber as a shutter, it can be
considered open when the dye is bleached by the leading edge of the
pulse, and closed when the absorption of the dye has recovered to its
small signal value. For good mode locking, the absorption band of the

dye must contain the lasing bandwidth, and its absorption recovery time

must be shorter than the round trip time of the pulse in the resonator

(assuming the absorber dye cell is near one end of the cavity). Garmire
and Yariv [5] showed that the resulting pulse will have duration equal
to the recovery time of the saturable absorber. This is expected in

light of the simple shutter model described at the beginning of this

section.

Pulses which are considerably shorter than the recovery time of

the saturable absorber can be generated by a combination of a saturable
absorber and a nonlinear amplifier (i.e., the saturable gain medium). To
understand the process involved, we assume that a pulse is already travel-
ing back and forth in the cavity. Let us follow Figure 1.2.2. When the
leading edge of the wide pulse at the left is absorbed, it bleaches the
saturable absorber and the rest of the pulse is transmittedjﬁith a mini-
mum of loss. The pulse is thus sharpened asymmetrically. Then it passes

through the gain medium. The inversion, which is finite, can be greatly
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reduced or even eliminated in the process of amplifying the front edge
and the peak of the pulse, leaving little gain for the trailing edge.

This will further narrow the pulse. This is the principle beyond the

passively mode locked CW dye laser which has generated the shortest

pulses to date (v 0.3 psec).

1.3 Outline of Part I

In Chapter 2, the passively mode locked CW dye Taser system is
described in detail. Its multi-mirror resonator is analyzed in Chapter
3. 1In Chapter 4, the monitoring of the laser operation by pulse and
band width measurements is discussed, while the control of the system

and its output characteristics are described in Chapter 5.



Chapter 2
THE PASSIVELY MODE LOCKED CW DYE LASER

2.0 Introduction

Several configurations of passively mode locked CW dye lasers which
produce subpicosecond pulses have been demonstrated [3],[6]. They are
all based on a combination of a slow saturable absorber (with recovery
times up to a few nanoseconds) and a nonlinear amplifier. The differences
are generally in the optical resonator or the dyes used.

The configuration which will be described here was suggested and
demonstrated first by Ippen and Shank [3], but much of the understanding
of its behavior was not available and had to be derived here. In this
laser, rhodamine 6G is employed as a gain medium,and a mixture of
DODCI(3,3'-diethyloxadicarbocyanine iodide) and malachite green is used
as a saturable absorber. The output pulses are about 1 psec in duration
and are chirped. After compression, their duration can be reduced to
~ 0.3 psec. The absorption band of the absorber 1imits the tunability
to the range of 5900—61503. The shortest pulses are obtained
within the range of 6100-61508.

This chapter starts with a discussion of the mode locking process
in the laser. Then, before describing the dyes used in the system, the
general properties of dyes are briefly reviewed. Next, the basic con-
figuration of the passively mode locked CW dye laser is presented. The
acoustooptic device, used to couple the pulses out of the cavity, is
then discussed in detail. Finally, the laser configuration, which has

been employed for the experiments reported in the second part of this
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thesis is described.

2.1 Mode Locking of a Dye Laser by a Combination of a Saturable Absorber

and a Nonlinear Amplifier

In Section 1.2 we saw that when a single saturable absorber is used
for mode locking, its recovery time imposes a lower limit on the pulse
duration [5]. However, when the saturable absorber is required to con-
trol only the leading edge, while the trailing edge is being controlled
by the nonlinear amplifier, much narrower pulses can be obtained. A
schematic drawing of such a system is shown in Figure 2.1.1. Mathemati-
cally, the process can be described by the net gain I'(t) = v(t) - a(t),
where y(t) is the amplifier's gain coefficient, and a(t) is the loss coef-
ficient of the saturable absorber. Sharpening of the pulse occurs if
I'(t) is positive only in the neighborhood of the peak of the pulse.

The requirements of the resonator and the dyes are [7]: 1) The re-
laxation time of the amplifying medium should be on the order of the
cavity round trip. 2) The absorption cross-section of the absorber is
more than twice as large as the amplification cross section of the gain
medium. The first requirement ensures correct timing of the arrival of
the pulse at the amplifier, while the second ensures that the absorber
saturates before the gain medium does. Dyes suitable for use as gain
media typically recover within 5 nsec. Consequently, equilibrium is
quickly established between radiation in the cavity and the population
inversion of the dye molecules. This is in contrast to mode locked solid
state lasers, where the recovery time is much longer, so that once

depleted the gain never recovers within the duration of the pump pulse.
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Fig. 2.1.1 Basic configuration of a CW dye laser mode locked by a
combination of a saturable absorber and a nonlinear gain

medium.
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An analytic model which had been proposed by New [7],[8] was
refined by Haus [9], who arrived at closed form expressions for the
shape, width, and energy of the pulse. The parameters he used to describe
the system are the line width, the saturation energies of both dyes, the
ratio between the absorbing and amplifying cross-sections, and the ratio
of the cavity round trip to the laser medium relaxation time. Haus found
that the intensity profile of the pulse is that of a squared secant hyper-

bolic, i.e.,

I(t) @~ (2.1.1)
cosh (t/rp)

where T is a constant which is related to the pulse width. The pulse
width itself was found to be inversely proportional to the prism band
width (or any other dispersive element), to the pulse energy, and to the
square root of the small signal value of the absorber luss.

Until now, we have not considered the evolution of picosecond
pulses from a free running laser. Initially, there are intensity fluctu-
ations which result from the spontaneous emission. When the saturable
absorber is inserted into the cavity, short pulses evolve from these
fluctuations in a manner similar to that described in Section 1.2. The
randomness which is inherent in this process explains the imperfect
periodicity in the pulse train emitted from the laser, as well as the
incomplete mode locking and the background energy observed between pulses.

The nonlinearity of the process speeds up the narrowing of the
pulse. New [8] calculated that it narrows by about v2 every cavity round

trip. VYasa et al. [10] found that 150-190 round trips are required in
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order to achieve a steady state with the narrowest possible pulse.

2.2 General Properties of Dyes

The properties of dyes used in the laser are important for correct
design and construction of the system. From the discussion in Section
2.1, it is clear that for mode locking, knowledge of the recovery times
and absorption cross section of the dyes is essential. This is in addi-
tion to parameters such as the quantum efficiency and losses which affect
the performance of free running lasers. Before describing the properties
of the dyes used in our laser, we will briefly discuss properties of
dyes in general.

An energy level diagram of a typical dye molecule is shown
schematically in Figure 2.2.1 [11]. The vibrational-rotational states
are grouped according to their electronic states which are separated

by about 10000-20000 cm™ .

1

The vibrational levels are separated by
about 1000 cm™ ', and the rotational levels by 1-10 cm’]. The electron
spin is used to classify the states as singlet S and triplet T states.

In reality these states are mixed due to spin-orbit interaction.

When a molecule is excited from SD to 51% say by absorbing a photon,
it thermalizes to the bottom of S] within several picoseconds [11].
This relaxation time might play an important role in synchronously
pumped mode locked dye lasers, when the pumping pulses are of
duration of several picoseconds. Once at the bottom of S], a

molecule can change its excitation state by one of the following
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Fig. 2.2.1 A schematic energy level diaaram of a dye molecule [11].
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competing processes: 1) Radiative relaxation to SO (fluorescence),

2) second excitation to a higher singlet state by absorbing another
pumping photon, 3) nonradiative internal transition between S1 and SO’
and 4) nonradiative transition to T. The probability of this last
transition is enhanced by the mixing between S and T states.

Populating T, has several effects on the dye laser performance:

It reduces the population inversion between 51 and SO and it increases
absorption of laser photons by T1 %‘TZ transition.

Several spectral properties are common to many dyes [11]: 1) The
fluorescence peak occurs at wavelengths which are longer than that of
the principal absorption peak. The fluorescence spectrum is generally
a mirror image of that of the principal absorption band, and its width

is on the order of 1000 cm™ .

2) The fluorescence lifetime is typically
v 5 ns. 3) After optical irradiation, new long-lived photoisomers are
formed which might absorb at a different band. This formation may or
may not be reversible, depending upon the dye and the irradiation in-
tensity.

The formation of the photoisomer, as well as the relatively long

9

Tifetime of the T, level (1077 to 10'3sec),imp1ies that for CW operation

1
the dye must be replenished continuously. In our laser, for instance,
the dye circulates through a reservoir which gives it ample time to

relax to its ground state.

2.3 The Gain Medium

The dye rhodamine 6G was chosen as the gain medium of the laser

because of its high quantum efficiency (= 0.83 [12]). Its emission
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ranges from 57008 to 64008, so that its bandwidth is Av = 2000 cm™".

The
fluorescence lifetime of rhodamine 6G is ~ 5 nsec [13]. Consequently,
the cavity length is chosen to be about 150 cm (10 nsec for a round
trip). As a result, the population inversion of the gain medium is re-
covered to a degree which allows the net gain, I'(t), to be positive only
at the neighborhood of the pulse peak (see Section 2.1).

The saturation intensity (at which the absorption coefficient is

reduced by a factor of 2) can be easily calculated from

IS(\)) =‘22‘Z‘('\)‘y (2.3.1)

where hv is the photon energy, T is the excited state lifetime, and e(v)

is the extinction coefficient. At the optical pump wavelength, A==5]4SR,

[27] ‘
e(51458) = 2.25 x 107 Ocm?

so that
15(514sﬂ)= 1.7 x 10°W/cn? (2.3.2)

To minimize degradation of the dye, and thus to allow CW laser
operation, the dye solution is circulated. This way, molecules which
have been transformed to photoisomers are replaced with unexcited ones.
The dye solution flows with a velocity of 10-12 m/sec, so that for a
beam spot size of 30 um diameter, a dye molecule traverses the irradi-
ated area in less than 3 usec.

To reduce reflection losses and etalon effects, the dye flows in
free air. The solvent is ethylene glycol which, due to its viscosity,

can be formed into a clean, flat jet by a nozzle which has a nearly
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rectangular cross section [14]. The cross section dimensions were meas-
ured to be 1.58x0.39 mm. However, the jet is not uniformly thick.

As a result, the gain of the dye laser, which is an important factor

in good mode locking (see Section 2.1), depends on the position of the
irradiated area across the jet. Therefore, the jet thickness profile

is of interest. It can be found by measuring the transmission of the
argon laser beam () = 51453) through it, as shown, for example, in
Figure 2.3.1. The curve indicates that the jet is about three times

thicker near its edges than at its center.

2.4 The Saturable Absorber Medium

The saturable absorber medium is a composite of two dyes,
DODCI(3,3'-diethyloxidicarboncyanine iodide) and malachite green, in
ethylene glycol solution. DODCI is a slow saturable absorber: Its
fluorescence lifetime is about 1.2 nsec [15],{17],[18], which is much
Tonger than the subpicosecond pulses generated by DODCI mode locked
dye lasers. Its absorption and fluorescence spectra are shown in
Figure 2.4.7a [15]. The dashed area indicates the range over which
DODCI may be used to mode lock rhodamine 6G lasers [16]. Clearly, the

mode locking range is broader than the absorption band. This seeming

discrepancy led to the suggestion that a fraction of the DODCI is
transformed into a photoisomer which absorbs at longer wavelengths [16].
The spectra of absorption (solid Tine) and probable fluorescence (broken
Tine) of the photoisomer are shown in Figure 2.4.1b [15]. The ground
state lifetime of the photoisomer is 0.3 msec [15]. The fluorescence
lifetime of DODCI is about 1.2 nsec [15,[17],[18]. Shorter absorption

recovery times (250 ps [19] and 10 ps [20]) were measured with high
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power picosecond pulses.

When mode locking the laser with DODCI only, the pump power is
kept near threshold in order to have only a small population
inversion at the gain medium (see Section 2.1). Mixing the
solution with malachite green permits short pulse operation well above
threshold [3]. The recovery time of malachite green is 2 ps [21];
however, by itself, it has not produced stable mode locking [3]. Figure
2.4.2 shows the absorption spectrum of a typical mixture of DODCI +mala-
chite green [22]. The units are of decadic absorption coefficient,
i.e., A= edM = %—10910 Iin/Itr’ where M is the molar concentration, L is
the cell thickness, Iin and Itr are the incident and transmitted intensi-

ties, respectively, and €4 is defined by this relation to be the decadic

extinction coefficient.

In Table I, features of the absorbing dyes in the laser are sum-
marized. The molar concentration corresponds - to the absorption
spectrum of Figure 2.4.2. The decadic extinction at 61OOR coeffi-
cient is calculated from separate absorption spectra of DOBCI and
malachite green. In calculating the saturation intensities and
energies, each absorber is assumed to be independent of the others,
including the photoisomer of the DODCI, the concentration of which is
taken to be 1/10 of the normal state of the dye [15]. The interac-
tion volume used is 0.025x mx (5x 10_4)2cm3. Note that under mode

locking conditions a saturation energy rather than a saturation inten-

sity is defined, as the pulses are much shorter than in the excited state
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Fig., 2.4.2 Absorption spectrum of a typical mixture of DODCI and

malachite green, used to mode lock the dye Taser,
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lifetime. The saturation energies in Table I are lower than the cavity

energy of the picosecond pulses, which is (3-10) x 10—9J.

TABLE 1
DODCI Malachite Green
Molecular weight 486.35 [23] 330.48 [24]
Excited-stat
x‘{;feﬁéea € 1.2 nsec [15,17,18] 2 psec [21]
Molar concentration 3.6)(70'5M 2.7 x 10'5M
Decadic extinctio norm.(a) 5u-1.. -1
coefficient 6 6100 0.3 x 105M~T e 0.4x10°H “cm
ph.is.(a)
1.3x10 M-em~! [15]

Saturatign intensity norm. 6 9 8 2
©® 6100 1.2x 107 W/em 5.1x 107 y/cm
oh.is. (D) )

2.7 x10% W/cm
Saturatign energy norim, -
@ 6100 1.2x10794 8.5x107193
ph.is.(b)
2.6x10-10 g

(a) norm = normal; ph.is.= photoisomer

(b) Assuming quantum efficiency for photoisomer formation = 10% [15].

2.5 Basic Configuration of the Passively Mode Locked CW Dye Laser

The basic configuration of the passively mode locked CW dye
laser was shown schematically in Figure 2.1.1. A folded cavity con-

figuration operated by us is shown in Figure 2.5.1. The gain medium
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is shifted from the center of the cavity to the side opposite the
saturable absorber. As a result, the amplifier recovery will be more
complete for pulses arriving from the absorber than it will for pulses
arriving from the other end. The cavity length is ~162.5 cm, so that
the round trip time is ~10.8 nsec, slightly more than twice the re-
covery time of the rhodamine 6G. The mirrors' radii of curvature are
10 cm at the gain arm and 5 c¢m at the absorber arm. The output cou-
pling mirror is flat and its transmission is 2% or less. A1l other mir-
rors are dielectric coated to have high reflectivity in the band 4500-
GSOOR, and all are mounted in mounts with angular resolution of 0.1 mrad
[25]. 1In each arm one of the mirror mounts is mounted on a translation
stage,

The circulating systems of both media are identical. One is
schematically drawn in Figure 2.5.2. The dye pumps are miniature hy-
draulic pumps. The pore size of the filters is 0.8 um [27]. The role
of the shock cushion [28] is to reduce the vibrations of the flowing dye.
The nozzle was purchased from Coherent Radiation [14] and assembled in
a holder which allows smooth rotation around the center line of the jet.
The holder is mounted on an x-y-z micropositioner which controls the
jet position with a resolution better than 25 um. The dye solutions flow
at a rate of ~12m/sec (v 7.4 cm3/sec). The circulating system is designed
so that it can be drained by the pump when the motor rotates forward. It

adds convenience, saves labor, and reduces contamination.
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NOZZLE
SHOCK JET
CUSHION | COLLECTOR

FILTER

| RESERVOIR ==

l 3-WAY VALVES

TO DRAIN

Fig. 2.5.2 The dye solution circulating system.
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The prism is the tuning element of the laser. Its role is to
force the laser to operate at %61003 rather than at short wavelengths
(» < 51008), where the DODCI absorbs less and the rhodamine 6G amplifi-
cation is higher. It is a full Littrow prism with an apex angle of 69°
so that the 61002 dye laser beam is incident at a Brewster angle from
both directions.

The argon-ion laser beam is focused on the gain jet by one of the
10 cm radius of curvature internal mirrors. Its spot size is 50 um while
the spot size of the dye laser beam is ~42 um on the gain jet and 27 um

on the absorber jet.

The laser system described in this section is capable of generating
a continuous train of picosecond pulses such as those shown in Figure
5.1.3. However, the output power is quite low: 50-100W peak power. The
modification of the laser, so that it will emit more powerful pulses, is

described in the next two sections.

2.6 Increasing the Output Power of the Laser: The Dumper

The saturable absorber adds loss to the cavity. To lower the
overall loss, and thus to improve the cavity Q-factor, the transmission
of the output mirror must be low, typically 2% or less. As a result,
only a small fraction of the cavity energy is coupled out.

To increase the output power, all the mirrors are coated to high
reflectivity and an acoustooptic modulator, made of fused silica crystal
and a transducer, switches the beam out of the cavity by Bragg diffrac-
tion whenever it is energized by an rf wave. For physical details see,

for example, Ref. [29a].
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An acoustooptic output coupler Model 365 was purchased from

Spectra Physics [30]. The medium is a block of fused silica (4.8x4x
4.8 mm). A thin film transducer is sputtered on the bottom surface,
and acoustic power up to 16 Mw/cm2 can be delivered. The transducer is
driven by Model 465 modulator driver by Spectra Physics [30], which is
an externally triggered rf pulser with 5 nsec rise time. The rf fre-
quency is fixed to 470 MHz.

To achieve a short overall rise time, the acoustic wave should
traverse quickly across the optical beam. Consequently, the dye laser

beam must be focused down to a waist diameter of

2wy = vt (2.6.1)

For t. = 5 nsec and Ve = 5.95 x 105cm/sec [29b7], (2.6.1) implies 2w0==30 um.
To focus the beam, the flat end mirror of Figure 2.5.1 is replaced by a
folding curved mirror (R=20 cm) and an end curved mirror (R=10 cm).
Figure 2.6.1 shows the "dumper arm." P is the primary diffracted beam,
and S is the secondary. If the diffraction efficiency of the primary
beam is n, then the efficiency of the secondary beam is (1-n)n. There-
fore, while in principle the primary beam can contain 100% of the cavity
pulse, the secondary can have at most 25% of it. The diffraction effi-

ciency is given by [29a]

I (2.6.2)

n = Tg-= sinz(JEQ‘/ﬂT;)
i A2

in which 2 is the interaction Tength, M is an acoustooptic figure of

merit, and Ia is the intensity of the acoustic wave in watts/mz.
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mDUCER %

R=10cm

Fig. 2.6.1 The dumper arm. P is the primary beam extracted from

the cavity, S is the secondary one (see text).
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For M=1.51x 1012 MKS and n=1.46 [29b], equation (2.6.2) predicts
maximum efficiency of 98%, but in practice it has been measured to be
~ 30% in the Towest order of diffraction.

When a cavity dumper is operated in a passively mode locked dye

laser, the process of extracting energy perturbs the steady state of

the laser system. As a result, some time is required to restore the
power and pulse duration to their steady state values (see Section 2.1).
Consequently, the following requirements are imposed upon the dumper:

1) It must have a rise time shorter than the cavity round trip time (to
operate at maximum diffraction efficiency).

2) The dumper should not be activated for longer than twice the cavity
round trip time (to enable dumping of a single pulse at a time.)

3) Pulses should be dumped at a rate which allows the system to recover.
The randomness inherent in the passively mode locked dye laser (see Sec-
tion 2.1) and the perturbation by the dumper result in a train of pulses
which are not perfectly periodic. This imposes a fourth requirement:

4) Activation of the dumper must be synchronized with the cavity pulses.

To meet these requirements, the synchronizing loop of Figure
2.6.2 has been devised. A fast detector [31] samples the pulses as they
are weakly reflected from the prism. The resulting current pulses are
amplified and activate a counter [32]. Every 2048 (=2]]) counts, which
are equivalent to ~22 usec, a voltage pulse generator is triggered. The
delay between the trigger and the generator output pulse can be con-
trolled as well as the pulse height and width. This voltage pulse acti-

vates the driver and gates its rf output, as seen in Figure 2.6.3. The
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COUNTER/PULSE
GENERATOR
DUMPER

DRIVER AMPLIFIER

[] PHOTODIODE

DUMPER

Fig. 2.6,2 The dumper synchronizing loop.
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Fig. 2.6.3 The amp1itude-modu1atedwr?”961fagé of the dUmper driver,

Fig. 2.6.4 The duration of the shortest activation pulse compared to the

cavity round trip time of the picosecond pulse,
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shortest activating pulse is of v16 nsec FWHM, but is more than 20 nsec
wide at its bottom (its rise time is ~4 nsec), as seen in Figure 2.6.4.
As a result, when delayed for optimum efficiency, there are still rem-

nants of the two pulses adjacent to the main one (see Figure 2.7.2).

2.7 The Passively Mode Locked CW Dye Laser with a Dumper

The configuration of the passively mode locked dye laser with
the dumper is drawn schematically in Figure 2.7.1.  This is the laser
system which has been used for the experiments which are described in
the second part of this thesis.

Oscilloscope displays of the dumped pulse and of the cavity energy
(sampled from reflection at the prism) are shown in Figures 2.7.2 and
2.7.3, respectively. Notice the remnant of the pulses adjacent to the
main dumped pulse (Figure 2.7.2) and the system recovery time (Figure
2.7.3). This laser emits 1-4 kW pulses of duration 1-2 psec at a repe-
tition rate of "4.5x ]O4pps. The wavelength of the pulses is 6]00w6]508,
the pulses are chirped, and it is possible to compress them to a width
of ~0.3 psec [3].

In the following chapters the laser resonator, picosecond pulse

width measurements, and the alignment of the system will be discussed.
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Fig. 2.7.3 The cavity energy of a dumped laser. The lower trace shows
the individual pulses. Coupling efficiency is seen to be “40%.
The upper trace shows the system recovery time. To ensure
full recovery, the repetition rate was reduced from that shown

in the figure to ®4x104pps.
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Chapter 3
MULTI-ELEMENT RESONATORS FOR FREE-RUNNING AND
MODE LOCKED CW DYE LASERS

3.0 Introduction

There are certain dimensional constraints imposed on an optical
resonator if it is to support low loss laser modes [33]. A resonator
which satisfies these conditions is commonly referred to as stable. The
stability requirement is complicated in our system, since it employs
two end-mirrors which form the resonator, four focusing optical ele-
ments (lenses or mirrors), two flowing jets, a fused-silica block (the
dumper), and a prism. The understanding of the effect of all these
components on the stability of the resonator and on the beam parameters
in it, i.e., the size and location of the beam waists. is very important
for a correct design and a proper alignment procedure of the multi-
element laser.

This problem is addressed in this chapter. It starts by preparing
the mathematical tools used in resconator analysis. Then a cavity with
only one internal lens is studied. The compensation of the astigmatism
which is introduced by tilted components in this cavity, such as a dye
cell, is also discussed. The analysis of this simple cavity not only
clarifies analytically the numerical investigation of the multi-mirror
cavity, but also formulates a design of a CW dye laser which is optimal

in terms of power stability and best collimated output beam. Next,
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the cavity of the passively mode locked dye laser with a dumper is

analyzed.

3.1 Characterization of Gaussian Beams

Unlike the mathematically defined plane waves, optical beams are
confined in space. The spatial and temporal distribution of the beam
energy can be found by solving Maxwell equations in the proper medium.
This solution will be reviewed briefly here so as to define the various
parameters involved in the calculations which follow. Detailed solu-
tions can be found in many textbooks. The discussion here follows Yariv
[29¢].

Maxwell equations in an isotropic charge-free medium are

> > v
VxE=-~-u %%
. . o
VXxXH=c¢ t
V. (eE) = 0 (3.1.1)

Assume a harmonic field

E(x,y,2,t) = Re[E(xy,z)e “t] (3.1.2)
Then

v2E+ K(r) E=0 (3.1.3)
in which

k2(r) = wlue(r)[1 - io(r)/we] (3.1.4)

In a homogeneous medium, k is independent of r. Defining the propaga-

tion direction to be z, we can define a function Y(x,y,z) by
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E(x,y,z) = q;(x,y,z)e"ikZ (3.1.5)

5 3 2
Assuming k == ¢ >> =5y << k" , (3.1.3) becomes
3z az2

2 LY
Vi 2ik 5y = 0 (3.1.6)
2 _ 3% H2
where Vi 2t A Transforming to cylindrical coordinates (r,¢,z)
ax ay

in which r = qxz-fyz, Vi becomes

2
2, 10 auy, 1 %
S e U 202 (3.1.7)

The most fundamental solution is found when no azimuthal variation of

¥ is assumed, i.e., 0¢/3¢p = 0. In this case (3.1.6) is solved to give

W 2
. .k
E(x,y,2) = E_ m%yexp{~1[kz~n(z)] - ?‘5‘(?_7} (3.1.8)
where
1 _ 1 . )
= -1 (3.1.9)
q(z) ~ R(z) TmWZ(Z)
in which, by defining
nwwg
ZO = 5 (3.].]0)

2
W(2) =0+ ) (3.1.11)
Z
0
2
Z
R(z) = z(1 + ) (3.1.12)
Z

and
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n(z) = tan”! Z (3.1.13)
0]

It is easy to see that the electric field (the real part of (3.1.8) has

a Gaussian distribution, and it falls to its 1/e peak value at a distance
r = w(z) from the optical axis. The minimum of w(z), W, OCCurs at the
so-called "waist of the beam," which, in the calculations above, was
taken to be at z = 0. At the waist R(0) = «, and at 22 >> rz, R(z)
approaches the radius of curvature of a spherical wave. Accordingly, it

is referred to as the "radius of curvature" of the beam. The confocal

parameter, z_, is a convenient variable (sometimes it is defined by b=220l

0
o e 2,y 2 i
Notice that if z =2z, then W (20) = ZWO, and R(zo) 2z.
The diffraction angle is given by
tan o = %(z) (3.1.14)

Zz

or, for z >> Z, and A << wo .

0 = (3.1.15)

A
™o

3.2 The ABCD Transfer Matrix and the Imaging Rules

When propagating a distance d through a homogeneous space, the

complex beam parameter q, is transformed linearly

qlz+d) = q(z) +d (3.2.1)

When passing through a thin lens, w(z) is conserved, while the beam radius

of curvature is transformed by

o1 1 (3.2.2)
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Therefore,

(3.2.3)

—h|—

1
qout 94n

If q,.  and 9oyt are measured at distances d] and d2 from the lens, re-

in
spectively, then by combining (3.2.1) and (3.2.3) we find
(1-d2/f)qin‘+(d]+d2—d1d2/f) Ag. + B

in
q = = (3.2.4)
out 'qin/f + (1—d]/f) qun +D

The constants A,B,C, and D are identical to the elements of a matrix
which transforms the parameters of a paraxial ray when it passes through

the same optical system [34],[33],[29¢c]:

r - A B r.

out ~ in

= (3.2.5)
C D r!

Fout in
where r 1is the ray distance from the optic axis and r' is its slope
with respect to this axis.

This identification of A,B,C, and D as matrix elements is very
helpful in tracing a Gaussian beam when propagating through a series of
complex lens-like media, as the ABCD matrix of the system can be found
by sequential multiplication of the ray matrices of the subsystem units.

An important application of the ABCD matrix is found in calculat-
ing the complex parameter of a beam in an empty resonator: If we trace
the beam along a round-trip of the cavity, its complex parameter, q,
should be self-consistent, regardiess of the plane at which we started
the tracing. If we denote by z the coordinate along the cavity and

substitute q = 4, = 9 in equation (3.2.4), we find

out



q_(}y = DZ—BA ¥ ’218’ \ﬁ,_ (A+D)? (3.2.6)
so that
R(z) = Eé¥%f (3.2.7)
and
WWZ(Z) 2|B|
D (3.2.8)
4 - (A+D)?

Clearly, the resonator is stable only if

1atol (3.2.9)
For example, assume an empty two-mirror resonator. It is easy to show
that
A+D _ 2 2 1.1
5 = RE dc - Z(RT + R2)d + 1 (3.2.10)

in which R] and R2 are the radii of curvature of the mirrors, defined
positive when their centers of curvature are in the direction of each
other, and d is the spacing between them.

The parabola (3.2.10) is plotted in Figure 3.2.1. The heavy line
is the region where the inequality of (3.2.9) is satisfied. We will
call it the "stability region." Thus, there are two stability regions:

(a) 0 <d <Ry

(b) R2 <d < R14~R2 (3.2.11)

This example is far more general than it might seem to be. Any resona-
tor with internal lenses can be mathematically transformed to an

equivalent empty two-mirror resonator by employing the imaging rules
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Fig. 3.2.1 A stability diagram for two mirror resonators. A+D is the ABCD
matrix trace, d is the mirror spacing, and R; and R, are their
radii of curvature. Stability regions are indicated by the heavy

Tines,
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given by Kogelnik [33]. Referring to Figure 3.2.2, these rules state
that the combination of the mirror R and the lens f can be replaced
by a single equivalent mirror, the radius of curvature of which is
given by

2

. Rf
R = @ H@-r-7 (3.2.12)

positioned at a distance

. _ df
= T (3.2.13)

away from the lens. The diameters of the two mirrors are related to

each other by

¥}

L f

L (3.2.14)

*|

3.3 Resonators with an Internal Lens

Two-mirror resonators are not very stable when used for CW dye
lasers. Consider the cavity of Figure 3.3.1. Using the beam parameters

defined in Section 3.1, it is easy to show that

&w 2
o _ L 8L
v - ~?) i (3.3.1)
0 z
o}
where W_ is the radius of the beam at the flat mirror, z_ is the confo-

0 0

cal parameter, and L is the mirror spacing. Assume typical values of

i

these parameters: L = 20 cm (so that a tuning element can be inserted

into the cavity), w 10 um, and ) = GOODR, then

0
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Fig. 3.2.2 Imaging of a mirror by a lens.
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Sw
0 - _1.8x10° 6L (3.3.2)
wO

If the mirrors vibrate or are misplaced by 10 um

6W0

= 1.8 (3.3.3)
Wo

This stringent requirement on the mirror spacing is relieved when a

focusing element is inserted in the cavity.

A resonator with an internal lens is shown in Figure 3.3.2. The
beam parameters (i.e., the beam waists and their Tocations) are found
by solving for the self-consistent complex beam parameter, q (see Section
3.2). Taking advantage of the imaging rules of the last section,
straightforward round trip matrix multiplication is avoided by replacing
the three-element cavity by an equivalent empty two-mirror resonator [35].
Various cavity configurations for CW dye lasers have been analyzed [35],
[36]. A simple and convenient resonator is shown in Figure 3.3.3. Here,
the output coupling mirror is flat and the beam spot size at the flowing

dye is small (typically 20-40 um in diameter). The stability regions and

other beam parameters are easily found by applying the imaging rules to
replace the lens and the flat mirror by an equivalent mirror. Neverthe-
less, an alternative approach is presented here which, although closely

related to the imaging rules, allows a deeper insight into the proper-

ties of this type of cavity.
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Fig. 3.3.1 Two mirror resonator for a CW dye laser.

Fig. 3.3.2 A resonator with an internal lens.

R f Ra

Fig. 3.3.3 A typical resonator for Cw dye lasers. This resonator is

analyzed in Section 3.3.
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Assume first a Gaussian beam with confocal parameter 219 and a
waist at a distance £, from a lens of focal length f (Figure 3.3.4).
Rearranging (3.2.4), and recalling that the radius of curvature at a

waist is infinite, we find that the waist beyond the lens will be at a

distance 2 5
, = iy - i‘f ; “10) (3.3.4)
(f-Qq) * 29,
and its confocal parameter is
2,0 = 107 (3.3.5)
20 (f—~£])2+-z§0 '

Assume that £2 is kept fixed. Then, the distance between the waist of

the incident beam and the lens is given by

bs Vbl-ac

%] = ey (3.3.6)
in which 5
f= - Zfzz
and
2 fzﬁz
c = HO'+22-f (3.3.8)

Similarly, we solve (3.3.4) for Z19°

2
22 _ f;z,](sz,] -f) - zz(f- z]) (3.3.9)
10 12 - F T

The confocal parameter, 210 is plotted in Figure 3.3.5 as a function

of %, for &, = 150 cm and f = 2.5 c¢cm. It is easy to show that the

1 2
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Fig. 3.3.4 A Gaussian beam focused by a thin lens.

4> =150 cm
f=2.5cm

0 i i 1 I
2.50 251 252 253 254

2, (cm)

Fig. 3.3.5 The confocal parameter of an incident Gaussian beam .as a

function of its waist distance from a thin lens (f=2.5 cm),

for an image waist distance of 2, = 150 cm.
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maximum value of Z]O is

2
f
5(55:?7 (3.3.10)

~

210

so that the optimum distance of the waist from the lens is

o 2fn, - f

which can be shown also to satisfy

&y = f+ 210 (3.3.12)

For 22 = constant, both 219 and 21 can change only within a certain
range:

0 < 210 £ 29 (3.3.13)
and

= Q,+z

10 17 %40 (3.3.14)

f<? < f+27

1
We are ready now to design the resonator. To keep 22 fixed, R2 is

taken flat. This ensures that the resonator mode will have a waist

there. The other end mirror, with a radius of curvature Rl’ is set at

a distance z from the waist at 21, so that (from (3.1.12))

?
Zy
R-I =z + T (3.3.15)
and we define
d, = 2, + 2z (3.3.16)

1 1

to be the spacing between the R] mirror and the internal lens.
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Typically, Z$O/R2 << 1 (for example, for W, = 20 um,

h= 60002, and R=5 cm, z%O/R2==].75><10_3), therefore, z can be either

z
_ 10
(a) Z—R-]’*-R-]"wR]
or 5
210
(b) z =g = 0 (3.3.17)

1
We may, therefore, assume that if we position the mirror R] at a distance

d] = 2}+R] or at d]= Q] from the lens, the mirror will not affect the beam
parameters, and (3.3.6)-(3.3.14) will be valid in the short arm of the

resonator. Consequently, the resonator's stability regions, one for
each value of z (3.3.17), can be found from (3.3.14). However, posi-
tioning the mirror R] at a distance z‘]ZO/R1 from the waist is impractical
because there is not enough space for a dye cell. We will, therefore,

consider only the second stability region, i.e.,

R, + f <d, <R, + Ff + 27 (3.3.18)
1 1 1 10
The stability range is now readily found to be
A £2
2s = 2210 = TEE:?T (3.3.19)

It is obvious that in order to produce stable oscillations (in terms of
output power) it is desirable to operate at 2]= Q] where Z]O“Elo' It is
possible to show from (3.3.5) and (3.3.12), that at that value of mirror

spacing

2

I
220 = *2’2*]—6 = 2,2- f (3320)

~

This equation indicates the symmetric relation between the two arms of the

cavity.
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When the cavity is tuned to %1= E], not only is the laser power
most stable, but its output beam is the most collimated possible. To
see this, (iz/f) is plotted in Figure 3.3.6 against (Q]/f) for Gaussian
(solid 1ine) and geometric (dashed line) beams. The solid line is calcu-

lated from

1 =

.
o
- = (3.3.21)

2
(]' "{;‘") - (Z"lo/f)z

which is identical to (3.3.4), while the dashed line is calculated from

1 LI
(2,/9) © (8,/7)

+

(3.3.22)

In this figure, b1 = 2210. It is well known that a geometric beam, which
suffers no diffraction, can be collimated by placing the source at the
focal point. For that beam, as seen in the figure, 2]==f leads to 22= ®
But a Gaussian beam is diffracted, and for 2]=:f, 22 is also equal to f.
Further, Lo is always finite regardless of the value of Ly In other words,
a Gaussian beam cannot really be collimated. The best "collimation" 1is
a-hieved by maximizing 22. It can be seen from Figure 3.3.6 that this

is done by positicning the waist of the incident beam at

Q]/f =1+ b]/2f = 1~+z]0/f or 2] = f-&z]O, which is exactly the rela-
tion between Q] and 210 given in (3.3.12). It is also evident from the

figure that (2 = f + fZ/ZE]O, which from (3.3.20), identifies again

Z)max

Ly = (5&2)maX when By = 2y Thus, when the cavity is adjusted to its

most stable operation, its output beam is the most "collimated" possible.

Its diameter D at the exit, i.e., immediately beyond the flat output

coupling mirror, is easily found from (3.3.20) to be



-57-

L,/f

Fig. 3.3.6 The image waist-lens spacing (%.) as a function of the
object waist-lens sapcing (£,), for Gaussian beams (solid
line) and geometric rays {dashed line). by=2z,¢=2mwiq/A,

where 2w.o i1s the object waist diameter.
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NP

_ o |72
D = Zy' = (3.3.23)
To conclude, for stable operation of a resonator with an internal

thin lens, the following simple relations hold: For given 22 and f, the
confocal parameters are

~ f2

Z-IO = mz——:-f?)‘ (3.3.24&)

and
Zog = 22-'f (3.3.24b)

The optimum spacing between the lens and the curved mirror is

d] = R1 4 (3.3.25)
where @], which is given by
Ly = f + 210 (3.3.26)

is the optimum distance between the waist in the focusing arm and the lens.

Finally, the stability range is

; s (3.3.27)
Ry + f< dy <Ry + £+ 2244

3.4 Astigmatically Compensated Three-Mirror Cavity

When the dye cell is inserted in the short arm of the three-element
cavity described in the previous section, it is wusually tilted at a
Brewster angle so as to minimize reflection losses. It can be shown that
when a Gaussian beam passes through a Brewster window, the window affects
the rays in the plane parallel to the axis of rotation (called here the
x-plane), and the rays in the plane perpendicular to it (the y-plane) dif-

ferently ([35] and references therein). In the ray matrix formalism, this
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can be expressed by two different effective distances, tX and ty which
the rays, or the Gaussian beam, have to traverse.

The effective distances are

InZ 1 (3.4.1)

t =t
X 2
and n
t=t-“2” (3.4.2)
y . 4.

where t is the window thickness and n 1is its index of refraction.

This difference between the paths imparts astigmatic distortion
to the beam. It also means that the effective length of the cavity is
not the same in the x- and y-planes. Consequently, the stability re-
gions in the two planes might not fully overlap, so that the stability
region of the real cavity narrows down or, in the case of no overlap,
does not exist at all.

It was shown by Kogelnik et al. [35] that maximum overlap of the
x- and y-stability regions can be achieved by replacing the internal
lens by a mirror tilted in an appropriate angle. Such a cavity is
shown in Figure 3.4.1.

Referring to the notation in Figure 3.4.1, the effective focal

lengths of the mirror in the x- and y-planes are [35]

f f/cos 6 (3.4.3)

X

1]

f f cos 6 (3.4.4)

M

i

where f = Rf/2 and R, is the radius of curvature of the folding mirror.

f
Optimal overlap of the stability regions in the two planes can be
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Fig. 3.4.1 A folded three mirror cavity.
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achieved by requiring
-d,, =t -t (3.4.5)

where dlx and d, are the optimum effective lengths of the short arm in

1y
the respective planes, shown in the previous section to be given by

dlx,y = Ry + fy ™t Elo,x,y (3.4.6)
for one stability region of each plane, or by

Ay = Ty * 210,x,y (3.4.7)
for the other. For both regions (3.4.5) becomes

(fx”cy) ¥ (Elo,x'QIO,y) oYy (3.4.8)

For small folding angles and 22 >> f, ZlD,x = Z]O,y' Therefore, (3.4.8)

can be approximated to be

(fe-fy) = t,-t, (3.4.9)

which, from (3.4.1) - (3.4.4), becomes

2Nt = Rf sin & tan © (3.4.10)
where
(n2-1) n2+1
N = 7 (3.4.11)
n

A result of the previous discussion is that both stability regions,
specified by (3.4.6) and (3.4.7), are astigmatically compensated by a

single angle 6. Note that although the stability regions overlap, there
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are still some astigmatic differences that remain after compensation,
such as the Tocation of the waists [35].

Instead of a tilted mirror, the astigmatism can be compensated by
a suitably tailored astigmatic lens. However, a mirror has an advantage

over a lens, in that the lens adds reflection losses to the cavity.

3.5 Stability and Beam Parameters of the Resonator of the Passively
Mode Locked CW Dye Laser with a Dumper

The cavity of the passively mode locked CW dye laser with a dumper,
shown in Figure 2.7.1, is investigated here. The discussion will be
confined to the dimensions, the radii of curvature of the mirrors, and
the folding angles of the actual cavity used in our laser. After the
initial alignment of the laser, the procedure for which will be described
in Section 5.1, the laser is tuned to optimal operation by fine adjust-
ments of the mirrors' positions and angular orientation. Accordingly,
we will study here the cavity properties as functions of the length of
only one of the arms, chosen to be the gain arm, while keeping all other
cavity dimensions fixed.

Assume first the empty linear cavity of Figure 3.5.1, with the

following mirror spacings: d, = 20 cm, ddg = 40 cm, dga = 85 cm, and

d
da = 7.5 cm (for notations please refer to Figure 3.5.1). As in Section
3.2, a necessary condition for the cavity stability is iégg- < 1, where

A and D are the diagonal elements of the ray matrix of a cavity round
trip. - Therefore, we first plot ’A%Q- as a function of the Tength of
the gain arm, dg. This is shown in Figure 3.5.2. The heavy lines indi-

cate the stability regions, which are found to be
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Fig. 3.5.1 A Tinear cavity for passively mode locked dye lasers with
a dumper. Dimensions used in this section computations

are: dd = 20 cm, ddgv= 40 ¢m, d.. = 85 cm, d, = 7.5 cm,

ga a

and dq is variable.
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(a) 10.00 < d_ < 10.33 cm
9 (3.5.1)

(b) 11.67 < dg < 11.99 cm

(It should be noted that the application of the imaging rules quoted

in Section 3.2 in conjunction with the example given there for a two-
mirror cavity simplifies the calculation of the stability ranges signifi-
cantly, compared to the straightforward round trip multiplications of the
ABCD matrices.) The confocal parameters in the three arms are plotted in
Figure 3.5.3. The region near the boundary of the stability range of
Figure 3.5.3c (the absorber arm) is shown in expanded scale in Figure
3.5.3d. The behavior of the confocal parameter at the absorber arm em-
phasizes the high sensitivity of the laser optimal operation to correct
mirror spacings. This has been observed in the alignment of our laser.

The optimal length of the gain arm is seen to be dg = 10.180 cm
in the first stability region and dg = 11.81 cm in the second. Small
deviations from these spacings (v *50 um), for instance due to small
vibrations of the mirrors, will not cause significant fluctuations in
the beam spot size.

The beam parameters in each arm, i.e., the confocal parameter and
the waist radius (at X = 6150x) and its location, at the optimal length
of the gain arm, are listed in Table I for the two stability regions (the
notations are as in Figure 3.5.1). The spot size at the absorber arm
is smaller than that of the gain arm, as required for proper mode locking
(see Section 2.1). Note, however, that all the waist radii are calculated

in free air, not in the dye jets or the dumper, since we assumed
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Fig. 3.5.3 The ceonfocal parameters in the three arms of the linear
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TABLE 1

Beam parameters for each arm of the empty linear cavity of Figure 3.5.1 at
the optimal length of the gain arm. Mirror spacing is the same as in
Figure 3.5.1.

z (cm) wo(um)o

ARM LT (cm) L2 (cm) 0 @ 6150A
First stability range: 10.00 < dg < 10.33 cm
Dumper 9.96 10.04 0.659 35.9
Gain 5.02 5.16 0.164 17.9
Absorber 2.50 5.00 0.082 12.7
Second stability range: 11.67 < dg < 11.99 cm

Dumper 0.22 19.78 1.458 53.4
Gain 6.65 5.16 0.164 17.9
Absorber 2.5 5.00 0.082 12.7

an empty resonator. It is also clear that it is impractical to operate
the laser in the second stability range, since the beam waist in the
dumper arm is located very close to the end mirror. As a result, not
only would there not be enough space to insert the dumper, but also, the
primary diffracted beam would not be sufficiently separated from the
undiffracted beam at the end mirror so as to be efficiently extracted
from the cavity. Nevertheless, for the completeness of the discussion,

both stability ranges will be considered here.
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Let us now include the dumper and the two dye jets in the cavity,
all at their respective Brewster angles. Following the discussion of
Section 3.4, we consider '‘parallel” and "perpendicular" cavities. Con-
sidering the same cavity dimensions used above for the empty Tinear
cavity, we replace each Brewster window by its effective optical path,
given by (3.4.1) and (3.4.2). The "parallel" and "perpendicular" empty
cavities are treated similarly to the empty linear cavity. To point out
the astigmatic effect of the Brewster windows on the stability region of
the laser, the confocal parameter in the absorber arm of the parallel
cavity is plotted in Figure 3.5.4, sharing a common axis with that of the
perpendicular cavity. The beam parameters in the empty parallel and
perpendicular effective cavities, at the gain arm optimal length of the
first stability region, are listed in Tabie II.

The effect of the astigmatism on the beam parameters is evident
from the table. 1Its effect on the effective range over which stable
operation of the laser is achievable, is dramatized by the peculiar be-
havior of the confocal parameter in the absorber arm. Clezrily the effec-
tive stability range is narrowed significantly, compared to that of the
empty linear cavity.

To increase the stability range of the cavity, we resort to the
method of astigmatism compensation by tilted mirrors, described in Sec-
tion 3.4. The astigmatism in each arm is compensated separately, inde-
pendent of the others. Equation (3.4.10) can be used for the two end
arms, but it must be modified for the gain arm, because unlike the
others, it includes two folded mirrors, which add up their astigmatic

effects.
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Fig. 3.5.4 The confocal parameter in the absorber arm as a function

of the gain arm spacing in (a) the parallel and (b) the
perpendicular linear cavities of Fig, 3.5.1 with Brewster

windows.
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TABLE 11

Beam parameters for each arm at the optimal length of the gain arm for
the linear cavity with the Brewster elements inserted in it. The mirror
spacings are the effective optical paths (see text) of the real spacing
of Figure 3.5.1. Waist diameter is in free air. Both planes are cal-
culated in their first stability range (par = parallel plane, per = perpen-
dicular plane).

W, (um)

ARM Plane L1 (cm) L2 (cm) z, (cm) @ 61508

par 9.96 9.96 0.668 36.2
Dumper

per 9.95 9.75 0.685 36.6

par 5.04 5.17 0.160 17.7
Gain

per 5.08 5.18 0.148 17.03

par 2.50 5.00 0.084 12.8
Absorber

per 2.49 5.00 0.091 13.35
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To investigate the astigmatic compensation in the gain arm, the
equivalent cavities are drawn in Figure 3.5.5. We set the dumper and
the absorber arms such that their spacing is equal to the sum of the
respective end-mirror radius of curvature and the focal length of the
lens (or closely so, when the lens is replaced by a mirror tilted at a
small angle). As a result R] >> D], f, and R2 >> D2’ f (for notations
please refer to Figure 3.5.5). Therefore, it can be seen from (3.2.12)

that

-
Ry o = =f/(Dy ,-f) <0 (3.5.2)

so that the radii of curvature of the equivalent mirrors point away from
each other, as shown in the figure.

To find the stability region, we compare the equivalent empty two-
mirror resonator to the similar resonator analyzed in Section 3.2.

Accordingly, we identify the following regions of stability:

(a) Dii-Dé+-R1+-Ré‘< dg<CD] + Dé + Ri

(b) D4 +DJ +R}

1¥D5 ¥R, < dg < Di+«D' (3.5.3)

2

or, using (3.2.13) and (3.5.2),

2
D,-f

(a) 2f < dg < 2f +

(b) 2F + cd < 2f 4+ (3.5.4)
g
1

Let us now replace the gain arm lenses by mirrors, both set at the same

angle; then the effective spacings in the x- and y-planes are
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Fig. 3.5.5 The equivalent two mirror resonator of the linear cavity

of Fig. 3.5.1.
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f2
d =2f + 6 0 <¢§ < X
gx X X X Dz-fx
(a) 2
= Y
dgy 2fy+c8 O<<Sy<D2_1c
y
2 2
d =2f + + 8 0 <6 <
gx X D1_fx X X Dz-fx
d = 2 +__:Y__,+ Y
ay fy D]"fy Gy 0 < Sy < Dz"fy (3.5.5)

Following the discussion in Section 3.4, we find that in order to com-

pensate the astigmatism we require in the first stability region

Z(fx-fy) = dx"dy (3.5.6)
while in the second
ff/ ff,
2(F, - £) 2 F, T 0T, d, -d, (3.5.7)

It is thus obvious that the astigmatism in the two regions of stability
cannot be compensated by the same folding angle eg of the gain arm mir-
rors. Also for typical dimensions of cavities, D] is not very large or
small compared with fx and fy, so that the solution of (3.5.7) for the

folding angle is complicated. On the other hand, (3.5.6) is easily

solved in a manner similar to that of Section 3.4, i.e.,

Nt = Rf sin 6 tan © (3.5.8)

where N, t, Rf, and 6 are defined in Section 3.4.
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Applying equations (3.4.10), (3.4.11), and (3.5.8) to the folded
cavity of Figure 2.7.1, using for the dumper t = 0.48 cm and n = 1.46
and for the dye jets t = 0.015 cm and n = 1.43, we find

[@s]
it

0.15 rad = 8°36"

d
eg] = 692 = 0.026 rad = 1 29’
ea = 0.051 rad = 2°55' (3.5.9)

The confocal parameter in the gain arm of the parallel and perpendicular
empty cavities (no Brewster elements), folded at these angles, is shown
in Figures 3.5.6 as a function of the length of that arm. HNote that the
relative displacement of the stability ranges is in the opposite direc-
tion to that of the linear cavity which includes the Brewster elements

(Figure 3.5.4).

Finally, the confocal parameters in the gain and the absorber arms in
the astigmatically compensated cavity are shown in Figure 3.5.7 as a function
of dg. This cavity is folded at the angles of (3.5.9) and includes the
Brewster elements. As expected, only the first regions of stability of
the x- and y-plane cavities fully overlap. To compensate the astigmatism
of the second stability reaion, smaller folding angles are required (as
can also be seen by comparing equation (3.5.7) with (3.5.6)), which are
not practical in the construction of a real laser.

Conclusion
Throughout this section, the length of the gain arm has been varied
while keeping the rest of the arms fixed at a predetermined mirror spac-

ing. In practice, it is impossible to determine the mirror spacing to
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Fig. 3.5.7 The confocal parameters in the gain and absorber arms of
the astigmatically compensated cavity. (a) and (c) are in
the parallel plane, (b) and (d) in the perpendicular.

Dimensions are as in Fig. 3.5.1.



~73~

an accuracy of less than 1-2 millimeters. However, as will be clear

from Section 5.1, once two arms are set, the third one can be adjusted
to its appropriate spacing within 25 um. Accordingly, the calculations
of this section can he used as a guide line in the

alignment procedure of the cavity, both in the initial alignment as de-

scribed in Section 5.1, and in the following fine tuning of the cavity.
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Chapter 4
PULSE WIDTH MEASUREMENTS

4,0 Introduction

Picosecond pulses are shorter than the temporal resolution limit
of any combination of a photodetector and oscilloscope. Sampling oscil-
loscopes, which require a continuous train of pulses, are limited to rise
times of ~ 25 psec or longer, and the fastest photodetectors available
today are limited to rise times of 30-50 psec.

Special techniques have been developed to measure the temporal
behavior of subpicosecond pulses. A review of these techniques can be
found in references [38] and [39]. The only direct linear method capable
of supplying information regarding the pulse intensity profile is the
streak camera [38]. However, it is very expensive (> $50,000) and for
experiments in which the required resolution time is longer than several
times the estimated pulse width, it can be given up in favor of Tless ex-
pensive techniques. The most common of these involve nonlinear effects,
such as two-photon absorption (TPA) and second harmonic generation (SHG).
They give good estimates of the pulse width, but are insensitive to pulse
asymmetry. More complete information is obtained by higher orders of
nonlinear measurements [39]. The SHG technique, which has been used to
measure the width of pulses generated in our experiment is the subject
of Sections 4.1 and 4.2.

Although a SHG measurement is used to determine the pulse dura-
tion, it cannot be easily used as a real time monitor of the laser's

operational state. Instead, a real time measurement of the laser band
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width is performed. Such a measurement cannot determine the pulse
width, unless the pulse is transform Timited. However, it has been
found very helpful in the process of system alignment and in monitoring
the laser's operational stability. The real time bandwidth measurement

is described in Section 4.3.

4.1 Pulse Width Measurement by Second Harmonic Generation

Nonlinear techniques can indicate the operational state of the
laser, and if mode locked, can give an estimate of its pulse width. It
was suggested and demonstrated first by Weber [40] and independently by
Armstrong [41], that the width of picosecond pulses could be determined
from second harmonic generation (SHG) measurements. In this section,
the principles of the SHG technique will be developed. In the next sec-
tion the experimental set-up is described, and the requirements of both
the nonlinear crystal and the optical beam for maximum SHG efficiency

will be discussed.

Consider traveling plane waves of the form

5 i(wt-z ;)
[Ew(z) e © g elel] (4.1.1)

>

E&(r,t) =

N

then, the second harmonic induced polarization is given by

>
NL irk-r
PZm,a = daBY Ew,B Ew,Y e (4.1.2)

where o, B, and y represent the directions of polarization of the fields,

daBY is a tensor which depends on the properties of the crystal, and

K=k X K 4.1.3
bk = ko o Ky T Ky (4.1.3)
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is the phase mismatch. For optimum SHG, Ag‘must vanish. The conditions
under which this phase matching is satisfied will be discussed in the

_).
next section. We will assume here that Ak = 0. The SHG power can be

. N2
shown to be proportional to ]Pzw al , i.e.,

- 2 2
Pow.o = K dygy IEw,B Ew,y‘ (4.1.4)

where, for the purpose of this discussion, K is a constant.

Let us refer now to the SHG set-up of Figure 4.2.1 . Each pulse
is split into two identical halves which follow different paths before
impinging upon the nonlinear crystal. A time delay between these pulses
is established by changing the optical path length of one of them.

Two types of SHG are defined according to the polarization of the
two fundamental waves. In the first type, both polarizations are the
same, while in the second they are perpendicular to each other. The two

types give somewhat different results in SHG measurements.

SHG of the First Type

Assume first that the two fundamental waves propagate colinearly

then the total electric field at the crystal is

Eog = E(t)eiwt + E(t+1) glw(tr) (4.1.5)

where E(t) is the field envelope of the quasi-monochromatic pulse, and T

is the delay time between the two pulses. Then the SH power is

v a2 2 42 _ ., 2 2 2
Pow,o = K duBBiEM;B[ = K uaBB{[I (£) +1°(t+r) +41(L) I(t+r)

+ 21(t) I(t+1) cos 2wt +4[I(t)+ I(t+t)] E(t) E(t+r)cosm}(4 16)
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where I(t) = {E(t)lz. The SH power is detected by a photodetector with
a resolution time which is much longer than the pulse duration (several
nanoseconds compared to picoseconds). The photocurrent is, therefore,
proportional to OJ P2w,a(t) dt, or to the average of sz,u(t), which we
will denote by <P2w a(t)>t’ Thus, at a pulse delay time v, the photocur-

rent i(t) is found from (4.1.6) to be proportional to

. - 2
i(0) @ <y (t)> =gy (1) = 14268 () 4 () (4.1.7)
where 6(2)(r) is the autocorrelation function of the pulse intensity,
defined by
<I(t) I{t+1)>
68y = ; t (4.1.8)
<I=(t)>
t
and
C(t) = G(Z)(T) cos 2wt +2 <[I(t)"+1§t+T)] E(t) E(t+t)> COS WT
I (t)> (4.1.9)

At T = 0, g](O)==8, while at 1t = =, 91(w) = 1. However, if the delay
varies at a rate higher than )/RC, where X is the optical wavelength and
RC is the time constant of the recording system, C(t) averages out to

zero and

gy(t) =1+ 26(2) () (4.1.10)

so that near t = 0, g](T = Q) = 3.

SHG of the Second Type

Since the fundamental fields must be orthogonal for second harmonic

generation, the SH power is given simply by



Pau = K déﬁylEy(t) Ey(t+1~)[2 (4.1.11)
so that

Y o - = pl2)

(1) PZw,oc 92(1) = 6" (1) (4.1.12)

so that 9202) = 0 and 92(0) = 1. The functions g](T) and gz(T) are shown
in Figure 4.1.1 for three modes of operation of the laser: free running,
noise burst, and single pulse. A pulse Jhich results from an incomplete
mode Tocking can be considered a noise burst, and its coherence is deter-
mined from the width of the spike at t = 0 of the corresponding SH trace.
The behavior difference bctween these three cases of g](T) and gz(r) serves
as an indication of the operational state of the laser.

If the shape of the pulse intensity is known, then by substituting
its mathematical expression in (4.1.8), the relation between the widths
of G<2)(T) and of the pulse can be found. For example, for a Gaussian
AT/Atp = 2, where AT and Atp are the full widths at half maximum of
G(Z)(T) and 1(t), respectively. Similarly, for a secant hyperbolic pulse,
Ar/Atp = 1.55

It is preferred that the SHG measurement is performed with fundamen-
tal Gaussian beams, because the interpretation of the results is based on
the assumption that the overlap of the two pulses depends only on the
relative delay between them. If higher transverse modes are used, trans-
verse misalignment of the beams will affect the SHG, even if the incident
beams are colinear, so that the corresponding photocurrent will not be
represented by G(z)(r) [42].

Notice that G(Z)(r) is symmetric in t. As a result, the SHG is

insensitive to the pulse asymmetry, and might give erroneous results if
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FREE RUNNING NOISE BURST SINGLE PULSE
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Autocorrelation traces of colinear SHG of the first

type (1 + 26(2)(r)), and of the second type (G(z)(v)).

Noncolinear SHG of the first type also results in
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| + 26(2)(7) (arb. units)
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the exact pulse shape 1is not known. However, as long as the resolu-
tion required by the experiment in which the picosecond pulses are
employed is several times the estimated pulse duration, this technique

is satisfactory.

4.2 The SHG Set-Up

The SHG set-up used by us is shown in Figure 4.2.1. (It is iden-
tical to the one used by Ippen and Shank [3].) It can be divided into
three stages: The interferometer, the second harmonic generator, and
the detection system. The first stage is straightforward and only some
of its technical details will be given. The design of the second stage
involves many general properties of SHG and will be discussed in detail.
In the third stage, only the averaging process needs some explanation
and analysis, which will be presented.

(i) The Interferometer
The interferometer is designed so that the beam is not reflected
back to the laser. Its movable arm is driven by a stepping motor with

'145ec/step.

a resolution in optical delay of 2.12x 10
(i1) The SHG Stage
This stage consists of a KDP (KH2PO4) crystal and a focusing lens.
The KDP has natural birefringence, which allows phase matching. The

phase matching condition

K=K K K =0 4.2.1
Ak = 20,0 " kw,B - kw,Y = (4.2.1)

for A = 61008 in KDP can be satisfied only if the two fundamental waves
are ordinary and the second harmonic wave is extraordinary. If the

angle between the fundamental beams is 28, then equation (4.2.1) can be
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shown to be equivalent to

2w W
ng (em) = n, cos B (4.2.2)

where em is the angle between the optical axis of the crystal and the

Zw(

direction of propagation of the second harmonic beam, ne

Gm) is the
extraordinary index of refraction in this direction at angular frequency
2w, and ng is the ordinary index of refraction at w.

From the birefringent properties of KDP [29e], it can be shown that

9 (n0 cos B)°2 - (ni?“”)"2
sin“e = (nZw)—Z R (4.2.3)
e )
Since sinzem < 1, B is confined to
-1 "gw
B < cos = (4.2.4)
o

2w

In KDP, at A = 6100R, ngw = 1.496752, n’

= 1.543934,and ng =.1.508818

so that B < 7°15'. The crystal in the set-up is cut for normal inci-
dence at em = 60°28'. Therefore, from (4.2.3), the angle between each

of the fundamental beams and the normal to the crystal plane is B =2°5",

Notice that when B8 > 0, the SH photocurrent is proportional to
G(z)(r) and not to 1-+ZG(2)(T), as it is for SHG of the first type with
colinear beams (see the previous section). This method improves the
resolution at the tails of G(Z)(r). It also makes it easier to block the
fundamental beams from getting into the photodetector, thus improving

the signal-to-noise ratio.
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There is one more degree of freedom to be determined: The azimu-
thal angle, ¢, of the polarization of the fundamental beams with respect
to the crystallographic axis. It is chosen so as to maximize the second
order nonlinear coefficient d, which for SHG of the first type under

phase matching conditions is found (by coordinate transformation) to be

d = d]4 sin 2¢ sin O (4.2.5)

where dM is an element of the second order nonlinear susceptibility

24

tensor. Consequently, ¢ = 45° and d = 0.87 d,, (dy, = 4.4 x10°°" in MKS

14 714

units [29f]).
Now that the orientation of the crystal is determined, the ques-
tion of its thickness is addressed. The thickness is chosen so that the

optical path is shorter than the effective coherence length due to phase

mismatch.
2
Ak = _g‘l [neyem(Zm) - ho(w) cos B] (4.2.6)
Taking
dAk
Ak - o . A\) (4’-2.7)
d\) N )

and using the index ellipsoid formula for KDP [29e] and the expression
for ne(C) and nO(C) given by Zernike [43], the coherence length is found
to be

,Q‘ =

c =1 cm (4.2.8)

=

for X\ = 6]0053, 6 = 60°28', and g = 2°5', Accordingly, the thickness of

the KDP crystal was chosen to be 1 mm.
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The Focusing Lens

In a thin crystal and with an unfocused beam, the efficiency of
SHG is proportional to QZ/A, where 2 is the optical path length in the
crystal and A is the cross sectional area of the beam. It is, therefore,
tempting to focus the beam and to use a thick crystal in order to in-
crease the second harmonic power. However, several factors limit the
SHG efficiency. First, the smaller the spot size, the stronger the
diffraction of the beam. Then, not only does the cross-sectional area
increase rapidly away from the waist, but also a phase mismatch is
built up. Second, there is the double refraction feature of the bire-
fringent material in which the SH wave propagates in a different direc-
tion than the fundamental. The refraction angle can be shown to be
given by

s () 1 1

. [s) N
tan p = sin 28 [ -
‘ " "nk (20) o (20) (4.2.9)

For a KDP crystal and A = 61008, the refraction angle is p = 1°31' =
0.026 rad. As a result, the effective interaction length between the
fundamental beams and the SH beam is limited. Boyd et al. [44] showed
that the effective coherence length associated with diffraction is
actually identical with that which is associated with double refraction.
Boyd and Kleinman [45] calculated the optimum SH power as a function of
2,20 (the confocal parameter of the beam), p, A, and n. Using their
results, we find that for 2 =1 mm, n = 1.5, and X = 61008, the optimum

confocal parameter is
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£ = 250um (4.2.10)

~—

Z =
0

i.e., waist diameter of 2wO = 14 um. Accordingly, by employing Gaussian
beam focusing rules (see Section 3.3 or Ref. [37]), a Tens with a focal

length of 5 cm was chosen.

The Detection System

The detector is a photomultiplier (RCA 1P28 ) covered by an
ultraviolet filter (Schott UG-5). Between the filter and the KDP crystal
there is a slot which allows only radiation along the bisector of the
fundamental beams to be detected, so that the transmitted fundamental
beams are blocked.

The signal averager is Nic 1174 [46], which is synchronized with
the moving arm when scanning both in the forward and backward directions.
We will show here that the averaging increases the accuracy of the
measured autocorrelation function in the case of fluctuations in the

pulse intensity. Assume
I(t) = T(t) + AI(%) (4.2.17)

Then, due to the detection system integration time (see Section 4.1),

<I(t) I(trr)>, = <T(t) T(t4r)>, +<al(t) 'f(t+~f)>t

t<I(t) AI(trr)>y + <AI(t) AI{t+T)>, (4.2.12)

where T is the delay time between the pulses. If we repeat measuring

(4.2.12) N times, and then average the results, we will get
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Chapter 5
CONTROL AND QUTPUT CHARACTERISTICS OF THE
PASSIVELY MODE LOCKED CW DYE LASER

5.0 Introduction

In the previous chapters the concepts of a passively mode locked
CW dye Tlaser and of its monitoring system have been discussed and ana-
lyzed. In the present chapter the control of the laser, for proper
operation, will be described. At the conclusion its output characteris-

tics will be given.

5.1 Initial Alignment of the lLaser

The multimirror resonator has been analyzed in Section 3.5. In
practice, it is difficult to construct a cavity with exact predetermined
dimensions. The spacing between the strongly curved mirrors (R=5 and
10 c¢m) cannot be easily measured, and the clumsiness of the mirror
mounts, which are designed large in order to have high angular resolution,
make the small folding angles unattainable, Therefore, the cavity is
constructed with dimensions as close as possible to the desired ones, and
then it is tuned to optimum laser operation by trial and error. The re-
sults of the analysis of Section 3.5 are used as a guideline to the
alignment procedure.

Initial alignment is performed with the aid of the fluorescence
emitted by the rhodamine 6G. The point source, formed by the focused

argon laser beam, is imaged back on the jet after passing through the
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cavity and being reflected backward by the end mirror (see Figure
2.7.1). By synchronizing the image and the source on the jet (in prac-
tice 1t is done by imaging both on a far screen) a stable cavity is
formed for the fluorescence. This alignment places the cavity
Just at the edge of its stability range and fine adjustment of the mir-
ror spacing is needed to obtain a stable cavity for laser operation.

The laser is monitored by three separate systems: 1) a fast
photodiode with ~100 ps rise time [31] detects the cavity radiation and
displays it on an oscilloscope (1 ns rise time); 2) an optical multichan-
nel analyzer (OMA, see Section 4.3); and 3) second harmonic generation
with equal optical path (i.e., T = 0, see Section 4.1). With the OMA
monitoring its wavelength, the laser is tuned to A = 61008-61508 and
aligned to operate in its TE00 mode at threshold power of 600-800 mi (at
the argon laser line A = 5]458). At that stage the laser is free runping;
its bandwidth s WSR when operated near threshold, and wider when
operated much above it. Under certain circumstances more than one band
of frequencies would oscillate, as shown in Figure 5.1.1.

When the saturable absorber is introduced into the cavity, and the
pumping power is kept near threshold, only one band of frequencies oscil-
lates, and the bandwidth is reduced to %2-32. [f the concentration of the
absorber is not high enough, or its jet is not positioned correctly, the
laser intensity is modulated with frequency I/TR, where TR is the cavity
round trip time (see Figure 5.1.2).

When the absorber jet is better located, ~1 ns detector limited

pulses are displayed on the oscilloscope screen, as shown in Figure 5.1.3.
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It will be seen later that this by itself is not an indication that the
laser is completely mode locked. The laser js then aligned by fine ad-
Justments until the bandwidth, which is displayed on the OMA, is wide
enough (AX > 102), as this is a necessary condition for picosecond pulses.

With the SHG set-up adjusted to zero delay between the halves of
the pulses, the laser is tuned so as to maximize the SH power. When this
is accomplished, a measurement of the SHG as a function of the path delay,
as described in Section 4.2, is performed to determine the pulse width.

A typical SHG curve is shown in Figure 5.1.4.

When the pumping power increases beyond threshold, the picosecond
pulses increase in duration to ~250-350 psec. At thebsame time, the
bandwidth narrows considerably. When the pumping power increases further,
each long pulse breaks into two ultrashort pulses and the bandwidth is
wider again, although not as wide as during the single pulse operation.
This observation is depicted in Figure 5.1.5. The spectrum of the laser,
when displayed by the OMA, can thus be used to monitor the laser opera-

tional state in real time.

5.2 Summarizing the Laser Qutput Characteristics

The laser output characteristics were described in Section 2.7.

They are repeated here:
A = 6100-61501

Atp = 1-2 psec

peak power = 1-4 kW

repetition rate = v 4.4 x 104pps
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Fig. 5.1.4 A typical trace of a noncolinear second harmonic generation

autocorrelation measurement (see Sections 4.1 and 4.2).
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OMA
DISPL AY
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SINGLE SINGLE LONG PULSE A PAIR OF
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INCREASING PUMPING POWER

Fig. 5.1.5 Some typical laser pulse shapes and the related spectra at

various pump levels.
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Note: The pulses can be compressed to 0.3 psec [3]. However, in the
experiments which we performed (see following chapters), such a resolu-

tion i1s not required and pulse compression has not been attempted.
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Part II

PHOTOCONDUCTIVE IMPULSE RESPONSE
AND EXCESS CARRIER LIFETIME
OF Cr-DOPED GaAs
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Chapter 6
GENERAL INTRODUCTIONM

6.0 Introduction

Since it was first found that high resistivity GaAs {(p ~ ]OSQ—cm)
could be consistently prepared by doping it with chromium [1], semi-
insulating Cr:GaAs has been used in a variety of applications. It is
widely employed in epitaxial growth as a high resistivity substrate and,
due to its relatively high mobility, it is used in microwave devices
above the x-band frequencies [2]. Recently, it was suggested as a mate-
rial suitable for fast photodetectors [3] and high speed optoelectronic
switches [4].

Crystals of Cr:GaAs have been the subject of intensive investigations
during the last fifteen years. Material growth has been improved to
yield high resistivity single crystals. However, not only is the impur-
ity concentration different from one growth to another, but the distribu-
tion is not uniform within the same ingot. This explains the wide range
of results from photoelectronic measurements performed on this material

([36-40] and many others).

The subject of Part II of this thesis is the photoconductive im-
pulse response and excess carrier lifetime of Cr:GaAs. The photocarrier
lifetime in Cr:GaAs has been studied by photoconductivity measurements
with both continuous and pulsed illumination. Under steady state condi-
tions and with photon energy near or below the absorption edge, carrier
lifetimes of 250 psec [53] to 0.1 psec [59] have been measured. In con-

trast, when illuminated with an ultrashort laser pulse (~ 30 psec) and
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photon energy much higher than the band gap energy, 1ifetimes shorter
than 100 psec have been reported [3,4]. The short carrier lifetime in
Cr:GaAs was attributed [4 ,53] to recombination centers formed near the
GaAs mid-gap by the Cr dopant. However, prior to the work presented

in this thesis, no analytical calculations of the process of recombina-
tion through flaws in Cr:GaAs have been published, and the inconsistency
between the CW and the pulsed measured lifetimes has not been solved.

In our experiment, the photoconductive impulse response of Cr:GaAs
was studied by irradiating the material with a continuous train of pico~
second light pulses with photon energy above the band-gap energy. The
pulses were generated by a mode locked CW dye laser, described in the
first part of this thesis. Distortion of the photocurrent pulses by dis-
persion or reflections were minimized so that they did not affect the
observation. A photoconductive decay time of v67 psec was deduced from
the experimenté] results, and was interpreted as the result of both bulk
and surface recombination. It was shown analytically that the 67 psec
decay time agreed well with the carrier lifetime measured under steady

state conditions.

6.1 Outline of Part Il

The photoconductivity experiment and its results are described in
Chapter 7. The effects of the electric circuit and the detection system
on the observed current impulse are discussed and analyzed in Chapter 8,
and the photoconductive impulse response of the samples is deduced from it.

In Chapter 9, the photocarrier lifetime of Cr:GaAs is discussed,

based on the electric and chemical properties of the material. The
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experimental results are compared to analytical calculations which take

into account both deep impurity levels and surface states.



~-102-

Chapter 7
THE EXPERIMENT

7.0 Introduction

In this chapter our experimental set-up used to study the
photoconductive impulse response of Cr:GaAs will be described, and the

observed photocurrent impulse will be presented.

/.1 The Experimental Set-Up

The experimental set~up is shown in Figure 7.1.1. It resembles a
typical arrangement for photoconductivity measurements in which the inves-
tigated material is connected in series to the electric circuit and the
current is measured as a function of material illumination. In our exper-
iment, the semi~insulating (SI) GaAs samplie bridged a gap in the conductive
strip of a microstrip transmission line. The microstripwas coaxially
connected on one side to a dc power supply, and on the other,directly to a
sampling oscilloscope. The optical picosecond pulses were generated by the
passively mode locked CW dye laser described in Part I of this
thesis. The pulses were of wavelength A = 6100~6]502, a duration of Tess
than 2 ps, peak power of about 1 kW, and a repetition rate of 4.4 xlOSpps.

Due to the high resistance of the semi-insulating GaAs (v 1099),
only a weak dark current flowed in the circuit. When the optical pulse was
incident on the Cr:GaAs, electron-hole pairs were generated and the conduc-
tance of the gap increased. As a result the line was discharged through it
and a current impulse was produced. When the SI-GaAs was restored to its

high resistivity state, the current returnedtoits low level. This caused
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electric pulses to propagate in the line at the repetition rate of the
optical pulses. The current pulses were detected by the sampling oscil-
loscope. Because of this switch-1ike operation, the term "switching
unit" will be used to designate the element which consists of the micro-
strip line with the SI-GaAs at its gap, and the coaxial connectors at-
tached to it.

The oscilloscope used in the experiments was Tektronix 7904/7S11-
7T11 with a sampling head S-4 which had a nominal rise time of 25 psec.
This oscilloscope had to be triggered about 90 nsec prior to detection.
Since a jitter of more than 10 ps would affect the observation, it was
best to trigger with the same optical pulse which was being detected
(the pulse train was not perfectly periodic, as explained in Chapter 2,
so that triggering by a previous pulse would not prevent a jitter). In
Section 2.6 the acoustooptic dumper was described. It deflected a por-
tion of each intermal optical pulse forward, and another portion back-
ward. The backward pulse was used to trigger the sampling oscilloscope,
while the forward deflectedpyise passed through a 90 nsec optical delay
line (in free air) before being focused on the sample by a lens of focal
length f = 10 cm. It was possible to change the Tight spot size and
to scan it across the gap. Generally, the spot diameter was big enough

to illuminate the whole gap.

7.2 The Various Types of Switching Units

Several methods were employed to connect the Cr:GaAs sample to the

circuit. The best temporal resolution was achieved when the semi-
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insulator was assembled in a transmission line, bridging a gap in its
conductive strip. This package was referred to in the previous section
as the "switching unit" (SU). To study the dependence of the current
impulse on the electrical circuit, several types of switching units have
been studied. Of each type, several units with different parameters

and variations in design have been tested. There have been three general
types of switching units with fast response. Two are based on the micro-
strip line and will be referred to as types SUA and SUB, while the third
is based on a coaxial transmission line, and will be referred to as type
SUC. For purposes of bookkeeping, the switching units are numbered, for
instance, SUA-23, SUB-10, etc. The three types of SU's will now be de-

scribed:

(a) Switching unit of the SUA type

The SI-GaAs was used here as the dielectric filling of the micro-
strip line, as shown in Figure 7.2.1. Typically, the wafers were of
dimension 3 x1x0.036 cm. An Au-Ge conductive strip with a gap was pre-
pared as will be described in Section 7.3. Its width was determined so
that the characteristic line impedance was 50Q, i.e., matched to the
input impedance of tiie sampling oscilloscope. The wafer was then placed
on a copper block which, in addition to supporting the SI-GaAs substrate,
served as the bottom conductive plane required to complete the microstrip
structure. Miniature coaxial connectors designed to operate in the range

of dc-18 GHz with maximum voltage standing-wave ratio (VSWR)* of 1.25 [5a]

*

VSWR = 1T

Tfj%g%- where p is the reflection coefficient.
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Fig. 7.2.1

Switching unit of SUA type. The copper block is
3x1.9x1.3 cm. The gap is 400 ym (typically, 100 um
gap was used). More details can be found in the
text.
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were attached to the copper block. Their inner conductors, which were
0.010" rods, were soldered to the conductive strip on the SI-GaAs wafer.
The impedance of the switching unit was tested by a Tektronix time domain
reflectometer with 25 ps rise time (v 5 mm resolution), and was found to
be 500 within the impedance resolution of the TDR (see Section 8.1). The

gap widths used in the SUA switching units were 70, 100, and 400 um.

(b) Switching unit of the SUB type
In this type of switching unit, shown in Figure 7.2.2, the
SI-GaAs was assembled in a microstrip which had been fabricated from a

commercial copper clad substrate with a dielectric filling of polystyrene

[6]. The dielectric constant of the polystyrene substrate was 2.54 at

10 GHz, its dissipation factor 0.005, and its thickness 794 + 100 um [6].
For a characteristic impedance of 50u, it was found empirically that the
strip width associated with a dielectric thickness of 794 um should be
0.188 cm (see Section 8.1). The copper microstrip was prepared photolitho-
graphically. Positive photoresist, Shipley 1350J [7] was spin coated on one
side while the other was coated with a Q-tip. After conventional exposure
to UV light through the appropriate mask, and development of the photore-
sist (using Shipley MF312 [71), the exposed copper was etched by a hot
aqueous solution of ferric chloride. The the remaining photoresist was re-
moved from both sides. To accommodate the SI-GaAs sample, the copper strip
was fabricated with a gap of 1.5 mm. The location of this gap, relative to
the distance from the end connectors, varied from one switching unit to
another. The samples themselves had pads of Au-Ge, Au-In, or Cr as

contacts. The pads, which had been prepared photolithographically, were
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Fig. 7.2.2 A switching unit of type SUB: (a) a cross section along the

center of the microstrip, (b) a side view.

(a) (b) (c)

Fig. 7.2.3 Assembly confiaurations of the Cr:GaAs sample in switching unit

SUB: (a) The exposed, (b) the covered, and (c) the buried sample.
SI

i

Cr:GaAs sample, g = oold pads (contacts), ¢ = copper strip,

ap = ground plane, d = dielectric filling, and s = solder or

conductive epoxy.
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separated by 100 um from each other, and were soldered to the copper

line bridging the gap in the conductive strip; The three structures shown
in Figure 7.2.3 yielded similar results. Therefore, the switching units

of type SUB reported in what follows are, with one exception, of the ex-
posed type (Figure 7.2.3a). The microstrip was supported by a copper or
lucite block to which miniature coaxial connectors [5b] were attached. The
specifications of these connectors were similar to those used in the SUA
switching units. To ensure good contact between the connectors and the
ground plane of the microstrip, the ends of the lower copper sheet were

folded over the copper block (see Figure 7.2.2b).

(c) Switching unit of the SUC type

This switching unit followed the design of a fast photodiode package
[8]} . Its exploded diagram is shown in Figure 7.2.4. The Cr:GaAs
switching element was connected at one side of the gap to the tip of a

miniature coaxial connector [5¢c] and at the other side to the package [9].

7.3 Sample Preparation

Wafers of semi-insulating Cr:GaAs were purchased from Crystal
Specialties, Inc. [10] or received from the Naval Research Laboratories
[11]. The wafers had been cut along the (100) crystaliographic plane to
a thickness of about 400 um and were mechanically polished. Contacts of
Au-Ge, Au-Zn, or Cr were evaporated on the samples. Immediately before
evaporation the wafer had been cleaved to size and cleaned thoroughly by
acetone, methanol, isopropancl, and HC1 or H2304. During the evaporation,

7

which was performed at 5x 10" "torr, layers of the contact materia1'b7000R

were deposited. The conductive strips, in the case of SUA, and the
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conductive pads, in the case of SUB and SUC, were prepared photolitho-
graphically, using positive photoresist (Shipley 13503 [7]) and metal-
free developer (Shipley MF-312 [7]). When Au-Ge or Au-Zn were used as
contacts, the unwanted gold was etched away by a sclution of KI:IZ:HZO =
275:15:250. When Cr was used, the strips were prepared by a 1ift-off
method. The contacts were alloyed in a hydrogenic environment. The Au-Ge
contacts were alloyed at 410°C and the Au-Zn at 500°C, typicaily for
15 seconds, although longer alloying periods were tested too. The Cr con-
tacts were not alloyed.

After being alloyed, the Au-Ge showed relatively high resistance

40.cm, which is 100 times

about 100 per mm length (corresponds to 2 x 10~
the resistivity of pure gold). Its thickness was measured by a Sloan
Dektak instrument to be m]OOOR. This is about 1-1/2 times the penetration
depth of pure gold, so that the relatively high resistivity was attributed
to the impurity of the Au-Ge. Consequently, another layer of pure gold
(99%) was evaporated on top of the Au-Ge, immediately after its evapora-

tion. The resistance of the Au-Ge/Au strip then dropped to less than

25/ mm.

7.4 Experimental Results

Two typical oscilloscope displays of the response of the electric
circuit to picosecond light illumination of the Cr:GaAs are shown in
Figure 7.4.1. The rise time (10-90%) in both is about 25 ps, and the
fall time (1/e of the peak) is about 75 ps. The "kink" at the decay is
at about 7/10 of the peak.
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Fourteen switching units are listed in Table I. Various samples
of Cr:GaAs have been investigated. "Standard" means the regular Cr:GaAs
as purchased from Crystal Specialties, Inc. [10], while "high doped" in-
dicates samples with higher Cr concentration than "standard" [10b].
More details on this classification will be given in Chapter 9. "NRL"
is a sample received from the Naval Research Laboratories [11].

The transmission is defined here as the ratio between the peak
voltage displayed on the oscilloscope to the applied dc voltage. When
marked by "low," the transmission is below 0.1%. Notice, though, that in
studying the photoconductive impulse response the efforts were channeled
toward improving the temporal resolution rather than increasing the trans-
mission. The transmission depends on the level of excitation, the quality
of the contacts, and the gap length.

The "kink" shown in Figure 7.4.1b has been observed in the impulse
response of the switching units which are marked by (x).

The extinction of the switching unit was measured to be at least

5

1:107 (dark dc current:peak photocurrent), and calculated to be 1:}07 at

the excitation levels used in the experiment (see Section 7.1).



~114-

Table 1

1/e

Fall
Switch Strip Cr: Gals Contact Gan Trans~  Time
Number Width Sample Material  (um) mission (psec) Kink
SUA-14 356 um standard Au-Ge/Au 100 1-1/2% 60 X
SUA-14a 356 um standard Au-Ge/Au 100 2% 75 X 7
SUA-18 356 um standard Au-Ge /Au 400 0.1% 75 X
SUA-23 356 wn  standard Au-Ge/Au 100 1% 75 X
SUA-25 356 um NRL Au-Ge/Au 100 1% 75 X ?
SUB-1 1.88 mm  high doped Au-Zn®) 80 Tow 150
SUB-2 2.06 mm  standard Au-Ge®) 100 2% 120
SUB-3  1.73mm  standard crd) 80 1% 100
SUB-4 2.06 mm  standard Au-Zna) 100 Tow 75 X
SUB-5 2.06 mm standard Au-Zna) 100 Tow 100 X
SUB-6 1.88 mm high doped Au-Zn®) 80 1% 75 X
sug-8%)  2.06 nm standard  Aw-zn® 100 0.3% 75  «x
SUB-9 1.88 mm  standard  Au-ZnP) 100 0.1% 70
SUC-17  coaxial  standard  Au-GeS) 80 19 90
a)

Soldered to the copper strip by an indalloy solder Indium: 90%, Silver:
10% [12].

b)Connected to the copper strip by gold epoxy
c)

d)

Connected to the switching unit by silver epoxy

Same as SUB~5 but of the buried switching element type (see Figure 7.2.3).
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Chapter 8

DEDUCTION OF THE PHOTOCONDUCTIVE IMPULSE RESPONSE
OF Cr:GaAs FROM THE EXPERIMENTAL RESULTS

8.0 Introduction

In Chapter 7 the results of the Cr:GaAs photoconductivity experi-
ment have been presented. The observed impulse (Figure 7.4.1) does not
exactly correspond to the photoconductive impulse response of the
Cr:GaAs sample which we wish to investigate. It is, rather, a convolu-
tion of the current pulse which results from the change in the gap con-
ductivity after the picosecond illumination and the impulse response of
the oscilloscope. To deduce the temporal behavior of the Cr:GaAs con-
ductivity from the observed impulse, we must first ensure that the current
pulses are not distorted while propagating along the transmission line
from the gap in the switching unit to the oscilliscope. Such distortion
can be a result of reflections from impedance discontinuities and disper-
sive broadening of the pulses.

We start this chapter by showing that reflections and dispersive
effects have been minimized and do not affect the profile of the detected
current pu]ses; Following that, the oscilloscope display is deconvolved
and the photocurrent pulses are analyzed so as to determine the photo-
conductive impulse response of our Cr:GaAs samples. At the end of the
chapter, the observed photoconductance of the gap is compared with its
theoretical value, calculated from bulk conductivity parameters of

Cr:Gals.
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8.1 Impedance Matching of a Microstrip Line

The transmission line chosen for the transient photoconductivity
experiments was the microstrip line. A microstrip consists ¢f a strip
conductor and a ground planz, separated hy a dielectric medium, as shown
in Figure 8.1.1. In the figure, ¢ is the dielectric constant of the sub-
strate, h is the substrate thickness, w is the width of the strip con-
ductor, and t is its thickness. It is relatively easy to fabricate, as
the substrate can be wide and only the upper surface requires special
photolithographic (or other) treatment. Other types of transmission line
which might have been used are the stripline (Figure 8.1.2) and the co-
axial line. They are more difficult to fabricate as we need access for
the light to illuminate the sample at the line gap, while no significant
advantage is gained by using them. Their isolation from neighboring
circuits is better than in a microstrip, but this is not an important

factor in the present experiment.

Field lines of a microstrip are shown in Figure 8.1.3. Although
not all of them are entirely contained within the substrate, and there-
fore the propagating modes are not purely TEM, quasi-TEM modes
are considered in analyzing the microstrip characteristics. In reality,
the modes are hybrid. At high frequencies, modes in the form of sur-
face waves and transverse resonances are excited [13]. The surface

waves are TM and TE modes which propagate across a dielectric substrate
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Fig. 8.1.3 Field 1ines of a microstrip.
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with a ground plane. Significant coupling between the quasi-TEM and

the surface wave modes occurs above the frequency [14].

S [ 2 a0t
fS ~ 2rh v/g_] tan ¢ (8.1.1)

in which ¢ is the speed of light and ¢ and h are as in Figure 8.1.1.
For the microstrips in our experiment, fs > 75 GHz. Since the oscillo-
scope bandwidth is 13.7 GHz at 3 db, we may assume that only quasi-TEM

modes are effective in our measurements.

The most important parameter of the transmission line is its
characteristic impedance. For a given substrate, i.e., dielectric con-
stant, €, and thickness, h, and for a given conductor thickness, t, the
impedance depends on the strip width w. To date, there are no exact
closed-form formulas for this dependence, and only approximate ex-
pressions have been published. These expressions are compared with each
other in Figure 8.1.4, where the ratio of strip width to substrate thick-
ness is plotted as a function of the characteristic microstrip impedance.
The two dielectric constants used in the calculations correspond to the
substrates of switching units SUA [19] and SUB [6], respectively, at
f = 10 GHz (see Section 7.2).

Since each formula results in a different value for w/h for a
given z, none of them can be used without being first compared with ex-
perimental measurements. To do that, microstrips similar to those used
in our experiment, but without a gap, were prepared with different strip
widths. Their impedance was determined by a Tektronix 7512 time domain

reflectometer (TDR) with a rise time of 25 psec (i.e., a spatial
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resolution of about 5 mm). The microstrips were connected on one side
to the 500 exit of the TDR and on the other to a 502 termination.

Figure 8.1.5 shows TDR measurement results of three microstrips
of the SUB type. The horizontal axis is the distance along the line and
the vertical axis is equivalent to the reflection coefficient. The Tine
with the strip width of 0.188 cm is of 5002 impedance within the instrumen-
tal resolution. The discontinuities in the impedance at the connectors
determines their VSWR (see footnote in Section 7.2) to be 1.03, while
that of the termination is 1.01. Both values are within the manufac-
turer's specifications [5b],[20]. Similar measurements were done on
switching units of the SUA type, as shown in Figure 8;1.6. To obtain 500
characteristic impedance, with Cr:GaAs substrate thickness of 400 um,
the strip width had to be 356 um.

The vesults of the TDR measurements are marked in Figure 8.1.4,

from which it is obvious that they best fit Kaupp's empirical formula [18]

R X B— 1.2
exp(Z ve + 1.41/87)

(for notations, refer to Figure 8.1.1). An effective dielectric constant

can be defined by

Z (8.1.3)

*

The basic operation of a TDR is to send a voltage pulse along the line,
and to consequently detect its reflection resulting from discontinuities
in the line impedance.
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Fig. 8.1.5 Power reflection (vertical axis) from impedance discontinuities
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Fig. 8.1.6 Oscilloscope display of impedance discontinuities in a switching
unit of type SUA, measured by a TDR. The microstrip is connected

on the left to a 500 Tline,
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where the subscript "o" denotes a microstrip with an air substrate.

/ H . e
Kaupp's expression for Eaff is

Eaff = 0.475¢ + 0.67 (8,1.4)

The formulas plotted in Fiqure 8.1.4 do not také into account any
dispersion effect other than the dielectric constant dependence on
frequency. However, at high frequencies the effective dielectric constant,
defined in (8.1.3), has an additional frequency dependence [21],[13], and
therefore the characteristic impedance is more dispersive. The frequency
spectrum of the photocurrent pulses can be roughly found by assuming the

pulses to follow a step exponential decay function

) Q t <0
i(t) = -t/1, (8.1.5)
e t >0
It will be shown (section 8.4) that Ty = 70 psec, therefore the 3 db
frequency of the pulse spectrum is 2.3 GHz, The frequency spectum extends
from dc to infinity, but frequencies higher than the 3 db frequency of
the oscilloscope, i.e,, 13.7 GHz, can be considered ineffective in our
measurements. The impedance dependence on frequency can be neglected for

frequencies below [19]

0.3 i

fO(GHZ) = m /—Z/h (h in cm) (81‘6)

For both SUA and SUB types of switching units, this frequency is ~6 GHz,
which is in the range of frequencies involved in our experiment. Therefore,

the effect of dispersion on the impedance must be considered. Two formulas
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for eeff(f) were found in the literature:In Ref.[21], for f > fo R

] -3, 2 .
eop(f) = 1.2x107°(e5-1) VIR (‘Fufo)a-eeffo (8.1.7)
and in Ref. [22]
€7 Euff
cert(f) = € - TvarErey
1 (8.1.8)

where 1‘-l = 7/8th and G = 0.6 + 0.009Z. In these formulas f,fo , and f]
are in GHz, and h and w (see Figure 8.1.1) are in cm. Calculated from
(8.1.6) and (8.1.7), /€ is plotted in Figure 8.1.7 against f/fy . The
shaded area is the freﬁuenqy band involved in the expériment. (For
switching unit of the SUA type, f; = 50 GHz, while for SUB, fy =25 GHz).
From these formulas and from (8.1.3) and (8.1.4) the error in computing

Z at low frequency rather than, for instance, 14 GHz is only -3% for
both types of switching units.

It should be noted that when dispersion is taken into account
while calculating the formulas plotted in Figure 8.1.4, none of them agree
well with the TDR measurements.

A consequence of the discussion in this section is that it is
difficult to eliminate entirely the impedance discontinuities, Therefore,
the gap in the microstrip, with the semi-insulating GaAs in it, was
placed far from the connectors, so as to avoid an overlap between the

main pulse and its reflections.
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Fig. 8.1.7 The effective dielectric constant dependence on frequency,
for microstrips of type SUA (curve A, €=12.3, fi= 50 GHz),
and SUB (curve B, e=2.54, fT =25 GHz). The shaded area in-

dicates the frequency band effective in our experiment.
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8.2 The Effect of Pulse Broadening in the Microstrip on the Observed
Impulse

When propagating along a microstrip line, the current pulse pro-

file might be distorted as a result of a dispersive group velocity and
frequency dependent losses. This effect must be minimized if the photo-
carrier lifetime of the Cr:GaAs sample is to be deduced from the observed
impulse (Figure 7.4.1).

Consider first the group velocity. Assume a pulse with an initial
spatial width Axo and a variation Avg of the group velocity across its

frequency band. At time t, the spatial width of the pulse can be approx-

imated by [23]

ax(t) = Jlaxg)® + (v t)? (8.2.1)

For a transform-limited pulse,

2 2
dw dw 1
AV = = AK = e e (8.2.2)
9 gkl ke bx
so that
2
Ax(t) :/(Ax )2 4 (d 4 L (8.2.3)

For practical use, we translate time into distance by z = te/n(w) and de-
fine a distance Zy by equating the two terms under the square root in

(8.2.3),

c \AX )

z 8.2.4)

Dispersive broadening of a pulse, propagating a distance z, can be
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neglected if z << Zq4- To calculate zZ4 we differentiate

__C
w = waT k (8.2.5)
which gives 5
. Y. dg(w) v 4
w 2
dw _ duw (8.2.6)
dk2 [n{w) +w ggéégﬂ3

We can estimate dzw/dk2 from (8.2.6) by using the dispersion relations
given in the previous section for Eeff(f)' For instance, at 14 GHz,
which is about the 3 db frequency of our oscilloscope, (8.1.6) and
(8.2.4)-(8.2.6) give Z4 = 30 cm for a switching unit of the SUA type,
and z4 = 124 cm for SUB. Since in our experiment the travel distance
between the Cr:GaAs sample and the input of the sampling oscilloscope

was shorter than 4 cm, pulse broadening due to dispersive group

velocity could be neglected.

Consider now pulse broadening due to the dependence of the 1oss on
the frequency. This effect can be estimated with the aid of an expression
for the conductor loss derived by Pucel et al. [24]

R

S .
= =2 F(h,w,t 8.2.7
OLC 7h ( ) ( )

where RS is the surface conductivity, given by
RS = ““E‘* f (8.2.8)

in which My is the permeability of free space, and ¢ is the material con-

ductivity. The other variables in (6.2.7) are defined in Figure 8.1.1.

The function F(h,w,t) is given in Ref. [24].
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For the two types of switching units we find

3.7x 1072 JF dB/cm (8.2.9)

H

uC(SUA)
and

o (SUB) 1.9x 1072 /F dB/cm (8.2.10)

H

where f is GHz. Consequently, for the distances involved in SUA (1.5 cm)
and SUB (4 cm), both have about the same ohmic loss. To estimate the ef-
fect on the pulse width, we compare the losses at 2 GHz and 14 GHz which
are about the 3 db frequencies of the photocurrent pulse and of the
oscilloscope,respectively (see Section 8.1). In a switching unit of type
SUA the ohmic loss after 1.5 cm is 1.8% at 2 GHz and 4.7% at 14 GHz. In
a switching unit of type SUB the ohmic loss after 4 cm is 2.4% at 2 GHz
and 6.3% at 14 GHz. These differences are small, and therefore pulse

broadening due to ohmic losses will be neglected.

Another source of losses is the dielectric substrate. This loss is

given by [25],[26]

oy = 27.3 —&— L L9 4p/cp (8.2.11)
Ceff 0

in which AO is the wavelength in free space, and tan § is the loss factor

of the dielectric. At lTow frequencies the dielectric loss is estimated to

5

be 107~ dB/cm for SUA and 4)(10"3 dB/cm for SUB, so that it can be

neglected in comparison to the ohmic loss (note that tan § = £%-a xo, 50

that Oy depends on frequency through e only).
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8.3 The Effect of the RC Time of the Gap in the Microstrip on the
Observed Impulse

The ohmic resistance and the capacitive coupling across the gap
in the microstrip line limit the response rise time of the switching
unit (see Section 7.2), and thus may affect the observed current im-
pulse. In this section we investigate the effect of this RC time on
the electric circuit response, so as to enable us to deduce the actual
photoconductive impulse response of the studied Cr:GaAs sample.

The gaps used in our experiment have widths: of 80, 100, and 400um
and are thus much shorter than the voltage wave1ength§ involved. Therefore,
they are considered as discontinuities rather than guiding sections of
the transmission line. The gap capacitance depends on the gap width and
Tength, and on the dielectric constant [27]-[29]. Its value is found to
be [27] ~0.02 pf for the 100 um gaps and ~0.005 pf for the 400 um gap.

The response of the microstrip to a current impulse originating at
the gap, as is the case in our experiment, cannot be trivially found by
multiplying the gap resistance by its capacitance. Instead, a circuit
equivalent to the microstrip segment in the immediate vicinity of the
gap will be introduced and its response to a time varying conductance
will be analyzed. Let us first consider an ideal transmission line with
an ideal switch, as shown in Figure 8.3.1. As long as the switch is open,
the Tine preceding it is charged up to the applied dc voltage, Vo' When
the switch is closed, the line is discharged and voltage wave fronts
start. traveling in the two opposite directions. Denote the voltage next

to the switch on its two respective sides as V_and V_ {see Figure 8.3.1b),
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Fig. 8.3.1 An ideal transmission line with an open (a) and closed (b)

switch. Its equivalent circuit is shown in (c).

A
Rz= 220

Fig. 8.3.2 An equivalent circuit of the gap in the conductive strip
of the switching unit when only its ohmic resistance is

considered.
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then immediately after the ideal switch is closed VO + Vo= V+, or

vV =V, -V (8.3.1)
The resulting current is equal on both sides of the switch, i.e.,
I =1, =1 (8.3.2)

so that, by using 1 = V+/Z0 and I_ = —V_‘/Z0 [307, where Zo is the trans-

mission line characteristic impedance

(=
4]

-V = V0/2 (8.3.3)

and

]
H]

VO/ZZO (8.3.4)

If the transmission line is infinite, or if it is properly terminated on
both sides, this current will flow through the ideal switch forever. The
same current will flow for the same applied dc voltage in a circuit with
a series resistance RZ = ZZO, shown in Figure 8.3.1c.

We now wish to replace the ideal switch by an element which is
equivalent to the gap in the microstrip. If one simply assumes that all
the current Flows through the semi-insulator, then the equivalent element
is a variable resistor, Rs(t), and the equivalent circuit is as shown in

Figure 8.3.2. The current is then given by

Y
[ = 0 (8.3.5)
Rs(t) + 22O

However, this equivalent circuit ignores the capacitive coupling across

the gap, which becomes significant when high Fourier frequencies are
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Fig. 8.3.3 The equivalent circuit of the gap in the
conductive strip of the switching unit,
when both its ohmic resistance and capacitance

coupling are considered.
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(8.3.8d) and (8.3.8f) with respect to t (t > 0), and eliminating

dVC/dt from the two equations gives

R (t) =t + T (8.3.8)

where we used 11 = dQ/dt. Substituting 1] as given by (8.3.7) gives a

general differential equation for iZ:

diz _ dRS(t)/dt 1 1 V0
CEPY s 0 €3 I SO W €3 [ W () (8.3.9)

To solve (8.3.9), an analytic expression of Rs(t) is required. Since the
observed impulse response in Figure 7.4.1a has a rise time comparable to
that of the oscilloscope, and its decay is close to an exponential, we
chose a simple model of a step exponential decay for the conductivity of
the gap, i.e.,

o t <0
o(t) = iy (8.3.10)
g, *to, e ¢ t>0

which defines 60, 0‘, and Tee This model will be discussed at the end

of this chapter. Since o = 108 who-cm™! and o =5 mho-cm‘], so that
-t/1
g€ € 0, as Tong as t < 20 T.s We may approximate Rs(t) by
t/TC
Rs(t) = RG e (8.3.11)

where R0 = ﬁ/ajA, Here, & is the gap length and A is the cross sec-

tional area near the surface of the semi-insulator, through which the
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photocurrent flows. Substituting (8.3.11) in (8.3.9) gives

"t/Tc v -t/

A e ‘. 0 c
at " RlE et e T e (8.3.12)

This equation is solved in Appendix A. From equations (A.13) and (8.3.7),

the 1ine current is found to be

T --t/'tC

v
t
I,(t) = 2 {1-exp[- z< (1-e ) = ]
2 R, : RC R.C
- _IE C“ZE)TC/RZC exp(mIE.e-t/TC - ~£u)
RZC ROC RDC RZC
(e o8, e ey _pe e ey (8.3.13)
x [T~ 5=sy5—= € - (= g—fyp—r .3.
RZC ROC RZC ROC

where T'(a,x) is the incomplete T function defined by:

Fa,x) = f et a1 gy (8.3.14)
X

The response of the microstrip line to the exponential decay photoconduc-
tive impulse response is shown in Figure 8.4.1b. More details regarding this

figure will be given in the next section.

The gap resistance immediately after illumination can be deter-

mined from the maximum line current, (Iz}m In Appendix A it is shown

ax”
that

v v
= 9 (8.3.15)

t ./t
ml’ ¢
o + Rz Roe + 220

- 0
(Iz)max tml/Tc
Re

where tm] is defined by
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Iz(tm1) = (Iﬁ)max (8.3.16)

Note that the maximum lTine currvent found from (8.3.5), where no capacitive

coupling across the gap is assumed, is approximately equal to (8.3.15) when

t << T
ml C

8.4 The Photoconductive Impulse Response of the Cr:GaAs Samples

The impulse observed on the oscilloscope screen is the result of
the convolution of the line current and the oscilloscope impulse response.
By performing this convolution analytically, we can fit the calculated
impulse to the displayed one, and then determine the photoconductivity

fall time, Tes and the mimimum gap resistance, RO.

The impulse response of the oscilloscope is a Gaussian (see Appen-
dix B). It cannot be analytically convolved with the exact form for
the Tine current as given by (8.3.13). However, the Tine curvent can be

approximated by a step exponential decay

0 t <0

I.(t) = ) (8.4.1)
28 (tmimt)/Tz

(T ) max €

where (IQ) and t,are defined in (8.3.15) and (8.3.16), and T, is de-

max
fined by

I rr)=e 1 (8.4.2)

ﬁ)max

t=tgt 1)

o {7ty

This approximation is excellent for t > tm] for the typical values of

RO in our experiment (v 3000Q). At t = 0 the exponential approximation is

somewhat larger than (I

R)max (by about 12%). This will be compensated
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Fig. 8.4.1
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Fitting the Cr:GaAs photoconductive impulse response to

the experimental observations. An exponential decay photo-
conductivity (8.3.10) with decay time of 67 psec is shown
in (a). The resulting photocurrent pulse (8.3.13) is de-
picted in (b). The dotted line is the exponential approx-
imation (8.4.1) with T, = 70 psec. The curve in (c) is

the calculated oscilloscope response (8.4.3). The left-hand
vertical scales are normalized, while the right-hand scales
depend on sample illumination level. V0 is the applied dc
voltage, VL is the 1ine voltage, and VOSC is the oscillo-
scope displayed voltage.
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for by the oscilloscope filter response. The convolution of the step ex-
ponential decay of the line current (8.4.1) with the Gaussian impulse

response results in

t ./t 2
V(t) =5 (1) e™ * exp(C - )0 erf(»é— (-1 (8.4.3)
L

T T

~o
=

where o is the standard deviation of the Gaussian, and is related to the

oscilloscope rise time, T, by (see Appendix B)

o = 0.39 Tr (8.4.4)

We will refer to (8.4.3) as the calculated oscilloscope display.

By fitting (8.4.3) to the observed impulse shown in Figure 7.4.1a
the photoconductive impulse response of Cr:GaAs can be found. The com-
putation was performed numerically. The parameters used in the calcula-

tions are:

T4 (1/e decay time of the observed impulse) = 75 psec

C (gap capacitance) = 0.02 pf
RZ (= ZZO) = 1000

509

RL (1oad resistance)

T, (oscilloscope rise time) = 25 psec

To (observed transmission) = 1.2%

where the transmission is defined as the ratio between the amplitude of

the observed switched voltage and the applied dc voltage, Vo‘
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The best fitted photoconductive impulse response of our Cr:GaAs
samples, assumed to follow a step exponential decay as in equation
(8.3.10), is shown in Figure 8.4.%1a. The 1/e fall time is 67 psec. The
photocurrent  pulse which is generated as a vesult of such a variation
in the gap conductivity is described analytically by equation (8.3.13),
and graphically by the solid line in Figure 8.4.1b. The dotted line in
this figure is the exponential approximation (8.4.1) of the actual current

impulse (8.3.13). Its 1/e fall time is t, = 70 psec. Finally, the cal-

2
culated oscilloscope display (8.4.3) is shown in Figure 8.4.1c. This
curve fits well the observed impulse response of Figure 7.4.7a. WNote that
while the left-hand vertical scales in Figure 8.4.1 are normalized, the

right-hand scales, which are typical to our experiment, depend on the

sample illumination level.

8.5 Estimation of the Gap Resistance from Bulk Conductivity

The conductivity of the gap can be estimated from the well known
formula
o= epn(n+-p/b) (8.5.1)
where
o is the bulk conductivity
o = the electrons' mobility

b = “n/“p’ where up is the holes' mobility

n,p = the respective electron and hole density

Generally, the conduction in Cr:GaAs is mixed [32] and p # n, but imme-

diately after the picosecond pulse we may assume that

n=n,=p, (8.5.2)
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so that

= ey (1 +%,);; (8.5.3)

The initial carrier density can be estimated by

H=-——-—§———T~n (8.5.4)
hv we(-)
a
where
€ = energy contained in an optical pulse

hv = photon energy

w = smaller between the strip width and the diameter of light spot

2 = gap length (< w)
'% = absorption length
n = fraction of pulse photons which generates carriers (account-

ing for reflection and other losses)

When (8.5.4) is substituted in (8.5.1), the conductivity becomes

ep (1 + %Osn

o= : (8.5.5)
hv WQ(&“)

The resistance of the high conductive layer, the thickness of which is

1/a, is given by

R=1_% (8.5.6)
S ()
O
or
2
R = %”‘“"‘&“"‘T"‘ (8.5.7)
eun(1 + BJ

Typical values to use in (8.5.7) are n ﬁ% = 108 photons /pulse,
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Wy = 3000 cmZ/V~sec, b = 18 (see Section 9.4), and & = 0.01 c¢cm. The

gap minimum resistance is then estimated to be
R = 20009 (8.5.8)

which is in good agreement with the experiment (see Section 8.4).

8.6 Conclusion

We have seen that the observed impulse response is not signifi-
cantly affected by reflections at impedance discontinuities which might
appear at the connections between various components of the circuit, or
by dispersion in the microstrip. Based on the osci]ioscope display, we
assumed a simple model of exponential decay for the photoconductive im-
pulse response of Cr:GaAs. It overlooks the complexity that might be
involved in the decay of excess carriers in this material, a subject dis-
cussed in Chapter 9. However, it fits the experimental results well,
when the response of the transmission line and of the oscilloscope are
taken into account.

The fall time of the photoconductivity is found to be 67 £ 10 psec.
This value will be used in the following analysis of transient photocon-

ductivity in Cr:GaAs.
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Appendix A
The differential equation (8.3.12) is solved here [31]. The
equation is
di -t/1 v
2 1 1 e 0 -t/
o+ i,[= + ] = e (A.1)
dt 2 R_C ROC CRZRO
Define .
d = Y £ =.L§
CRZR0 Ty
- T _ - L
a=pgrt 1=g+1 b = R T (A.2)
z 0
and s = t/t. Then (A.1) becomes
s fla+be™]= e (A.3)

The complementary function (the solution
is

f, = D exp(-as + be™>)

of the homogeneous equation)

(A.4)

where D = const, and the particular solution is

S
-S c‘_ -
F = o-astbe f ds' oS '-be
p
50
Substituting
- i
X, = be™®

in the integral gives

s' .
-s (A.5)

(A.6)



X
-3 o =X
f = gUastbe © pa-l f e | x72 dx (A.7)
p 1 1
X
Using the definition of the incomplete gamma function [33a],
"
I'(z,x) = f e | x§'1 dx, (A.8)
X
the particular solution becomes
a -S s -
f = e-as+be B2 1 r(1-a,be S) + const (A.9)

P

To determine the constants in (A.4) and (A.7), we use the initial con-
dition

f(s=0) = 2 = Lo (A.10)
The general solution is then found to be

f(s) = fh(s_) + fp(S)

= &5+ ¥ M [P(1-a,be™) - T(1-2,b) 1} exp(-astbe™) (A.11)

Using the normalization of (A.2) in equation (8.3.6) of the text,

. b'1[1 - (a-1) &° f(s)] (A.12)
d

which leads to the following expression for the total current:

=

-S
I(s) = 22 {1 - e+ r(-g,be™) - (-g,b)1Ne TP 7} (a13)
Z
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Substituting the normalization of (A.2) in (A.13) gives equation
(8.3.13) of the text.

To find the maximum of the total current we differentiate (A.13)
with respect to s, and equate it to zero. This leads to

-S

m
- -s -gs _+be
(e + go9[r(-gibe ™) - r(-g,b)e " - —2—  (n)
g + be m
where we used

al‘gg:;(x) - “XZ“‘I e—X (A.15)

and S is defined by
I(sm) B Imax (A.16)

When (A.14) is substituted in (A.13), and using the definition of g and

b as in (A.2), the maximum total current is found to be

| ST R (A.17)
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Appendix B
The response of an oscilloscope to an input signal can be described
in terms of response of a filter. The response to a §-function signal is
called the "impulse response,” and will be denoted here by fa(t). The

t

response to a step function is called the "step response,” and will be
denoted fs(t).
The response of the filter to a general signal x(t) is given by

its convolution with the impulse respanse [61]

Vo) = [ flee) x(e) at! (8.1)

It is common to approximate the response of the sampling oscilloscope by a

Gaussian filter [34], i.e.,

1 e~‘t2/?_02

ovemn

fﬁ(t) = (B.2)

To test this approximation, we compare the step response of this filter to
the oscilloscope display of an approximated step function current with rise
time shorter than 25 ps, generated by the Tektronix 5-52 pulse generator.

The step response is easily found to be

_ 1 t
Ys(t) = §~[erf6z§§) + 1] (B.3)

and it is plotted in Figure B.1. The response of the oscilloscope is shown
in Figure B.2.

The step response rise time is defined by

T =t q-t

r 0.9 (B.4)

0.1
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o = 973
(Tr = 25ps)

] | 1 J
-40 =20 O 20 40 60 80 t(ps)

Fig. B.1 Step response of a Gaussian filter.

Fig. B.2 The response of the oscilloscope (Tektronix 7904/7S11-7T11
with S-4 sampling head) to an approximate step function current

(generated by Tektronix S-52 pulse generator).
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which gives

—
i

2.570 (B.5)

Assume now a signal

0 t <0
x(t)

H

_ (B.6)
e t/t t>0

When (B.6) is substituted in (B.1), the response of the oscilloscope is

found to be

21 .Jii t 1,t o
Y(t) = 5 exp(2 2—?)[1+ erf(»;‘;(gw%))] (B.7)
T v

Notice that since we chose the Gaussian maximum to be at t = 0, the re-
sponse Y(t) is nonzero for t < 0 in spite of (B.6). There is no contra-
diction since we ignore the delay in the oscilloscope lines. The response

amplitude is not unity, as is the amplitude of the signal. It is given by

2
T ( tm2 (B 8)
Y = exp{- —= .
max -y zgz
where
= g
th = (v?'zm + Tj o (B.9)
and z. is the root of the equation.
1+ erf(z) - E e'z2 = 0 (B.10)
T O :

2 2
e? erfc(z) = ‘Jgg + 2e? (B.11)
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This form of the equation is very helpful in estimating zZ. and there-
fore Ymax‘ Not only is the left side plotted in the literature [33b],

but it can also be estimated from the inequality [33c]

2
2 1 < e? erfc(z) < 2 1 (B.12)

/Toz+ V2l 2 Vit z+/z‘2“+_§1_r'.

or, from (B.11):

where A(z) and B(z) are defined, and

K = /‘z’:{“ (B.14)
m g

Estimation of Z,, can now be done by calculating (B.13) iteratively, i.e.,

exp(z,,) = K + 5 [A(z;) +B(z,)] (8.15)

starting with zy= .
Example: T = 70 ps (see Figure 8.4.1), o = 9.73 ps (i.e., Tr = 25 ps),

then in the first step

2
4
e = K=2.87 (B.16)
so that
Z, = 1.03 (B.17)
The second step is
2
e "~ = K+ 0.21 (B.18)

so that
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z, = 1.06 (B.19)

and from (B.9) and (B.8) we find

Yiax = 0.75 (B.20)

Note: A Gaussian function has been used to describe the oscilloscope im-
pulse response, in spite of the slight discrepancy between the calculated
(Figure B.1) and observed (Figure B.2) oscilloscope step response. It is
impossible to deduce the exact oscilloscope step response from Figure B.2.
There is no other mean to test the Tektronix $-52 pulse generator, but the
sampling oscilloscope we use, so that it is not known‘whether the bump in
Figure B.2 is in the generated pulse or is due to the oscilloscope response.
In any event, if it had affected the experimental results at all, it would
not have been by more than several percent, as seen by comparing the tem-
poral and amplitude behavior of Figure B.1 to those of Figure 7.4.1. This
error is insignificant in view of the total experimental error (+ 15%) and

the interpretation of the experimental results discussed in Chapter 9.
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Chapter 9
PHOTOCARRIER LIFETIME IN Cr:GaAs

9.0 Introduction

In the previous chapters, experimental results of Cr:GaAs photo-
conductive response to picosecond pulse illumination were presented and
analyzed. It was concluded that following the photoexcitation, the con-
ductivity decayed nearly exponentially with 1/e fall time of ~ 67 psec.
This indicates photocarrier 1ifetime much shorter than that of undoped
GaAs (> 1 ns) and of Cr:GaAs when measured under different experimental
conditions (250 psec [53] to 0.1 psec [59]). In this chapter photocaré
rier lifetime in Cr:GaAs will be theovretically investigated, based on
physical and chemical properties of the material. These properties will
be summarized from the abundance of literature published on this matter.
Bulk recombination through deep flaws will be discussed. It will be
shown to be an effective Tifetime reduction mechanism in Cr:GaAs,
although, in contrast to propositions by previous investigators [4], not
solely responsible for our observed ultrafast photoconductive decay time.
A model which considers the combined effect of bulk and surface recom-
bination will be shown to be capable of interpreting our experimental
results.

9.1 Material Growth

In general, Cr:GaAs samples were purchased from Crystal Special-
ties, Inc. [10b], One sample from another source [11] was also

studied, but as the results were similar to the other samples, it was not
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further investigated. The information in this section is thus related
directly to the material purchased from Crystal Specialties, Inc.

The crystals were grown by the horizontal Bridgeman technique.
High resistivity was achieved by compensation; chromium, as a deep ac-
ceptor, was added to the melt to compensate residual shallow donors.
The major source of these donors was Si contamination from the quartz
boat and growth ampule. At high temperatures (1250°C) quartz breaks

down according to

25102 + 2510 + 02 (9.1.1)

As Si0 is volatile, it eventually finds itself in the GaAs melt, thus
producing Si contamination. The 02 reacts with the Ga to form Ga203,
which is also volatile and transports to the cool part of the growth
ampule. By raising the temperature above 1000°C, the Ga203 dissociates,

supplying O2 to reverse the reaction

28102 T 2S8i0 + 02 (9.1.2)
and, as a result, the Si presence is reduced. The Si concentration ob-

tained was about 1015 cm"3. Although this was also the concentration

of chromium needed for compensation, concentrations of about 1016-1017

cm'3 were used. At this doping level the resistivity is 108-1099-cm.

9.2 Impurity Concentration in Cr:GaAs and its Energy Levels

The impurities and their concentrations in Cr:GaAs crystals depend
strongly on growing conditions. Not only do they vary from growth to

growth, but they are also distributed non-uniformly within the volume of
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the ingot [35]. It is, therefore, not surprising that impurity concen-
trations reported by different investigators for "similar" growth condi-
tions are not the same but fall within a wide rangs. The spread of this
range can be seen in Figure 9.2.1, where published data of inpurity
concentrations measured by mass spectroscopy are compiled in a histogram.
This non-uniformity of impurities and their concentrations is consistent
with the wide range of results of electronic and photoelectronic measure-

ments performed on Cr:GaAs ( [36]-[38], and many others).

18

The solubility of Cr in GaAs is relatively low, 10 atoms/cm3

(higher concentrations precipitate [39]); it is impossible to increase
its concentration much above that shown in Figure 9.2.1. The Cr atoms
are found at the Ga sites [39]. In n-type there are Cr2+ ions with elec-

tronic configuration 3d4. The crystal field splits its 5D term into two

5

levels, an upper 5E and a lower TZ' The Tower one lies in the energy gap.

In p type, in addition, there are neutral Cr3+ acceptors with electronic

4

configuration 3d3. A tetragonal crystal field splits the 'F term of the

4 4 4

free ion into three levels: T TZ’ and A The lowest, i.e., the

4

"9
T1 level, is in the energy gap [46,50].

9

The impurity energy levels have been a subject of several investi-
gations. They have been generally deduced from spectra of absorption,
photoluminiscence, and photoconductivity. The exact identification of
some of the Tevels and their location are still disputed. The important

common feature is the deep levels associated with chromium and oxygen.*

*.
The identification of one of the deep impurity Tevels as oxygen is com-
mon, but as yet not entirely conclusive [42].
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Fig. 9.2.1

A histogram of impurity concentrations, measured by

mass spectroscopy. Curves (1) and (2) are from Ref.
[37] for low and high Cr concentration samples,
respectively. Curve (3) is from [38], and (4) is
from [36].
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The closeness of the concentration and energy levels of oxygen and Cr im-
purities must be taken into account in any analysis before identifying
any phenomenon with only one of the two impurities. This is true in
steady state photoelectronic measurements [36], as well as in transient

photoconductivity, which is the subject of the present investigation.

Two of the energy level diagrams which have been suggested are
shown in Figure 9.2.2. Look [40] suggested the diagram of Figure
9.2.2a for the deep levels in Cr:GaAs. Other impurities are considered
to be shallow, although Cu is associated with relatively deep levels at
0.24 eV and 0.51 eV above the valence band, as well as two other shallower
levels [41]. Lindquist [38] suggested the diagram in Fiqure 9.2.2b.
He suggested these four levels as a modal to explain some bulk electricai

properties.

9.3 The Fermi Level and the Predicted Resistivity of Cr:GaAs

Knowledge of the exact location of the Fermi level is required
if electronic properties are to be calculated from an energy diagram.
Cr:GaAs is a compensated semiconductor, consequently, the Fermi Tevel
is expected to be in the vicinity of the center of the energy gap. At
room temperature, the gap energy is Eg = 1.43 eV and kT = 0.026 eV, so

that

1
"EV §-E

E -E
C o
kT kT

kT

1’.‘

i

d =275 5> 1 (9.3.1)

1t is, therefore, possible to express the total electron density in the

conduction band and the total hole density in the valence band at
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Cr-3E(excit)

’“"T“‘ cB
65
142 ’ O(Ref. [3€])
Cr—'T(gnd)
o 7
\/B
(a)
O.i)l
S,Si ‘r T
0.75
Cr
.43 — -—T“ @——L:“ —5 ————FF
0.79

(b) 0.0l

Fig. 9.2.2 Deep impurity energy level diagrams of Cr:GaAs at room temperature:

(a) Ref.[40], (b) Ref.[38]. The enerqgy units are eV.



-156-

thermal equilibrium by [43a]

-(E-E) /KT

o NC e (9.3.2)

=
il

~(E~E )/KT
N, e fv (9.3.3)

I

Po

where EC, EV, and Ef are the energies of the bottom of the conduction
band, the top of the valence band, and the Fermi level, respectively.

NC and NV are the effective densities of states at the proper bands,

given by
2mm kT 3/2
- e -
NC = 2 rz ) (9.3.4)
]
2wmhkT 3/2
Nv = 2( h2 ) (9.3.5)

in which m, and m,are the effective masses of electrons and holes, re-
spectively. Using m, = 0.07 my and m = 0.5 m [39], where m, s the

free electron mass, we find at room temperature

=
i

4.64 x 107 3 (9.3.6)

8.86 x 108 cm™3 (9.3.7)

=
[

To find the Fermi level, one solves, in principle, the charge

neutrality equation

- +
ng * Z Nja = P + Z de (9.3.8)
J J
where Nga and Ngd are the ionized acceptors and donors, respectively,

present in the material. A consideration of all the ionized impurities
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would make a solution intractable. Zucca [37] suggested considering
only one deep donor and one deep acceptor to interpret experimental
data of electronic measurements. This assumption simplifies the solu-
tion of (9.3.8), and will be used here to calculate the energy of the
Fermi level. A further simpiification of {9.3.8) is obtained when .
and p, are neglected. To justify this step, we get an estimate of n,

and Po by assuming that the Fermi level lies at the center of the gap,

then from (9.3.2) and (9.3.3), at T = 300°K

3

ng v 5.3 x 10° o (9.3.9)

3

py v 1 x 107 e (9.3.10)

The concentrations of the impurities were given in the previous section.

1 -

They are of the order of magnitude of 10'6 cm 3. Most of them are
ionized, and therefore

NTLNT>> n,p (9.3.11)

a’d 0’0 t
and (9.3.8) becomes
NS = N (9.3.12)
It can be rewritten explicitly as
N N
a - d (9.3.13)

T+ 9, exp[(Ea—Ef)/kT]' T+ 94 exp[(Ef-Ed)/kT]

where 9y and gy are the degeneracies, and Ea and Ed are the energies of
the acceptor and the donor levels, respectively. Solving (9.3.13) gives

[27]
E +E

Ee = - d kT on G (9.3.14)
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where
N (E -E_)/2kT N2 (E ~E_)/KkT
L] a d "a a d "a
G = §§;‘{'(1"ﬁg) e + [(]"“g) e
Ny 1/2
+ 4-(—5) 949, "} (9.3.15)

We may use this model and the energy level diagrams to obtain an
order of magnitude estimate of the Fermi level, Nys Pos and p. Using,

for instance, the diagram of Figure 9.2.2b and Na/Nd = 0.59 [38], we

6 =3 3

0.74 eV, n = 1.5 x 10" om ”, p = 3.5 x 108 com3. when we

find Ee

1]

take u, = 3000 cmz/V sec and b = un/pp = 18 (see Section 9.4), the resis~

tivity is calculated from p51 = e (n0+p0/b) to be 1.2)(1099-cm. In
this example, the conduction is mixed, although due to the large mobility
ratio, the material is ann-type. The Fermi level is close to mid-gap,

consistent with the assumption which led to (9.3.9) and (9.3.10).

9.4 Electron and Hole Mobilities in Cr:GalAs

A correct value of the carrier mobility is required 1f excess carrier
Tifetime is to be calculated from photoconductivity measurements. The conduc-
tivity mobility is defined by u = o/ne, where ¢ is the conductivity, n is
the majority carrier density, and e is the electron charge. It can be
calculated from Hall effect measurements; however, it should not be con-
fused with the Hall mobility which is a parameter with the same dimensions.
The ratio between the conductivity and the Hall mobilities, which depends
on the mechanism of scattering and on the degree of degeneracy, varies

between one-half and unity [44al.
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The conductivity of Cr:GaAs is mixed [32], and therefore Hall ef-
fect measurements are not sufficient to solve for My and Hy Magneto-
resistance measurement supplies the complementary information. This ef-
fect is based on the lowering of the conductivity along the sample axis
due to the deflection of the charge carriers by the magnetic field.
Following these considerations, Philadeipheus and Euthymiou [45] measured
the Hall and the magnetoresistance effect in one n-type and six p-type
samples and calculated their carrier mobility. The calculated values

were close to each other and their average was

3030 + 342 cnf/V sec » (9.4.1)

._‘
jusd
il

and

o
1}
o
~
o
i
—t
&*
w
+
nNo
w

(9.4.2)

The electron mobility is thus lower than in Tow resistivity GaAs where
oy T 8600 cmZ/V sec and b = 21 [46]. A similar phenomenon is found in
high resistivity gold doped silicon [47]. The low mobility is related
to the weakening of the screening of the ionized impurities which are
the most important scattering centers for electrons.

Based on (9.4.1) and (9.4.2), the electron mobility and the mobil-

jty ratio used in the following sections will be:

w, = 3000 an/V sec (9.4.3)

b=18 (9.4.4)
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Having introduced chromium doped GaAs and its properties, we now
turn to deal with the main subject of this chapter, the return of carrier
density to equilibrium following an excitation by picosecond optical
pulses.

9.5 Carrier Density Return to Equilibrium

In an unperturbed semiconductor, the carrier concentrations are in
a state of equilibrium. If disturbed, they will attempt to return to
this state through generation of new carriers or by recombination of the
excess ones.

When a semiconductor is illuminated by radiation with photon energy
higher than the energy gap, the main generation process is that of
electron-hole excitation. The contribution to the conductivity by other
processes which might take place, such as excitation from impurities, or
Auger generation, is smaller.

The recombination process is far more complex. There are several
paths of recombination, and an electron-hole pair has some probability
to proceed along any one of them. The simplest path is the band to band
recombination: An electron from the conduction band fills a hole in the
valence band. In & direct transition, both electronand hole have the same
momentum. In an indirect transition they do not, and a phonon is absorbed
or emitted to make up for the momentum difference. If a photon is
emitted in this process, it is called a "radiative transition." Radiative
transitions in GaAs are more probable than nonradiative transitions. In
a nonradiative transition the energy of the electron-hole pair can be
dissipated as phonons or can be given to a third carrier. The later

process is the Auger (or impact) recombination.  Apother recombination
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path involves energy levels which lie in the enérgy gap. These levels
have finite cross section for the capture of electrons and holes, and
for their consequent release. When, for example, an electron from the
conduction vand is captured by such a Jevel, the next step can ue one

of two: The electron is released thermally and returns to the conduc-
tion band, or a hole is captured by the same center, thus annihilating
the electron-hole pair. If the probability for the first process is
higher, the level is called a trap. Otherwise it is called a recombina-
tion center. A specific level can be a trap under some conditions and

a recombination center under others. A similar process can be described
for holes.

Traps and recombination centers play very important roles in the
process of returning to equilibrium. They have opposite effects on the
decay time of excess carriers. A carrier captured by a trap is not
statistically available for recombination. Such a carrier can be re-
leased to its appropriate band long after the uncaptured carriers have
recombined. Therefore, the conductivity decay time can be longer than
the free electron lifetime. On the other hand, the recombination centers
relieve the wave vector selection rules, thus increasing the probability
of an electron-hole pair to recombine. As a result, the conductivfty
decay time can be reduced. In the presence of traps and recombination
centers, the electron Tifetime can differ from that of the hole. Also,
it is possible that the transient decay time will not be equal to the
steady state lifetime.

In Tight of the observed ultrashort photocarrier decay time in

Cr:GaAs (v 67 ps, see Chapter 8), it seems that the band-to-band and
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the Auger rccombination processes are not the dominant ones (in Gahs,
they are known to give rise to carrier lifetimes longer than 1 ns). On
the other hand, the presence of deep levels in Cr:GaAs might reduce
the carrier lifetime. Therefore, the process of recombination through
recombination centers is the subject of the following sections, where

it is analyzed and compared with the experiment.

9.6 Electron-Hole Recombination through Recombination Centers

Since the recombination centers assist in annihilating electron-
hole pairs by capturing free carriers from their appropriate bands, it
is expected that they would be most effective when they lie close to
the middle of the gap. The carrier lifetimes are then shorter. In
Section 9.2 we saw that there were several deep levels in Cr:GaAs. They
can act as recombination centers, and therefore might be responsible for
the short photoconductivity decay time. An exact analysis of this re-
combination process under conditions of our experiment is impractical
[43]. These conditions include the multiple deep Tevels in the Cr:GaAs,
the trap and excess carrier concentrations which are higher than the
carrier density at thermal equilibrium, and the pulsed illumination.
However, some insight can be gained by resorting to the theory of recom-
bination through the mechanism of trapping, as developed by Shockley
and Read [47] and Hall [48] under much simplified conditions. The
general lines of the following discussion are based, in part, on
Blakemore [43]. Let us assume a single monovalent flaw level at energy
E.. Such a level has two states only, empty or full (with respect to

t
an electron), and is charged accordingly. The density of states of the
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level will be denoted by N Denote hy F(Et) the fraction of the filled

+
states. In thermal equilibrium

- _ 1
F(E,) = f(E.) = FE; (9.6.1)
1+ exp(—p5—)
which is the Fermi-Dirac probability. For convenience we define
(E.-E ) /KT (E,-E.) /KT (E,-E.)/KT
- t "¢ ~ t °f _ t i

ny = NC e =ne = ne (9.6.2)

(E -E_)/KT (E~E_)/KT (E.~E,)/kT
py =N, e vt = P8 frt =n.e L (9.6.3)

where n, is the electron density and Ei is the Fermi level in an intrin-
sic GaAs crystal, and N and Py would be the free carriers at thermal
equilibrium if the Fermi level coincided with the flaw level, In terms

of Ngs Nps Pyo and Pys the Fermi-Dirac distribution can be written as

n p1

) = —2 = (9.6.4)
t n0+n1 po+p1

f(E

When a deviation from thermal equilibrium occurs, with excess electrons

Ny and excess holes P> the fraction of the filled states becomes

E_¢& (9.6.5)

as long as the semiconductor remains electrically neutral. The rate

(sec']-cm'3) in which electrons from the conduction band are captured
is given by

Poc = n<Cn>Nt(] - F(Et)) (9.6.6)

where n is the conductive electron density. The brackets around the
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constant Cn denote an average over all states in the conduction band
[43d]. The dimension of <Cn> is cm3/sec, and it is commonly written
as OVyps where o is the capture cross section, and v
velocity (= V3kT/m*)., Define now

th is the thermal

(9.6.7)

Tho is the shortest possible time constant for electron capture.' Sub-

stituting in (9.6.6) gives

]

= (1 - F(E,)) (9.6.8)

r
ne no

similarly, the hole trapping rate is

=B
r = F(E,) (9.6.9)
pc Tpo t
Electrons are released from trapping flaws at a rate
Cap = RnNt F(Et) (9.6.10)
and holes
rpr = RpNi(T - F(Et) (9.6.11)

where Rn and Rp are the release probabilities per second for electrons
and holes, respectively. Rn and Rp can be estimated at thermal equili-

brium with no external generation, by equating "ac = Tnr and rpc = rpr‘

It is easily shown, with the aid of (9.6.2) and (9.6.3) that oy and

Pop become

P n]F(Et)

Y‘nr= --—j[_‘*-’“— (9-6.]2)
no
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P](] - F(Et)

"or © o (9.6.13)

The net rate of electron capture is then

T ;i;-[n(1 - F(E,)) -y F(E)] (9.6.14)

and that of the holes is

focTor = ;i;»[pF(Et) - py(1 = F(E)] (9.6.15)

By using (9.6.5) and (9.6.4) in (9.6.14) and (9.6.15), the net rates of

capture become

(n +n.+n Y(n -p_.) n.n
1 0 1 e’Ve e el
ro-r = — + ] (9.6.16)
nc nr Tho Nt n]+n0
and
e (pyrpy*pg) (pg-n,) . PP (9.6.17)
pC P Ths Ny PP,

Before carrying the analysis further, we can gain insight into the
process of recombination through a flaw by assuming steady state 11lumin-
ation. Under this condition the net rates of electron and hole captures
are equal. By equating (9.6.14) to (9.6.15), the fraction of the filled
flaws is found to be

T.nt 1t p

F(E,) = P2—"¢ (9.6.18)
(ptpy)+ 70 (nny)

T
no

Substituting in (9.6.14) gives
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2
pn - n’

U=1r =-r =
nc nr Tno(p+p1) + rpo(n+n1)

(9.6.19)

where U is the recombination rate through the mediation of the flaw. The

dependence of U on Et is through ny and Pys @S given by (9.6.2) and (9.6.3),

i.e.,
on-
Ve (B;-E /KT (Et—Ei)/kT (9.6.20)
TnO[DH\ie 1+ Tpo[n+nie ]
For the special case of Tno = Tpo
n+p .
FEL) = (9.6.21)
t E-E;
p*Fn~¥2n1cosh(~FT~ﬂ)
] pn-n
V=7 E=E (9.6.22)

no t i
p+r\+2nicosh(~ﬁr~4

The closer the flaw level tothe intrinsic Fermi level, the higher the re-

combination rate. Recalling that

1
E g

Tt
tt

KT 2n Efi (9.6.23)
C

-
P~

we can calculate the intrinsic Fermi level of GaAs at room temperature

by using the values of N and Nc given in (9.3.6) and (9.3.7),

E; = 0.75 eV (9.6.24)

above the valence band. We may thus conclude that, at Teast at the condi-

tion under which (9.6.22) has been derived, the deep levels are more
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effective in the recombination process than the shallower ones.

These calculations suggest that the deep levels in the Cr:GaAs
may be responsible for the observed short photocarrier lifetime. Note,
though, that this is not yet conclusive because when trapping of the
carriers occurs, the electron and hole lifetimes cannot be determined
from the recombination rate alone.

Returning now to the net capture rates, (9.6.16) and (9.6.17),
we proceed to discuss the transient decay of the excess carriers. If
we assume that the recombination through the flaw levels is the only
probable process in which electron-hole pairs are annihilated, then the car-

rier lifetimes are given by

n p
T, o T, (9.6.25)
nc nr P pc pr

and if we ignore for the moment drift or diffusion current, the continu-

ity equation becomes

Pe g - Te . g - — [(n ) e Pe) MMy ] (9.6.26)
t n Tho Nt n0+n

ﬁfﬁ.z g - Pe . g - 1 [(p°+p1+pe)(pe-ne) Pe"1 ] (9.6.27)
t 0 TpO Nt p0+p1

Unfortunately, this is almost as far as one can proceed analyti-
cally for arbitrary Nt’ Nas and Pa The equations can be linearized and
solved only under very restrictive conditions, such as low excitation
level (ne,pe << no,po), or small density of flaws. References for these

solutions are given in [43c]. 1t is possible, though, to follow the decay
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of photocarriers by dividing the decay process into stages. If the

excess carriers are generated by a §-function illumination, then ini-

tially Nao = Pap? and
"o
T = Ty o Tn0(1 + HT) (9.6.28)
(1 + pO) (9.6.29)
T = 7T = 7 — .0
P Pl po Py
where T and Tnl are the decay times at this first stage. These decay

times prevail as long as the first terms on the right hand side of
(9.6.26) and (9.6.27) are much smaller than the second ones. This con-
dition is trivially satisfied if T = Tpl, so that Ne = Pg through the
all decay process. But if a trapping cross-section of one type of car-
rier is larger than that of the other, this may not be the case, and a
difference between the densities starts to evolve so that Po = Mg # 0.
The new values of T and rp depend then on the sign of (pe-ne). For
Po =g < 0, sz > Tp] and T2 < Tape and vice versa (Tn2 and sz are the

decay times at the second stage of decay).

. B 16 -3 . _ 6 -3
In our experiment, Moo = Peo v 10 Tem Y, while ny =N, v 107em T,
We can therefore write the condition for T, = T,q as [see (9.6.26)]
n,-p
e e 1
LR B . (9.6.30)
, Ne ”0/n1 +
and for Tp = Tp1 as
n_ -p ‘
e e 1
<< (9.6.31)
Nt ’ po/p1 t
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From the definition of ny and P in (9.6.2) and (9.6.3),

=

p (Ef-E ) /KT
Ao Fo (9.6.32)
0

lo

=
—

In Section 9.3, E¢ was calculated for the energy level diagram of Fiqure
9.2.2b. Using this value and regarding the Cr level as the most impor-

tant recombination center, we find at room temperature

=
o

‘Ul'c
—

= 0.15 (9.6.33)

o}

1 o}

and (9.6.30) and (9.6.31) become

- p
£ & «< 0.9 (9.6.34)

and

-p
£ Bl «<o0.1 (9.6.35)

17

Since N, v 10 em”! (see Section 9.2) and Neo 16

cm'3,

i

np0 ~ 10

(9.6.34) seems to be satisfied not only at the early stages of the
decay, but also at the later ones. Consequently, (9.6.28) can be
taken as an estimate of Tos

T, ® 1.15 T (9.6.36)

0
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9.7 Multiple Recombination Centers and Traps

The previous section dealt with the case of a single recombination
center. Continuity equations which describe the evolution cof the excess
carriers were presented, but no general solution has been found. Matters
become much more complicated when several recombination centers as well as
traps are present, as is the case of Cr:GaAs. The contribution of the
deep levels is not only to recombination, but aiso to trapping. Their
total effect can either be of shortening or lengthening the free carrier
lifetime. If, for instance, one deep level initially traps holes, while
the other initially traps electrons, clearly the probability of recombina-
tion, and thus its rate, decreases. Or, as another example, if one im-
purity has a much higher trapping cross section for one type of carrier,
that carrier will not be available for recombination, and the carriers of
the other type might enjoy a longer lifetime (doping of a material with
such a center is sometimes called "Sensitization").

The problem of multiple recombination centers has been treated
under simplified conditions, which do not apply to our case. For small

modulation and steady state stimulation, Kalashnikov [49] concluded that
the excess carrier lifetime can be expressed by

LI N
== % - Vcoup (9.7.1)
where 75 is the Tifetime which would apply if only the jth center

existed, with Fermi level unchanged, and v represents the coupling

coup
between them.
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Unlike recombination centers, traps can lengthen the decay
time, unless the trapping time is longer than the recombination time.
[f the trapping time is shorter, then carriers will be trapped first.
Since the trapping levels and the recombination centers lie at different
locations in the crystal, trapped carriers must first be thermally re-
leased to the appropriate bands before reaching the recombination center.
The new decay times can be estimated from steady state considerations to

be [62]

Tgn = (1 + nt/n)“rn (9.7.2)

(1 +pi/p)t (9.7.3)

Tdp P

where p and n are the free carrier densities, Pe and n, are the densities

of trapped carriers, and T, and Tp are the free carrier lifetimes. If

the traps are in thermal contact with the bands,

Nen Ec “En
n, = nlg—) exp(—pF—) (9.7.4)
C
N, Eyp ~ Ey
Py = PGE) exo(—R+—) (9.7.5)
v

where N N and N, are the densities of the traps which are in thermal con-

t tp

tact with the conduction and the valence bands, respectively, and Etn

and Etp are their energies. Nc and Nv are the effective densities of
states, and EC and EV are the energies of the conduction and valence band,
respectively.

From the energy level diagram of Figure 9.2.2b, where shallow levels

in Cr:GaAs are shown, it 15 seen that at room temperature kT >> (EC 'Etn)’
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(E, - E ). Using the values of N_and N as given in (9.3. 6) and
tp v C v
(9.3.7), and using Ntn " 10]6cm~3 and th " 3)(10]6 (from Figures 9.2.1
and 9.2.2b) we find
n N
= e 0,02 (9.7.6)
C
and
p N
-t = 2~ 0,003 (9.7.7)
P v
Consequently Tan = Ty and po ~ Tp, even if the trapping time is shorter

than the recombination time. If the recombination time is shorter, as
might be the case in the Cr:GaAs, then trap-controlled decay will start
long after most of the excess carrier density has already decayed in the

manner of a trap-free material.

9.8 Excess Carrier Lifetime in Cr:GaAs: Bulk Calculations and Steady
State Measurements

In Section 8.4, we saw that the photoconductivity of Cr:GaAs, fol-

I

Towing carrier excitation by an optical picosecond pulse of wavelength )
51003? decayed to its 1/e peak value in about 67 psec. In this section
we compare our experimental photocarrier decay time with the electron
Tifetime in Cr:GaAs, calculated by the formulas developed in Section 9.6
and measured under continuous illumination with longer wavelengths.

i) Calculation of the carrier lifetime by the recombination center

formalism
Immediately after the picosecond pulse illumination, the electron

and hole densities are equal. Since the conductive electrons are about
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twenty times more mobile than holes (see Section 9.4), they carry the
major part of the photocurrent until their density decays to about one
twentieth of the holes' density. Therefore, if Tp < T the observed
photocurrent transient is the result of the electron density decay, and
the experimental results should be compared to Ty Moreover, since it
will be shown that the calculated 1ifetimes are much longer than the ob-

served 67 psec decay time, it is enough to compare it to T, even if

Under the conditions of our experiment, the electron 1ifetime in
Cr:GaAs due to recombination through the Cr center was shown in Section

9.6 to be given by (9.6.36), i.e.,

1.15
ST A (9.8.1)
n On"nNt

In (9.8.1) Un is the electron capture cross section, v is the thermal
velocity given by /§FT7E:'a 4.5 x107 cm/sec at room temperature, and Nt
is the recombination center density.

Assume first the Cr jevel near the center of the energy gap
(Figure 9.2.2). In both n~- and p-type Cr:GaAs, the electron cross sec-

tion is v 3 x]0'17cn? [39]. If we assume a Cr concentration of 1017cm'3

Cr

_— 8 nsec, which is much longer than the 67

(see Section 9.3), then T
psec photoconductive decay time observed by us.

If (9.8.1) is assumed valid, several explanations are possible to
accommodate the inconsistency with the observation: a) The cross sec-
tion is higher, (b) the trap concentration is higher, (c) other impurity

levels assist in shortening the carrier lifetime, (d)other recombination

channels, rather than through recombination centers are active. We are
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not in a position to judge the nominal values of the cross section.
The same is true with regard to the %trap concentration. If the mass
spectroscopy analysis (see Section 9.2) is reliable, then 101 cm"3 is
above the average Cr concentration reported (see Figure 9.2.1). It
is possible, though, that other impurity levels assist in the recom-
bination process, such as the level associated with oxygen which lies
near the center of the gap (see Figure 9.2.2), This Tevel cannot be
jgnored in explaining photoelectronic properties of Cr:GaAs, as pointed
out in Section 9.3.

The electron capture cross section of the oxygen impurity level
is expected to be large, as the dopant is a donor and mostly ionized
(see Figure 9.2.2). Lang and Logan [42] measured this cross section in

LPE n-type Cr:GaAs to be oy = 2 X ]O“Wﬁcm3. Using this number and

Ny = 107em™3 4n (9.6.28) we find Tg = 5.4 pnsec. Here, too, the uncer-
tainty in S, and Nt makes this estimate rough. However, some support
to this value of T, is given by lifetime measurements performed on high
resistivity unintentionally doped n-type Cr:GaAs which gave
5 ns < T, < 0.2 us [50c,51]. 1t is common to identify deep levels in
this material as associated with oxygen (see footnote in Section 9.2).
Since the electron lifetime due to recombination through centers
is not shorter than a few nanoseconds, the contribution of the radiative
band to band recombination should also be considered. The electron
Tifetime due to that process alone is Top = 3 nsec [52].
If we assume the three recombination processes to be uncoupled

from each other (see Section 9.7), then we can roughly estimate the
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electron lifetime by

1 1 1 .

(9.8.2)
Tn,tot Thb T T

which, for the values found in this section, gives T tot = 1.6 nsec.

i1) Steady state measurements

Under steady state conditions, the carrier lifetime in Cr:GaAs has
been calculated from data acquired by measuring the photoconductivity
and photomagnetoelectric effects. A carrier lifetime measured under
these conditions is generally not expected to be equal to the photocar-
rier decay time following a S~-function excitation. At steady state, the
density of the ionized traps depends on the excitation level, while
immediately after &-function illumination, the state of the traps is
essentially the same as in thermal equilibrium. At very high injection
levels, such that Pasle > Nt’no’ the densities of the excess electrons
and holes are almost equal to each other. Then, the steady state electron
lifetime (9.6.26) is reduced to (9.6.36), which is also the electron
1iretime under the conditions of our experiment. Hence, we may compare
the photocarrier lifetime observed by us to that reported by Li and
Huang [53], who have measured the steady state electron Tifetime at very
high injection levels to be 250 psec. At Tower injection levels, the
Tifetime is longer [53]. The photoexcitation in this experiment was ob-

tained by a high intensity tungsten light source.

To conclude, in this section we have seen that recombination

through deep flaws cannot, by itself, explain the ultrafast photoconduc-
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tive decay of Cr:GaAs as observed by us. This ultrashort decay time
seems also to disagree with lifetime measurements under continuous il-
lumination with wavelengths Tonger than GYOOR, the wavelength used in
our experiment. In the following chapters, a model which considers
both surface and bulk recombination will be shown to resolve this dis-

agreement.

9.9 The Surface Effect on the Measured Photocarrier Lifetime--An

Analysis

In our experiment, laser light with wavelength X = 61002 is ab-
sorbed in Cr:GaAs within a layer as shallow as ~0.23 um from the surface
[54]. As a result, the surface strongly affects the carrier lifetime
[59,60]. The allowed energy bands for electrons and holes in semicon-
ductors are calculated under the assumption of an infinite perfect lat-
tice. Imperfections in this ideal structure change this picture. The
surface is such an imperfection. Tamm [55] showed that when the Kronig-
Penney periodic square-well potential is terminated on one side by a
surface potential barrier, there would be discrete allowed levels lying
in the forbidden energy gap, corresponding to wave functions Tocalized
near the surface. These levels were later studied by Shockley [56], who
showed that there would be one surface state for each surface atom, and
additional states which arise from impurities and structure defects.

Let the direction normal to the surface be denoted by x, then the

carrier flux toward the surface is given by Dp gg-FﬁP holes and D, gn-for

electrons, where D is the diffusion coefficient and p and n are the hole

and electron densities, respectively. In equilibrium, the carrier flux is
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where J is the particle flux, g is the generation rate (in cm'3-sec ),
T 1S the carrier lifetime, and p and n are the hole and electron densi-
ties, respectively. We assume here that ﬁhe carvier 1ifetimes T, and Tp
are independent of the carrier density (see discussion following

(9.6.29)). The particle flux is given hy

> > -+
Jp = -Dp Vp + pppE (9.9.4)
> > >
Jn = mDn n - nunE (9.9.5)

The first term in each of these equations is the diffusion current, while
the second is the drift current. The constant D is the diffusion coef-
ficient. When phonon scattering is dominant, the mean free path of the
particle is velocity independent, and it can be shown [57b] that the dif-

fusion coefficients are given by

D = n . D = -J.?——-—-—- (9.9-6)

which are called the Einstein relations., By substituting (9.9.4) and

(9.9.5) in (9.9.2) and (9.9.3), the continuity equations become

b 72 Lo+ p0T) + gt - (B- Poy .
D,VP = (E-Wp #pVeE) + g = (- 5 = oF (9.9.7)
p po
> n
D Won + u (E-VntnVeE) +g' -(Ao o 2y = 0 (9.9.8)
n n n 't 1 at
n no

in which the subscript "o" designates thermal equilibrium, g; = gy~ 9y
and 9% = 9 "% (go = no/'rnO = po/rpo). The field E in (919.7) and

(9.9.8) is the sum of the applied and the internal fields
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>

E = Eint + Eapp (9.9.9)

>

-> >
Since V+E = p/e and Eapp is uniform, we have

VeE, . =2 (pon + N5 - N) (9.9.10)
int g P d ™ "a T
There is no general analytical solution to these equations. A

solution does exist, though, in the case of charge neutrality, i.e.,
n(x) = p(x). It is not immediately obvious that this assumption is valid

for our Cr:GaAs samples. Consider, for instance, the Debye length
Ly = /Dejo (9.9.11)

which is a characteristic distance within which charge neutrality might be
violated. For D = 10 cmz/sec, e = 12 €4 and f=1/0 = 1O8Q-cm, the Debye
length is ~300 um, which is on the order of the Cr:GaAs wafer thickness used
in our experiment. Equivalently, we may calculate the dielectric relaxa-
tion time

= gfo (9.9.12)

which is a characteristic time within which any deviation from charge
neutrality is ironed out. For the same parameter values as above, we find
Ty = 11 me, i.e., much longer than the 67 ps photocarrier decay time ob-
served by us (see Section 8.4). Consequently, in general, charge neutrality
cannot be assumed in our Cr:GaAs samples. However, the situation is differ-
ent in our experiment in which excess carriers are generated near the
surface in a layer on the order of magnitude of the radiation absorption

length, a‘]. In this layer the dielectric relaxation time and the Debye
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length are shorter than in the bulk, as long as the photoconductivity
has not decayed. After the picosecond pulse illumination, the conduc-

tivity near the surface can be written as

—t/"cC

o= ey n e (9.9.13)

where Neo is the electron density immediately after illumination, and T,
is the photocarrier 1ifetime. Substituting (9.9.13) in (9.9.12) gives

t/t

£ c
T, = ———8 (9.9.14)
d ey ng,

Using Wy = 3000 cmZ/V-sec and Neo = 1O]6cm'3, which is a typical initial
carrier density in our experiment, the dielectric relaxation time is found

to be

vy = 0.2 et psec (9.9.15)

or, equivalently, the Debye length will be given by

t/2t

LD =~ 15 e € nm (9.9.16)

For a time period of tm = 5 T, 350 psec after the picosecond pulse ex-
citation, and within a layer of thickness u'] = 0,23 um from the surface,
the inequalities T4 << tm and LD << u'1 hold, and we may use the charge
neutrality assumption. This approximation will be checked later for con-
sistency with the solution of the continuity equation.

We now apply the charge neutrality approximation to the continuity
equations (9.9.7) and (9.9.8). Using, as previously, o and Py for the

electron and hole thermal equilibrium densities, and Ny and Pe for the

excess carrier densities, we substitute in these equations,
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n==n0-+ne and p= po+-pe. Then, after some straightforward manipulations,
the two continuity equations are merged into a single one, called the

ambipolar diffusion equation:

* 2 *Z 2z ' pe - ape
DV mWE e g (9.9.17)
where
+ +p +
D* = (nDp)SﬂDB - (nO pO Zpe)DnDp (9.9 ]8)
n p :
no T (ngtng )b+ (potey )0,

is the ambipolar diffusion coefficient, and

e ﬁno—Po)unu (ng=py) wm

+
nu, + pu

p | (9.9.19)
(ng#nluy + (pg#pg)uy

H

P

is the ambipolar mobility. The excess carrier lifetime t is defined by

R~

e _Po"Pe Py My*Ng Ny (9.9.20)

T T T
"o po n Tho

where the subscript "o" designates thermal equilibrium. Since we assume
Ng * Pg» We may use p, as the unknown variable without loss of generality.
Note that in spite of the charge neutrality assumption, we do not neglect
the internal electric field which is built in the material as a result

of unbalanced charge distributions. On the contrary, this field is
responsible for the ambipolar diffusion, as it prevents a large separa-

tion of the positive and negative charge distributions, thus forcing them

to move together.

In our experiment, we measured the conductivity of a Cr:GaAs

sample which was determined by the total carrier density rather than by
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its exact spatial distribution. The applied electric field was paral-
lel to the sample surface and was typicaily about 3000 V/cm. The
electrode spacing was 100 um, which implied an electron transit time of
about 1 nsec and hole transit time of about 18 nsec. Since the photo-
carriers decayed within ~67 psec, we may assume that the applied field
did not significantly affect the total density of excess carriers.
Consequently, we will treat the transport problem as one dimensional,
i.e., if x is the direction normal to the surface, (9.9.17) becomes

2

x 0 o _ % 9 Vo
D 8x2 Pe M Ein X Pe tg

k*]

P
ot

€
T

(9.9.21)

Under the experimental injection levels P> Mg >> NysP, SO that the

ambipolar diffusion coefficient (9.9.18) can be approximated by

2DnD

L NI

D* =~ 540 (9.9.22)
n-p

and the ambipolar mobility by

n_-p W

R T = (9.9.23)
Pe Hpt Hp

Since Pa >> NysPyo the ambipolar mobility is very small and it is pos-
sible to simplify equation (9.9.21) by neglecting its drift term as

compared to the diffusion term. To justify this step, assume first

op
that 5%9-= 0, g' =0, and E = 0; then (9.9.21) becomes
2
Py Py
7 C 0 (9.9.24)
X
50 that p
A (9.9.25)

Pe
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- p

where LD = yD*t is the diffusion length. Assume now —5%—= 0, g' =0,
D* = 0, then

op p

e e

5{..4-?.5;_ 0 (9.9.26)
or

py v e X/HET (9.9.27)

Comparing (9.9.25) to (9.9.27) shows that as long as u*Et << vD*t or

[E] << 'H_L__' ST (9.9.28)

holds, we may neglect the effect of the electric field on the excess car-
rier distribution. Referring to our experiment, if the x-direction is
normal to the surface, then the electric field in (9.9.28) is mostly due
to the internal field. Therefore, we will show that (9.9.28) is satis-

fied by the internal field.

6

To estimate the ambipolar mobility we take {n0~p0[ = 100cm™3 (see

Section 9.3), p._ = 10'0cm™3

eo
then from (9.9.23)

, u = 3000 enZ/V-sec, and by = 167 en?/V-sec,

¥ = 1.6 x 107 8cm?/v- sec (9.9.29)
From the Einstein relations (9.9.6), Dn = 78 cmz/sec and Dp = 4.3 cm2/sec,
so that

D* = 8.2 cin’/sec (9.9.30)

Using (9.9.28), (9.9.30), and T = 300 psec (see next section) as the bulk

recombination time, the right-hand side of (9.9.28) is



-184-

x*
I%;} %;»= 1x10'3 V/em (9.9.31)

To estimate the internal field, so as to compare it with (9.9.31), we
use the fact that no net current flows normal to the surface because
there is not an external electric field in this direction. As a result

the electron flux is equal to the hole flux, so that from equation (9.9.4)

and (9.9.5)

p
) = + oF. (9.9.32)

0=e(d _=-J )= we(Dp-D o

PX  “nx n

where 0 is the conductivity. Solving for Ein and using the Einstein re-

: . S T
lations (9.9.6) and o = eunpe(l +b), we find

E. = - KL
in e

- =1 1 3
T ps A Pe (9.9.33)

U‘!U‘

' - 0
To get an estimate of Ein’ we assume p,=p, @ “x, where for X = 6100A

4

in Cr:GaAs o = 4.35x10%m™" [54] so that for the mobility ratio b=18

we obtain
[ 1= 1 x 10% v/en (9.9.34)

Comparing (9.9.34) with (9.9.31) we see that the strong inequality of
(9.9.28) holds, and as a result we may neglect the drift term in (9.9.21).
The transport equation now becomes

2 p

)
* 9 -
D 8x2 Pe tyg :

(9.9.35)

It will be solved in the following section. However, first we would Tike
to evaluate the charge neutrality assumption which has led to this ambi-

polar diffusion equation.
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Earlier in this section, it was stated that the charge neutrality
assumption would not be used in calculating the internal electric field,
since then its divergence would vanish [see {9.9.10)]. To evaluate the
charge neutrality assumption we will calculate the departure from this
neutrality which is required to set up the internal field. From

Poisson's equation and (9.9.33) we have

p_-n 2
3 - - e e_ kTb-123"
X Cin = Ple e —g—= - nbtp 2 Pe (9.9.36)
or
n n. (b~1 2
Pe el ngi ;é+ )1 5D g (9.9.37)
Pe PP gyt  ®

where LDi is the intrinsic Debye length given by

kTe ( )
L.. = 9.9.38
Di e2 ni

Since Ne = Pg >> N P, » equation (9.9.37) can be approximated by

2

n. -1 3

2 i 1
= L R e p
l D1 Pe * pe sz €

o

(9.9.39)

(o

To evaluate (9.9.39), Po is found from the ambipolar diffusion equation.
P ~-n

1f, as a result, we find that £ €

<< 1, then the charge neutrality

e
assumption and the internal electric field are consistent. To get an

estimate of (9.9.39), we calculate it at t=0, i.e., when Pe = peoe'ux.

At that time (9.9.39) is given by

,p wn n. i _
| e e} = Al 1 b -] (9.9.40)
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In GaAs, at room temperature ny = 2.3)(106cm~3, so that for pe0==1016cm'3
as in our experiment, (9.9.40) is calculated to be
p,-n -
e el . 351072 & (9.9.41)
Pe
Therefore, in a layer of about a“] = (.23 um
p_.-n
€ € 1 (9.9.42)
Pe

so that in this lTayer charge neutrality is a good assumption.

To summarize this section, we have shown that the ambipolar diffu-
sion equation in the form of (9.9.35) can be used to describe the tem-
poral and spatial evolution of the photocarrier density involved in our
experiment. To derive that equation, we applied the charge neutrality
approximation to the electron and hole continuity equations. This was

after we had shown that it was applicable within the Tight absorption depth

a"], and during a time period of about five times the photocarrier decay

time, Teo following the picosecond pulse excitation. In the next sec-

tion, the solution of the transport equation will be given and the surface

effect on our experimental results will be concluded.

9.10 The Surface Effect on the Measured Photocarrier Lifetime--Conclusion

In the previous section we derived the transport equation which de-
scribes the excess carrier evolution inour Cr:GaAs sample following pico-
second pulse excitation. In this section the solution of this equation

will be given and the surface effect on the observed photocarrier lifetime
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of Cr:GaAs will be determined. It will be shown that surface recombina-
tion can explain the seeming disagreement between our experimental

results and steady state measurements (see Section 9.8).

The transport equation (9.9.35) can be written as

2 p
Q_p _:D*....a_z_.p
oX

e , -0X
e -t g f(t)e (9.10.1)

where we take a time and space dependent generation function

ax, which accounts for the absorption of the radiation in the

g f(tle
Cr:GaAs sample, and for the temporal profile of the illumination. The

boundary conditions of the solution are

a) De(Ost) =<5 5% Pa 0
X:
b) Pel=st) =0
c) p(x,0) =0 (9.10.2)

where s is the surface recombination velocity introduced in Section 9.9.

A general solution of (9.10.1) is [58]
t

p(x:t) = g [ F(t-8) 6(x,0) e T do (9.10.3)
0
where
‘ 2
b(x,0) = e7X /40"l bR o X
2 2/5%3
* X _ S /] % X
+ ey (e ¢ ] T ape s AT Al

(9.10.4)

and
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S 0%t D* Py
¢*(t) = a‘(m W(OL *t) - g—_—aﬁ}- W(S t/D*) (9.10.]0)
As expected from (9.10.9) at t=0, ¢* = ¢§ax =o', The temporal beha-

vior of the normalized function a¢*(t) following a 6-function excitation
is plotted in Figure 9.10.2 for various values of surface recombination
velocity. The ambipolar diffusion coefficient D* is calculated from
(9.9.22) and Einstein's relations (9.9.6) to be 8.2 cmz/sec (o*(t) is
insensitive to the exact value of D*).

Referring to each curve in Figure 9.10.2, we find the appropriate
bulk carrier lifetime t. which,together with the respective surface re-
combination velocity s, yields the measured photoconductive decay time
Te = 67 psec (see Section 8.4). These pairs of s and T are tabulated
in Table 1.

Table 1

The surface recombination velocity, s, and bulk carrier
lifetime, v, which yield a photoconductive decay time of
To = (67 £5) psec

s {cm/sec) T (psec)
1x10° 78 £ 6
2.5x10° 94 + 7
5x10° 119 + 9
1x16° 163 + 12
5 x 10° 375 + 24

© 464 + 35
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We estimate the surface recombination velocity of our Cr:GaAs
samples to be s > 1x 1O6cm/sec [60]. Accordingly, the bulk lifetime
in our samples is > 160 psec. MNotice that even if s = », the bulk
lifetime is short: tv = 460 psec. These values of T agree well with
the carrier lifetime measured with CW illumination near the absorption

edge (see Section 9.8).

9.11 Conclusion

In Chapter 7 an experiment was described in which the photocon-
ductive impulse response of Cr:GaAs has been studied by irradiating
the material with a continuous train of picosecond pulses. The photon
energy was 2.03 eV, well above the GaAs absorption edge. In Chapter 8
the experimental results were shown to be reliable and the Cr:GaAs
photoconductive decay time was deduced to be 675 psec.

In this chapter, it has been shown that contrary to interpreta-
tions given by previous authors [4], the chromium recombination centers
in Cr:GaAs cannot, by themselves, be responsible for the observed short
excess carrier lifetime. Instead, a model has been introduced in which
both bulk and surface recombination processes are considered. This
model explains the ultrafast photocarrier decay in Cr:GaAs,observed by
us and by others [3,4], following a picosecond pulse excitation of
photocarriers near the surface. It agrees well with the carrier life-
time calculated from the Shockley-Read model and measured with CW radia-

tion near the absorption edge.
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