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Abstract

The capability to accurately model the long-term frequency of occurrence of high
and low ozone concentrations in the urban and regional atmosphere is developed. A full
year of hourly ozone concentration predictions is generated throughout Southern
California using a photochemical airshed model driven by automated assimilation of
routine meteorological observations. Statistical measures of airshed model performance
for the full year are comparable to results achieved by episodic models for 2-3 days of
simulation that are driven by data from expensive special field measurement programs.

The effect of alternative emission control strategies on the long-term frequency
distribution of daily peak ozone concentrations in Southern California is determined.
Ozone isopleth diagrams are constructed in terms of the number of days per year that the
current U.S. Federal 8 h average and former 1 h average ozone standards will be
exceeded at all feasible combinations of air basin-wide reactive organic gases and oxides
of nitrogen emissions. It is found that the frequency of violation of the former 1 h average
ozone standard set at 0.12 ppm ozone could be reduced to approximately 25 days per year
through stringent emissions controls under 1987 meteorological conditions. No practical
way is evident to even come close to meeting the new 8 h average standard set at 0.08
ppm ozone. It is shown that the days with the highest historically observed ozone
concentrations are not necessarily the hardest days to bring below the air quality standard.

Use of synthetic meteorological data is explored as an efficient means to meet the

input data requirements of airshed models that must operate over long periods of tine. A



v

semi-Markov process is used to generate a time series of synoptic weather conditions that
statistically resembles the occurrence and persistence of historically observed weather.
Local weather variables then are drawn for each day that are representative of the
meteorological potential for ozone formation. These values are used as the initial
conditions for a prognostic mesoscale meteorological model that generates the
meteorological fields needed by a photochemical airshed model. The procedure produces
daily peak 8 h average ozone concentration predictions that compare well with historical

observations.
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Chapter 1 Introduction

1.1 Introduction to the urban ozone problem

Ozone is a molecule containing three oxygen atoms which is formed by chemical
reactions in the atmosphere involving reactive organic gases (ROG), nitrogen oxides
(NOy), and sunlight (Haagen-Smit, 1952). The main source of NOy emissions to the
atmosphere is fossil fuel combustion while ROG are emitted from a wide variety of
anthropogenic and biogenic sources involving motor vehicle exhaust, solvent and
gasoline evaporation, industrial processes and vegetation (National Research Council,
1991). The primary route of ozone formation in urban atmospheres is a chain reaction
involving the photolysis of nitrogen dioxide which produces singlet oxygen, the reaction
of singlet oxygen with molecular oxygen to form ozone, and the reaction of nitric oxide

with ozone to form nitrogen dioxide which completes the chain.

k,
N02 +hv—>NO+0 (11)
ko
O+02 +M-—)O3 +M (12)
k3
NO +O3—)N02 +02 (13)

If ozone concentrations are placed in approximate steady state, then the above photolysis
cycle yields ozone concentrations that depend on solar radiation intensity and on the ratio

of NO2 to NO.

[ ]zkl[NOZ]
> ks[NO] (1.4)



Additional reactions involving organic gases (RH) and radical species act to
further convert NO to NO2 in the atmosphere without consuming ozone. Thereby the
NO27 to NO ratio increases which results in increasing ozone production.

RH+OH'+02 —>R02 -+H20 (1‘5)

RO, -+NO — NO, + RO (1.6)
RO-+0, — R'CHO + HO, - (1.7)
HO, - +NO — NO, + OH- (1.8)

A
RO - — Products (1.9)
RO- = Products (1.10)
R'CHO + OH. — RO, -+CO + H,0 (L11)

The ultimate sinks for ozone are destruction by chemical reaction, deposition to the
earth’s surface, or photolysis.

Ozone is a trace species in the atmosphere. If the entire atmospheric ozone
volume were collapsed to a pressure of one atmosphere, it would only form a 3 mm thick
layer (National Research Council, 1991). The downward mixing of stratospheric air was
originally thought to be the dominant source of ozone in the remote troposphere (Junge,
1962). If that were the case, maximum ozone concentrations in the remote troposphere
should occur in the spring since exchange between the stratosphere and troposphere is
most effective at this time of year (Danielsen, 1968; Mahlman and Moxim, 1978).
However, rural areas near anthropogenic sources of ozone precursors show a broad

maximum in the seasonal variation of ozone concentrations which continues into the



summer. Average surface-level ozone concentrations have increased by 1 to 2% annually
over the past 30 years in Europe (Logan, 1985; Janach, 1989) and transport from
anthropogenic sources in North America appears to play a major role (Parrish ez al.,
1993). Satellite data show a general increase in ozone concentrations over the temperate
latitudes of the Northern Hemisphere and in large areas of the Southern Hemisphere
downwind of widespread biomass burning (Watson et al., 1990; Fishman ez al., 1991).
Increases in background ozone concentrations would alter the chemical composition of
the troposphere by increasing the oxidizing capacity of the atmosphere.

In urban areas such as Los Angeles and the Northeastern United States, ozone

concentrations produced by reaction between anthropogenic ROG and NOx can exceed

200 ppb over short time periods, roughly a factor of five above global background levels.
Since the formation of high ozone concentrations requires energy from sunlight, and
inversion layers that trap ozone precursors and ozone, meteorology plays a large role in
the ultimate concentrations of ozone formed. In particular, the peak hourly values of
ozone measured in a given year depend on the meteorological conditions of that year.
This makes measuring the effectiveness of a control program difficult because the
potential for ozone formation varies depending on the year. Several recent studies have
attempted to adjust for the effect of changing meteorology from year to year in order to
determine that part of the trend in ozone concentrations that is due to changes in
precursor emissions (Chock et al., 1982; Kumar and Chock, 1984; Davidson, 1986, 1993;
Kuntasal and Chang, 1987). The general consensus is that the basin-wide ozone peak in

the South Coast Air Basin (SoOCAB) that surrounds Los Angeles has moved eastward over



time and that the number of Stage I episode days (maximum hourly ozone concentration

greater than or equal to 200 ppb) has decreased over time.

1.1.1 Detrimental effects of ozone

Exposure to ozone for 6 to 7 h at relatively low concentrations (i.e., 80-120 ppb)
has been found to significantly reduce lung function in normal, healthy people during
periods of moderate exercise. Symptoms may include chest pain, coughing, nausea, and
pulmonary congestion (Lippmann, 1989; Beckett, 1991). Repeated exposure to ozone
over a period of years can cause permanent lung damage and accelerated aging of the
lungs. The annual value of the health benefits that would accrue if the Federal ambient air
quality standard for ozone was attained in the Los Angeles area alone has been estimated
to be $2.7 billion per year (Hall et al., 1992). Ozone also damages trees, crops, and
materials (Skarby and Sellden, 1984). Ozone is estimated to cause several billion dollars

of agricultural crop yield losses each year in the United States alone (Heck e al., 1982).

1.1.2 Air quality standards

The Federal government has established standards for atmospheric pollutants. In
the Clean Air Act Amendments of 1970, Congress specified that National Ambient Air
Quality Standards (NAAQS) would be set. Over the subsequent years, such standards
have been established for six criteria air pollutants: ozone, nitrogen oxides, sulfur
dioxide, carbon monoxide, lead, and particulate matter. Two types of NAAQS exist.

Primary standards are designed to protect public health. Secondary standards protect



public welfare, including protection against damage to vegetation, materials, and
visibility. Until 1997, the primary and secondary NAAQS for ozone were set at a limit of
120 ppb for a maximum daily 1 h average, not to be exceeded more than once per year
over a three year averaging period. Federal legislation also required states to submit a
specific plan that described the methods that would be used to reach and maintain
concentrations below the NAAQS for each criteria pollutant. These plans are known as
State Implementation Plans (SIP) and were initially required to be submitted by the States
in 1972. Under those plans, compliance with NAAQS was to be attained by 1977. In
1977 Congress amended the attainment schedule to extend it until 31 December 1987.
However, by 1990 the air in approximately 100 locations in the U.S. with a combined
population of over 100 million people still exceeded the NAAQS for ozone.

In 1990 Congress again extended the Clean Air Act, and again pushed back the
date by which air quality standards for ozone must be met. The South Coast Air Basin
(SoCAB) of California that surrounds the Los Angeles area is the only area classified as
an extreme ozone standard non-attainment area (1987-1989 design value of 330 ppb;
design value is the fourth highest 1 h average ozone concentration observed over 3 years).
Areas that have ozone concentrations significantly above the ozone air quality standard
must reduce emissions rapidly enough to achieve a 15% reduction in ROG emissions by
1996 and an average reduction of 3% ROG per year thereafter until attainment of the 1 h
ozone standard of 120 ppb. Major NOy sources must reduce emissions at the same rate
required for major ROG sources unless the EPA finds that there is no benefit from further

NOj control.



The national ambient air quality standard for ozone in the United States was
revised in 1997 to require that the 3 year moving average of the fourth highest 8 h average
Os concentration of the year not exceed 0.08 ppm O3 (Federal Register, 40 CFR Part 50,
Vol. 62, No. 138). In those areas where O3 concentrations historically have exceeded
standards, the former requirement that the 1 h average O; concentration at each air
monitoring site not exceed 0.12 ppm O3z more than once per year when averaged over 3
years still applies as well. The U.S. Environmental Protection Agency also proposed but
did not actually adopt a long-term O3 exposure standard averaged over a growing season
designed to protect against damage to crops. The present national ambient air quality
standard for NO; in the United States is stated as 0.053 ppm not to be exceeded over an
annual averaging period. Given the progression toward setting air quality standards for
photochemically reactive air pollutants that apply over long averaging times or that are
based on events that occur over a greater number of days per year, the ability to
effectively design emission control strategies requires procedures for modeling the
response of O3 and NO; concentrations defined over averaging times longer than the 1 h
peaks that occur within a two or three day smog episode.

Development of photochemical airshed models that can calculate annual average
concentrations would also provide one step toward chemically reactive models for
secondary aerosol formation that can operate over annual time periods. The annual
average standard for fine particulate matter concentrations, rather than the daily standard,

is the binding constraint on airborne particle control requirements in most air basins.



1.1.3 Photochemical airshed models

Photochemical airshed models are large computer codes that solve the
atmospheric diffusion equation in the presence of the chemical reactions that lead to
ozone formation. These air quality models provide the preferred method for studying the
effects of proposed emissions control strategies directed at ozone abatement in advance of
their adoption.

Eulerian photochemical model development at Caltech has a long history. The
first model of this type was developed in the early 1970's (Reynolds et al., 1973, 1974,
Roth et al., 1974) and used to examine the effect of the 1977 EPA control plan for the
Los Angeles Basin based on the meteorological conditions of 29 September 1969
(Reynolds and Seinfeld, 1975). By the early 1980's a new comprehensive modeling
system (McRae er al., 1982b; McRae and Seinfeld, 1982) with an updated chemical
mechanism (Falls and Seinfeld, 1978; Falls et al.,, 1979) and improved input data
generation (Goodin et al., 1979, 1980) was used to model air quality over the period 26—
28 June 1974. The chemistry of nitrogen-containing air pollutants was extended to
include more gaseous species, additional nighttime reactions, and a thermodynamic
equilibrium treatment of ammonium nitrate aerosol production (Russell et al., 1988a).
This version of the model and its associated 30 August 1982 — 1 September 1982 model
performance evaluation data set were used to study the control of nitrogen-containing
pollutants (Russell et al., 1988b), the spatial patterns in pollutant responses to emission

reductions (Milford er al., 1989), the effect of alternate fuel use in motor vehicles



(Russell e al., 1990; McNair et al., 1992b), and modeling and control of the deposition
of nitrogen-containing air pollutants (Russell e? al., 1993).

A more current version of the CIT airshed model (Harley et al., 1992b, 1993) uses
a revised dry deposition module (Russell et al., 1993) and an extended version of the |
LCC chemical mechanism (Lurmann, Carter, and Coyner, 1987). The LCC chemical
mechanism includes 8 lumped organic species classes: C4+ alkanes, ethene, C3+ alkenes,
monoalkyl benzenes, di- and trialkyl benzenes, formaldehyde, C2+ aldehydes, and
ketones. The mechanism has been extended to explicitly include the chemistry of
methane, methanol, ethanol, methyl tert-butyl ether (MTBE), isoprene, hydrogen
peroxide, and sulfur dioxide. This extended chemical mechanism contains 35 differential

species, 10 steady-state species, and 107 chemical reactions.

1.1.4 Control strategy modeling

Careful selection of appropriate emission control strategies for ozone abatement
benefits from the integration of air quality models with economic models. The problem of
minimizing the cost of air pollution control can be formulated as a mathematical
programming problem (Trijonis, 1974):
Select X that minimizes C[ X ] subject to

QIE(F,t,X),M(%,1),P]1<§ (111)

where the emissions for n primary pollutants, Ej, i = 1, n, are functions of space, T, time,

t, and control measures, X. The meteorology, M, is also a function of space and time.

The air pollutant concentrations for k primary and secondary pollutants, Qj, i =1, k, are a



function of the emissions, meteorology, and chemical reaction parameters, P. The
emissions must be controlled such that the pollutant concentrations, Q , are held below
the applicable air quality standards, s. Since the number of space and time points
typically involved in air quality models is quite large, a single number is frequently
sought that can more compactly characterize the air quality. S(_)me examples include the
yearly second highest 1 h average ozone concentration, the mean of the 30 highest 1 h
average ozone concentrations, the yearly mean, and the numbers of hours per year that
ozone concentrations exceed the NAAQS at a specific location.

Air quality descriptors are stochastic variables because the meteorology contains
random fluctuations. Thus, Q is in fact a probability distribution calculated from E, P, and
the probability distribution associated with M. Within the range of alternative emissions
levels where the constraint that the air quality meets the standards has been satisfied, the

goal is to minimize the total cost, C, of the control measures, xj, 1 =1, j.
One method for displaying the relationship between NOyx emissions, ROG

emissions, and atmospheric O3 concentrations is through an isopleth diagram (Haagen-
Smitt and Fox, 1954; Milford et al., 1989) in which the peak O3 concentrations for a
single day are plotted along lines of constant O3 concentration that are a function of the
combinations of ROG and NOy emissions into the air basin of interest. Trijonis (1974)
formulated a method for identifying the least cost approach to control of photochemical
smog in Los Angeles that combined O3 isopleth diagrams with a control cost-emission
level relationship developed using a linear programming model. Trijonis (1974) used a

highly empirical emission level-air quality relationship that specified the number of days
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per year that the standards for O3 and NO, are exceeded in Los Angeles County at any
given level of basin-wide ROG and NOx emissions based on organization of historically
observed data on O3, ROG, and NOy concentrations in the atmosphere. This set of
observed empirical relationships between historical ROG and NOyx emissions and the
resulting O3 air quality was organized in the form of an Oj; isopleth diagram labeled
according to the number of days per year that air quality standards would be exceeded at

various levels of ROG and NO4 emissions. The ROG and NOx emission levels that

would provide a feasible solution to the O3 control problem then can be determined by
inspection from this diagram. Curves showing the least-cost combination of emission
controls needed to reach any specified level of ROG and NOx emissions then can be
overlaid on that O3 isopleth diagram. The least cost solution to the O3 control problem is
the point where the control cost curves first touch the»feasible air quality region where the
O3 and NO; air quality standards are both satisfied.

Trijonis’ Oz control strategy optimization approach provides a very interesting
formulation of the problem that has never been pursued using chemically explicit ozone
models because it would require a model for predicting the long-term frequency of
occurrence of the daily ozone peaks at all levels of ROG and NOy control. Such a model
has heretofore been considered to be beyond present technical capabilities due to the great
many days that would have to be analyzed at many different levels of ROG and NOx

emissions.
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1.2 Motivation and Objectives

The objectives of this research are threefold: (1) to develop the capability to
accurately model the long-term frequency of occurrence of high and low ozone
concentrations in the urban and regional atmosphere, (2) to link that capability to control
strategy performance analyses like those proposed by Trijonis (1974) that require
calculation of the effect that emissions controls would have on the long-term frequency
distribution of atmospheric ozone concentrations and (3) to explore the possibility that
synthetic meteorological data could be used to speed the generation of the massive
quantities of airshed model input data required by the long-term modeling process.

Traditionally, photochemical air quality models have been applied to analyze
intense smog episodes of two to three days duration. The motivation for seeking to
examine longer modeling periods is twofold. First, health effects research now shows that
ozone affects public health over long periods of time, not just during a few 1 h peak
events (Rombout et al., 1986; Lioy and Dyba, 1989). As a result of these findings, the
form of the health-based ozone air quality standard in the United States was changed in
1997 to address a longer averaging time as well as a greater number of days per year. The
new standard is based on the three year moving average of the fourth highest daily 8 h
average ozone concentration that occurs each year. Models are needed that can be used to
develop information on the frequency of occurrence of ozone concentrations above
various target levels and for long averaging times in order to predict the frequency of
exposure of the public to O3 concentrations above the level of the new air quality

standards.
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Second, long-term modeling methods are needed to study how emission controls
can be deliberately designed to reduce ozone concentrations defined over averaging times
longer than the 1 h peaks that occur within a two or three day smog episode. The new O3
air quality standard is directed at controlling a point on the long-term frequency
distribution of O3 concentration events that is far removed from the extreme represented
by the highest 1 h average O3 concentration observed each year. As a result, a potentially
large number of O3 events in each three year period now need to be analyzed when
calculating the effect of proposed future emissions controls on compliance with the new
Oj; air quality standards. It is highly likely that the spatial distribution of non-compliance
areas and the response to controls will be very different for ozone standards defined over
longer averaging times than for control programs directed at a few extreme events as has
been the case in the past.

The ability to perform massive numbers of airshed model calculations would
permit more thorough exploration of the likely effect of candidate emission control
programs in advance of their adoption, and assist in the identification of the most cost-
effective control programs. Despite many laws and cumulative abatement expenses
exceeding $300 billion ($20 billion annually), numerous areas of the United States have
not yet attained compliance with Federal air quality standards for ozone. A careful study
of available control strategies is necessary not only to determine how to meet air quality
standards, but also how to do so while spending the least amount of money. Prior studies
have estimated that identification of the least costly sequence of control equipment can

lead to attainment of an air quality standard at less than half the cost of applying the best
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available control equipment to the largest sources first (Cass and McRae, 1981). As
explained earlier, methods exist for the cost optimization of O; control strategies
(Trijonis, 1974) that have never been used in conjunction with state-of-the-art
photochemical airshed models because the computations would require an ability to
predict how the frequency distribution of long-term O3 concentrations would shift in
response to emission controls. The purpose of the second objective stated above is to
close this gap by determining how to best generate O3 isopleth diagrams stated in terms of
the number of days per year above specified levels as a function of all possible levels of
ROG and NOy control while using state-of-the-art photochemical airshed models to
perform the analyses.

Traditionally, deterministic modeling of long-term ozone concentrations has
involved not only large amounts of computer resources, but also huge amounts of time
and effort to gather and prepare the input data needed for such calculations. For instance,
while the research described in this thesis has reduced the amount of computer time
needed for photochemical airshed model calculations to the equivalent of 3.5 min per day
of simulation (see chapter 3 for details), the calculations that describe the 3 day August
1987 episode of the Southern California Air Quality Study (SCAQS) required over 6
months of effort just to set up the input data (Harley et al., 1993). Clearly, even if
sufficient computer resources are available that would support calculations over long
periods of time, those calculations are blocked until the input data can be generated more
efficiently. Thus, the third objective of this research is to determine if the effort required

to generate the meteorological fields required by photochemical airshed models based on
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deterministic methods might be reduced greatly by turning to probabilistic methods based
on the use of synthetic meteorology. The concept of synthetic meteorology is to draw
inputs to the airshed model from the probability distribution of meteorological variables
rather than directly from the records of specific historical days. Suppose that the
atmospheric system can be defined in terms of the joint probability distribution of the
system variable fields—temperature, wind, mixing height, solar radiation, humidity, and
emissions. Then the input data for the large numbers of events that need to be modeled in
order to reproduce the expected frequency distribution of high and low ozone
concentrations at various emissions levels over long periods of time might be drawn
quickly from the joint distribution of meteorological characteristics.

In the course of this thesis research, the long-term distribution of high and low
ozone concentrations will be used to gain insights into the air pollution control situation
in Southern California. The effect of emission controls on the frequency distribution of
days exceeding the Federal 1 h ozone concentration standard and the new Federal 8 h O3
standard in Southern California will be determined. This development provides key
information that would permit the O3 control strategy optimization problem of Trijonis
(1974) to be worked for the first time in Southern California using models that feature an

explicit description of atmospheric chemistry.
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1.3 Approach

The input data sets needed to drive photochemical airshed models over long
periods of time can be developed by two different methods. The first is the automated
generation of meteorological fields directly from the historical observations for each day
examined. The second is the generation of synthetic meteoro_logy representative of the
long-term distribution of events in an airshed. Each of these approaches will be
investigated in turn.

In chapter 2, a model evaluation study is conducted to assess the accuracy and
speed- with which the distribution of O3 and NO; concentrations throughout the year can
be computed using a deterministic photochemical airshed model for O3 formation driven
by objective analysis of measured meteorological parameters. This study sets a baseline
against which the performance of models driven by synthetic meteorological data sets can
be compared. Previous research involving photochemical airshed models (e.g., Russell ez
al., 1988ab; Harley et al., 1993ab, Chico er al., 1993) has generally utilized
meteorological fields that have been painstakingly created for a few days with great care
paid to human evaluation of the data. It is simply not feasible to develop hand-crafted
meteorological inputs for use in a photochemical airshed model over the thousands of
hours of simulation in a year. It is necessary to develop procedures that automate the
generation of the required meteorological input fields, including hourly fields for winds,
mixing depth, cloud cover, solar radiation, relative humidity, and temperature. The

performance of a photochemical airshed model applied to the Southern California area
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over a full year when driven by a fully automated procedure for generating meteorological
input data is examined in detail in chapter 2.

Photochemical airshed models are the preferred tools for use in evaluation of the
effect of proposed emissions control strategy changes in advance of their adoption. Thus,
important measures of model performance include not just how well the model can
reproduce historically observed O; concentrations, but also how faithfully it can be
expected to respond to changed emissions inputs. In chapter 3, an analysis is conducted to
examine the sensitivity of the predicted O3 concentration response to changes in ROG and
NOy emissions as a function of the way that the inflows of ROG and NO, across the
boundaries of the modeling region are represented. It is found that O3 control strategy
performance predictions are so sensitive to the way in which boundary values are
specified that it would be wise to greatly expand the boundaries of the modeling region
traditionally used in Southern California in order to place the boundaries far over the
ocean and the desert at locations where relatively clean air can be represented as entering
the modeling region. As a result of this analysis, an expanded Southern California
modeling region is used in chapters 2, 4, and 5 of this thesis, with calculations performed
over an area stretching nearly from Mexico on the south to north of Point Conception,
and from the Pacific Ocean west of Point Conception to the desert east of the San Jacinto
Mountains.

In chapter 4, the emission control strategy modeling approach of chapter 3 is
combined with the deterministic long-term O3 modeling procedures developed in chapter

2. The objective is to develop methods for representing the way that the long-term
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frequency distribution of high and low O; concentrations can be expected to shift in
response to emissions controls. From this work, O3 isopleth diagrams are generated that
depict the number of days per year with O3 concentrations above specified levels as a
function of all possible combinations of ROG and NOy control. Example calculations are
worked for the case of O3 control in Southern California. This analysis in turn paves the
way for the O3 control strategy optimization techniques developed by Trijonis (1974) to
be applied using state-of-the-art mechanistic airshed models to generate the necessary
data that describe the emissions / air quality relationship for Os. This analysis also yields
important insights into the extent of the ozone air quality improvement that is possible in
the Los Angeles area given historically observed meteorological conditions. The effect
that the switch from 1 h to 8 h averaging times will have on the magnitude of the O3 air
quality standard compliance problem in Southern California will be analyzed.

In chapter 5, generation of synthetic meteorological data is explored as an
alternative method for creation of the huge meteorological input data sets that are
required by models that calculate the effect of pollutant emissions on the long-term
frequency distribution of regional O3 concentrations. Stochastic models have been used
extensively in the past to generate synthetic data for use in hydrological models (Thomas
and Fiering, 1963; Fiering, 1967; Jackson, 1975). Generally the spatial nature of the
problem is simplified so that time series analysis methods can be used (Box and Jenkins,
1976). A good example of this kind of analysis is provided by Jensen (1976) where

synthetic streamflows were used to evaluate the operation of dams on the Colorado River.
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In the case of air pollution modeling, three-dimensional meteorological data fields
must be generated that describe winds, temperatures, inversion base heights, relative
humidity, and solar radiation intensity. In this work, that process is begun by classifying
the frequency of occurrence of the major synoptic weather patterns in the location of
interest as a function of the time of year. Synoptic climatology seeks to explain the local
climate in terms of large-scale atmospheric circulation (Barry and Perry, 1973) and
provides a basis for statistically classifying the frequency of occurrence of major weather
patterns as a function of time of year. Once the weather patterns for a geographic area
have been classified in this manner, the process of generating synthetic meteorological
data for use in an air quality model is begun by using a random number generator to draw
a synoptic weather class appropriate to the intended place and time of year. Then
progressive draws of key weather variables from the probability distributions of such
parameters within that synoptic weather class proceeds until enough meteorological
parameters have been drawn to initialize an advanced prognostic meteorological model.
The prognostic meteorological model driven by the stochastically selected inputs and by
local terrain data then proceeds to create the detailed meteorological fields required by the
photochemical air quality model. The distributions of O3 concentration predictions
provided by the air quality model when driven by synthetic meteorological data then are
compared to the historically observed distributions of O3 concentrations. Comparisons are
made between the model performance characteristics obtained when the modeling
process is conducted using historically observed versus synthetically generated

meteorological data sets.
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Finally, the results of this research are summarized in chapter 6 and opportunities

for further research are identified.
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Chapter 2 Modeling the long-term frequency distribution of

regional ozone concentrations

2.1 Introduction

The newly established national ambient air quality standard for ozone in the
United States requires that the fourth highest 8 h average O; concentration each year,
averaged over three years, not exceed 0.08 ppm O3 (Federal Register, 40 CFR Part 50,
Vol. 62, No. 138). In those areas where O3 concentrations historically have exceeded
standards, the former requirement that the fourth highest 1 h average O3 concentration in
three years at each air monitoring site not exceed 0.12 ppm Os still applies. In regions of
the U.S. where the standards are exceeded, standard violations often occur on many days
per year. While air quality modeling efforts directed at evaluating the likely effect of
proposed emission controls usually are focused on understanding the single day with the
highest observed O3 concentration, the actual need is to evaluate and adopt emissions
controls that will bring all days of the year below the intended O3 concentration limit.
Since it is not at all obvious a priori that the day with the highest observed Os is the
hardest event to control, methods are needed that can model the shift in the entire
frequency distribution of high and low O3 concentration events throughout the year that

will occur in response to emission controls. Indeed, the new O3 standard is stated as a

Reference: Winner D.A. and Cass G.R. (1998) Modeling the long-term frequency

distribution of regional ozone concentrations. Atmospheric Environment, in press.
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statistical expectation over a 3 yr period with a fairly large number of days allowed above
the 0.08 ppm limit before the standard has been exceeded. This again suggests that an
ability to model the long-term frequency distribution of hourly O3 concentrations would
be desirable.

Recently, serious consideration also has been given to alternate forms of the U.S.
national ambient air quality standard for O3 such that compliance would be judged over
even longer averaging times. The U.S. Environmental Protection Agency proposed but
did not actually adopt a long-term O; exposure standard designed to protect against
damage to crops stated in terms of the summation of all hourly O3 concentrations that are
greater than or equal to 0.06 ppm O3 over a growing season (SUMO06). The present
national ambient air quality standard for NO, in the United States is already stated as
0.053 ppm not to be exceeded over an annual averaging period. Procedures for modeling
very long periods of time are needed to study how emission controls can be deliberately
designed to reduce O3 and NO, concentrations defined over averaging times longer than
the 1 h peaks that occur within a 2-3 day smog episode.

Further, annual average standards exist that limit particulate matter
concentrations. In many locations, including Southern California as well as the
northeastern U.S., approximately half of the fine particle concentrations (particle diameter
< 2.5 pm) arise from gas-to-particle conversion products, including sulfates, nitrates, and
secondary organic aerosol (e.g., Gray et al., 1986). Photochemical airshed models for
secondary aerosol formation are needed to study such problems (e.g., Russell et al.,

1988ab; Binkowski and Shankar, 1995). In order to study compliance with annual
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average particulate air quality standards, methods are needed to model very long periods
of record.

The present chapter is the first of a series that describes methods for efficiently
modeling emissions—air quality relationships that govern O3, NO,, and particulate matter
concentrations over very long periods of time (e.g., years and longer). Previous work by
Tesche and McNally (1991a) sets the stage for this effort by their demonstration of a
photochemical airshed model simulation of 30 days duration in which performance
comparable to short episodic modeling was achieved. In this chapter, a baseline model
evaluation study is conducted to assess the accuracy and speed with which the
distribution of O3 and NO; concentrations throughout the year can be computed using a
deterministic photochemical airshed model for O3 formation driven by objective analysis
of measured meteorological parameters. A key aspect of this work involves the use of
procedures that automate the generation of the meteorological fields needed by such
models, including hourly fields for winds, mixing depth, cloud cover, solar radiation,
relative humidity, and temperature. In most cases in the past (e.g., Russell ez al., 1988;
Harley et al., 1993ab, Chico et al., 1993), meteorological fields have been painstakingly
created for a few days at a time with great care paid to human evaluation of data from
vertical temperature soundings, for example. Hand-crafted meteorological inputs are
simply not feasible for use over the thousands of hours of simulation in a year. Several
general questions arise about the feasibility of simulating the long-term distribution of
high and low Os concentrations. How well will a photochemical airshed model perform

over a full year when driven by a fully automated procedure for generating meteorological
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input data? How well can such a long-term model reproduce proposed compliance
measures such as the fourth highest 8 h average O3 concentration of the year? The present
analysis based on objective interpolation of meteorological observations further serves as
a baseline against which other approaches such as the long-term use of prognostic
meteorological models (Seaman et al., 1995; Lyons et al., 1995; Lu and Turco, 1995) or
the use of stochastic meteorological simulations can be compared. Methods developed
here will be illustrated by application to the air quality situation that exists in Southern

California.

2.2 Description of model

2.2.1 CIT photochemical airshed model

Eulerian photochemical airshed models have been developed to study the
formation, fate, and control of urban and regional O3, NO,, and particulate matter. These
models are based on a mathematical description of pollutant emissions, transport,
chemistry, and dry deposition (for surveys see Seinfeld, 1988; Seigneur, 1995). With a
model that successfully simulates atmospheric transport and chemical reaction, the effect
of reduced emissions of oxides of nitrogen (NOx) and/or volatile organic compounds
(VOC) can be examined.

The CIT photochemical airshed model (Harley et al., 1993ab) is used for
execution of the Os formation calculations in the present study. This Eulerian
photochemical model numerically solves the atmospheric diffusion equation (Lamb and

Seinfeld, 1973; McRae et al., 1982)
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where ¢; is the ensemble mean concentration of species i, Giis the mean wind velocity at
location X at time t, K is the eddy diffusivity tensor (assumed to be diagonal), R; is the
chemical reaction rate of species i which depends on the pollutant species c;...c, and on
the temperature T, and Q; is the elevated source emission rate of species i at location X at
time t.

A no-flux boundary condition is applied at the top of the modeling region. The
boundary condition at the earth’s surface requires that the upward flux of each chemical

species equals the ground-level emissions minus the dry deposition flux:

ac. .
-K —Ll=E.-vic.
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where K, is the vertical eddy diffusivity, E; is the ground-level emission flux of species i,

(2.2)

and Vig is the deposition velocity for species i.

The version of the CIT airshed model used here employs a revised dry deposition
module based on surface resistance values (Russell e al., 1993) and an extended version
of the LCC chemical mechanism (Lurmann et al., 1987). The LCC chemical mechanism
represents organic gas emissions through 8 lumped organic species classes: C4+ alkanes,
ethene, C3+ alkenes, monoalkyl benzenes, di- and trialkyl benzenes, formaldehyde, C2+
aldehydes, and ketones. The LCC mechanism has been extended by Harley ez al
(1993ab) to explicitly include the chemistry of methane, methanol, ethanol, methyl tert-

butyl ether (MTBE), isoprene, hydrogen peroxide, and sulfur dioxide. This extended
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mechanism contains 35 differential species, 10 steady-state species, and 107 chemical

reactions.

2.2.2 Model performance evaluation using SCAQS data

The CIT model has been tested extensively using experimental data from the
August 1987 episode of the Southern California Air Quality Study (SCAQS; Harley et
al., 1993ab). When supplied with the best estimates of pollutant emissions in the Los
Angeles area for the August SCAQS episode, the model predicts O3 concentrations that
display +1% normalized bias and an average station peak prediction accuracy of -7%.
While the O3 peak predicted at the time and location of the maximum observed O3
concentration on 28 August 1987 is 33% below the observed value, the peak Oj;
concentration unpaired in space is only 13% below the observed peak. The predictions for

O3 precursors show a normalized bias of +22% for total NO, and -12% for reactive

hydrocarbons during the August SCAQS episode.

The CIT model also has been used to simulate the 24-25 June 1987 SCAQS
episode (McNair et al., 1996). The statistics for model performance for O3 are similar to
the August episode with the exception of an improved prediction accuracy for the basin-

wide maximum (-3%). The predictions for total NO, show a normalized bias of +30%.
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2.3 Modeling the long-term frequency distribution of ozone concentrations

2.3.1 Deterministic modeling of the inputs to long-term ozone calculations

The input data sets needed to drive photochemical airshed models over long |
periods of time can be developed by several different methods. The first approach, which
is used in this chapter, employs the automated generation of meteorological fields directly
from the historical observations for each day exanﬁned. A second approach, which will
be examined in chapter 5, involves the generation of synthetic meteorological data that
statistically resembles the long-term distribution of events in an airshed without seeking
to reproduce the exact meteorological conditions of specific historical days. To set a
baseline for evaluation of the characteristics of synthetic meteorological data sets, a long-
term deterministic model simulation will be constructed first. The necessary input data
will be assembled to execute the CIT model for each day over the period of a year using
Southern California as the test area. The major issues that arise when organizing such a
calculation involve the meteorological and emissions inventory inputs to the model. The
year 1987 is chosen for examination because extensive research already has been done to
improve the emissions inventory for that period based on respeciation of key source
emission profiles plus assimilation of data from special studies of vehicle emissions
within highway tunnels (Ingalls ez al., 1989; Harley et al., 1992). The year 1987 also is of
continuing importance because it contains the base year meteorological conditions that
are used for O3 air quality modeling and control strategy evaluation under the newly

proposed 1997 implementation plan for photochemical smog control in the South Coast



27

Air Basin (SoCAB) that surrounds Los Angeles (South Coast Air Quality Management

District, 1996).

2.3.2 Meteorology

Photochemical airshed modeling studies require input data that describe surface
meteorology as well as winds aloft, solar radiation levels, and mixing depths. A
description of the methods used to automate the construction of these meteorological

fields follows.

2.3.2.1 Temperature and humidity

The approach used to generate the temperature and water vapor concentration

fields required by the model is direct interpolation of observations. The weighted

interpolation scheme used is a second-degree polynomial fitting procedure with an r-2
distance weighting scheme (Goodin et al., 1979). Investigations by Kumar and Russell
(1996) conclude that in areas with a dense meteorological measurement network,
diagnostic meteorological fields generated by the method of Goodin et al. are superior to
meteorological fields generated by current prognostic models. Interpolation barriers
prevent interpolation through mountain ranges. The large number of surface
meteorological stations in or near California’s SOCAB are shown in Figure 2.1a. All of
these stations report temperature, humidity, wind speed, and wind direction. Data at all of
these sites were obtained from the National Climatic Data Center (NCDC), South Coast

Air Quality Management District (SCAQMD), California Irrigation Management
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Information System (CIMIS), Remote Automatic Weather Stations (RAWS) system, and
California Air Resources Board (CARB) for the entire year 1987. The temperature and
humidity fields were constructed by automating the interpolation procedure just described
over a grid system of 5 km by 5 km cells spanning the modeling region shown in Figure

2.1.

2.3.2.2 Wind fields

The horizontal wind fields at each of 5 vertical levels are required as inputs to the
airshed model. The 5 vertical layers in the model extend from 0-38.5 m, 38.5-154 m,
154-308 m, 308-671 m, and 671-1100 m above ground-level. Previous analysis of
predicted peak concentrations of CO, O3, and NO; as a function of the number of layers
in the model shows that the incremental change in concentration predictions is large when
vertical resolution is increased from 3 to 5 layers, but small when increased from 5 layers
to 10 or 25 layers (McRae et al., 1992). Use of 5 layers achieves accuracy while
conserving computing time. Objective analysis is used to generate the surface-level
horizontal wind fields. Inverse distance squared weighting is applied on the x- and y-
components of the observations, with barriers used to prevent interpolation through
mountain ranges. The dense network of surface measurement sites used is shown in
Figure 2.1a. There are six sites within the domain of Figure 2.1a at which vertical
soundings of the winds aloft are taken several times daily: LMU (0500 and 1100 h PST);
San Diego (0400, 1600); Vandenberg AFB (0400, 1600, occasionally 1000); Pt. Mugu

(0400, 1000, 1600; soundings not taken at each time every day); San Nicolas Island
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(0400, 1000, 1600; soundings not taken at each time every day); and Edwards AFB
(various times, soundings not taken every day). These sites are spaced widely throughout
the modeling region: four locations along the coast from the northern to the southern edge
of the modeling region, one site on an offshore island in the middle of the Pacific Ocean
portion of the modeling region, and one site in the desert at the north edge of the
modeling region. An objective analysis program (Goodin et al., 1980) is used to generate
a 3-D wind field for each hour based on wind measurements up to 1500 m above ground
level combined with the surface-level horizontal winds and mixing depths. A smoothing
procedure is applied to reduce the divergence of the wind field. The vertical winds are

computed from continuity considerations by the objective analysis program.

2.3.2.3 Solar radiation

Solar radiation data affect the model in several ways. Total solar radiation is an
important parameter in determining the stability parameters (Pasquill-Gifford stability
class, Monin-Obukhov length) used to calculate turbulent diffusion coefficients. The
incident ultraviolet radiation is used to scale the photolysis rates of photochemical
reactions. It is especially important to account for the effect of clouds on the photolysis
rate of NO,.

In the model, the total solar radiation flux is first computed as a function of the
solar zenith angle while assuming clear sky conditions (McRae et al., 1982). These clear
sky values next are scaled as a function of location in the airshed according to actual

measurements of solar radiation and cloud cover. Direct measurements of solar radiation,
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available at CELA and CIMIS sites, are combined with cloud cover data that are available
at most airports and military bases. The cloud cover measurements are first correlated
with direct solar radiation measurements according to the procedure of Holtslag and
Ulden (1983) to produce estimated solar radiation values at the cloud cover data sites.

2 weighting procedure to produce a

These values then are interpolated spatially using an r°
scaling factor field that is used to correct the clear sky solar radiation values as a function
of position throughout the modeling region.

Routine measurements of ultraviolet radiation are taken only at one site (Central
Los Angeles), and there are large amounts of missing data in the first half of 1987.
Special measurements of ultraviolet radiation were taken in the second half of 1987 at
four sites (Central Los Angeles, Long Beach, Claremont, and Rubidoux) as a part of the
SCAQS experiments that are thought to be of much higher quality. Using the SCAQS
special study data and routine total solar radiation measurements, a regression line was
determined that relates ultraviolet radiation to the total solar radiation measurements.
This expression is used to estimate ultraviolet radiation levels from the routine total solar
rédiation measurements at sites with total solar radiation monitors. These ultraviolet
radiation estimates which include the effects of cloud cover are used to produce an
ultraviolet scaling factor field via an 1?2 weighted spatial interpolation scheme. The

scaling factor field is then applied to correct the hourly clear sky ultraviolet radiation

fields produced by the model.
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2.3.2.4 Mixing depths

Hourly mixing depths are calculated from the interpolated surface-level air
temperature field plus the air temperature versus altitude data taken from upper air
soundings at the 6 locations cited previously. Typical summer conditions in Southern
California during the day result in well-defined inversion layers_ atop neutral and unstable
layers near the surface. Typical summer conditions during the night produce slightly
stable to neutral conditions near ground-level in urban areas with ground-based inversions
in rural areas. Normal monitoring activities in Southern California provide upper air
soundings typically 2-3 times per day at six sites. Since none of these sites are in the
inland portion of the SOCAB near the eastern edge of the modeling region, a method must
be adopted for estimating changes in mixing depths in the inland portions of the air basin
during the course of the day. The method used in the present study for predicting mixing
depth fields as a function of time and space at inland portions of the SoCAB is to
determine the height at which the adiabatic lapse rates calculated from the local surface
temperature field intersect the vertical temperature profile measured that morning near the
coast according to Holzworth’s (1967) method. This method tends to slightly overpredict
the mixing depths in the inland portions of the SOCAB but has been found to be more
accurate than the use of a prognostic meteorological model for this purpose (Cassmassi
and Durkee, 1991). Figure 2.2 shows the inversion base heights predicted by this method
compared to special measurements made as a part of the SCAQS study that are not a part
of the routine set of soundings used to generate the mixing depth predictions Comparison

of predicted versus observed mixing depths shows an average bias of 39.0 m.
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Figure 2.2 Inversion base height above ground level [m]. Comparison of
predicted values from routine meteorological data via the Holzworth method
to observed values generated from special soundings taken during the Southern
California Air Quality Study.
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2.3.3 Boundary conditions

Historically measured pollutant concentrations are used to specify the hourly
boundary conditions that are supplied to the model. Figure 2.1b shows the network of
stations which routinely measure O3, NO, and NO,. Additionally, on a typical day there
are 18 sites routinely reporting total hydrocarbons (THC) or non-methane hydrocarbons
(NMHC), 40 sites reporting SO,, and 30 sites reporting CO data. Surface-level boundary
conditions are specified by hourly interpolation of measurements made near the
boundaries of the modeling region as described by Winner et al. (1995; this thesis chapter
3). In order to best estimate NMHC concentrations in remote areas near the boundaries of
the modeling region, monthly average data that were collected in other years at four
additional sites also are used along with the 1987 measurements (Anacapa Island,
Barstow, Lancaster, and Palm Springs). Twelve of the hydrocarbon monitoring stations
measure only THC. For those sites, NMHC is estimated from the THC data according to
the procedure of Harley et al. (1993a).

The upwind boundaries of the air quality modeling region customarily used for
photochemical airshed modeling in the Los Angeles area are located about 30-40 km
west of West Los Angeles over the Catalina Channel and the Santa Barbara Channel areas
of the near-coastal Pacific Ocean (Russell et al., 1988; Chico et al., 1993; Harley et al.,
1993ab; McNair et al., 1996). Compelling evidence exists that the air over the ocean to
the west of Los Angeles (generally thought of as “upwind”) is contaminated with
anthropogenic air pollutants from continental sources at concentrations much higher than

the cleaner air found over the mid-Pacific Ocean (Winner et al., 1995). In order to
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minimize the effect of boundary conditions on O; concentration predictions in the
SoCAB, the modeling region has been greatly increased in size as recommended by
Winner et al. (1995) to cover the area shown in Figure 2.1. The western boundary of the
modeling region now extends beyond the western boundary of the continent at Point
Conception, CA. This places the western, inflow boundary of the modeling region in an
area of lower pollutant concentrations than was used in previous modeling studies of the
SoCAB. This larger modeling region contains a larger fraction of the emission sources
that produce regional O3 concentrations than in the past.

Measurements of NMHC concentrations are available at two sites on the western
edge of the continent near Point Conception (Jalama Beach, Point Arguello). These
values are used to set the inflow NMHC boundary conditions for the modeling region.
Measurements at these sites are not taken every day; on average data are available at one
or both of these sites every 3 days during the time period 6 am to 9 am local time. Hourly
values are established by interpolation between the available measurements. The lower
NMHC value measured at these two sites also is utilized at the southwest corner of the
modeling region. This value has a mean of 27.4 ppbC with a standard deviation of 20.9
ppbC. The surface-level NMHC boundary values along the entire western edge of the
modeling region are established by interpolation between the Point Conception area data
and the value at the southwest corner of the modeling region. The surface-level NMHC
values along the southern edge are established by interpolation between the southwest

corner and data in the San Diego area. Surface-level boundary conditions for pollutants
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other than NMHC are as described by Winner et al. (1995), except that CO
concentrations along the western and southern boundaries also are lowered to 120 ppb.
Boundary conditions for pollutant concentrations in model levels above the
ground level are set using historically measured values as described in Table 2 of Winner
et al. (1995) except that the inflow NMHC and CO concentrations along the western and
southern boundaries of the modeling region are reduced to reflect the fact that these
boundaries have been pushed far out over the ocean. Measured pollutant concentrations
over the Pacific Ocean along the western boundary of the SOCAB have been reviewed by
Main et al. (1990, 1991). For inflow of clean air under prevailing westerly wind flow far
from the Los Angeles coastline, Main et al. (1990) recommend inflow boundary
conditions of 10-30 ppbC of NMHC and 3040 ppb of Os;. New upper-level inflow
boundary conditions to the model along the western and southern edges of the modeling
region are set to the higher end of this range at 30 ppbC NMHC, 40 ppb O3, and 120 ppb
CO. Each ppbC of NMHC is speciated as 0.095 ppbv ALKA, 0.017 ppbv ETHE, 0.018
ppbv ALKE, 0.015 ppbv TOLU, and 0.016 ppbv AROM as specified by Harley et al.
(1993a; Table IV) based on detailed analysis of organic gas data collected upwind of Los

Angeles during the 1987 SCAQS experiments.

2.3.4 Initial conditions
Initial conditions used to begin the model simulation are based on interpolation of
pollutant concentration measurements made at the air monitoring sites shown in Figure

2.1b. The model is initiated using data from 27 December 1986 which includes 69 sites
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reporting Os, 46 sites reporting NO and NO,, 18 sites reporting NMHC or THC, 40 sites
reporting SO;, and 29 sites reporting CO. NMHC concentrations are calculated and
supplemented as was described above when discussing the boundary conditions.

Five days (27-31 December 1986) are simulated as “spin up” days in order to
completely flush the initial conditions out of the modeling region. After the first day of
simulation, every successive day uses the final, predicted concentrations from the

previous day to initialize the simulation.

2.3.5 Emissions inventory

Preparation of the emissions inventory for this study begins with the 1987
emission inventory developed for the SOCAB and adjacent areas (Los Angeles, Orange,
Riverside, San Bernardino, and Ventura counties) by CARB. Measurements made in the
Van Nuys highway tunnel during the 1987 SCAQS experiments indicate that the official
CARB emission inventory for 1987 understates the hot stabilized exhaust hydrocarbon
and CO emissions from light-duty motor vehicles by about a factor of<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>