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ABSTRACT 

In this report, we show, following a second order expansion in the pressure 

amplitude, analytical expressions for the amplitude, and the conditions for 

existence and stability of limit cycles for pressure oscillations in combustion 

chambers. Two techniques are used. The first technique is an asymptotic­

perturbation technique where the asymptotic oscillatory behavior is sought by 

expanding the asymptotic solution in a measure of the amplitude of the wave, 

mainly the amplitude of the fundamental. The second technique is a 

perturbation-averaging technique ·where an approximate solution is sought by 

applying a perturbation method followed by an expansion of the solution in the 

normal modes of the acoustic field in the chamber. It is shown, to third order in 

the amplitude of the wave, that both techniques yield the same results regarding 

the amplitude and the conditions for existence and stability of the limit cycle. 

However. ~·rhile the first technique can be extended to higher orders in the pres­

sure amplitude, the second technique suffers serious difficulties. The advantage 

of the second technique is in its ability to handle easily a large number of 

modes. 

A stable limit cycle seems to be unique. The conditions for existence and 

stability are found to be dependent only on the linear parameters. The nonlinear 

parameter affects only the vrave amplitude. In very special cases, the initial con­

ditions can change the stability of the limit cycle. The imaginary parts of the 

line2.r responses, to pressure oscillations, of the different processes in the 

chamber play an important role in the stability of the limit cycle. They et.lso 

afiect the direction of fiow of energy among modes. In the absence of the ima­

ginary parts. m order for an infinitesimet.l perturbation in the t!ow· to reach 3. 
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finite amplitude. the lowest mode must be unstable while the highest must be 

stable: thus energy fiows from the lowest mode to the highest one. The same 

case exists when the imaginary parts are non-zero, but in addition, the contrar:-' 

situation is possible. There are conditions under which an infinitesimal pertu::-­

bation may reach a finite amplitude if the lowest mode is stable while the 

highest is unstable. Thus energy can fl.ow ''backward" from the highest mode to 

the lowest one. It is also shown that the imaginary parts increase the final wave 

amplitude. 

Second, the triggering of pressure oscillations in solid propellant rockets is 

discussed. In order to explain the triggering of the oscillations to a non-trivial 

stable limit cycle, the treatment of two modes and the inclusion in the combus­

tion response of either a second order nonlinear velocity coupling or a third­

order nonlinear pressure coupling seem to be sufficient. Moreover, some 

mechanisms which are likely to be responsible for triggering are identified. 
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Chapter 1 

INTRODUCTION 

Oscillation of pressure in combustion chambers is a common, usually 

unwanted feature of most types of high-capacity combustion systems. The 

highly concentrated energy release by chemical reactions is responsive to flow 

disturbances, and the resulting combustion disturbances can, under certain 

conditions, amplify the original flow fluctuations. In combustion systems 

designed for steady state operation, such oscillations can be harmful to an 

extent ranging from a mild noise through causing vibration of doors and loose 

parts, up to the extreme when they cause a high-pressure combustion chamber 

to explode or a low-pressure one to implode. The major reason for studying 

combustion instability is to understand the mechanisms responsible for such 

unsteadiness, to know what control variables can be altered to reduce the harm­

ful effects without excessively increase the capital cost of the combustion sys­

tem or lowering the combustion efficiency. 

Three types of combustion instabilities have been shown experimentally and 

theoretically to occur. The first type is the combustion roaring where a "white" 

noise, with a whole spectrum of frequencies. takes place. The second type is the 

Helmholtz resonator oscillation which corresponds to the bulk oscillation of the 

gas in the chamber; its frequency range is usually 10 to 100 Hz. But the most 

troublesome instability, especially in high-energy combustors, involves oscilla­

tion of the flow near one of the natural acoustic frequencies of the chamber. 

The frequencies range from a few hundred Hertz to a few thousand. The reason 

for the importance of this kind of oscillations is the fact that the combustion 

processes tend to respond most sensitively in this range of frequencies. 
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Depending on the amplitude of the oscillations, two regimes of behavior may 

be distinguished: linear behavior for which the disturbances are infintesimal: 

and nonlinear behavior for which the oscillations are so strong that nonlinear 

effects become important. The linear or nonlinear behavior of oscillatory 

combustion depends fundamentally on the combustion processes. It is indeed 

the effects of the oscillations on these processes and, hence, on the combustion 

rate itself, that supplies to the. system an amount of energy sufficient to balance 

the energy absorbed by dissipative processes, thereby sustaining the oscilla­

tions. 

A quantitative understanding of the responsible combustion processes and of 

the damping processes is essential to explain correctly the instability 

phenomenon and to provide for improved control. Because of the complexity of 

the over-all combustion system, stability analysis lacks rigor of representation 

of the physical problems, but such analysis provides the necessary link between 

basic knowledge and combustion behavior. Theoretical studies of combustion 

instabilities usually require the solution of nonlinear partial differential equa­

tions governing the physical processes in the combustor. To solve these equa­

tions one usually treats first the linearized version of these equations and then 

attempts to solve the full equations. 

The linear acoustic instabilities correspond to small fluctuations in the fiow. 

The investigations in the area of linear instabilities are well advanced. However, 

the obvious shortcoming of the linear theories is their inability to predict 

observed behavior when the instability is in the nonlinear regime. Two impor­

tant problems usually arise: 

(a) What is the asymptotic oscillatory condition produced in the chamber in 

the case of linear instability? Clearly the oscillation cannot grow indefinitely but 

is actually limited by nonlinear effects. 
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(b) Is it possible, in the case of linear stability, that fluctuations above a cer­

tain amplitude may become amplified?. The corresponding phenomenon is 

called nonlinear instability, or triggering. 

Both problems are clearly nonlinear. This work is devoted to answering 

these two questions. Since we are dealing with nonlinear behavior, it is clear that 

a nonlinear analysis should be .used. To solve the nonlinear equations one has 

two choices: solve the equations numerically; or use an approximate analysis. 

The major advantages of using an approximate analysis are first, the very 

low cost of computing the asymptotic oscillatory condition, especially for three­

dimensional problems; and second, an approximate analysis will yield direct 

insight into the quantitative and qualitative influences of the different processes 

in the chamber. The major disadvantage is that, by definition, the method is 

approximate and therefore cannot represent accurately the various contribut­

ing processes. On the other hand, numerical analysis, while yielding in general a 

more accurate representation, costs much more and cannot explain easily 

either quantitatively or qualitatively the role of each process in the chamber in 

establishing the limit cycle. From the point of view of physical understanding of 

the nonlinear instabilities in combustion chambers. an analytical solution will 

yield a deeper insight than the numerical solution. The results of this work will 

show the point. 

Generally, to solve partial differential equations governing physical 

processes, we use a perturbation method taking advantage of a small parame­

ter. If the nonlinearity of the differential equation is not strong, the differential 

equation can be separated into linear and nonlinear parts. The nonlinear part is 

multiplied by a small parameter e and a series approximation method is used to 

find the solution. This perturbation method was first introduced by Poincare1. It 

has received much attention2·3·4 ·5 for the solution of nonlinear problems ·with 
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weak nonlinearity. The solution is sought in the following form 

y(x,t) = Yo(x) + e Yi( x, t) + e2 Y2( x, t) + e3 y3 ( x, t) +etc (1.1) 

where y0 is the steady state solution, y1 is the first order approximation ( linear 

problem), y2 and y5 are respectively the second and third order approximation 

(nonlinear problem). 

To find the asymptotic oscillatory behavior, two techniques in particular are 

commonly used. The first technique is to expand the asymptotic solution 

limit of y(x,t) when t-io 00 ) in powers of a measure of the amplitude of the 

asymptotic solution, while specifying the asymptotic behavior in time, harmonic 

for example. For asymptotic harmonic motion, the small parameter, or the per­

turbation parameter, can be chosen to be, for example, the amplitude of the 

fundamental. Then we equate the coefficients of like power in the amplitude. A 

form of this technique is used in Chapters 3 to 6. This technique will be referred 

to as the "asymptotic-perturbation technique." 

Recently, this technique has been applied to the problems of pressure oscilla­

tions in combustion chambers by, among others, Maslen and Moore6 and Zinn 7. 

However, the expansion which will be presented in this report is different from 

those reported in references 6 and 7 in many aspects shown in Chapter 3. The 

major difference is· the capability of our expansion to yield simple analytical 

results regarding the amplitude and the conditions for stability of the asymp­

totic solution. 

The second technique involves substituting in the differential equation the 

series (1.1) and retain terms to the desired order ( y2 for second order, etc ). 

The solution functions y2 , y3, etc. are then expanded in terms of the spatial nor­

mal functions of the linearized equation, the first order problem. Spacial 
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averaging. using Green's theorem ( Chapter 3, Section 3.6). is then applied to the 

differential equation. The partial differential equation is then reduced to an 

infinite system of second order ordinary differential equations for the time-

dependent parts. The asymptotic behavior is found by taking the limit of the 

time-dependent parts of the solution when t-) oo. This technique will be referred 

to as the "perturbation-averaging technique." 

Among others. Zinn and Powe118 and Lores and Zinn9 have used this tech­

nique to study the unsteady motion i?- liquid propellant rocket motors. They 

solved numerically a truncated part of the infinite set of second order ordinary 

nonlinear diffential equations for the time-dependent parts. Keller and Kogel­

man10 used the same technique of expansion in the normal modes to study a 

nonlinear partial differential equation, the Klein-Gordon 11 with a nonlinear 

term of the sort appearing in the the Van der Pol equations. To solve the set of 

second order ordinary nonlinear differential equations they used their two­

time 12 method. However, they, among others13·14. noticed that the the two­

time method is completely equivalent to the method of averaging. For low order 

approximations, it is often easier to apply the method of averaging. It was 

Culick15 who first applied the method of averaging to study the nonlinear 

behavior of acoustic waves in combustion chambers. 

The method of averaging was developed originally by Krylov and Bogo­

liubov1 6 and by Bogoliubov and Mitropolskii 1 7 for the purpose of providing 

approximate solutions to ordinary differential equations with small nonlinearity. 

More recently, this method has been applied to nonlinear partial differential 

equations in several contexts .. Benney18 and McGoldrick19 used it to treat the 

problem of water waves interaction. Montgomery and Tidman20 used the same 

technique to treat the problem of plasma waves, and Montgomery21 to solve the 

nonlinear Klein-Gordon equation 11 . The same technique has been used by many 
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investigators22·23·24 to solve the equations of nonlinear waves in solids. The 

analysis in Chapters· 6 and 7 are based on this technique. 

The most distinctive point between the " perturbation-averaging " technique 

and the " asymptotic-perturbation " technique, as will be shown in Chapter 2, is 

the treatment of high order approximations. In both techniques (perturbation­

averaging and asymptotic-perturbation ), our objective is to find the limiting 

amplitude of pressure oscillations in combustion chambers by solving the con­

servation equations of the flow field. 

The limiting of the growth of pressure oscillations in combustion chambers 

has long been the object of investigation, but the best available data have been 

obtained with systems using solid propellants. Experimental results25 with T­

Burners. a cylindrical chamber with center vent and with one or both ends ter­

minated with end-burning propellant grains, show the general behavior most 

clearly : the pressure oscillation grows initially in time but, after few cycles, it 

levels off toward a limiting value. Figure 1.1 is an idealized envelope of the pres­

sure history. From this figure, it is clear that the process is nonlinear. The final 

oscillatory condition is said to reach a limit cycle. 

In general, a limit cycle corresponds to a periodic solution to nonlinear auto­

nomous, i.e. no time-dependent coeffcients, systems. A limit cycle is indepen­

dent of the initial conditions but it may depend on their range. 

One classical example of the existence of limit cycles is the Van der Pol's 

oscillator26, when the damping is amplitude-dependent. Following this analogy, 

Culick27 introduced a theoretical interpretation of the limiting amplitude, of 

pressure oscillations in combustion chambers, by introducing a model of one 

nonlinear oscillator for which the nonlinear terms represent the wall losses and 

particle attenuation. But a detailed examination of the structure of the 
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waveform of a limit cycle, found experimantally25 , confirmed that the process is 

more compiicated. The waveform shows a distortion of the fundamental acoustic 

mode and involves generation of higher harmonics by different nonlinear 

processes, mainly the nonlinear gasdynamics of the flow. This is essentially the 

phenomenon responsible for the formation of shock waves in fluid flow. 

To explain the effect of the nonlinear gasdynamics on the formation of limit 

cycle, Culick15 presented an approximate analysis for the contribution of this 

kind of nonlinearity. By expanding the pressure field in the normal acoustic 

modes of the chamber, he showed that the nonlinear behavior could be 

represented by the equations for a system of nonlinear oscillators. Using refer­

ence 15 as a basis, Jensen and Beckstead28 examined the influence of the 

energy transfer among modes on the formation of limit cycles. They found that 

indeed the gasdynamics nonlinearity played a major role in establishing the 

limit cycle. As a means of checking the approximate analysis, Culick and 

Levine29 integrated numerically the conservation equations in rocket chambers, 

using the method of characteristics. They found that for small pressure distur­

bances the approximate analysis yielded satisfactory results. 

Interest in dealing with the limiting amplitude in qombustion chambers lies 

not only in interpreting some experimental data but in understanding the gen­

eral behavior of pressure oscillations in combustion chambers. In fact, the 

results which will be elaborated in this report are of general application and can 

be applied easily to any sort of combustion chambers (ramjet engines, solid and 

liquid propellant rocket, furnaces, etc.) . Here, we will apply the results to solid 

propellant rocket motors because of the availability of data. 

None of the references cited above provides satisfactory answers to the fol­

lowing questions: when does a limit cycle exist? what are the effects of the linear 

parameters on the existence, stability, and amplitude of the limit cycles? and 
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what are the effects of the nonlinear parameters? 

The aim of this work is to answer these questions by giving explicit analytical 

results, while limiting the discussion to a finite number of modes. 

In Chapter 2 we define the physical problem, the motivations of this work, 

and the objectives. In Section 2.2. we show some experimental results and 

numerical solutions, reported by other investigators. This constitutes the physi­

cal ground of the analysis in this work. Section 2.3 deals with the interpreta­

tions of these experimental results and numumerical solutions. This helps to 

define the scope of the analysis to be carried out. ln Section 2.4, we define the 

physical problem in mathematical terms where we emphasize the structure of 

the initial and boundary conditions. Section 2.5 deals with the analysis of linear 

stability of pressure oscillations in a one-dimensional model for a cylindrical 

solid propellant rocket motor. This helps define the physical. and geometrical 

properties of the chamber in mathematical terms. Finally, we state in Section 

2.6 the precise purpose of this work. 

In Chapter 3, we establish the groundwork for the expansion in the amplitude 

of the wave starting from simple examples. Section 3.2 deals with the expansion 

of the frequency in the amplitude of the oscillator in order to find the limiting 

amplitude, or limit cycle, for the solution of the well-known Van der Pol's equa­

tion. 

In Section 3.3 we present a method of expansion in two parameters. The pur­

pose is to show how the method can be expanded in many parameters. 

Having verified in Section 3;2 the usefulness of the expansion, in Sections 3.4 

and 3.5 we deal with the extension of the analysis to the solution of a nonlinear 

hyperbolic equation. The point is to demonstrate how the limiting amplitude 

may be found. 
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Chapter 3 ends with a discussion of the basis for an expansion of the solution 

of the nonlinear conservation equations in combustion chambers. The expan­

sion presented in Chapter 3 will be extended in Chapters 4 and 5 to find the lim­

iting amplitude for pressure oscillations in combustion chambers. 

In Chapter 4 we apply the expansion developed in Chapter 3 to the conserva­

tion equations in combustion chambers. We start by developing the conserva­

tion equations in dimensionless form followed by analysis of the linear problem, 

to determine the linear growth rates for different harmonics. The results of the 

linear analysis are then applied to a one-dimensional problem. After that, the 

nonlinear problem is treated. It is convenient to distinguish two classes of prob­

lems: the class of purely longitudinal modes for which the frequencies are 

integral multiples of the fundamental; and all other possibilities. For the second 

class, only a single mode is taken into account. The point is to show that the " 

asymptotic-perturbation "technique can be extended easiiy to third order in the 

pressure amplitude. The results are applied to a one-dimensional problem. The 

first class will be the subject of Chapter 5. 

In Section 4.6, we apply the perturbation-averaging technique, discussed in 

Chapter 3, to the conservation equations in combustio.n chambers. The analysis 

is carried only to second order in the pressure amplitude. Only the results for 

longitudinal modes are discussed in detail. 

In Chapter 5 we discuss the class of pure longitudinal modes. We will be 

show, by applying the " asymptotic-perturbation " technique presented in 

Chapter 3, how the limit cycle can be obtained. The conditions for existence of 

the limit cycles will be determined. The results will again be applied to a one­

dimensional problem. 
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The crucial point of whether such limit cycles physically exist, i.e. are stable, 

is treated in Section 5.7. 

For simplicity, the analysis in Section 5.7 will be restricted to the treatment 

of longitudinal modes, partly because that is the case treated in Section 5.5 and 

partly to simplify the calculations. However, the analysis can easily be applied to 

three-dimensional problems once the limit cycles are found. 

In section 5.7.2, the conservation equations are linearized around the limit 

cycles which are found using the asymptotic-perturbation technique. A system 

of two linear partial differential equations is obtained. Application of Green's 

theorem yields a parametric linear system of ordinary differential equations for 

the time-dependent parts. The method of averaging will then yield a linear sys­

tem with constant coefficients. When the expansion of the pressure in the acous­

tic modes is limited to two modes and to second order in the pressure ampli­

tude, explicit analytical results fo:r the conditions for stability of the limit cycles 

are obtained. The particular case when the imaginary parts of the linear 

responses of the different processes in the chamber vanish is carried to comple­

tion. 

Section 5.7.3 deals with the results for the stability of the limit cycles. One 

major conclusion is that, when two modes are accounted for, the stabilty 

depends only on the linear parameters. The nonlinearity affects only the ampli­

tude. It is found that. in order for an infinitesimal disturbance in the flow to 

reach a finite amplitude, the first mode should be unstable and the second mode 

should be stable and should decay at least twice as fast as the first mode. 

In Chapter 6, we will deal with the determination of the limit cycle using the 

technique of expansion in the normal modes of the chamber, follm'Ting the 

method reported in reference 15 and using the results obtained in Chapter 4, 
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Section 4.6. In this chapter, we will use the analysis presented by Culick15 for 

the solution of the nonlinear waves in combustion chambers. The objective is to 

support our results obtained in Chapters 4 and 5 by using a different approach 

to determine the limiting amplitude. In this chapter, we use the peturbation­

averaging technique to find the amplitude and the conditions for existence and 

stability of the limit cycle. Broadly, the analysis breaks into two parts. First, for 

a chosen type of limit cycle (there are two), the conditions for existence and the 

amplitudes are found. Then a perturbation procedure is used to examine the 

stability of the limit cycle. 

In Section 6.1, we treat the case when the fundamental frequency of the limit 

cycle is equal to the fundamental frequency of the chamber. Section 6.1.1 deals 

with two modes only. The objectives are to calculate the amplitude and to deter­

mine the conditons for existence and stability of the limit cycle. The purpose is 

to explain the influence of the linear and nonlinear parameters on the forma­

tion of limit cycle. Levine and Baum SO reported some numerical results showing 

that the limit cycle seems to be independent of the initial conditions. We will 

show analytically in Section 6.1.1 how, in special cases, the initial conditions 

can change the stability of the limit cycle. The influence of the imaginary parts 

of the linear responses on the final amplitude is demonstrated. The objective is 

to see how these imaginary parts alter the amplitude and the conditions for sta­

bility of the limit cycle. The reason for studying this effect is the suspicion that 

the phase relationships between the pressure oscillations and the different 

processes in the chamber play a major role in the stability of the limit cycle. In 

section 6.1.2, we deal with three modes. The purpose here is to confirm the basic 

conclusions found in the treatment of two modes and to show how the analysis 

can be extended to any number of modes. 



- 13 -

In Section 6.2, we treat the case when the fundamental frequency of the limit 

cycle is slightly different from the fu..'"ldamental acoustic frequency of the 

chamber. The objective is to extend the results to a wider range of linear 

coefficients, thus making the application of the results to practical problems 

more accurate. Two modes are fully treated. In order to confirm the results, the 

case of three modes is treated only numerically. 

Section 6.3 is a comparison between the analytical results on one hand and 

the numerical and experimental results, reported by other investigators, on the 

other hand. The main purpose of this part is to show how the analytical results 

can be applied to real problems, in order to understand the physical mechan­

isms behind the limiting amplitude phenomenon. Because of the availabilty of 

data on solid propellant rocket motors, these results will be applied solely to 

this kind of systems. But the validity and the scope of application are much 

wider and the results can be applied to any sort of chamber. 

Chapter 7 is devoted to the treatment of the problem of nonlinear instability, 

or triggering. The system is linearly stable but nonlinearly unstable. Figure 1.2 

shows an idealized sketch of pressure history iliustrating this phenomenon. It is 

seen from this figure that for a small initial disturbance the oscillation decays 

in time but for a large initial disturbance the oscillation will be amplified and 

eventually levels off toward a non-trivial limit cycle. Our aim in Chapter 7 is to 

establish a framework for further research on this phenomenon. In this 

chapter, an analytical formulation, using a third order expansion in the pres­

sure amplitude and treating two modes, for the triggering of pressure oscilla­

tions in solid propellant rockets is presented. In this section, we will show major 

mechanisms responsible for triggering and how they affect this phenomenon. 

The reason for studying this problem is the realization that triggering, or non­

linear instability, is a general phenomenon and is not related to a particular 
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chamber geometry or to a specific propellant. This is, to our knowledge, the first 

global analytical representation of triggering. 

In Chapter 8, we compare the applications of the perturbation-averaging 

technique and asymptotic-perturbation technique to the solution of the third 

order acoustics in the nonlinear conservation equations in combustion 

chambers. The purpose of this chapter is to examine the role of each technique 

in describing triggering. 

The final results are summarized in Chapter 9. Future extensions of the 

analysis are discussed. 

The most tangible contributions of this work are first the establishment of 

analytical results for the amplitudes and conditions for existence and stability 

of limit cycles for pressure oscillations in combustion chambers ( this is an 

answer to question (a) above ). and second the elaboration of a successful 

groundwork to predict triggering ( answer to question (b) above). The practical 

applications are very wide and the results can be used directly to interpret 

experimental data. 
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Chapter 2 

DESCRIPrION OF THE PROBLEM 

2.1. Introduction 

In this chapter, we define the general problem to be solved in this report. 

Broadly, the problem breaks into two parts. First, we discuss the limiting ampli­

tude phenomenon in combustion systems. This phenomenon will be discussed in 

details in Section 2.2.1 where some experimental results and some numerical 

solutions, reported by other investigators, will be shown in detail~ The impor­

tance and the generality of this phenomenon will be pointed out. Second, the 

triggering phenomenon of pressure oscillations in combustions devices will be 

discussed in detail in Section 2.2.1 where we show some experimental results 

and numerical solutions. The need for interpreting these phenomena by relat­

ing them to some physical mechanisms is at the origin of this work. Following a 

discussion of the experimental results and the numerical solutions, vre give in 

Section 2.3 some possible interpretations of these phenomena. This will consti­

tute the ground for the analysis carried out in this repo_rt. In Section 2.4, we for­

mulate the general problem to be solved and we define the basic charac.teristics 

of the physical problem. 

2.2. Observed results and numerical solutions 

In this section, we will show some experimental results and some numerical 

solutions regarding the limiting amplitude and triggering phenomena in 

combustion chambers. The interpretation of these phenomenon motivates the 

analysis to be followed in this work. In Section 2.2.1, we show some experimental 

results and numerical solutions showing the existence of the limiting ampiitude 

phenomenon. while in Section 2.2.2 deals with the existence of the triggering 
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phenomenon. This section constitutes the physical basis for the analysis in this 

report. 

2.2.1. Limiting amplitude for a linearly unstable system. 

In the firings of T-burners, laboratory devices used to determine the propellant 

response to pressure oscillations and shown in Figure 2.1. the pressure oscilla­

tions show a peculiar result. The pressure grows initially in time, indicating the 

system is linearly unstable, leveling off after few cycles to a non-trivial limit 

cycle. Figure 2.2 shows one the test results reported in reference 1. Figure 2.3 

shows the variation in time of the pressure and frequency from the test shown 

in Figure 2.2. In Figure 2.4, we show, from reference 1, some other test results 

for different propellants. 

The phenomenon also occurs in liquid-propellant rockets. Figure 2.5 shows 

one of the test results reported in reference 2. 

Clearly, the phenomenon is nonlinear, otherwise the pressure ·would grow 

indefinitely. We see that the limiting amplitude phenomenon is of general 

nature, since it may occur in any combustion device. To interpret this 

phenomenon, Culick and Levine3 and Levine and Baum 4 integrated numerically 

the conservation equations in solid propellant rockets and they found that the 

nonlinear gasdynamics may well be a major cause for limiting the pressure 

amplitude. Figure 2.6 is one of the numerical results reported in reference 4. 

Moreover, in reference 4, the authors integrated the conservation equations for 

different initial conditions. They ~ound that the limiting amplitude is always the 

same. Figure 2.7 shows two of their numerical results for different initial condi­

tions. This suggests that the limiting amplitude phenomenon may well be 

independent of the initial disturbances. 
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Figure 2.2 Oscilloscope trace of a typical good T-burner 
test. Ref ere nee 2 .1. 
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Figure 2.4 Oscilloscopes traces for firings of two 
different propellants. Reference 2.1. 
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tions. Reference 2.4. 
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However, many important questions still do not have satisfactory answers. 

First, when does the limit cycle exist ? Second, vrhat is the amplitude of this 

lL111it cycle ? Third, when is the limit cycle stable ? All the above references do 

not give satisfactory answers to these questions. Our main concern in Chapters 

4 to 6 is to answer these questions. The results would be applicable to any 

combustion system. 

2.2.2. Triggering of pressure oscillations in combustion chambers . 

In the ftrings5 of solid rocket motors at Aerojet Corporation, the rocket motor 

is pulsed into instability. Figure 2.8 is a schematic of the rocket motor used in 

reference 5. In Figure 2.9, we show the pressure waveform and its spectrum for a 

given test reported in reference 5. When the initial pulse is strong enough, the 

wave grows in time leveling off to a non-trivial limit cycle. A similar phenomenon 

was encountered experimentally by Brownlee6 . Figure 2.10 shows one the test 

results in reference 6 where the pressure grows to a non-trivial limit cycle if the 

initial pulse is strong enough. 

The same phenomenon is encountered in liquid-propellant rockets. Figure 

2.11 shows one of the test results reported in reference 2. We see from this 

figure that for a strong pulse the wave grows in time leveling off to a non-trivial 

limit cycle. 

On the numerical level. Kooker and Zinn 7 integrated numerically the conser­

vation equations in a one-dimensional solid propellant rocket. Figure 2.12 is one 

of their results. They found that a nonlinear combustion response of the propel­

lant to pressure oscillations may well be a major cause for triggering. More sim­

ply, Levine and Baum4 integrated numerically the conservation equations in a 

cylindrical solid propellant rocket with a given nonlinear response of the propel­

lant. They found that a nonlinear combustion response is capable of predicting 

triggering. Figure 2.13 is one of their numerical results. 1n both references 4 and 
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Figure 2.lONonlinear amplification of ft.ow disturbances 
in an. 1 X 2 X 20 in. solid propellant rocket. 
Reference 2.6. 
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Figure 2.1 lNonlinear amplification of flow disturbances 
in a liquid- propellant rocket. Reference 2.2. 
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7, the limit cycle, or triggering limit, was found to be independent of the pulse 

amplitude, as long as this amplitude is above a theshold value. This is an impor­

tant information in the sense that the triggering limit may not a continuous 

function of the initial conditions. 

2.3. Possible interpretations of the observed results and the numerical solutiom 

First, we give :?ome interpretations to the limiting amplitude phenomenon in 

a linearly unstable system. Second, we draw some causes for the triggering 

phenomenon in a linearly stable system. The conclusions we draw will constitute 

the basis for all the analysis in this report. In fact, the analysis in this work is 

aimed mainly at examining the validity of these conclusions. 

From the experimental results and the numerical solutions regarding the 

limiting amplitude phenomenon, we saw in the last section that the nonlinear 

gasdynamics may well be a major cause for limiting the amplitude. This is 

essentially the same mechanism responsible for the formation of shock waves in 

gasdynamics. The growth of the wave generates higher harmonics. However, the 

shock wave does not occur because of the damping of the higher harmonics by 

the different processes in the chamber, mainly the response of the fuel to pres­

sure oscillations. In fact, if the fuel response is freq~ency-dependent then the 

combustion of the fuel may drive the lower harmonics while damping the higher 

ones. The limiting amplitude corresponds to the situation where the damping 

mechanisms exactly balance the driving mechanisms. 

Chapters 4 to 6 deals with the examination and the extension of these 

hypothesis. The results will be verified by comparing them to some experimental 

results and numerical solutions. 

To interpret the triggering phenomenon of pressure oscillations in combus­

tion chambers, we saw in the last section that a nonlinear combustion response 
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coupled with the nonlinear gasdynamics may well be a major cause for trigger­

ing. For a small initial disturbance, the response of the fuel may be always 

damping regardless of the harmonic content of the disturbance. Therefore, 

there is no physical mechanism which can provide energy to the wave. Conse­

quently, the wave decays in time. However, for a large initial disturbance, the 

fuel response may become driving for some harmonics. The wave grows in time. 

However, because of the nonlinear gasdynamics, higher harmonics will be gen­

erated and, subsequently, damped by the different combustion processes. The 

triggering limit occurs when the damping mechanisms exactly balance the driv­

ing ones. 

In Chapter 7 we examine and extend these hypothesis. The results will com­

pared with some experimental results and numerical solutions to check the vali­

dity of these hypothesis. 

To start the analysis, the problem should be defined in mathematical and 

physical terms. The conclusions of the analysis may, therefore, be direcltly 

related to some physical characteristics of the chamber. This is the object of the 

next section. 

2.4. Formulation of the problem 

In this section, we start with the conservation equations in combustion 

chambers and we determine the adequate boundary conditions."- These equa­

tions will be discussed in details for the linear problem of a one-dimensional 

cylindrical solid propellant rocket. The objective of this discussion is to relate 

the mathematical terms to the geometrical and physical characteristics of the 

chamber. Therefore, the analytical results which will elaborated in this work 
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may directly be interpreted in some physical terms. 

2.4.1. Conservation equations in dimensionless form. 

In the derivation of the conservation equations, we make the following assump-

tions 

1) No mass addition within the volume. 

2) No heat transfer within the volume. 

3) No viscous stresses within the volume. 

4) The effects of the combustion are assumed to occur at the boundaries of 

the chamber. 

5) The entropy waves are neglected. 

These assumptions can be removed at the expense of much labor in carrying 

out the analysis but the essential idea remains the same, namely the influence 

of the gasdynamics nonlinearity and the effect of the dispersion, or frequency­

dependence, of the boundary conditions. Therefore, in order to gain under-

standing of the nonlinearity phenomenon most simply, we maintain these 

assumptions. 

Following the above assumptions, the conservation equations can be written 

in the following form 

(2.1) 

p( ~; + .Y .. ,51 .u) + V p = E.. (2.2) 
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p p - ?' = constant. (2.3) 

where p, u, p, and 'l are respectively the pressure. velocity, density, and heat 

ratio . .E..represents the interaction between the gas and the p'articles in the flow 

field. In most of the analysis we will assume .E..= 0. The inclusion of .E.. would 

require additional conservation equations for the particles. Essentially, we are 

examining the influence of the nonlinear gasdynamics and the boundary condi­

tions. Elimination of p between (2.1) and (2.3) yields 

~i + '"'/ p v .11. + .1L. v p = 0 

Define the dimensionless quantities 

""' D p = -"--, 
Pt 

p= L, 
Pr 

"' x 
x= 1· 

..... ao 
t = t -

1 

(2.4) 

where Pr . Pr ,a0 and 1 are respectively the pressure, density, sound velocity of 

the mean flow and the characteristic length. By substituting the above quanti­

ties in (2.2)-(2.4), one gets 

op I ~ "' "'" "' 0 "' 7 p v .JJ... + 11.. v p = at (2.5) 

;::i.... v "' 
Pf.. u¥; + .i:r.v it) + ~ = 0 

at / 
(2.6) 
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(2.7) 

Eqs. (2.5)-(2.7) will be the basis for the analysis. We will omit the sign 

hereafter. 

2.4.2. Boundary conditions . 

To fix ideas, we will focus on the boundary conditions in solid propellant rock-

ets, mainly because these conditions will be used later in the analysis, Chapters 

4 to 7. to compare with some experimental results and numerical solutions. We 

have mainly two kinds of boundary conditions, one condition at the burning sur-

face relating the burning rate to pressure oscillations and one condition at the 

nozzle entrance relating pressure and velocity fluctuations. In general, a boun-

dary condition is derived from Eq. (2.6) as 

v o ,...,, au ,.., " ...... ) n.--c - = - Il.J>\ ~ + 11..v 11. 
?' at 

at boundary, where n..is the normal to the surface of the chamber. In all the 

analysis in this work, the boundary conditions are assumed to be linear, except 

in Chapter 7 where a nonlinear combustion response is assumed. The iinear 

boundary condition at the nozzle entrance is given, for a quasi steady motion, 

by8 

n.u' M ...., - 1 
pi= E 2 (2.8) 

where ME is the Mach number at the entrance of the nozzle, u' and p' are respec-

tively the linear fluctuations of the velocity and pressure. 
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The boundary condition at the burning surf ace is defined 9 by an admittance 

function of the form 

n..u' 
--=-Mb Ab 

p' 
(2.9) 

where Mb is the Mach number at burning surface and Ab is the admittance func-

tion. We have Mb = Uf, where ur and a1 are respectively the gas velocity and 
ar 

sound speed at the burning surface. Usually, the expression for the mass burn-

ingrate is given, in dimensional quantities, by 

m' Pr --= Rb(r.>) 
mf p' 

(2.10) 

where mr = Prur; Q is the real frequency of the oscillation; and Rb is the linear 

combustion response of the propellant. In dimensional quantities, the admit-

tance function becomes 

n...u' J'Pr 
----=-Mb Ab 

Uf p' 
(2.11) 

Using the definition of Ab, assuming that the references quantities are those at 

the burning surface and that the processes are isentropic between the density 

and the pressure, we get from (2.10) and (2.11) 

(2.12) 

A common expression for Rb is the following relation9 between fluctuations of 

the mass burning rate and pressure: 
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nAB 
Rb= ---------

;\ + ~ - ( 1 + A) + AB 
(2.13) 

where A and B are related to the propellant combustion parameters. Usually A 

is in. the range of 10 and B in the range of 1 for practical propellants: see refer-

ence 9 for more details. The coefficient i\ here is a complex quantity and is the 

root of the following equation 

>..(i\ - 1) = m (2.14) 

where here 0 = IC~ is the dimensionless frequency, with IC and r 0 respectively ro 

the thermal diffisuvity and the burning rate r 0 = mf. With A.= A.(r) + ii\(i), the 
Pt 

roots of equation (2.14) become 

(2.15) 

r l J ..L 
fi..(i)= \_l(1+160 2)2 -1 

2 
(2.16) 

22 2 

Therefore, Rb is a complex quantity and frequency-dependent. It may be written 

as follows 

(2.17) 
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Expressions (2.8), (2.13), and (2.17) will be used in Section 2.5 to relate the 

mathematical results regarding the growth rates of the wave to some physical 

and geometrical charactzristics of the chamber. 

2.4.3. Influence of the initial conditions . 

In general, the initial conditions should be given in order for the system of con­

servation equations (2.5).::(2.7) to be well defined. However, since both 

phenomena we examine are related only to periodic motions, one needs only to 

determine the periodic motion of Eqs. (2.5}-(2.7). These conditions can be simply 

written as follows 

p(x,t + T0) = p(x.t), u(x,t + T0) = u(x,t), etc. 

where To is the period of the oscillations. The conclusion here is that the initial 

conditions need not be specified unless the method of solution involves the 

incorporation of the initial conditions. For example, if the method of solution 

describes the behavior of the wave from t = 0 then it is essential to include the 

influence of the initial conditions on the behavior of the wave, even though the 

asymptotic solution when t -> 00 may well be independent of these conditions. 

We wili see in the next chapter that one the two methods we use to solve the sys­

tem of equations (2.5)-(2.7) has this feature, the second method treats directly 

the periodic solutions only. 

2.5. One-dimensional linear problem for a solid propellant rocket 

The purpose of this section to show how to relate the mathematical results 

of the linear analysis to the geometrical and physical characteristics of a given 

combustion chamber. In particular, we will express the growth rates of the pres­

sure 'Nave in terms of some physical characteristics of the chamber. In Chapters 

4 to 7, the analytical results will be given in terms of these growth rates. 
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Therefore, the results of these chapters can be directly translated into some 

conditions on the geometrical and physical characterisics of the chamber. 

2.5.L Conservation equations. 

Consider the solid propellant rocket shown in Figure (2.14). For a one-

dimensional analysis with constant cross sectional area, the conservation equa­

tions can be written10 in the foilowing form 

EE_. a(pu) = m 
at · ax (2.18) 

Lnu ' + ..E_pu2 + 9.:e... = o at/" ,.. ax ax (2.19) 

(2.20) 

where p, u, p, and ril are respectively the density, velocity internal energy, pres­

sure and mass burning rate. The coefficients e0 and u 0 correspond respectively 

to the internal energy and velocity of the gas leaving the burning surface. inter­

nal energy, pressure and mass burning rate. The equation of state is for a per­

fect gas 

E..= RT 
p 

where R is the gas constant. Equations (2.18) and (2.19) give 



- 43 -

u-

·~~~ ._.,....,..-.--L~ 
--·L·-- J 

Aw=O 

Figure 2.14 Schematic of a cylindrical rocket. 
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EE._ + a(pu) == m 
at ax 

au au 1 an . 
p-+ +pu-+ -=-==-um at ax r ax 

aT + u aT _ 1 - 1 ££. _ i - 1 u ££. = 1 2 
Pat P ax 'l at 2' ax - m( (T - l) - ZU ) 

Equation (2.26)-(2.28) will be the basis to what follows in this chapter. 

2.5.2. The steady state . 

From Eqs. (2.26)-(2.28), the steady state equations becomes 

d(pu) 
dx = ril 

du 1 dp . 
pu- + -- =-urn 

dx 7 dx 

pu dT - 1 - 1 u iE_ = - m( (T - 1) ·_ 1-u2 ) 
dx y dx 2 

(2.26) 

(2.27) 

(2.28) 

(2.29) 

(2.30) 

(2.31) 

ril. is generally a function of the pressure alone. In steady state, a common 

expression for ril is ril = apn, where the exponent n indicates the sensitivity of 

the combustion to the pressure. 

From the steady state gasdynarnics, the pressure and density are constant 

to second order in the Mach number Mb at the burning surf ace. This means that 

mis constant to this order. Consequently, Eq. (2.29) gives 
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au + au op . 
p at + pu-~ - + - = - um ax ax 

(2.21) 

On the other hand, Eqs. ( 2.18) and (2.20) yield 

p.E_(e + 1-u2) + pu..£...(e + 4-u2) + Lpu = ril(e0 - e + .L.i5 - l..u.2) = 0 
at 2 ax 2 . ax 2 2 

(2.22) 

where we have have the approximation that gas leaving the burning surface has 

the same properties as the gas in the chamber, i.e. e0 = e and u 0 = u. 

Multiplication of (2.19) by u and subtraction of the results from Eq. (2.22) 

gives 

ae ae au 1 
P-+pu-+p-= -m(e--=-u2 "\ 

Ot OX ax 2 I 

By introducing the enthalpy h = e + .E.. in (2.23) we get 
p 

(2.23) 

(2.24) 

If we now choose the enthalpy to be zero at the flame temperature and if the g 

as is perfect then the energy equation (2.24) becomes 

BT BT on op 1 2 
pc - + puc - - .::.t::.. - u- = - ril( cp(T - Tt) - -:-11

2 
) 

Pat Pax at ax (2.25) 

where T and cP are respectively the gas temperature and the heat capacity at 

constant pressure. By using the dimensionless quantities introduced in Section 

2.4. :!.. Eqs. (2.18). (2.21). and (2.25) become 
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1 

u =Ia riJ.x 

giving u = bx, where b is a constant determined by an overall mass balance of 

the chamber 

where d0 is the constant diameter of the chamber. This equation gives 

which means that 

'th- 4 
Wl u = do x. 

2;5.3. Linear stability analysis . 

In this section we will keep terms to order 0 ( Mb); therefore the results in the 

last section are applicable, mainly that the pressure, density, and temperature 

are constant in the steady state. Expand 11 p, p, T, u, and rn as follows 
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p = 1 + e(p10 + MbP11)eikt 

where use has been made in the last expression of the relationship m' = Rb(c..i) p'. 

The coefficient K is the linear complex frequency 

K = c..i -ia 

with c.> the real frequency and a the growth rate. Furthermore, we expand the 

complex frequency as follows 

K = Koo + MJC01 + 

The objective of the following analysis is to determine K. By matching the 

coefficients of eeiKt in the conservation equations, we get 

. 1 dP10 
1Ko0u 10 + --. - = 0 

7 ux 

(2.32) 

(2.33) 
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From the equation of state .E.. = RT we have - p 

Using (2.34) and (2.35) we get 

.E.'_ - L - I'._ 
P - p T 

Pio 
Pio= --

7 

(2.34) 

(2.35) 

(2.36) 

Substituting p 10 in (2.32) and eliminating p 10 between (2.32) and (2.33), yieids 

(2.37) 

In the following calculations we determine the boundary conditions satisfied 

by u 10 . The boundary condition at the nozzle entrance is proportional, as we 

have seen in Section 2.4, to the Mach number Me at the entrance of the nozzle. 

However, an overall mass balance over the whole length of the chamber gives 

(2.38) 

which means Me = 4Mb ~ . Consequently, the boundary condition at the nozzle is 

proportional to Mb for ~ of order unity. In this case u 10 satisfies 
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(2.39) 

By solving Eq. (2.37) subject to conditions (2.39) we get 

K00 = nrr, n = 0,1,2, · · · (2.40) 

and 

u 10 = AsinK00x 

We now equate the coefficients of eMbeiKt. The objective is to determine Ko 1. 

Equations (2.26)-(2.28) then give 

du dp d-
iK + 11 - 10 u ' u ( ) iK ooP11 -d-- = - u-d-- -,Oio~d -r np CJ Pio - oiP10 x x x 

. ")' - 1 
iKooT11 - Pu = -T10 

'l 

with, from the equation of state £.. = RT, 
p 

Pio 
Pio= --, Pu= Pu + T11 

)' 

(2.41) 

(2.42) 

(2.43) 

(2.44) 

By using (2.44) and following the same procedure leadLri.g to (2.37). Eqs. (2.41)-
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(2.43) yield the following equation for uu 

(2.45) 

4 
with u 10 = sin.K00x and p 10 = - 7cosK00x. The coefficient c is equal to do. The 

boundary conditions for Un are, by using the nozzle boundary condition given in 

Section 2 .4, 

..,, - 1 Me 
u 11 (0) = 0, uu(1) = 

2 
Mb P10(1) 

which gives, using (2.38), 

(2.45) 

Following the same procedure leading to expression (2.40), we obtain the follow-

ing expression for K01 

v ·Lr 2 c R') 1-1+c+1+ 4 1:-1] 
n.01 = l 2 . -:y - p\ c.>oo -

1 7 
do (2.46) 

where c = :
0 

. This means that the linear frequency shift is simply 
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and the linear growth rate is 

c + 1 - 4] - 1, 
'l - do -

For the second harmonic, we have the frequency shift 

and the growth rate is 

c + 1 - 47 - 1] 
7 do 

where we replace simply CJ00 by 2c.>00 . 

(2.47) 

(2.48) 

Expressions (2.47) and (2.48) give the relationships between the growth rates 

for different harmonics of the wave and the physical and geometrical charac­

teristics of the chamber. The interest. of pursuing the calculations in t..}iis sec­

tion will become evident when in the next chapters the amplitude and the condi­

tions for existence and stability of the limit cycle will be given in terms of these 

growth rates. 

After we have completed the formulation of the problem. we will state in the 

next section the objectives of this work. 
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2.6. Purpose of this work 

We saw in Section 2.1 that the processes involved are clearly nonlinear. In 

Section 2.1.1 we saw that the gasdynarnics nonlinearity may represent a major 

cause for leveling off the growth of the pressure wave in the combustion 

chamber. The effects of the nonlinear gasdynamics will be the object of Chapters 

4 to 6. In these chapters. the linear problem is assumed to be well defined. In 

particular. the linear growth rates are assumed to be known quantities. The 

boundary conditions are assumed to be liiiear. We will discuss in details the 

influence of the nori..linear gasdynarnics on the establisment of the limit cycle. 

The results will be given in terms of the linear and the nonlinear parameters of 

the problem, mainly the linear growth rates. 

In Section 2.1.2 we saw that the nonlinear gasdynamics and a nonlinear 

combustion response may well be at the origin of the triggering phenomenon. 

Chapter 7 deals with this issue. Also, in that chapter, the linear problem is 

assumed to be well defined. 

The methods to be used to solve approximately the nonlinear conservation 

equations will be discussed, through simple examples, in Chapter 3. The reader 

who is familiar with these methods may skip that chapter. 

2. 7. Concluding remarks 

In this chapter, we presented the physical problem to be solved and we out­

lined the motivations and the objectives of this work. To achieve these objec­

tives, a nonlinear analysis is necessary to carry out in order to interpret the 

phenomena involved. For solving analytically the conservation equations in 

combustion chu.mber, we can use only some approximate methods. The purpose 

of the next chapter is to introduce two known methods for expanding the con­

servation equations. We will apply these CTethods to some simple problems in 

order to show, in a simple way, the basic features of each method. The two 
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methods will be applied in Chapter 4 to the noniinear conservation equations in 

combustion chambers. 
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Chapter 3 

EXPANSION METHODS 

3.1. Introduction 

The approximate methods to solve nonlinear partial differential equations 

may be classified in three categories: the asymptotic, the weighted residual, and 

the iterative methods. In the asymptotic methods we look for a solution when a 

physical parameter, or variable, of the problem is very small. A typical asymp­

totic method is the perturbation method 1. 

In the methods of weighted residual, we desire the approximate solution to 

be close to the exact one in a way that the difference, or residual, be minimized 

in some sense. A typical weighted residualmethod is Galerkin's method2·3 which 

requires the weighted integrals of the residuals to vanish. A typical case of 

Galerkin's method is the expansion of the solution in the normal functions of 

the linearized problem. 

The third category is the iterative methods4 ·5 w_hich attempt to solve the 

equations by repetitive calculations starting from the solution of a simplified 

form of the equations and then successively improve the approximation. In this 

work, we deal only with the first two categories. 

We shall discuss possible approximate methods for finding the final oscilla­

tory behavior, or the asymptotic solution in time, of a nonlinear partial 

differential equation. We deal here with two methods. 

A particular case, derived from the method of weighted residuals, consists 

of expanding the solution in the normal functions, or modes, of the linear 
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problem. As a means of minimizing the residual, we use a spacial averaging tech­

nique based on the use of Green's theorem (see Chapter 4, Section 4.6). For 

hyperbolic equations, this averaging technique usually leads to a system of non­

linear ordinary differential equations of second order for the time-dependent 

parts. We further reduce this system by applying the time-averaging technique, 

which is a perturbation method, to find a system of first order nonlinear ordi­

nary differential equations. The asymptotic solution is obtained by examining 

the solution of this system when t -) oo . 

One may also use a method derived from the perturbation method in which 

the solution is expanded in powers of a small parameter. Since our objective is 

to find the asymptotic solution with a given behavior in time, i.e. harmonic, we 

assume a priori the behavior in time. Essentially, the method reduces to finding 

the harmonic solutions for the partial differential equations. Therefore, the 

problem of secular terms, which correspond to the infinite growth of the 

approximate solution in time and usually encountered6 in perturbation 

methods, is avoided here by specifying the behavior of the solution in time. 

Hereafter, this technique will be referred to as the "asymptotic-perturbation 

technique". In tne next section we will show that this technique is a particular 

case of Stokes' expansion. We will use interchangeably the name of asyrnptotic­

perturbation technique or Stokes' expansion to designate the same method of 

solution. This corresponds to the first method introduced in Chapter 1. 

Finally, we can use a mixed procedure. We start with a perturbation method 

i..'1. a small parameter but we keep terms of higher orders. The direct result is 

that the partial differential equation remains noPJ.inear. Now, we apply the 

method of averaging in space and then in time, described above. The advantage 

is that we reduce the nonlinearity to any desired order and avoid the secularity 

of the solution by use of the regular perturbation method. Hereafter, this 
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technique will be referred to as the" perturbation-averaging technique". This is 

a particular case of Galerkin's method. We will use interchangeably the name of 

perturbation-averaging technique or Gaierkin's method to designate the same 

method of solution. This corresponds to the second method introduced in 

Chapter 1. 

The aim of this chapter is to show, using simple examples, how the 

asymptotic-perturbation and the perturbation-averaging techniques allow the 

determination of the asymptotic oscillatory behavior of nonlinear partial 

differential equations and what are the advantages of each. 

Since our goal is to find the limiting amplitude, we present in Section 3.2 an 

example of a nonlinear oscillator which exhibits a limit cycle behavior. The 

equivalence of the asymptotic-perturbation and perturbation-averaging tech­

niques in determining the limit cycle is shown. In Section 3.3 we present a two­

parameter Stokes' expansion. The purpose of this section is to show how Stokes' 

expansion can be expanded in many small parameters. This point will used in 

Chapter 4 where the two small. parameters will be the amplitude of the wave and 

the Mach number of the mean flow. The ultimate goal of Chapter 3 is to present 

a basis for an expansion of the solution of the nonlinear conservation equations 

in combustion chambers. These equations are usually hyperbolic. For this rea­

son, we present in Sections 3.4 and 3.5 an example of a nonlinear hyperbolic 

. equation, where both techniques are used to find the asymptotic solution. 

3.2. Limit cycle for a nonlinear oscillator 

In this section, we will review how the limiting amplitude of the motion of a 

nonlinear oscillator can be determined with an expansion in the asymptotic 

amplitude of the motion of the nonlinear oscillator. Let us consider the well­

known Van der Pol's equation6 
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y + a ( y2 - a 2 ) y + y = 0 (3.1) 

where a<< 1. We would like to determine the limit cycle and its amplitude. 

First, we apply the asymptotic-perturbation technique; and second, we apply the 

method of averaging. The two methods will be shown to yield the same results. 

3.2.1. Asymptotic-perturbation technique or Stokes' expansion. 

In this section, we will review how the limiting amplitude of the motion of a non­

linear oscillator can be determined with an expansion in the asymptotic ampli­

tude of the motion of the nonlinear oscillator. 

We would like to determine the limit cycle for Eq. (3.1) and its amplitude. 

First, we apply the asymptotic-perturbation technique and second, in the next 

section we apply the method of averaging. The two methods will be shown to 

yield the same results. 

Now we introduce the asymptotic-perturbation technique and we apply it to the 

same nonlinear problem given in (3.1). The solution is expanded in terms of the 

amplitude of the solution to the linear problem as a small parameter. However, 

using the expansion in the amplitude requires some choice of the expansion: 

what terms should be included and in which form. Here, we will use a form of an 

expansion invented by Stokes 7 in the last century .. In 1847, Stokes, in the 

course of study of the velocity of propagation of oscillatory waves on an 

incompressible fl.ow in an open channel, expanded the height y of the wave as 

follows 

y = a cos CJ x + f2 a 2 cos 2e.> x + etc. (3.2) 

where a is the height of the wave to first approximation, x is the direction of 

propagation, CJ is the frequency of the wave, and f2 , etc. are coefficients to be 
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determined from a recursive solution of the nonlinear equations governing the 

behavior of the wave by equating the coefficients of am cos nc.>x. This is true only 

if we are looking for periodic solutions, since we can specify the final solution 

independently of the initial conditions. In fact. the periodicity conditions 

:replace the initial conditions. In (3.2), only one mode is taken into account in 

the linear regime. The reader is invited to read the book by Kevorkian and Cole8 

and the paper by Millman and Keller9 on this subject. 

Here, we apply the same procedure to problem (3.1). The structure of the 

expansion is dictated by the form of the nonlinear terms. Assume, for example, 

that the solution to the linear problem is of the form ~ eeiKt + ~e -iKt, where e 

is the amplitude of the solution; then the cubic nonlinearity generates third 

order terms in e of the form e3e3iKt + e3eiKt + etc. These terms interact with the 

linear terms, by means of the cubic nonlinearity, to produce seventh, eighth, 

and ninth order terms in e, and so forth. 

We start by first assuming that the asymptotic solution has the following 

form: 

2 Ylim = e eiKt + e2 bo + e3 b3 eiKt +_. .. +c.c. (3.3) 

where c.c. stands for complex conjugate. Only one mode is taken into account 

in the linear regime. This form is generated following the structure of the non­

linear term y2y in (3.1). For example, the square of e ei Kt + c.c generates a 

second order in e constant term represented by b0 ; y2y then will couple the 

second order term b0 and the first order term e ei Kt to produce a third order 

term represented by b3 . The complex conjugate must be present, since the quan­

tity Ylim is real. We now expand the frequency K as follows 
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with K1 , K2 , in general, complex quantities and e a measure of the amplitude of 

the asymptotic solution. Now expansion (3.3) gives 

4Y11m = e2 e2 i Kt +2 e2 + 2 es bo ei Kt + ... + c.c. 

2Ylim = i Ke eiKt + i K e3 b3 eiKt + ... + c.c. 

2ylim = - K2 e eiKt - !<2 es bs eiKt + ... + c.c. 

Multiplying the first two of these expresions, we have 

BYNmYlim=iKz3 eiKt +iKe 3 e3 iKt + ... +c.c .. 

After substitution of these expansions and that of K in (3.1), equating the 

coefficients of ee1 Kt yields 

- K6 - i a 3 K0 + 1 = 0 

For a< < 1, this equation gives 

(3.4) 

For illustration, we keep the + sign term only. We collect now the 

coefficients of r2ei Kt to get 
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which means that K1 = 0. Gathering terms proportional to i3ei Kt, we have 

with solution 

K 
_ i Ko 

2 - -a 
8 2 Ko+ i a 3 

For a<< 1, K2 reduces, using (3.4), to 

2 
K _a +·a 

2 - 16 1 s· (3.5) 

When the limiting amplitude is reached, the complex frequency K should be real, 

giving 

Im( K0 + e2 K2 + etc. ) = 0 · 

where Im stands for imaginary part. Therefore, using (3.4) and (3.5), 

e = 2a << 1. (3.6) 

Eqs. (3.4) and (3.5) also yield 
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a4 
t.) = 1 + 16. 

Consequently, from (2.18), the, limit solution becomes 

Ylim = a(eit + c.c.) + 0( a 2 ) 

= 2 a cos t + 0( cr3). (3.7) 

This is a periodic solution. In the phase plane ( y, j ), this is a circle. That is the 

origin of the name '1imit cycle". In general, a limit cycle corresponds to a closed 

orbit in the phase plane ( y, y ). Moreover, we see from (3.6) that e<< 1; there-

fore, the expansion is legitimate. 

3.2.2. Application of the method of averaging . As a means of supporting 

the results of the expansion in the amplitude and in order to show its appropri­

ateness in giving useful results, we will check the results in (3.7) by using the 

method of time-averaging, wh(ch is a step in the perturbation-averaging tech­

nique or Galerkin's method. Write the solution in the following form: 

y = a cos ( t + cp (t)) = a cos 'if!. 

This form assumes a priori that the initial conditions contain only the first har-

monic and· that the higher harmonics are negligible. This is an important 

feature of the Galerkin's method, where essentially all the harmonics should be 

present in the expansion. However, for a<< 1, we expect all the harmonics 

higher than. the first to be negligible in comparison with the first harmonic. 
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It is a common practice to assume Minorsky's condition lO 

a ( t ) cos 1/1 - a ~ sin '!fl =O. (3.8) 

which simply states that the velocity of the oscillator is 

y = - a ( t ) sin 1fl (3.9) 

as if the oscillator were linear. The acceleration then becomes, using Eqs. (3.1) 

and (3.9), 

y = - a sin 'if; - a ( 1 - ~) cos 'if;. (3.10) 

Now, we substitute Eq. (3.10) in (3.1) to get 

a (t) ~ cos 'if; + a sin 'if;= a a3 cos2'if; sinpsi. (3.11) 

Eqs. (3.8) and (3.11) may then be solved for a and~. to give 

2~ . 
a = - ;1T lo (a3cos2'if' sin'ljt - aa 3 sin'ift) sirn/;d'l/J 

These two expressions give 
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a a2 a = - 2 a ( 4 - a2 }. (3.12) 

rp = 0 (3.13) 

which are correct to :first 11 order in a. When the limit cycle is approached, a 
vanishes and ~ becomes a constant. Equations (3.12) and (3.13) then give the 

amplitude and frequency of the limit cycle : 

a = 2a + 0( er ) 

CJ = 1 + 0( (J ). 

The limit cycle solution becomes 

Ylim = 2a cost + 0( a ). 

Hence, Eq. (3.7) is recovered. The two methods yield the same result. 

3.2.3. Stability of the limit cycle . 

One notices, from (3.12), that the existence of the limit cycle is independent of 

the sign of a . However, the stability of the limit cycle depends on this sign. In 

fact, from Eq. (3.12), the phase diagram ( a, a), Figure 3.1. shows that the limit 

cycle is stable if, and only if, 

(J > 0. (3.13) 
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This result can also be found using the asymptotic-perturbation technique 

Write the solution y of (3.1) as follows 

Y = Ylim + y' 

where Ynm is the limit cycle solution, Ymn = 2 sigma cost, and y' is a small pertur­

bation around the limit cycle. Linearizing (3.1) near Ylim yields 

Y' + y' = - a [ (4 a 2cos2t - a 2) y' - 4a 2 sin 2t y'] (3.14) 

This is a linear system. We can always expand y' as follows 

y' (t) = a (t) sin (CJt + cp )=A (t) sin t + B (t) cos t 

where A= acosq; and B = asinq:i. Following the method of averaging (see Chapter 

4, Section 4.6), A (t) and B (t) satisfy the following equations 

dA 1 271' 
-d = -

2 
L Fn cost dt 

t .. rr o 
(3.15) 

dB 1 21r • 

dt = - Zrr fo Fn sm t dt. (3.16) 

where Fn is the right-hand side of (3.14). These equations reduce to 

giving 
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B =Bo e-ut 

Hence, the limit cycle is stable for 

(] > 0. 

This is the same result (3.13). This technique will be used in Chapter 5 to find 

the stability criteria for the limit cycles of pressure oscillations in combustion 

chambers. 

3.3. Two-parameter expansion using Stokes method 

In this section, we apply Stokes' expansion in two parameters, mainly the 

amplitude z of the solution and another small parameter, for example a given 

(3.1). We apply the technique to the same problem (3.1) treated in the last sec­

tion. The only difference is that here we expand in two parameters. The interest 

of this section will be demonstrated in the next chapter where the small param­

eter u corresponds to the average Mach number of the mean flow. The treat­

ment of the interaction between the acoustic field and the mean flow field ·will be 

greatly facilatated if we can expand in two parameters. 

For convenience, we write again Eq. (3.1) 

y +a ( y2 - u2) y + y = 0 (3.1) 

where rr<< 1. Expand y as follows 
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3( 3 3 )-iKt + e Yso + CTYs1 + a Ys2 + a Yss + ··· i::-

Moreover, the complex frequency K is expanded as follows 

K =Koo + crKo 1 + · · · +e(K10 + crK11 + · · ·) 

Formally speaking, it is always possible to expand in many parameters, 

regardless of their relative magnitudes. However, when we cut off the expansion 

the relative magnitudes of the different parameters should be taken into 

account. This point will be explained further at the end of this section when 

some results regarding the limit cycle are obtained. 

We now determine the limit cycle of (3.1) using the two-parameter Stokes' 

expansion. By equating the coefficients of ecr0eiKt, we get 

K8o = 1 (3.17) 

We now collect terms proportional to ecreiKt and ea 2eiKt to get 

By gathering terms proportional to c.:u 3eiK\ we obtain 

- 2KosKoo - KcYoY1s + Yrn - iKoo = 0 

giving, with the use of (3.17), 
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K i 
03 = - -

2 
(3.18) 

On the other hand, equating the coefficients of e3rr 0eiKt yields K2o = 0. We 

now collect the terms proportional to e3ueiKt to obtain 

2 i - 2K21Koo - Ko0Ys1 + Ys1 + 4Koo = 0 

which gives, using (3.17), 

which means that 

i 
K21 = -B 

e = 2rr 

(3.19) 

(3.20) 

This is the same relation (3.6) found in the last section. The purpose of this 

example is to show that Stokes' expansion can be extended to many parameters. 

The only requirement is to when to cut off the expansion. For example, from 

(3.20), if we cut off the expansion in the linear part of Ylirn to ea 3 then the terms 

in e3a should be the last terms to be included in the nonlinear expansion of Ylirn• 

since e and rr are of the same magnitude. But the relationship between e and a 

has no effect on the expansion itself. Similar situation wtll be encountered in 

Chapter 4, where a will correspond to the Mach number of the mean flow and e 
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to the amplitude of the periodic acoustic wave. 

In the following calculations, we apply the two methods to some nonlinear 

hyperbolic equations and we will compare the results of the applications 

3.4. Application of the two methods to some nonlinear hyperbolic equations 

In this section, we apply Stokes' expansion and Galerkin's method to some 

nonlinear hyperbolic equations. Some conclusions will be drawn as to the 

features of each method. 

3.4.1. Application of Stokes expansion . We now apply Stokes' method to 

the following nonlinear wave equation 

a2 a2 a ~- __-e_= a ((IP I 2 -1) EE..+ cp2) 
at2 ax2 at (3.21) 

where c is an arbitrary constant; The boundary and initial conditions are 

op ( o ' - EE.. ( ) - 1T ( ) ax ' ,t, - 0. ' ax 1T,t - z-abp 7T,t (3.22) 

p(x,t) = Po ( x,t + To) 

where T0 is the period of the solution; and ab is a constant different from zero 

for reason shown in Eq. (3.28). We now use Stokes' expansion in the amplitude 

of the wave to find the limit cycie. Write the asymptotic solution p(x,t) and the 

complex frequency Kin the following forms : 

p ( x, t) = e eiKt Pi ( x )+ e3 eiKt Ps ( x )+ .... + c.c. (3.23) 
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The frequency K is expanded in e 

Expansion (3.23) gives 

IP 1
2 = 2 e2 ! P1 ( x) 1

2 + e2 Pf ( x) e2 iKt 

+ e3 p; ( x) P2 ( x) eiKt +es Pi ( x) p~o) ( x) eiKt + ... + c.c. 

~~ = i Ke ei Kt p 1 ( x) + 2 i K e2 p 2 e2 i Kt + i K es Ps ( x) ei Kt + · · · + c.c. 

B2
n " . K T.r2 .-, " . K ~ = - K"' P1 ( x) e e1 t - 4 1\.- e"" p2 ( x) e e"' 1 t 

-K2 es p 3 ( x) e eiKt + · · · + c.c. 

p 2 = 2 e2 I p I ( x ) ! 2 + e2 pf ( x ) e2 i Kt + 

2 es p; ( x ) P2 ( x) ei Kt + 2 es P1 ( x ) p£o) ( x ) ei Kt + . . . + c.c. 

Substitution of the above expressions in (3.21) gives an expansion in e1eniKt, with 

1.n=l, 2, etc. By equating the coefficients of eeiKt in (3.21), we get 
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d2pl 2 . ) ( ) 
--2-+ (Ko -1 a K0 p 1 x = 0 
dx 

The solution to this equation is 

where 

( ) _ A i ki x • B - i k 1 x P1 x - e .,... e 

l. 
ki = (K6 - i u Ko ) 2 

. 

(3.24) 

(3.25) 

The boundary conditions (3.22) have to be satisfied. This gives A= Band the fol-

lowing values for k 1 : 

(3.26) 

For simplicity. we assume that ab is pure real number, k 1 then becomes a real 

number and the first mode can be written as 

( ) e i k 1 x e - i k1 x 
t Pi x = - e + - e -

2 2 

with e the a..-rnplitude of this mode. 

Our objective is to find K2 which will show, as we will see later in the analysis 

( Eq. (3.29)). the effects of the various terms in Eq. (3.21). To do so, p~o) and p2 

are required. By gathering terms proportional to e2e0iKt. we get 
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after using conditions (3.22), the solution is 

where 

p~o) = - c a x 2 + t5 

ca 2 t5 = - 4 - + ca7r 
ab 

(3.27) 

(3.28) 

We see that when ab vanishes, o, and therefore p~0>, cannot be determined. A 

similar situation will be encountered in the next chapter when we treat the non-

iinear conservation equations in combustion chambers. Now equate the 

coefficients of e2eiKt, to find 

which means K 1 = 0. Gathering terms proportional to i 2e2iKt yields 

d2
P2 2 . ) ? 

- 2-+ (4K0 - 2 i a K0 ) p2 ( x = ccr pr(x) 
dx 

The solution satisfying conditions (3.22) is 

( ) _ + ( 2 i k 1 x .J.. - 2 i k 1 x) .1- / 3 ( i k 2 x + - i k 2 x) 
P2 x - ")'o ?'2 e , e , - e e 

?'4 
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where 

k~ = 4K& - 2iaKo 

O'C O'C 

/'o = 2ki ' 72 = 4(kff - 4kf) 

2.k ( 2ink1 - 2 ink1) 71" [ ( 2ink1 - 2 ink1)] 
'ls = - l 1?'2 e - e + 2 /'o + ?'2 e - + e 

Finally, we equate the coefficients of e3ei Kt to find 

We apply Green's theorem to this equation, which consists here _of multiplying 

both sides of the equation by p 1(x) and integrating from 0 to 71", to find 

1r 

K2[ia - 2Ko] Er = [P1(x)fs(x)]tV - [f1(x)ps(x)]6 - fa hp1(x)dx (3.29) 

where 
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Tr dp· 
Er = fo p.f (x)dx , fj(x) = d~ , j = 1,3. 

Expression (3.29) gives the complex shift of frequency K2 • The effects of 

the various parameters in Eq. (3.21) are clear. especially the effect of the 

second order nonlinear term cp2 . 

Expression (3.29) leads to the suspicion that the knowledge of Ps(x) is 

necessary to determine K2 . However, it will be shown in Appendix 4A that only 

second, or lower, order terms are necessary. It should also be emphasized that 

K0 corresponds to first order, in e, problem; K1 to second order; and K2 to third 

order. This means that the determination of the eigenvalue to the third order 

problem, here K2 , necessitates only the previous determination of the second, or 

lower, order eigenfunctions. 

One notices also that the boundary conditions (3.22) are locally satisfied by 

the expansion in the amplitude. This is not the case of the expansion in the nor­

mal mode 17(t) cos x since cos x doesn't satisfy the s·econd condition in (3.22). 

However, the global satisfaction over the whole volume is satisfied by means of 

Green's theorem. This is a general characteristic of the method of expansion in 

the normal modes. 

3.4.2. The method of perturbation-averaging: Application and disadvan-

tages . In this section, we apply the perturbation-averaging technique to a sim­

ple problem and we show how disadvantageous it is to use this technique to 

obtain high order approximations for the asymptotic solution. Consider the fol­

lowing nonlinear hyperbolic equation 
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~ ~- 2 at2 - ax2 - P (3.31) 

with same initial and boundary conditions given for problem (3.21). We expand 

pas follows 

p = e p 1 + e2p 2 + e3 p 3 + etc. 

where e is a measure of the amplitude of the solution to the linear problem. We 

would like to determine the third order correction p3 . First, we start with the 

linear problem 

(3.32) 

The following expansion of p 1 satisfies (3.32) and (3.22) 

e p 1 = 'l'Jo (t) + 171 (t) cos x + 172 (t) cos 2x +etc. (3.33) 

where, in the linear problem, 

Now we treat the second order problem. The quantity p 2 satisfies the follow­

ing equation 
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(3.34) 

Add (3.32) and (3.34) to get 

82n' o2p' 
..:::....L- - -- - t2p 2 at2 ax2 - 1 • 

(3.35) 

where p' = e p 1 + e2 p2 . Expand p' and p 1 in the same normal modes of the 

linear problem 

e Pi = r;0 (t) + 7) 1 (t) cos x + 7]2 (t) cos 2x + etc. (3.36) 

p' = r;0 (t) + 7]1 (t) cos x. + 7]2 (t) cos 2x + etc. 

Substitute these expansions in (3.35) and apply Green's theorem, to find an 

infinite set of nonlinear oscillators, one oscillator for each mode, 

.. 1 2 1 2 
1Jo = ~i + :2'72 

.. 1 2 
772 + 47]1 = ab r;2 + ;;-r71 

""' 

This is the same method reported by Culick12. As we see from the last two 

equations, the zeroth mode r;0 (t) does not influence the first and the second 
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modes. This is not the case for the asymptotic-perturbation technique where 

the zeroth mode p~o) is present, Eq. (3.30) in the correction K2 of the complex 

frequency K of the first mode. To include these effects in the analysis here, one 

may extend the analysis to third order by determining p3 The quantity p3 

satisfies 

(3.37) 

Adding this equation to (3.34) and (3.32) gives 

(3.38) 

where now p' = z Pi + e2 p2 + e3 p3 . As usual, we expand p 1 as follows 

e P1 = 7Jo (t) + 1'}1 (t) cos x + 7'}2 (t) cos 2x +etc. (3.39) 

However, the expansion of p 2 should now satisfy (3.34). Currently, there is, 

up to our knowledge, no formal and consistent way to handle (3.37) by expan-

sion in the normal modes of the linear problem. This is a major reason why we 

use the asymptotic-perturbation technique to handle high orders. Extension of 

the perturbation-averaging technique to third order is part of our future 

research. 

The choice of example (3.31) to show the simplicity of the application of the 

method of expansion in the asymptotic amplitude is intended as an illustration 

of what will happen when we deal 'Nith more complicated problems. The conser­

vation equations of the flow field in combustion chambers present a kind of 
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second order nonlinearity similar to the one shown in Eq. (3.30). For example, 

the convection term u:v u is a form of second order nonlinearity. Remarkably, 

Stokes9 found that a third order approximation in e, the asymptotic amplitude, 

was necessary to show the dependence of the velocity of propagation of the wave 

in an open channel on the amplitude of the wave. For this purpose he used an 

expansion similar to the expansion in Section 3.4. It is clear that when higher 

order approximations are needed a perturbation in the amplitude is useful to 

apply. 

3.5. Concluding remarks 

The major result of this chapter is that the asymptotic-perturbation tech­

nique, presented in Section 3.4 can indeed predict the limiting amplitude of the 

solution of a nonlinear hyperbolic equation and can be carried out to higher 

orders in a systematic manner. This chapter has provided us, through simple 

examples, with adequate tools to handle more complicated problems and 

showed us a comparison between the two techniques of expansion: asymptotic­

perturbation and perturbation-averaging. Regarding the asymptotic solution, 

the two expansions gave the same results. This conclusion will be confirmed in 

Chapter 6 where we treat the conservation equations in combustion chambers 

using an expansion in the normal modes. However, carrying out the expansion 

to higher order approximations showed the shortcomings of the expansion in 

the normal modes and, in general, the perturbation-averaging technique to 

predict, in a simple way, the asymptotic solution of the nonlinear equation. 

These results will be extended in the next chapter to the analysis of the 

nonlinear conservation equations in combustion chambers. 
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Chapter 4 

EXPANSION OF THE CONSERVATION·EQUATIONS 

4.1. Introduction 

The purpose of this chapter is to apply the technique of expansion in the 

asymptotic amplitude to the conservation equations in combustion chambers. 

The analysis will be shown to be of general application. However, our attention 

will be directed to the acoustic oscillations of the pressure in a cylindrical 

chamber. There are three kinds of oscillations: the tangential, or azimutal; the 

radial; and the longitudinal, or axial, oscillations. The linear, unperturbed 

acoustic pressure may be written 1 in the following form: 

In this expression, cos k1x corresponds to the longitudinal modes with k1 the 

wave number and x the axial location; cos me- corresponds to the tangential 

modes with m an integer representing the tangential mode order and 9 the 

angle in polar coordinates; and Jm(k1mr) corresponds to the radial modes with 

. CJ 
Jm the standard Bessel function of order m and kml = (-)2 - kf 

ao 

In combustion chambers, the combustion products generate a mean ft.ow. 

The effects of this flow on the acoustic field are important2. The waveform is 

distorted and the frequency is shifted. The acoustic modes are said to be per­

turbed by the mean ft.ow. Therefore, the inclusion in the analysis of the mean 

ft.ow effects is essential to accurately predict the behavior of the pressure oscil­

lations in the chamber. This is the motive to include in the expansion of the 
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asymptotic solution a second small parameter, the average Mach number.µ. of 

the ft.ow field. It will be shown. in this chapter how the inclusion of this second 

parameter will permit the determination of the perturbed modes. 

The linear analysis is performed using a double expansion to first order in 

the wave amplitude ( linearized problem) and to any order in the average Mach 

number. The perturbed modes and the frequency shift will be determined. In 

particular, the frequency becomes a complex quantity. The imaginary part of 

this quantity is called the linear growth rate because it determines the wave 

growth, or decay, in time. The results of the linear analysis are applied to a one­

dimensional case. 

The finite amplitude effects, or nonlinear effects, need a more elaborate 

treatment. The generation of different harmonics by the nonlinear motion of the 

wave as well as the dependence of the frequency on the amplitude of the wave 

have to be included in the analysis,, as we have seen in the last chapter. There­

fore, the nonlinear analysis will be performed using a double expansion to any 

order in the wave amplitude and in the average Mach number. 

In the nonlinear analysis, it is convenient to distinguish two cases: first, the 

case for which the modes are pure longitudinal and whose frequencies are 

integer multiples of the fundamental; and second, all other possibilities. For the 

second case, we present in Section 4.4.1 a double expansion in the wave ampli­

tude and in the average Mach number. The objective in this section is to sup­

port the conclusion of Chapter 3, Section 3.3, regarding the capability of the 

expansion to handle higher-than-second orders of approximation. A third order 

expansion of the conservation equations is carried out and the dependence of 

the frequency on the amplitude of the wave is determined. The results are 

applied to a one-dimensional problem. 
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In section 4.7, we apply the perturbation averaging technique to the conser­

vation equations in combustion chambers. The analysis is carried to second 

order in the pressure amplitude. Only the results for longitudinal modes are dis­

cussed in detail. 

4.2. Conservation equations in dimensionless form. 

In the derivation of the conservation equations, we make the following 

assumptions 

1) No mass addition within the volume. 

2) No heat transfer within the voiume. 

3) No viscous stresses within the volume. 

4) The effects of the combustion are assumed to occur at the boundaries of 

the chamber. 

5) The entropy waves are neglected. 

These assumptions can be removed at the expense of much labor in ela­

borating the expansion but the essential idea remains the same, namely the 

influence of the gasdynamics nonlinearity and the effect of the dispersion, or 

frequency-dependence, of the boundary conditions. Therefore, in order to gain 

understanding of the nonlinearity phenomenon most simply, we maintain these 

assumptions. 

Following the above assumptions. the conservation equations can be writ­

ten in the following form 

~~ + v . ( p JJ...) = 0 (4.1) 



- 84 -

p( ~~ + lL. v y) + v p = 0 (4.2) 

pp -7 = constant. (4.3) 

where p, u, p, and 'l are respectively the pressure, velocity. density, and heat 

ratio. Elimination of p between (4.1) and (4.3) yields 

~i + / pV .1!... + 11.Y p = O 

Define the dimensionless quantities 

p= ...E...., p= L, 
Po Po 

...., n 
11...= -""""""-, 

& 

"' x "" ao x=- t=t-· 
L' L 

(4.4) 

where p 0 , p0 ,ao and Lare respectively the pressure, density, sound velocity of 

the mean flow and the characteristic length. By substituting the above quanti-

ties in (4.2)-(4.4), one gets 

(4.5) 

Por a~ + -u. v u) + v D' = o , at - - ?' (4.6) 

(4.7) 

Eqs. (4.5)-(4.7) will be the basis for the expansion. We will omit the sign 
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hereafter. The linear problem will now be treated by linearizing these equations, 

to determine the linear growth rates for sinusoidal motions. 

4.3. The Li.near Problem 

In the linear problem, we expand the quantities p, p, and u to first order in 

the wave amplitude ( by definition of the linearized problem) and to any order in 

the average Mach number. A particular acoustical mode is considered. 

4.3.1. Introduction. 

An ample discussion can be found in the work of Culick2 and Flandro3. Here, 

we will point out the main features and some additional results. In what follows, 

we will expand the pressure, density, and velocity in the two small parameters e 

andµ: 

P = 1 + µ 2Po2 + · · · + e(p10 + µp11 + · · · )eiKt =Po+ ep' (4.8) 

P = 1 + µ,2Po2 + · · · + e(p10 + µp11 + · · · )eiKt =Po + ep' (4.9) 

u = µTI + e(u10 + µu 11 + · · · )eiKt = u 0 + eu' (4.10) 

The average Mach number of the fiow is caracterized byµ; e is a measure of the 

amplitude of the acoustic wave, for example the amplitude of the first harmonic; 

p 11 , etc., represent the distortion of the acoustic wave by the mean flow; and K 

is the dimensionless complex frequency of the acoustic wave. The real part of K 

is the dimensionless frequency of the acoustic mode and the imaginary part is 

the dimensionless linear growth rate of the wave. The purpose of the following 

calculations is to determine this grow-th rate for a given configuration of the 

chamber. 
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In general. the dimensionless complex frequency K is a function of both the 

amplitude of the wave and the. average Mach number of the ft.ow. But, for linear 

problems, K depends only on the average Mach number. Hence, K may be 

expanded as follows 

K =Koo + µ,Ko1 + µ,2Ko2 + · · · (4.11) 

where, in Kii• i is the power in the expansion in the wave amplitude, and j is the 

power in the expansion in Mach number. 

4.3.2. Anal11sis and results . The point in this section is to determine Ko 1, 

K02 , etc. We do so by matching the coefficients of e1 µm eiKt, to obtain the follow­

ing systems of ordinary differential equations 

For (1,m) = (1,0}, we get the linear acoustic equations 

iKooP10 + 7 \I .u10 = 0 (4.12) 

. V P10 
iK00u 10 + --= 0 

7 
(4.13) 

with the boundary condition 

f10 = n...V P10 

From these two equations, we get 

(4.14) 
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Many textbooks treat this problem (see for example reference 1). The expres­

sion for the pressure given at the beginning of this chapter is that for the case 

of a constant cross-section, cylindrical chamber with f 10 = 0. 

For (1.m) = (1.1), we get the equations for the distortion of the acoustic 

wave by the mean flow : 

iKooP11 + / 'i/. u11 = -iK01Pio -f'P10\7 . TI -TI .V Pio (4.15) 

(4.16) 

To determine Koi we proceed as follows. Take the divergence of Eq. (4.16) and 

use Eqs. (4.12) and (4.15) to find 

'(4.17) 

where 

hn = - Ki ( V . (TI . V u 10 + u 10 . V TI) ) + i K00 TI . V Pio + 'l i K00 Pio V .TI 
00 

Multiply (4.17) by Pio and Eq. (4.14) by Pii· subtract the results, integrate over 

the volume, and apply Green's theorem, giving 

j(p10'i/ 2Pu - P11V 2p10)dv = f P1of11 ds - f P11f10ds 
v g s 

where vis the volume; s is the surface; and f1m = n...V Plm· This relation can be 

soved to give the following expresion for K01 
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2Ko1Koo Ero= - f P1of11 ds + f P11f10 ds + f P1oh11 dv (4.18) 
s s v 

where 

Efo = J pfodv 
v 

The same technique will be used throughout this chapter and chapter 4 to find 

the coefficients in the expansion of the frequency in the average Mach number, 

and, in Section 4.4 and Chapter 4, in the wave amplitude. 

One may conclude from expression (4.18) that, in order to determine Ken. 

p 11 and f11 must be known in advance. However, it will be shown in Appendix 4A 

that only knowledge of p 10 and f10 is necessary. in other words, the determina­

tion of the eigenvalue for a problem of a given order, here K01 , requires 

knowledge of the eigenfunctions of one, or more, order less, here p 10 . 

For (1,m)=(l,2) we get the second order correction to the acoustic wave by 

the mean flow 

iKooP12 + 7 V · U12 = -iko2 P10 - i Ko1 Pu (4.19) 

- ?'Pn i/ . TI - u.V P11 - ?'Po2 v . U10 - U1o·'i7 Po2 

iK + \7 P12 .K . K 
00U12 --= -1 02 U10 - 1 01 U11 

7 
(4.20) 
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From these equations and following the same procedure used above to deter-

mine Koi. we deduce the following expression for K02 

(4.21) 
s s 

where, 

F = - iKoo Ko1f P11P1odv + i Koo J (TI. 'V Pu) P10 dv 
v v 

+ "l i Koo J (Pu V .U) Pio dv + i Koo J ( u10. V Po2) Pio dv 
v v 

+ "l i Koo J ( Po2 V .urn ) P10 dv - 7 i Ko1 J Pio V .uu dv 
v v 

+ j( V . (U . V U11 + u11 . VU) ) Pio dv - iKoof P10V .( Po2 u10) dv 
v v 

4.3.3. Application. 

Now the above results for the linear coefficients K01 and K02 , in the expansion 

of the complex frequency Kin the average Mach number, will be applied to prac­

tical problems. First, we apply Eq. (4.16) to the longitudinal modes of the model 

of the combustion chamber shown on Figure 4.1. In this sketch, Ap and AN 

represent the admittance functions at the boundaries. For B00 = 0, the frequen-

cies of the longitudinal acoustic modes of the chamber are integer multiples of 
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the fundamentaL Application of Eq. (4.18) gives 

Ko1 = - i ?' (Ao1 - Bo1) 

where Ao 1 and B01 represent the first coefficient in the expansion of the admit-

tance function at each bounciary. The growth rate of the wave is 

where the superscript (r) refers to the real part of the quantity. 

The case where Boo is pure imaginary and Ap = 0 yields the following expres­

sion for Ko1 : 

where the unperturbed frequencies are given by 

Since B00 is different from zero. the solutions for this equation are not integer 

multiples of the fundamental. From the expression for K01 , the linear growth 

rate is 

This case will also be the basis for the application carried out later in the 

analysis, Section 4.4.2.2. 
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As a second example, the expression of the linear growth rate of the wave 

will be derived for the probiem of a cylindrical rocket shown on Figure 4.2. 

Assuming the steady burning rate to be constant, we get from a mass balance 

for a control volume limited between 0 and x the following expression for the 

axial velocity, averaged over the cross-section, 

ro 
IT= 4-x 

do 

where r 0 is the constant burnL-rig rate and d0 is the diameter of the chamber. For 

simplicity, we neglect the response of the propellant to unsteady flow in the 

chamber. By applying Eq. (4.18) we get 

where c = 4 ~: . The linear growth rate is then 

This expression for ao1 shows clearly the effect of the gradient of the steady 

state velocity on the growth rate of the wave. This arises from the loss of acous­

tic energy through the nozzle by convection. 

A simiiar expression for K02 can be found by using Eq. (4.21). For example, 

for the case of Figure 4.1, with B00 pure imaginary and Ap = 0, the expression for 

Ko2 is 



- 93 -

0 
CD 

::t 
+.J 
Q) 

~ 

' ...,.. . (.) 

0 

enc 
0 
h 

.......... 
cd 

II 
(.) 

-.,..._ z 
........ 
~ 

I 
<! 

r 

l""(j 

i:: ....... ,_, 
:.>.., 
CJ 

cd 
"-< 
0 
C.l 

_J 

...... 
+.J 
rd 

I 
s 

r 
Q} 

...c: 

! 0 

C) 

C!J 

~ t 
!I 
3 

<( 
C\l 
CJ 

Q) 
$..., 
;j 
Q[) ....... 
ii.. 



-94-

7 2B 2 ( 1 -e -4iKoo) K - i--0_1 ____ _ 
o2 - - 4(1 + ')'Boo)2 

Now that we have determined the linear growth rate for any mode. the non­

linear problem will be treated. Expansions (4.8)-(4.10) must be changed in order 

to accommodate the nonlinearity. 
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4.4. The nonlinear problem 

4.4.1. introduction . Finite amplitude standing waves are the most 

encountered finite amplitude waves in combustion chambers. They have been 

the object of investigation for a long time. Stoker4 investigated the periodic 

motions of nonlinear systems having infinitely many degrees of freedom. Pen­

ney and Price5 examined finite periodic gravity waves in a perfect fluid. Three­

dimensional standing surf ace waves of finite amplitude have been analyzed, 

using the perturbation method, by Verma and Keller6. Concus7 discussed stand­

ing capillary-gravity waves. Tadjbakhsh and Keller8 examined the standing sur­

face waves of finite amplitude. McQuery9 studied periodic solutions to a class of 

autonomous and nonautonomous partial dL.""ierential equations, using the per­

turbation technique. 

For the particular case of pressure ocillations in combustion chambers, 

Maslen and Moore10 examined the periodic solutions of transverse waves in a 

cylindrical rocket, using a perturbation technique. They determined numeri­

cally the shift of frequency due to the nonlinearity of the wave motion. Zinn 11 

applied the perturbation technique to three-dimensional conservation equations 

in combustion chambers. However, the structure of his expansion differs from in 

the sense that the behavior of the wave in space was predetermined except in 

one coordinate. The special effects of the boundary conditions on the structure 

of the expansion was not mentioned. Moreover, in reference 11 the author did 

not either point out the particularity of the longitudinal modes, or link the 

results of the analysis to those of the expansion in the normal modes of the 

acoustic field. 

In this section we examine the finite amplitude periodic standing waves in 

combustion chambers. The extension of the analysis to traveling waves is 

straightforward. The basic procedure consists in expanding the unknoi;"ffi 
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frequency and the waveform in two smalLparameters: the average Mach number 

of the flow and, as we have done in Chapter 2, a measure of the wave amplitude, 

for example the amplitude of the fundamental. These expansions are then sub­

stituted in the conservation equations and terms of like powers are equated. 

Once this is done, the method leads to a sequence of linear problems. The first 

of these is homogeneous (the linearized problem) while the rest are inhomo­

geneous. The solvability (here the satisfaction of the boundary conditions) cri­

teria for the inhomogeneous equations yield the coefficients in the expansions of 

the frequency and the waveform in the small parameters. Since we are 

interested in the influence of the nonlinearity of the conservation equations on 

the linear frequency and waveform, the boundary conditions are assumed to be 

linear, i.e., independent of the wave amplitude, but they may depend on the 

average Mach number. 

It is convenient to distinguish two cases: first, the general case where the 

frequencies of the modes taken into consideration are not all integer multiples 

of the fundamental; and second, the case of pure longitudinal modes whose fre­

quencies are integer multiples of the fundamental. The first case is treated in 

the next section while the second will the subject of the next chapter. 

4.4.2. General Case . 

In this section, the frequencies of the modes taken into consideration are not 

integer multiples of the fundamental. The expansion is generated as follows. We 

start with one mode in the linear regime and then, taking into account the 

structure of the nonlinearities of the conservation equations, we add additional 

modes to the expansion. For example, if we start with a linear wave of the form 

e cost, then the second order nonlinarity (u.V' u, etc.) generates a second har-

monic of the form ~ e2 cos2t and a shift of the mean values of the form ~ e2. 

Both terms are of second order in the amplitude e. The same nonlinearity again 
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will couple the second order terms with the first order term e cost, to generate 

third order terms and so forth. The following expansion is generated following 

these guidelines. 

4.4.2.1 Expansion in amplitude and average Mach number. 

Expand p, p and .11. as follows 

P = 1 + µ 2 Po2 + .... + e ( P10.1 + µp11.1 + · · · ) ei Kt + e2( P20.o + µp21.o + · · · ) 

+ e2 ( p + µp + . . . ) e2 i Kt 20,2 21.2 

+es( p + µp + ... ) eiKt +es( p + µp + ... ) esiKt + ... + c.c. 30.1 31,1 30,S 31.3 

where c.c. stands for complex conjugate. The density p and velocity u = µu + u' 

have similar expansions. 

The pressure p is a real quantity. Therefore, using the complex notation, 

each term in the expansion has, in general, to be accompanied by its conjugate. 

Since the conservation equations are nonlinear, the expansion using complex 

notation must include the complex conjugate of each term in the expansion 

because the nonlinearity will couple the quantity with its complex conjugate. 

This coupling does not occur in linear problems and, therefore, the inclusion of 

the complex conjugate has no effect on the analysis of linear problems. 

The above expansion is similar to the one given by Eq. (2.13) in Chapter 2 . 

The only difference is that here we have a double expansion in both the wave 

amplitude ( the same as in (2.30) ) and in the average Mach number. The inclu-

sion of a second parameter, the average Mach number, is required to treat the 

interactions between the mean ftow and the acoustic field. Equations (4.15)-



- 98 -

(4.17) in Section 4.3 showed how the inclusion of this parameter allows determi-

nation of such interactions. 

The dimensionless complex frequency K is expanded as follows 

K = K00 + µK01 + /i2K02 + · · · + e(K10 + µK11 + ... ) + e2 (K20 + µK21 + · · ·) +etc. 

In this expansion, K00 is the eigenvalue to the linear acoustics pro bl em. The 

eigenfunction p10,1 of this problem is a first order· in e. Similarly, K10 and K20 

correspond respectively to the second and third order acoustics problems. 

4.4.2.2 Detailed expansion . We now substitute the expansions of p, u, p, 

and K in the conservation equations ( 4.5)-( 4. 7) and we match the coefficients of 

For (1,m,n) = (2,0,0), we get 

(4.22) 

(4.23) 

where ( ) • denotes complex conjugate of the quantity and Cleo is defined by 
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Koo = c.>oo - icx.oo 

In general. O'.oo is not equal to zero and corresponds to the linear growth rate of 

the acoustic wave with no mean flow. u 20 •0 and p 20 .0 can be determined by solv-

ing (4.22) and (4.23). This yields a d.c shift in the mean flow due to the non-

linearity of the wave. This phenomenon is called. acoustic streaming and it 

corresponds to the time-independent flow of fluid induced by the nonlinear 

acoustic field. It was first introduced by Rayleigh12. A thorough discussion on 

this phenomenon is reported in reference 13. 

The following calculation is aimed at demonstrating that the coefficient K10, 

in the expansion of the complex frequency K, vanishes. We will prove also that 

there cannot be such terms as e2 eiKt in the expansion. Assume that there are 

such terms and equate the coefficients of ~ eiKt in the conservation equations, 

to find 

iKooP20.1 + /V .Uzo.1 = - iK10P10.1 (4.24) 

V P20.1 
iKooil20.1 + = - iK10u10.i 

1 
(4.25) 

From these two equations and from the lLnear acoustic equations (4.12)-(4.13) 

(in those equations p 10 and u 10 are the same as p 10,1 and u 10 ,1 here), one gets 

V 2P20.1 + K80P20.1 = - 2K10KooP10.t. (4.26) 

The solution of this equation is the sum of a trivial solution to the homogeneous 
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problem 

and a non-triviai solution proportional to K10 . The trivial solution has the same 

form as the solution of the linear problem (4.15) and, since this trivial solution 

is a second order term, it can be neglected in comparison with the linear term. 

We are left with the non-trivial solution, a solution which is proportional to K 10 . 

Now we apply to Eq. (4.26) the same technique used in Section 4.3 to obtain 

K01 . After some manipulations, we obtain the following expression for K10 

(4.27) 
s s 

with f1m.n = n...V P1m.n and Ero.1 = J pf0,1dv. Since the boundary conditions are 
v 

assumed to be linear, P2o.1 and f 20 •1 satisfy a linear relationship identical to the 

one between p 10,1 and f10•1 ; see Appendix 4A for details. The direct conclusion is 

that the right-hand side of (4.27) is zero .. This means· that 

K 10 = 0. 

Moreover, p20.1 , being proportional to K10 , is equal to zero. Using Eq. (4.25), one 

deduces that u 20 ,1 is proportional to K10 and, therefore also vanishes. 

Now we turn to the determination of the second order acoustics equations. 

By equating the coefficients of e2 e2iKt we get 
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2iKooP20.2 +'"'IV .U20.2 = -J'P10.1V .u10,1 -u10.1·V P10.1 (4.28) 

V P20.2 
2iKooll20.2 + = -u10,1·V u10.1 

1 
(4.29) 

with f20,2 = n.. V p20.2 on the boundary. These equations can be solved for P20.2 

and u 20,2. The expressions for p20,2 and u 20 ,2 are needed in the following calcula­

tion to determine K20. 

The coefficient K20 will be determined from equating the coefficients of 

e3 eiKt. In doing so, we obtain the following system for p30,1 and u 30,1 

(4.30) 

- u:o.1 V P20.2 - ?'P20.0V .U10.1 - ?'P10.1 V .U20.o 

(4.31) 

with fso. 1 = n... 'i/ Pso.1 on the boundaries. Elimination of Uso. 1 between these two 
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equations yields the following Helmholtz equation 

Each term on the right hand side of this equation is determined from the 

results of lower order calculations. Now we write (2.32) as follows 

and we apply to this equation the same technique developed in Section 4.3 to 

find K01 • The final result is the following expression for K20 

2 K2o KooEro.1 = ?'f P10.1fso.1ds -7f Pso.1f10.1ds + fhso.1 P10.1dv (4.33) 
s s v 

where f 30.1 = n.. V p30.1 . K20 represents the effects, on the linear frequency and 
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growth rate, of the nonlinearity of the conservation equations. 

As we have seen above, K20 corresponds to the third order acoustic prob­

lem. In the determination of this coefficient from expression ( 4.33), one needs to 

know only the second, or lower, order terms, i.e. p 30.1 needs not be known. In 

appendix 3B we show the point. 

4.5. Application of the results 

Now the results elaborated above, mainly expression (4.33), will be applied 

to the one-dimensional model of the combustion chamber shown on Figure 4.1. 

The linear unperturbed frequencies are given by 

where 

B 
_ U10.1 

oo- -­
P10.1 

at x = 1. 

(4.34) 

(4.35) 

In order to have longitudinal modes whose frequencies are not integer multiples 

of the fundamental, we choose B00 to be pure imaginary. The overtones of a 

solution to (4.34) are not solutions. Therefore, the general formulation for the 

determination of the effects of the nonlinearity of the conservation equations 

can be applied. For simplicity, the boundary conditions for different harmonics 

are taken as follows 

U10,1 _ limo.I _ B 
--- --- 00 
P10.1 Pmo.l 

(4.36) 

where m = 1,2,3, etc. The values of the dimensionless frequency shift K20 for 
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different values of the dimensionless admittance function B00 are determined 

from ( 4.33) and given in table 4.1. 
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Table 4.1. Dimensionless Frequency Correction 

Admittance Frequency Correction K20 

i 0.5 - 0.70766 + i 0.000 

i 1.0 -1.7037 + i 0.000 

i 1.5 -2.2664 + i 0.000 

i 2.0 - 2.6533 + i 0.000 

i 2.5 -2.93372 + i 0.000 

For clarity, we plot these values on Figure 4.3, where ~00 is the real part of Ko0 . 

To obtain the dimensional frequency shift K~g) we use the definition of the 

dimensionless time in Section 4.2, to get 

fd) ao 
K2o = K2o­L. 

As we see from this table, the expansion presented in Section 4.4.2 is capa­

ble of handling the third order acoustics in a straightforward, but lengthy, 

manner. In reference 14, we see a difficulty in using the expansion in the nor-

mal modes to handle the third order acoustics. Also, we notice that the correc-

tion K20 is pure real and, therefore, we cannot deduce anything about the effects 

of the nonlinearity on the growth of the wave. This can be handled, although not 

done here, ·within framework of the above analysis by including real parts in the 

boundary conditions (4.36). These effects were first shown by Betchov15, using a 
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method of characteristics, in the treatment of pressure oscillations in a column 

of gas. Chester16 generalized the resuits of Betchov by using a regular pertur­

bation scheme. Collins17 . in treating the vibrations of a string, used the result­

ing, or asymptotic, amplitude as a small parameter. Jiminez18 extended the 

approach of Collins to the pressure oscillations in a column of gas. However, the 

objective of this section was simply to demonstrate the capability of the expan­

sion to handle higher-than-second order acoustic problems. The determination 

of the amplitude and the conditions for existence of the limit cycle will be dealt 

with in the next chapter for the particular case of pure longitudinal modes. 

In Chapter 3, we discussed two methods of solutions to nonlinear partial 

differential equations: the asymptotic-perturbation method and the 

perturbation-averaging method. Having applied the asymptotic-perturbation 

technique to the conservation equations, we apply now the perturbation­

averaging technique. 

4.6. Expansion using the perturbation-averaging technique 

4.6.1. Introduction . 

In this section we will show how to apply Green's theorem to reduce the system 

of conservation equations (4.5)-(4.7) to a system of nonlinear second order ordi­

nary differential equations. Then, this system will be reduced further, using the 

Method of time averaging, to a system of first order nonlinear ordinary 

differential equations. The approach presented here is a simplification of the 

general approach presented by Culick19 and a direct application of the 

perturbation-averaging technique to second order in the amplitude. 

In Section 4.6.2, we reduce the conservation equations of the fiow field in 

combustion chambers to a nonlinear hyperbolic equation ( 4.42). Application of 

Green's theorem is shown in detail, leading ultimately to a system of nonlinear 
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oscillators (4.46). 

Section 4.6.3 starts from this system and shows in detail the application of 

the Method of time averaging, yielding a system of first order nonlinear ordi­

nary differential equations (4.53). 

4.6.2. Presentation of the method . 

This method has been applied by Culick19 to the general problem of conserva-

tion equations in combustion chamber. The follovling two sections are a 

simplification of the general formulation given in reference 19 to the case where 

there is one phase and no mass addition. Therefore, the problem reduces to that 

of nonlinear acoustics with mean flow. We start from the conservation equa-
5 

tions in dimenrionless form 

~~ + ?' p\7 .11. + JJ...\7 p = 0 (4.37) 

p( ~1t + Y.. \7 y) + \7 y p = 0 (4.38) 

(4.39) 

Write now the pressure, density and velocity in the following form 

p=p+p 

p = p + p' 
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u =IT+ u' 

Expand p' and u in the normal modes of the chamber as follows 

"" 
p' = :E '17i( t }1/ti( x.) (4.40) 

i=O 

where the 'I/ti satisfy 

(4.41) 

and 

(4.42) 

on the boundary. It is easy to verify that the expansion (4.40)-(4.41) satisfies the 

linearized version of the equations (4.37)-(4.39). By replacing p and u by their 

expansions (4.40) in equations (4.37)-(4.39) and retaining terms of order e, eµ 

and e2 , one gets 

az , 
~ - V 2 p' = + / V .( iLV u' + u'.V TI + u'.'il u' )) at2 
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a ( ·v _ '" •) ~ ( , v , _" ') v ( , au' ) -1 at p . U + p V • U I - at U • p + U. V p + f • p at 

For simplicity, we will focus on the one dimensional problem with constant 

cross sectional area, The equation above becomes 

a2n' a2n' - . a2u' du au· . , d2u . 1 a2u'2 
=-....;;:_ .::......i;:_ +/(TI--+ 2 ) at2 - ax2 - ax2 d;c-~,.. u dx2 ;- 2 ax2 

.£.e.'._ au: f 82u , a2u' EE.:_ au• 
- ?'( at ax + P axat + P axat + at ax ) (4.43) 

Equation (4.43) is a nonlinear hyperbolic equation. We now apply Green's 

Theorem to this equation. First, Green's theorem can be written in the following 

form 

ffv 2g dv =ff v g.ds - fv f .v g dv (4.44) 
v s v 

where v and s are respectively the volume and surface; for one-dimensional 

problems, with constant cross-section, the volume becomes a line and the sur-

face becomes a point boundary. Second, multiply both sides of (4.43) by 'if!i and 

of (4.41) by p', subtract the results, integrate over the volume and use Green's 

Theorem and equation ( 4.42) to find 
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a r 1 i d2 1 
[ ,,,,_ ~] - k-2Jr p'""·dx - -· r o'""-dx = 

't'l ax 0 l 0 'l'l dt2 J 0 ~ 't'l 

1 

- -rf(u a2u• + 2 du ~ + u' d2u + .L a2u•2 )'l/t.·dx 
0 ax2 dx ax dx2 2 ax2 1 

1 

+ f( ap' au + ' a2
u + ' a

2
u' + ~au• )'lb·dx 

"1 at ax P axat P axat at ax ,} 0 

1 1 . 

+ f( au' ~ + u' a2p• + u ~ + au ~)'if'·dx - f < au• ~p' + , a2u• ).'if!:·~45) 
o at ax axat axat at OX 1 

"/ o at dX p axat 1 

Here, following (4.41) and (4.42), 'if.ti= cosirrx. The boundary conditions are con-

a , au' tained in the first term of (4.45). We approximate ££:_ by -p0 -- and u' ax at 

"" R(i) a 
u' = - "/Po 2: (zjr) + i-n---)i?n( t )'1/Jn'iflJ 

n=l c.>n at 

= - -y E [Ri\r) i'}( t )'if!:n"/l.j - i RfP c.>n7Jn( t )'if!:n'if!:J], 
n=I 

where the approximation Tln + c.>i7Jn = 0 has been made in the last term. The 

terms RJr> and RJi) correspond respectively to the real and imaginary parts of 

the admittance functions at the boundary for the mode n. By replacing p' and 

u' by their expansions (4.40) in (4.45), one is led to evaluate the following 

integrals 
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d2 1 , 1 G>i2 _r p "''·dx = - --71:· dt2 Jo '1'1 2 a2 i 

J,,1 du Bp' , d - 2:"" . J,,1 du '!fl l d 
--- f,. x- . x 

0 dx at 'lfli n=l'l'Jn 0 dx 'n'lfli 

1 - a2u• "" "7n 1 -r u-"''·dx = - ""' -· r u"" ""·dx Jo a2 T 'fl L.J 'V Jo 'fn'fl 
X n=l I 

1 _ a2 , 00 • 1 - d"/J:n lo u ~a at idx = ~. 'l'Jnfo u ~. idx. 
X n=l dX 

We see that the linear terms can be written in the following form 

00 

7Ji + r.>b?i = I; ( Eni7Jn + DniiJn) 
n=l 

where the constants Em and Dru are integrals depending on the steady state 

conditions and the normal modes "/J:n and 1/Ji . 
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The same technique as above will now be applied to the nonlinear terms in 

(4.42). We are led to evaluate the following expressions : 

1 £E.'._ au' - .. co ilni?m 1 Io at ax '!fridx - I: I: ---::2 lo '!frn 'iflm 'l/Jidx 
n=l m=l l'"'"m 

1 Bu' ~ . ___ 1 _ "" "" 1 d'if!n d'if!m . Io 8t 8 '!f1dX - 2 I: I: 7''fn7Jmfo d ~d 1dx 
X 7a n=l m=l X X 

We see that the nonlinear terms can be put in the form 

"' "° 2:; 2:; (Amni 7Jn7Jm + Bm.ruiJniJm) 
n=l m=l 

where the constants Amni and Bmni are function only of the normal modes 

'iflm, 1/Jn and 'ifli . 

In conclusion, we finally have the following system of equations for non-

linear oscillators; one oscillator for each mode : 
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- = m 

77i + c.>i
2 '17i = 2:: (Eru77n + Dmi/n) + 2:: ~ (Amru77m7Jn + Bmm7JmiJn) = F n ( 4.46) 

n=l n=l m=l 

Enn is found to be proportional to the imaginary part RJ.i) of the linear response 

of the nth mode. This remark will be used in the next section to show that the 

linear frequency shift is proportional to zji) 

4.6.3. Application of the Method of Averaging . 

The purpose of this section is to show how to apply the Method of Averaging to a 

system of ordinary differential equations representing a system of oscillators. 

The analysis to follow is only for longitudinal modes. Without loss of generality, 

we will show the method by applying it to system (4.46). Write now 

and assume Minorsky's20 condition 

(4.47) 

The velocity and acceleration are then 

(4.48) 

Equations (4.46) and (4.48) give 
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. . 
c.>iAicosc.>it - c.>iBisinc.>it = F n (4.49) 

Equations (4.47) and (4.49) may be solved for Ai(t) and Bi(t), giving 

(4.50) 

. 1 
B1(t) = - -=-F sinc.>·t _ c.>in 1 

(4.51) 

Now, we average (4.50)-(4.51) over the highest period Z1T, and assume that 
c.>1 

all Ai and Bi are approximately constant over that period of averaging, produc-

ing the formulas 

@11.. 

dAn 1 ~1 
-dt = -..,,-J,. FnCOSc.>ntdt i:=;n1T o 

Replace Fn by its expression in (4.46) and calculate the integrals, to find19 the 

following set of equations : 
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where {3 = 1 ;,1 
c.> 1 . The coefficient en is found to be proportional to Enn in Eq. 

(4.46). However, we found in the last section that Enn was proportional to the 

imaginary part R~) of the linear response. Therefore, en is proportional to Ri\i). 

This result will be used in Chapters 6 and 7 to discuss the influence of the ima­

ginary parts RJi) on the stability of limit cycles. 

Equations ( 4.53) constitute the basis of calculations in Chapter 6 regarding 

the determination of the amplitude and the conditions for existence and stabil-

ity of limit cycles. 

4. 7. Concluding remarks 

In this chapter, we used the two techniques, asymptotic-perturbation in 

Section 4.4 and perturbation-averaging in Section 4.6, to expand the conserva­

tion equations in combustion chambers. The asymptotic-perturbation tech­

nique was carried to third order in the amplitude of the fundamental while the 

perturbation-averaging technique was carried only to second order in the ampli­

tude. In the following chapters, we limit the discussion to longitudinal modes 

only. In Chapter 4, we determine, using the asymptotic-perturbation technique, 

the amplitude and the conditions for existence of limit cycles. Chapter 5 deals 

with the stability of the limit cycle. In Chapter 6, we apply, using the the 

perturbation-averaging technique, to the results obtained in Section 4.6. We will 

also determine there the amplitude and the conditions for existence and stabil­

ity cf limit cycles. Chapters 7 and B deal with triggering of pressure oscillations 

in combustion chambers. 
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Appendix4A 

ON THE STRUCTURE OF THE BOUNDARY CONDITIONS 

For illustration, we start with the following system of partial differential 

equations 

EE_ au [ at + ax = µ, Lp p, u] (A.1) 

au §£__ [ ] at + ax - µ, Lu P' u (A.2) 

with 

LB[p, u, µ,] = 0. on the boundaries (A.3) 

where µ,is a small parameter; Lp. Lu. and LB are linear operators. For example 

We will show in the following calculations that the boundary conditions 

(A.3) can be written in the form 

L/f)(p) + ,uL~µ,)(p, u) = 0. (A.4) 

where ;_,jf) and L~.u) are linear operators. Note that there is only one argument, 

here p, in L/f). The direct conclusion of (A.4) is that, in the determination of the 
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eigenvalues of order n, one needs only the eigenfunctions of order (n-1) or less. 

The following analysis will show the point. 

Write Eqs. (A.1) and (A.2) as follows 

L1P + ~u = µLp(p, u) (A.5) 

Lgu + L4p = µLu(p, u) (A.6) 

where 11 :::: Ls= :t and~= L4 = :x are linear operators with inverses L1- 1 • etc .. 

Equations (A.5) and (A.6) reduce to 

(A.7) 

u = -13-i ~p + µLg-1 Lu(p, u) = L7(p) + µL8 (p, u) (A.8) 

These two equations can, in general, be solved to give a simple equation. in p 

alone. Moreover, substitution of (A.7) in (A.3) gives 

Li3(p, ~(p) + µLs(p, u), µ) = 0. 

This equation. can be expanded in powers ofµ 

which can be written in the following form 
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Lfj» + µLw)(p, u) + · · · = 0. 

which is Eq. (A.4). For example, the boundary conditions can be of the following 

form 

~~ + ci(x)p + µLp(p, u) = 0. 

For this form of boundary conditions, it is very useful to define the linear unper­

turbed problem with the following boundary conditions 

In the application of Green's theorem, the surface integrals (here point 

values, since one-dimensional problem) in expressions (4.18) and (4.21), Chapter 

4, contain only terms of lower order than the eigenvalue. For example, in 

expression (4.18), in order to determine K01 , we need only to know the unper­

turbed acoustics modes p 10 and u 10. In fact, the term under the surface integral 

sign is 

Therefore, one needs only the expression of L(p10 , u 10) in L(p, u) to determine 

K01 . In general. if the boundary conditions are defined as follows 
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then the linear problem should be defined with the following boundary condi­

tions 

rg)(p) = 0. 

The analysis can be extended easily to nonlinear and three-dimensional 

problems. The only modification is to substitute the small parameter µ, by the 

amplitude parameter e and the linear operators Lp. Lu and LB by the nonlL11ear 

operators Np. Nu and NB. One direct conclusion is that, in order to determine K10 

from expression (4.27), one needs only to know p 10 and u 10 . Similarly, in order to 

deterrnL11e K20 from expression ( 4.33), one needs to know only p 20.2. U20.2 and 

lower order terms. 
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Chapter 5 

LONGITUDINAL.MODES: 
AMPIJTUDE AND CONDITIONS FOR EXISTENCE AND STABILITY OF THE LIMIT CYCLES 

S.1. Introduction 

The stability of longitudinal modes for pressure oscillations L~ combustion 
1 chambers has been the object of investigation for a long time. Chu and Ying~ 

examined the nonlinear thermally driven ocillations in a pipe with a traveling 

shock wave, using a characteristic perturbation method. They predicted that the 

fluctuation could attain a limiting value but they did not determine the expres­

sion for the limit cycle amplitude. Sirignano2 also used a shock wave model to 

examine the nonlinear stability of pressure ocillations in combustion chambers. 

The expression for the amplitude of the limit cycle was found using a numeru:al 

routine. Marxman and Wooldrige3 examined the interaction between a traveling 

shock wave and a burning surface. Zinn and Lores4 and Lores and Zinn5 treated 

a similar problem by expanding the acoustic quantities in the normal modes of 

the acoustic field in the chamber. The limit cycle was found by solving numeri­

cally a set of second order coupled nonlinear ordinary differential equations. 

The technique developed here treats only the asymptotic solution. Direct 

analytical results for the amplitude of the limit cycle will be presented. Its 

advantage is its capabitility to handle high orders in a straightforward manner. 

The case of pure longitudinal modes must be treated differently from the 

general case presented in the last chapter, Section 4.4.2. In Section 4.2 we show 

the point. A new double expansion in the wave amplitude and in the average 

Mach number is introduced. For simplicity, the analysis in this section is carried 

out to second order in the wave amplitude. Appendix 5B deals with higher ord­

ers. The dependence of the complex frequency of the wave on the wave 
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amplitude is determined. The analysis is applied to a one-dimensional problem. 

The amplitude and the conditions for existence of limit cycles for pressure oscil­

lations are determined. The effects of the dispersion, or frequency-dependence, 

of the responses of the different processes in the chamber to pressure ocilla-

tions are shown to be essential in establishing the limit cycle. 

5.2. A simple proof for need to change the expansion 

In the expansion presented in Chapter 4, Section 4.4.2, we treated the gen-

eral case of acoustical modes whose frequencies are not integer multiples of the 

fundamental. The reason for restricting the discussion there to that kind of 

mode ·will be shown in the following calculations. For illustration, we use the one-

dimensional model shown in Figure 4.1 with B00 = 0. From the last chapter, Eq. 

(4.34), the linear, unperturbed frequencies of the longitudinal modes are integer 

multiples of the fundamental. The linear acoustic problem becomes, from Eqs. 

(4.12) and (4.13) in Chapter 4, 

. du10.1 
iKooP10.1 + ?' dx = 0 (5.1) 

dP10.1 
iKooU10.1 + = 0 ydx 

(5.2) 

with :;c = 0 at x = 0,1. This system yields, with z in (4.8) being taken as half the 

amplitude of the fundamental, expressions for p 10,1 and u 10,1 

_ ( iK00x + - iK00x) 
P10.1 - e e (5.3) 
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1 nc_.,, -rrr_ x 
U - - _:':__f ~ ~'O., e •'OO ) 10 1 - -.:-:--\ <;; -' f 

(5.4) 

with Koo = n rr where n is an arbitrary integer. Keeping these results in mind, we 

write down the system of second order acoustics equations, Eqs. (4.28)-(4.29) in 

the last chapter give 

du20 2 du10 1 dp10,1 
2iKooP20.2 + / dx · = - /P10.1 dx · - U10.1 dx (5.5) 

dP20.2 du10.1 
2iKooU20.2 + = - U10 i - i Koo P10.1U10,1 1dx · dx 

(5.6) 

with p 10,1 = P~.l from the energy equation (4.7) in the last chapter. The above 

system yields, after substituting for p 10,1 and u 10,1 their expressions (5.3)-(5.4), 

d
2
U20.2 K2 2 ( 1 ) ( 2iKo0x - 2iK0oX, + 4 oo U20.2 = - 2 /'Koo 1 + :; e - e J dx2 

I 

The solution to this equation is 

U20 2 = A e2iKoo x + B e - 2fKoo x + 21 I i Koo x ( 1 + 1-) ( e 2iKooX - e - 2iKoox) ( 5. 7) . "/ -

where A and B are constants. Assu.."'lle further that 

dP20.2 dP20 2 --(0) = . (1) = 0. 
dx dx 

Using (5.6), Eq. (5.7) then gives 
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1 K00 ( 1 + -) = 0. 
y 

which is impossible. Therefore, the expansion presented in Section 4.4.2 is not 

valid for pure longitudinal modes whose frequencies are integer multiples of the 

fundamental. 

5.3. Presentation of the expansion 

5.3.1. Introduction to the expansion . As we have seen in the preceding 

section, the expansion breaks down when the mode considered is purely longitu-

dinal with K00 = nrr . In this section we will show how to handle this case. For 

clarity of presentation, the expansion here is carried out only to second order in 

the wave amplitude. Appendix 5A deals with the general formulation to any 

order. Expand p, p and 11.as follows 

P = 1 + µ 2 Po2 + · · · + s ( P10.1 + µp11,1 + ... ) eiKt (5.8) 

+ e ( oJ1)P10.s esag~t)(µ.)t + µpu,s + ... ) e3iKt + ... + 

+ s 2
( P20.o + µp21.o + · · · ) 

+ e2( P20.1 + µP21.1 + · · . )eiKt 
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+ e2 ( 0 f2)p e 2ag~2)( µ,) t + µ,p , + . . . ) e2 i Kt 
~ 20~ 2-~ 

+ e2 ( of2)p e3ag~2)(µ.) t +µp + ... ) es iKt .i.. s - 30,2 31,2 l ..... 

The density p and velocity u = µu + u' have similar expansions. The complex fre-

quency K is expanded as follows 

K = Koo + µKo1 + µKo2 + · · · + e(K10 + µKu + ... ) + e2(K20 + µK21 + · · · ) + etc. 

The terms p 10 ,2 , p 11 ,2 , etc., are introduced in order to avoid the indeter-

• rni 2ag~1)(µ.)t Sag~1)(µ.)i ,. 
mmacy of p20,2 , p21•2 , etc. noted above. ine terms e , e , e1..c .. 

are introduced in order to avoid the double determinacy of KQ 1 ( see Eq. (5.11)). 

The term e2ad
2
)(µ.)t is introduced to avoid the double determination of K11. The 

terms 0~ 1 >, 0J1>. etc., will yield the amplitudes of the higher modes. 

5.3.2. Detailed expansion and results . In this section, we will match the 

coefficients of e1µ,meinKt and we will show how expansion (5.4) will allow us to 

determine the limit cycle. First, we note that p 10,1 , p 10 ,2 , etc., correspond to the 

linear acoustics modes. The components p 11 ,1, p 11,2, etc., correspond to the first 

order distortion of the linear acoustics modes by the mean flow. The treatment 

of these components is similar to the one presented in Section 4.3, Chapter 4. 

We will treat here only the nonlinear components of the waveform. The analysis 

here is essentially for one-dL'TI.ensional oscillations, but for the sake of maintain-

ing a parallel with Section 4.4.2, Chapter 4, we use the notation for three­

dimensional motions. We start with (1,m,n)=(2,0,0) to get from the conservation 

equations 
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(5.10) 

The terms p20•0 and u 20 •0 represent, as mentioned in Section 4.4.2, Chapter 4-, 

the time-independent flow of fluid induced by the nonlinear acoustic field, or 

acoustic streaming. 

A problem arises in the treatment of the equations of acoustics streaming 

when a.00 = 0: since the analysis is one-dimensional. each equation is a first 

order ordinary differential equation in p20•0 or u 20 ,0 alone. If the two boundary 

conditions are given in terms of p 20 ,0 or u 20,0 alone then the problem can not be 

solved. However, we can circumvent the problem as follows. Assume first that 

Cl.co is different from zero, eliminate u 20,0 or p20 ,0 between Eqs. ( 5. 9) and ( 5.10), 

and then set Cl.co = 0, to find a second order ordinary differential equation in u20,0 

or p 20 .0 and the difficulty is removed. For the remaining analysis in this section, 

the acoustics streaming effects have no further influence since we limit the 

analysis here to second order in the wave amplitude. However, their influence 

will become apparent when we deal with higher order expansions; see Chapter 8, 

Section 8.2. 

Now we determine the coefficients gJ1>, etc., because they will be needed 

later to calculate K10 , K11 , etc. For simplicity, we limit the analysis to the first 
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term gM> in the expansion of d1)(µ) inµ, 

gJ1> = gJb) + µ g~p + etc. 

and only K10 will be determined. By equating the coefficients of eµe2iKt in the con­

servation equations and then by taking the limit a= 0, we get 

2 iKiJoP11,2 + 'Y V · U11,2 = ( - 2iK01 + 2cxJpgJ6)) P10.2 - ?' P10.2 V .u10,2 - IT .'i/ P10.2· 

2 iKoou11.2 + 'V Pu.
2 = ( - 2iK01 + zaJPdfi) ) U10.2 - TI ."\/ U10,2 - u10.2.V TI 

I 

To these equations we apply the same technique used in Section 3.3 to deter­

mine K01 • The result is 

where 

s s 

- Ki f ( 'ii . (TI . 'iJ U10,2 + U10,2 . V IT) ) P10.1 dv 
00 v 

+ i Koo f (IT . V P10.2) P10.1 dv + ?' i Koo f (P10.2 V .IT) P!ti.1 dv 
v v 

f lm.n = 1l.. \7 Plm,n 

(5.11) 
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Efo.2 = J Pfo.2dv. 
v 

However, K01 is determined by equating the coefficients of eµ,eiK.t as shown in Sec­

tion 4.3, Eq. (4.18), in the last chapter. We see that if g£ 1> were not present in 

the expansion, Eq. (5.11) would give another value for K01 and the expansion 

would break down. This is the reason for introducing g~ 1). 

We now direct our attention to the determination of K10 • There are two ways 

to do so. First, we equate the coefficients of e2µ 0eiKt and then we take the limit 

a= 0, to get 

The expression for the coefficient K10 is obtained following the same technique 

used in Section 4.3, Chapter 4, to determine K01 . The result is 

(5.12) 

where 
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This equation corresponds to a relationship between K10 and 0J1>. Another way to 

determine determine K10 is by equating the coefficients of i'µPe2iKt and then by 

taking a.= 0, to obtain 

These two equations yield 

80J1)(K10 - icx.1ogJfi> ) KooEfo.2 = - J P10.1 V P20.2ds (5.13) 
Ii! 

+ 2iKoof P10.1( U10.1·V P10.1 )dv + 2i')'Koof P10.1( P10.1V .u10,1 )dv 
v v 

+ 2i')'Koof P10.1(U10.1·V u10.1 + iKooP10.1U10.1)dv. 
v 

This is another relationship between K10 and 0J1>. Eqs. (5.12) and (5.13) 
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determine uniquely K10 and 0~1 ). 

The limiting amplitudes correspond to the values of e which make the ima­

ginary part of the complex frequency K vanish. The values of e determine the 

amplitude of the first mode and the coefficient of!' determines the amplitude of 

the second mode when the limit cycle is reached. 

5.4. Existence of limit cycles 

In the preceding section, we have shovm how to determine the terms in the 

expansion of the complex frequency K 

K = Koo + µKo1 + · · · + e(K10 + ... ) + e2(K20 + ) + etc. 

The imaginary part of this quantity is 

a= CXoo + µac)l> + · · · + e(a10 + ... ) + e2 (1'.X2o + · · · ) +etc. (5.14) 

When we iLmit the expansion of K to first order in µ and to first order in e, then 

the growth rate a becomes 

The limit cycle is then reached when a vanishes, i.e. 

f'.Xoo + µaJp + ea10 = 0 

T'ne coefficients aoo and a.JP correspond to the linear problem and, in general, 

exist. The existence of a limit cycle reduces to the existence of a non-zero value 

for a.10 . This result will be applied in the next section· to a one-dimensional 
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problem. 

When we limit the expension of K to second order in E, then we have, from 

(5.14), 

The existence criteria become 

1) a 10 should exist and be non-zero. 

2) a 20 should exist and be non-zero. 

3) aro - 4 (aoo + µaJp) r:x20 > 0. 

The discussion can, of course, be extended to any order in µ and e. It 

should be emphasized that this discussion is valid also for the general case 

treated in Chapter 4, Section 4.4. 

5.5. Application of the results 

Now the above results will be applied to the. longitudinal model of the 

combustion chamber shown in Figure 4.1. The conditions for existence and the 

amplitude of the limit cycle will determined. 

First, Eq. (5.11) yields the following relationship between K10 and 6~1) 

2K10 

Koo( 1- + 1) 
)' 

(5.15) 



Second, Eq. (5.13) gives 

Using (5.12), this reduces to. 
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1 
Koo(l + - ) oJ1) = ____ __,__ __ 

( 4K10 - 4ia10 g~fi' ) 

Kio = ____ ..__ 
8K10 - Biix1og£6} . 

On the other hand. Eq. (5.9) yields the following expression for gJ{j) 

(5.16) 

(5.17) 

where µ,aJp is the growth rate of the first mode and µaJy) is the growth rate of 

the second mode. In particular, when K01 is a pure imaginary, i.e., 

Ko1 = - i cxJP. then 

Thus, from (5.16), 

(5.18) 

The frequency, when the limit cycle is approached, should be real, giving 
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which reduces, using (5.18), to 

(5.19) 

Koo 1 
where {3 = B( 1 + 'l). Define 

to get 

(5.20) 

We now define 

- . "Kt - fl) "Kt P1 = q>10.1e1 + c.c., P2 = eo;,i P10.2e1 + c.c. (21) 

From expansion (5.8), we see that, when we neglect the distortion by the mean 

fl.ow and nonlinear terms, Pi and p 2 correspond respectively to the first and 

second modes. Using Eq. (5.3), Pi becomes 

Pi = 4 e coswx cose.>t (5.22) 

where CJ= K00• Using (5.20), we get the amplitude of the first mode 
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1 
aio=4e= ~ (5.23) 

The second mode disturbance will be determined as follows. Eq. (5.15) gives 

Using Eq. (5.18), we get 

0~ 1) = - 2 i 0:10 

1 
Koo( - + 1) 

'l 

r ) -~ a:JP )t 
o21 = - u, - cx1W 

The second mode disturbance becomes, using (5.3) and (5.24), 

(5.24) 

- aJP L . cxJl) L. p 2 = - 2i e cos2~x ( - ('2)) 2 (e1 Kt - e -iKt) = - 4 e cos2r.>x sin2~t( - r'k-) 2 
CX01 IX01 

Hence, we get, using (5.20), the following expression for the amplitude of the 

second mode 

(5.25) 

5.6. Discussion of th.e results. 

Equations (5.23) and (5.25) yield the amplitudes of the first and the second 

harmonics of the limit cycle. These results will be found again in Chapter 5 

when the expansion in the normal modes of the chamber is treated. That consti-

tutes a strong support of our expansion. 
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It is essential to notice here that, in order to reach a limit cycle, a.10 must 

exist be non-zero, giving, from (5.18), 

(5.26} 

This means that both a source of energy and a sink of energy should be present. 

This is a direct proof of the effect of the dispersion, in the sense of dependence 

on the frequency, of the boundary conditions on the establishment of the limit 

cycle. 

A physical interpretation of the condition (5.26) is that , in order for a 

limit cycle to exist, at least one mode should extract energy from the wave while 

another mode is supplying energy to it. The transfer of energy from one mode to 

another is done by the nonlinear motion of the wave. For example, the non­

linear convection term u.v u in the conservation equations can be perceived as a 

vehicle transfering energy between the first and the second modes. The limit 

cycle is reached when the processes supplying energy to the wave balance the 

processes extracting energy from the wave. 

5. 7. Stability of the limit cycle 

5.7.1. Introduction . In the last section, we used the asymptotic­

perturbation method to determine the amplitude and the conditions for 

existence of limit cycles for pressure oscillations in combustion chambers. The 

crucial point of whether such limit cycles physically exist, i.e. are stable, is 

treated in this section. 

The technique we follow here consists in linearizing the conservation equa­

tions near the limit cycle solution. The result is a system of of linear partial 

differential equations with periodic coefficients. This system is similar to the 
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system of Bloch waves6 encountered in the theory of electrons in crystals. The 

solution to this system is found by expanding the solution in the normal modes 

of the reduced system obtained by neglecting the time-dependent parts. Applica­

tion of Green's theorem ( Chapter 4, Section 4.6) then yields a system of second 

order linear ordinary differential equations with periodic coefficients, one equa­

tion for each mode. This system can be treated used the Floquet theory7. How-

ever, the structure of the periodic coefficients makes the treatment by the 

method of time-averaging particularly easy, especially for longitudinal modes 

where the final result reduces to a system of first order linear ordinary 

differential equations with constant coefficients. The study of the stability of 

such a system is straightforward and very abundant in the literature. 

For simplicity, the following analysis will be directed to the treatment of 

longitudinal modes partly because, in the last chapter, the limit cycies were 

found only for the longitudinal modes, partly because of the relative simplicity 

of the calculations. Only two modes are taken into account. However, the 

analysis covered in this chapter can easily be applied to many modes and to 

three-dimensional problems once the limit cycles are found. 

5.7.2. Analysis . The objective is first, to linearize the conservation equa-

tions near the limit cycles; and second, to study the stability of the limit cycle 

by applying Green's theorem, or spacial averaging, and the method of time-

averaging. We start from the conservation equations, 

~ l 7 p V .JJ.....+ 11. v p = O (5.27) 

8.Y... v p p( -+11....V'.lJ • .) + -= 0 at 7 
(5.28) 
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pp-?= 1 (5.29) 

For illustration, only one-dimensional problems will be treated. Moreover. we 

limit the expansion of the pressure, density, and velocity to two modes 

P = 1 + P1 + P2 + p' 

P = 1 + Pi + P2 + p' 

u = TI + u 1 + u 2 + u' 

where( P1 , p2 ),(Pi • P2 ) .. and ( u 1 , u2) are the first and the second mode com-

ponents of the limit cycle. To make matters simple, we will focus on the case 

treated in Chapter 4, Section 4.5, where we found 

P1 = a10 cos CJX cos CJt (5.30) 

p2 = a20 cos2CJx sin2c.>t (5.31) 

where 

The expressions for u,, etc. can be found from the linear acoustics equations 

using (5.27) and (5.28). For example 



- 139 -

(5.32) 

On the other hand, p' , p' and u' are small perturbations near the limit cycle. 

The linearization yields the following system of partial differential equations 

where 

op' au' 
~?' -=h1 at ax 

au· on' 
~..::::...i;:_=h at 78x 2 

a(u + u1 + u2) - - au' a(P1 + P2) hi = - r p' ax - ?' ( 1 + P1 + P2) ax - u' ax 

- - EIL. - (u + u1 + u2) a . x 

a(u + u1 + u2) -u' (1 +p1 +p2 ) -----­ax 

o(TI + U1 + U2) 
-p' 

')'ot 
8(TI + U1 + U2) - p' (TI + U1 + U2) -----­

')'OX 

(5.33) 

(5.34) 

(5.35) 

(5.36) 
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Equations (5.33) and (5.34) yield 

~ _ ~ = ah1 _ ah2 _ H 
at2 ax2 at ax - ii 

(5.37) 

Since p1, etc., represent, from the previous chapter, the components of the limit 

cycle and, therefore, are harmonic functions of time, Eq. (5.37) is a linear, 

parametric, in11omogeneous hyperbolic equation. 

In Section 5.7.1, we apply Green's theorem to equation (5.37), using the 

technique described in Chapter 4, Section 4.6, to obtain a system of two ordi­

nary, linear differential equations with time-dependent coefficients. This system 

will be reduced in Section 5. 7.2, using the .method of time-averaging, to a system 

of ordinary differential equations vvith constant coefficients. The standard stabil­

ity analysis is then applied to obtain conditions for stability of the limit cycle. 

5.7.2.1 Application of Green's Theorem. Expand the pressure and velocity 

as follows 

p' = 1J1(t)cosc.>x + 772(t)cos2c.>x 

. ?J1(t) . iJ2(t) . u = - s1nc.>x - s1n2c.>x, 
?'CJ 2-yc.> 

and apply Green's theorem ( see Chapter 4, Section 4.6) to Eq. (5.37). This tech­

nique consists here of multiplying Eq. (5.37) by cos c •• \x, i = 1,2, integrating the 

results over the total length of the chamber, and using Green's theorem, to find 

the following system of ordinary differential equations 
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(5.38) 

(5.39) 

where 

Du = - 2 ct1 , D22 = - 2 a:a 

- 1 3 C2 - - a 10 r.>( - 1 + -) 
4 2?' 

5 2( 1) C4 = - a2oc.> - 1 + -
4 ?' 
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1 3 
F2 = - -a1oc.>( 1 + -) 

2 ?' 

System (5.38)-(5.39) will be reduced further using the method of time-averaging. 

The point is to reduce this system of second order linear parametric, differential 

equations to a system of first order linear differential equations with constant 

coefficients. Thus, the stability of the limit cycle can be studied in a much 

easier way. 

5.7.2.2 Application of the Method of Averaging . The description of the 

method was described in Chapter 4, Section 4.6. Expand 771 and 772 as follows 

Substitution of these expressions in (5.38) and (5.39) yields, after application of 

the method, the following system of ordinary differential equations for the Ai 

(5.40) 

(5.41) 
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(5.42) 

(5.43) 

where 

and {J = ~ 1 + ~ ). The stability of the limit cycle is now reduced to the stabil­

ity of the trivial equilibrium point of the system (5.40)-(5.43). By ·writing 

A1 = U 1 e"t , etc .. where U 1 , etc., are constant, and replacing these expressions in 

the above linear system we get a linear system of equations for U 1, etc., of the 

form 

MX=O 

where Mis the matrix of the linear system and X represent U1, etc. This system 

has non-zero solutions only when its determinant vanishes. This gives a polyno-

mial equation in A, the characteristic polynomial. The conditions under which 

the limit cycle is stable are reduced to those under which all the roots of this 

polynomial have negative real parts. Many textbooks treat this problem; see 
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reference 8, for example. These conditions are commonly known as Routh­

Hurwitz or Lienard criteria. For a polynomial of the form 

these criteria are 

For the system in question the characteristic polynomial is 

The stability conditions are then given, by applying Lienard criteria, 

These conditions reduce to 

(5.44) 
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(5.45) 

IX1 > 0. (5.46) 

To these one must add, Eq. (5.23), the existence condition a 1cx2 < 0. 

5.B. Discussion of the results. 

The results are shown on Figure 5.1. As we see. from the graph, in order to 

get a stable limit cycle, the first mode should be unstable. The second mode 

should be stable and should decay at least twice as fast as the growth of the 

first mode. The major conclusions from the above analysis are first, that the 

stability of the limit cycle depends a'nly an the linear coefficients, and second, 

that the nonlinear coefficient (3 affects only the amplitude of the limit cycle. The 

existence of both a source of energy ( o:1 > 0 } and a sink of energy (~ < 0) is 

necessary to obtain a limit cycle. The same results will be found in Chapter 6 
0 

using a completely different technique". The purpose of the next chapter is to 

support the expansion presented in Chapters 3 and 4. We shall show, by using 

the perturbation-averaging method, that we obtain the same results, reported in 

this chapter, regarding the amplitude and the conditions for existence and sta-

bility of the limit cycle. More results will be elaborated regarding the influence 

of the imaginary parts of the linear responses of the different processes in 

combustion chambers. 
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Appendix 5A 

GENERAL REASON FOR CHANGING EXPANSION 

In Section 5.2, Chapter 5, we presented a simple example showing the need 

to change the expansion presented in Chapter 4 when we treat longitudinal 

modes whose frequencies are integer multiples of the fundamental. In this 

appendix we present the general reason for changing the expansion presented in 

Chapter 4. 

The conservation equations ( 4.5)-( 4. 7) in Chapter 4 can be reduced, by 

eliminating p and u, to a nonlinear partial differential equation which, for one-

dimensional problems, has the following form 

~ ~-at2 - ax2 - Np(p) (A.1) 

with 

~~ = NB(P) on the boundary. 

where Np and NB are two nonlinear operators. We further expanded pas follows 

P = 1 + µ 2 Po2 + .... + e ( P10.1 + µp11,1 + · · · ) eiKt (A.2) 

+ iZ( P20.o + µp21.o + · · · ) + e2 ( P20.2 + µP21.2 + · · · ) e 2 
i Kt 
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For the case of longitudinal modes whose frequencies are integer multiples 

of the fundamental, we have 

with 

d
2

P10.1 Tr2 --- + .!\.~ P10.1 = 0 
dx2 

dP10.1 
---=Oat x = 0,1. 

dx 

The solutions to (A.3) satisfying (A.4) are 

with 

K6H) = mr, n = 0, 1. 2, · · · 

These solutions constitute a complete set of orthogonal functions. 

(A.3) 

(A.4) 

(A.5) 

(A.6) 

As we see from expansion (A.2), we include one mode only in the linear part 

of the expansion, say pfa~1 . The nonlinear term p20,2 (x) then satisfies 

(A.7) 

where N~2) is the quadratic part of Np. Since the set of functions pf:g?1 are a com­

plete set of functions, p20 ,2 and N~2>(pf6?1) can be expanded in terms of these 

functions 
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(A.B) 

(A.9) 

with d2 , in general, is different from zero. For example, if N~2)(pfb\) = pf5~1 2 then 

do = d2 = ~ and d1 = 0. Substitute, expansions (A.B) and (A.9) in (A. 7) and 

equate the coefficients of prn?1, to get 

(A.10) 

where use has been made of 

However, for longitudinal modes whose frequencies are integer multiples of the 

fundamental, we have, from (A.6), 

Eq. (A.10) then reduces to 

In general d2 is different from zero. Therefore, expansion (A.2) breaks down. One 

way to overcome this difficulty is by introducing in (A.2) a second harmonic of 

the same order as the first harmonic, i.e. 
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P = 1 + µ 2 Po2 + .... + e ( P10.1 + µp11,1 + · · · ) eiKt (A.11) 

+ e ( P10.2 + µpu,2 + · · · ) e 2 iKt 

_2{· ) 2 (· + ) 2 i Kt + + z::- P20,o + µp21.o + · · · + e P20.2 µp21.2 + · · · e .... 

This is the basis of the expansion used in Chapter 5. 

The analysis is general and can, of course, be extended to any number of 

modes and any reasonable type of nonlinearities. 
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Appendix 5B 

GENERAL FORMULATION FOR LONGITUDINAL MODES 

In this appendix we extend the analysis presented in Chapter 5, Section 

5.2, to any number of modes. The extension to higher orders in the wave ampli­

tude is the subject of Chapter 8, Section 8.2. To save space, we show in detail 

the expansion of the pressure alone 

P = 1 + µ 2 
Po2 + · · · + e ( P10.1 + µp11.1 + ... ) e:iKt 

, '1) 2ag<1)r µ,) t . K + 1': r 0 l p e ~ , + µp + . . . ) e2 1 t \ 2 10,2 11.2 

+ e2
( P20.o + µp21.o + · · · ) 

+ e2 ( c)f2)n e2ag~2J(µ,)t + µp + ... ) e2iKt 
2 L 20,2 21,2 

+ eZ ( o£2)Pso.2 e3ag~2)(µ,)t + µp:31,2 + ... ) e3iKt + ... + c.c. (B.l) 
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The coefficients g£2>, gJ2), etc., are introduced to resolve the multiple deter­

mination of K11 , K12 , etc. In fact, gathering terms in ~2µ,efKt in the conservation 

equations leads, after application of Green's theorem, to an expression for K11 . 

Another expression is obtained from equating the coefficients of e2µ,e2iKt. In the 

absence of g£2), we are faced with generally two different values for the same 

coefficient, and the expansion breaks down. A similar situation exists for K12. In 

general, the introduction of glm>(µ) allows the single determination of Km -1.n• j = 

2,3,4 ... ,and m, n = 1,2,3,. ... 

In a concise form, the expansion (B.1) can be written in the following form 

where oln) = 1 and g1(n) = 0 for n = 0,1. Similarly, the expansions of the density 

and velocity are respectively 

As an illustration of how to apply the expansion (B.1) to many modes, we 

extend the results shown, for two modes, in Section 5.3.2. to three modes. We 

1vill show· how to determine the coeficient K10 in the expansion of the complex 

frequency in the wave amplitude. There are three ways to determine K10 . First, 

we equate the coefficients of i!-µ,0ei Kt in the conservation equations to get 
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(B.3) 

Following the same technique leading to Eq. (5.11) in Chapter 5, we get from Eqs. 

(B.2) and (B.3) a relationship among K10 , 0£1
'. and of1

). 

Another relationship among K10, o~ 1 ), and of1) can be found by equating the 

coefficients of e2µ 0e2 i Kt. By doing so, we get 
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(B.4) 

(B.5) 

Following the same analysis leading to Eq. (5.13), Eqs. (B.4) and (B.5) give a 
second relationship between K10 , o£ 1), and o~l). 

Finally, a third relationship connecting K10 , 0£1>, and oJ1) is obtained by first 
equating the coefficients of e2µ 0e3 i Kt in the conservation equations, to get 

(B.6) 

(B.7) 
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The same analysis leading to Eq. (5.13) allows the determination of the desired 

relationship. Consequently; K10 , 0~ 1 '. and 0~ 1 ) are uniquely determined. The lim­

iting amplitude corresponds to the values of e for which the imaginary part of 

the complex frequency K vanish. The values of e determine the amplitude of the 

first mode. The coeftcients of1), and oJ1) determine respectively the amplitudes 

of the second and the third mode. 
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Chapter 6 

EXPANSlU~I IN THE NOP.BAL 1,fODES OF THE ACOUSTIC FIEIJ"J; 

Ai~PLITUDZ AND CONDITIONS FOR EXISTENCE 

AND STlillILlTY OF L11l1T CYCLES 

6.1. Introduction 

In Chapters 4 and 5 we obtained some results regarding the amplitude and 

the conditions for existence and stability of limit cycles for pressure oscillations 

in combustion chambers, by using the asymptotic-perturbation method. In this 

chapter, we will support these results by using the second technique, the 

perturbation-averaging method. This technique was presented in Chapter 3, Sec­

tion 3.3. In Chapter 4, Section 4.6, we applied this technique to the conservation 

equations in combustion chambers and, for pure longitudinal modes, we 

obtained the system of equations (4.52)-(4.53) of ordinary differential equations 

for the behavior in time of the different modes. The same equations were 

reported in reference 1. 

In this chapter, we start from those equations to determine the amplitude 

and the conditions for existence and stability of limit cycles. Consequently, the 

following analysis is limited to longitudinal modes only. More results than those 

found in Chapters 4 and 5 wiil be elaborated, mainly the influence of the ima­

ginary parts of the linear responses of the different processes in the combustion 

chamber. Broadly, the analysis breaks into two parts. First, for a chosen type of 

limit cycle (there are two types), the conditions for existence and the ampli­

tudes of the limit cycles are found. Then a perturbation procedure is used to 

examine the stability of the limit cycle. 
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We begin with the case when the fundamental frequency of the limit cycle 

is equal to the fundamental frequency of the acoustic modes of the chamber. 

First, two modes are treated. The amplitude and the conditions for existence 

and stability of limit cycles are determined. The results agree with those of 

Chapters 4 and 5. Moreover, the influence of the initial conditions is shown. The 

crucial importance of the imaginary parts of the linear responses of the 

difierent processes in the chamber is demontrated. Second, we treat three 

modes in order to confirm the results found in the treatment of two modes and 

to generalize the method of solution to many modes. 

The second case, when the fundamental frequency of the limit cycle is 

slightly different from the fundamental frequency of the acoustic modes of the 

chamber, is examined. The amplitude and frequency of the limit cycle are deter­

mined. Under certain conditions ( shown in Appendix 6A), these two cases 

correspond to the only possible types of limit cycles. 

Because of the availabilty of data on solid propellant rocket motors, the 

analytical results will be applied solely to that kind of system. We will compare 

our results with the numerical solutions reported in reference 2 and with the 

experimental results reported in reference 3. But the validity and the scope of 

application are much wider and the results can be applied to any sort of 

chamber. 

6.2. Preliminary 

We start the analysis from the results reported in reference 1 and shown in 

some detail in Chapter 4, Section 4.6. In that section, we showed, following 

reference 1, that the pressure oscillation, written in the form 
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"" 
p'= 2: 7]i(t) cos c.>i x 

i=l 

is governed by the following system of equations for nonlinear oscillators, one 

oscillator for each mode: 

.. 2 f( ') 'l'Ji + l'.Vj 'l'Ji = i ?'}j ' 'l'}j (6.1) 

i=1,2, ... , j=1,2, ... , and fi is a second order nonlinear polynomial. By applytng the 

method of averaging1, the following system of ordinary differential equations is 

obtained 

(6.2) 

(6.3) 

where - - -y+1 n - 1, 2, ... , {3 - Hy c.>1 The 

coefficients cxn and G-n are the linear coefficients and correspond respectively to 

the linear growth rate and to the linear frequency shift of the nth mode. We refer 

the reader to Chapter 4, Section 4.6 for more details leading to Eqs. (6.2)-(6.3). 
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in particular, in Chapter 4, Section 4.6, we show that the 0-n are proportional to J 

the imaginary parts of the linear responses of the nt...'i. mode. This result will be 

used in the discussion in Section 6.3.1.3. 

Equations (6.2) and (6.3) were obtained by applying the method of time 

averaging to Eqs. (6.1). It is interesting to mention that expansion of the solu­

tions to (6.1) in two-time scales gives results identica14 to those obtained by the 

method of time averaging. 

In what follows, we vrill treat two cases. First, the case when the coefficients 

Ai and Bi reach constant values for large time; and second, the case where A 
and Bi reach harmonic oscillations for large time. These cases yield periodic 

solutions of the form 77i(t)= Ai(t) sin c.>it + Bi(t) cos c.>it, and, therefore, they 

correspond to limit solutions. In Appendix 6A, we show that, under certain con-

ditions, these are the only possible cases. The first case corresponds to the case 

when the fundamental frequency of the limit cycle is equal to the fundamental 

frequency of the acoustic modes of the chamber and it will be ref erred to as " 

Zero frequency shift case ". The second case corresponds to a slight difference of 

the fundamental frequency of the limit cycle from the fundamental acoustic fre­

quency of the chamber and it will be referred to as "Non-zero shift of frequency 

case". 

6.3. Case of zero frequency shift 

In this secti.on, we will consider the case when the coefficients Ai and Bi in 

77i(t)= Ai(t) sin c.>1t + Bi(t) cos c.>it will reach constant values fort --> 00 • The sys-

tern to be solved is the following 
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6.3.1. Two modes. 

In this section, the particular case of two nonlinear oscillators is fully treated. 

The amplitude and the conditions for existence and stability will be determined. 

For two modes, Eqs. (6.4) and (6.5) become 

(6.6) 

(6.7) 

(6.8) 

(6.9) 

To solve (6.6)-(6.9) it is convenient to write Ai and Bi as follows 

i=l,2. 

Equations (6.6)-(6.9) then reduce to 

(6.10} 
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19' 'if!i = Arctan -- , 
O'.j 

(6.11) 

(6.12) 

(6.13) 

i =1,2 

We now multiply (6.10) by sin(v1-'if/1), (6.10) by cos(v1-'if/1), and we subtract the 

results to get 

On the other hand, multiplication of (6.12) by sin(v2-'if/2), (6.13) by cos(v2--7p2), 

and subtraction of the results yield 

The last two equations have the solutions 

(6.14a,b) 
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In order for the solutions to Eqs. (6.14a) and (6.14b) to exist, (6.14a) and (6.14b) 

should be satisfied simultaneously, giving 

1/11 + 1/12 = (m - n)1T 

However, by definition of the arctan, - ; <'I/Ji < ; . Consequently 

which, from the definition of 'I/Ji; gives 

'l9i ~ =-- (6.15) 

If this condition were not satisfied, then (6.14a) and (6.14b) would have no solu­

tion. Consequently, Eqs. (6.7)-(6.9) would also have no solutions. Therefore, con­

dition (6.15) is the condition for existence of a limit cycle with zero frequency 

shift. The same condition will be found again in Section 6.4, Eq. (6.56). 

By taking into account (6.14a,b) and (6.15), we find from Eqs. (6.10)-(6.13) 

r 2 -1 -

However, since - ; ·<'I/Ji < ; , we should have 

(6.16) 
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This is identical to condition ( 4.23) for existence of limit cycle determined in 

Chapter 4 using the asymptotic-perturbation technique. Condition (6.16) 

assures the existence of the limit cycle and shows clearly the necessity of having 

both a source and a sink of energy. The amplitude of the limit cycle can be 

expressed via the values of Ai and Bi 

i=l,2. 

T'ne system (6.1) of nonlinear oscillators is autonomous: i.e., if 17(t) is a solution 

then 77(t - t 1) is also a solution for any t 1 . Therefore, because we are also dealing 

with the asymptotic solution (limit cycle), assumed to be periodic, one phase in 

the expansion of the limit cycle in its Fourier components is arbitrary. This is 

equivalent to saying that one of the vi is arbitrary, say v1 = 0. This gives 

1 .L 
Arn= (-a a ) 2 

(3cos1/.11 
1 2 

B10 = 0. 
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For the particular case of e1 = e2 = 0, we have 

These expressions are identical to expressions (5.21) and (5.22) determined in 

Chapter 5, using the asymptotic-perturbation method, for the amplitude of the 

first and the second harmonics. 

Once the equilibrium points Am and Bm , i = 1,2, are found, their stability 

can be examined by linearizing the system (6.6)-(6.9) near these points. The 

eigenvalues of the linear system should all have negative real parts. Lineariza­

tion of (6.2)-(6.2) produces the following equations: 
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By writing A1 = U1eM, etc., where U1 , etc., are constant, and replacing these 

expressions in the above linear system we get a linear system of equations for 

U1 , etc., of the form 

MX=O 

where Mis the matrix of the linear system and X represent Ui. etc. This system 

has non-zero solutions only when its determinant vanishes. This gives a polyno­

mial equation in A., the characteristic polynomial. For the system in question, 

the characteristic polynomial is 

(6.17) 

The conditions under which the limit cycle is stable are reduced to those 

under which all the roots of this polynomial have negative real parts. Many text­

books treat this problem (see reference 5 for example ). In Chapter 5, we have 

seen that these conditions are known as the Routh-Hurwitz or Lienard criteria. 

As we have noted there, for a polynomial of the form 

these criteria are 
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In the following calculations, we will determine explicit results for two cases: 

19i = ~ = 0 and 19i. 19z '#: 0. 

6.3.1.1 'l9i = 't9:a = 0: Imaginary parts of linear responses vanish. 

The case when ~ = ~ = 0 is carried out to completion. Equation ( 6.1 7) reduces 

to 

The stability conditions are then given, by applying Llenard criteria, 

These conditions can be simplified to 

(6.18) 

(6.19) 
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(6.20) 

To these one must add the existence condition (6.16). These results are 

the same as those found in Chapter 5, Eqs. (5.18)-(5.20), and are shown on Fig­

ure 5.1. This constitutes a strong support of the expansion in the asymptotic 

amplitude discussed in Chapters 3, 4, and 5. As we see from the graph, in order 

to get a stable limit cycle, the first made should be unstable. '!he second mode 

should be stable and should decay at least twice as fast as the growth of the 

first mode. 

Without the nonlinear coupling, the first mode is unstable, so there is a 

source of energy for the system; the second mode is stable, and energy is 

extracted from the system. The nonlinear coupling channels energy from the 

first mode to the second mode. We say that the energy flows from the first to 

the second mode. When the limit cycle is reached, the effects of the sink and 

source of energy compensate and the energy in the wave system remains con­

stant in time. 

To demonstrate the independence of the limit cycle from general initial 

conditions, the system of equations (6.1) and (6.2) has been integrated numeri­

cally. Figures 6.la and 6.lb show the behavior in time of the amplitude of 

different harmonics for different initial conditions. Figures 6.2a and 6.2b show 

the influence of the linear damping coefficient a 2 on the rate at which the limit 

cycle is reached and on the limiting amplitude. We conclude that the higher the 

damping is, the faster the limit cycle is reached and the higher the amplitude of 

the first mode is. Figure 6.3b shows the behavior in time of the pressure ampli­

tude when the conditions (6.18)-(6.20) are not satisfied; it is clearly seen that, 

while the existence condition ( 6.16) is satisfied, the limit cycle is unstable, i.e., it 

cannot exist numerically. That was predicted by the analytical results (6.18)-
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(6.20). 

In all these examples, the numerical results agree completely with the 

analytical predictions L."l the sense that the numerical solution of the system of 

equations (6.2) and (6.3) yields the same behavior predicted by the analysis 

regarding the conditions for existence and stability, and amplitude of limit 

cycles. 

6.3.1.2 Stability criteria for special initial conditions. 

The following remarks demonstrate that the initial conditions, under very spe-

cial circumstances, can change the stability criteria (6.18)-(6.20). Let us 

assume that the initial conditions are of the following form 

and that '19i_, ~ both vanish. The direct conclusion is that the two modes are in 

phase. This will be shown to be the reason for relaxing the stability criteria given 

above. Equations (6.6)-(6.9), in this case, become 

(6.21) 

(6.22) 

B1 and B2 vanish for all times. System (6.19)-(6.20) has the following solution 
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By linearizing the system (6.21)-(6.28) near the above solution, it is easily 

shown that the stability criterion is simply 

(6.83) 

The criterion (6.83) is much less restrictive than the criteria (6.18)-(6.80). How­

ever, the initial conditions here are very restrictrive. The criteria (6.18)-(6.20) 

are the general ones under general initial conditions. Figure 6.3b, in comparison 

with Figure 6.3a, illustrates clearly the influence of the initial conditions on the 

stability criteria (6.18)-(6.20). The only differences between these two figures are 

the initial conditions: in Figure 6.3b, where the initial conditions are not in 

phase, the limit cycle is unstable as predicted by the stability criteria ( 6.18 )­

( 6.20); in Figure 6.3a, where the initial conditions are in phase, the limit cycle is 

stable as predicted by the criterion (6.23). 

6.3.1.3 19r. 19.,a ¥- 0 : Imaginary parts of linear responses non-zero. 

We now treat the case in which 19i and ~ different from zero, while always 

satisfying the condition (6.15) for zero frequency shift in the limit cycle. The 

point is to show that the stability criteria (6.18)-(6.20) are still valid but are not 

necessary. It will be shown that the imaginary parts greatly affect the stability 

and amplitude of the limit cycle. Ultimately, the direction of energy fl.ow among 

modes will depend on these imaginary parts. 

In order for the characteristic polynomial (6.17) to have all roots with nega­

tive real parts, the following. conditions should simultaneously be satisfied 

according to the Lienard criteria 
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The first two conditions amount to the same conditions (6.18)-(6.19) found for 

the case 1.9i = ~ = 0 . But the third condition implies two possibilities. First 

cx2 < 0 ; this case yields the same result (6.20) found for 1'i = t1rc = 0 . Second, 

cx2 > 0 ; this case yields the following stability condition 

(6.24) 

This condition shows clearly that it is possible to get a stable limit cycle when 

the first mode is stable and th.e second mode is unstable. In conclusion, the 

conditions (6.18)-(6.20) are sufficient here but not necessary. 

To illustrate the results, Figure 6.4 shows an example of numerical integra-

tion of the system of ordinary differential equations when the first mode is 

stable, the second mode is unstable, and when the criterion (6.24) is satisfied 

but the criteria (6.18)-(6.20) are not. The limit cycle in this case is stable, in 

contradiction to the stabiltity criteria (6.18)-(6.20) but consistent with the cri­

terion (6.24). 

In the case when the first mode is stable ( a sink of energy ) and the second 

mode is unstable ( a source of energy ), the nonlinear coupling channels the 

energy from the second to the first mode. The direct conclusion here is that the 

energy can flow 'backward" from the higher to the lower modes. Whether this 
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occurs depends on the values of ( ~ .~) which correspond to the imaginary parts 

of the combustion responses. 

This is, up to our knowledge, the first time such an effect has been shown. 

The imaginary parts do indeed play a major role in the process of limiting the 

pressure oscillations in combustion chambers. Relying only on the real parts of 

the responses of the different processes in the chamber yields insufficient, 

sometimes misleading, information about the processes causing a limit cycle. 

6.3.2. Three modes . 

Now, the system of 3 nonlinear oscillators will be treated. A general approach 

for solving a system of many nonlinear oscillators can be constructed. The pur-

pose of this section is to show that a stable limit cycle is unique and that the 

analysis can be carried out to any number of oscillators. 

The uniqueness of a stable limit cycle is an important feature to investi-

gate, since it is a specific characteristic of multi-degree of freedom systems. In 

fact, for the multi-degree of freedom system (6.2)-(6.3), the limit cycle 

corresponds to the equilibrium points of this system, Le. the values of An and Bn 

dAn dBn 
which make ill and dt- vanish. These values are roots of the system (6.4)-

(6.5) of second order multivariable polynomials. For a single degree of freedom 

system, the limit cycle changes stability when we move from one limit cycle to 

the adjacent one. For example, Figure 7.2, in Chapter 7, shows the phase 

diagram for the single degree of freedom system 

dA = a.A + bA2 + cA3 

dt 

We see from the graph that the limit cycle changes stability when we move from 

one limit cycle to the adjacent one. 



- 177 -

For a multi-degree of freedom system the situation is quite different. 

There are no general rules as to the alternation of the stability of limit cycles. In 

section 6.3.1 we examined the case of two oscillators. We obtained two different 

limit cycles: the origin and a non-trivial limit cycle. If now conditions (6.18) and 

(6.19) are not satisfied while (6.20) is satisfied, then both limit cycles are 

unstable. Therefore, we have two adjacent limit cycles which have the same 

behavior regarding stability, i.e. both are unstable. This is a clear contradiction 

to the rule for a single degree of freedom systems. 

By extending the analysis to three modes, we would like to enhance this 

conclusion and to support another conclusion about the stability of limit cycles 

for system (6.1), i.e. the stable limit cycle is unique, in the sense that if the sys­

tem is linearly unstable then there is at mast one stable asymptotic oscillatory 

behavior no matter what the initial conditions. 

First, we will show how to extend the analysis to many modes. The discus-

sion of stability for three modes will follow. Write 

where i = ...r-:r.. Thus, for a system of 3 nonlinear oscillators, system of equations 

(6.2) and (6.3) gives, when the limit cycle is reached, 

0'.1 ·-rp 
--~-" e

1 1 z; - (3 ( Z1 z; + Z2 z;) = o 
cos 't'l 

(6.25) 

(6.26) 
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O'.s e - i t 3 Zs + 3 {3 Z 1 Z2 = 0 . 
cos 1/13 

(6.27) 

where * stands for complex conjugate. Elimination of Z3 between (6.26) and 

(6.27) yields 

(6.28) 

We now eliminate Z2 between (6.28) and (6.25) to get, for y = z1z;, 

(6.29) 

where 

.Q4 - it a, cos2'if!3 · -p R4 ·..;, 
c0 = 3 1::'_ cos 'if/3 e 3 + 36 (34 2 . e 1 1 + 6 ~os'if!3 e - i 

3 

0'.3 (X3 COS\IJ1 0'.3 

2 a.2 cos'if!s , ) it1 2 a.2 -it 
12 (3 a.1 - cos~ 'if/2 + 'if!s e . + {3 cos'if!

2 
e 

2 

a.3 cos'if!1 cos'if!2 

The conditions under which Eq. (6.29) has real and positive roots are the condi­

tions for existence of a limit cycle, since y = z1z; is a positive quantity. 

Following the same procedure, the analysis can be extended to larger 

number of modes. However, the algebraic manipulations become cumbersome. 
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In the following calculation we treat the special case of three modes with 

't9i = ~ = ~ = 0 The coefficients c0 , c1, and c2 become 

(6.30) 

Since, in the limit cycle, one phase is arbitrary, we can choose Z1 to be real, i.e. 

y = Af, Equation (6.28) then shows that Z2 is real. Consequently, from (6.27), Z3 

is also real. This means that when ei = 0 there are, in the limit cycle, no phase 

shifts among modes. 

The condition for existence of real roots for Eq (6.29) is that the discrim-

inant c1 - 4c0c2 be positive, i.e. 

ai 
1-12->0. 

iX3 
(6.31) 

In addition, the acceptable roots should be positive, since here y =A[. In 

the case of one limit cycle only, the product of roots of Eq. (6.29) should be < 0, 

since one root is then positive and the second root is negative, i.e. an unaccept-

C2 
able root. The product of roots of Eq. (6.29) is - .. Therefore, we should have, 

Co 

using (6.30), 

a1as ----< 0. 
36~+9 

c<.3 

(6.32) 

Inequalities (6.31) and (6.32) are the conditions to obtain a unique limit 

cycle. These two inequalities can be simplified to 
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1 a, 
--<-"<0 

4 C<.3 
(6.33) 

C9 
On the other hand, in order to obtain two limit cycles, the product --- of 

Co 

roots of (6.29) and. their sum must be positive. These conditions give, 

using (6.30) and (6.31), 

IX1 ----> 0 
4a1 +as 

(6.34) 

(6.35) 

(6.36) 

Therefore, under these conditions. we have in general two limit cycles. Their sta-

bility can be examined in a straightforward manner, as in the case of two non-

linear oscillators. However, the algebra is too complicated to be reduced to a 

simple analytical form in terms of a 1, a2 , and a 3 . In fact, the roots of Eq. (6.29), 

which are the values of the limit cycles, are not simple functions of a.1 , a 2 , and 

as. The linearization of system (6.2)-(6.3) near these values yields a linear sys-

tern ·with complicated coefficients in terms of a.1, a 2, and a3 . Finally, the stability 

conditions according to Llenard criteria give a complicated set of conditions in 

terms of a 1, cx2 , and a.3 • However, a parametric study is easy to examine. 

The parametric study is carried out as follows. For a set of values for a 1, 

a 2 , and a 3, Eq. (6.29) is solved, to get the values of the limit cycles. The system 

(6.2)-(6.3) is then linearized near these values and the stability conditions are 
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determined using a numerical routine. The calculation has been repeated for 

some thousand sets of values for cx1, cx2 , and cx3 , all satisfying conditions (6.34)­

(6.36) for existence of two limit cycles. From this parametric study, vre find that 

always when two limit cycles exist they are both unstable. 

The parametric study is now extended to the sets of values of a:1 , a:2 , and 

a3 satisfying condition (6.33) for existence of a unique limit cycle. We find that it 

is possible to obtain a stable limit cycle. As an illustration, Figure 6.5a and 6.5b 

show the results of the numerical integration of Eqs. (6.2) and (6.3) for three 

oscillators and with cx1, a.2 , and a 3 satisfying condition (6.33). The limit cycle is 

stable and its amplitude is exactly the one acceptable root of (6.29). 

It appears that the values of the amplitudes of the iimit cycles have simple 

expressions for the particular case of I a.1 I << I a.2 I << I a.3 I and that the 

stability discussion is easy to carry out analytically. With the following calcula­

tion we examine this particular case. 

The special case of I a 1 I << I a2 I << I a3 I is treated to completion for 

the initial conditions B1 (0) = B2 (0) = B3 (0) = 0. Consequently, from (6.2)-(6.3), 

Bn(t) vanish, since Gn = 0. System (6.4)-(6.5) then yields the following approxi­

mate relations for the limit cycle amplitudes 

{6.37) 

(6.38) 

(6.39) 

where we have assumed 
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I At I << I A2 I << l As I (6.40) 

This approximation vrill be justified by the following results. In fact, Eqs. (6.37)­

(6.39) have the solutions 

(6.41) 

Since I a.1 I << I cx2 I << I a.3 j, it is seen that approximation (6.40) is compati­

ble with solutions (6.41). It is interesting to notice from (6.41) that the 

existence condition is now simply 

We now linearize system (6;2)-(6.3) near the above solutions and we calcu­

late the characterisic polynomial, as for two nonlinear oscillators, to get 

According to the Lienard criteria, the stability conditions are then, 
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These inequalities, in addition to the existence condition a1~ < 0, can be 

simplified to 

The direct conclusion here is that all the modes higher than first have to be 

stable. Moreover, from (6.41) we have two different roots. This seems to con­

tradict our earlier conclusion that when two different limit cycles exist they are 

both unstable. However, these roots have only a sign difference and actually they 

correspond to the same limit cycle. In fact, when we replace these roots in 

17i(t)= Ai(t) sin c.>it + Bi(t) cos c.>it, we see that these roots correspond to two 

limit cycles with a phase difference of rr. However, as we have seen in Section 

6.3.1 (discussion after Eq. (6.16)), a limit cycle is determined to a phase shift in 

time. Therefore, these two roots correpond to the same limit cycle. The point of 

this remark is to notice that having different roots for Eqs. (6.4)-(6.5) does not 

always mean having different limit cycles. 

Now that we have completed the discussion of the case for zero frequency 

shift in the limit cycle, we extend the analysis in the next section to the case of 

non-zero frequency shift. Some results for the amplitudes and the frequency 

shift of the limit cycle will be presented. 

6.4. Case oi non-zero frequency shift 

In this section, we will consider the case where the coefficients Ai reach the 

oscillatory behavior Ai = oicos(vit +'I/Ii) and Bi reach~ = oisin(vit +'I/Ji) fort 4 00 

Substitution into 17i(t) = Ai(t) sinc.>it + Bi(t)cosc.>it gives 
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Thus, in the limit cycle, the amplitude 7Ji(t) will oscillate with a fundamental fre-

quency of r.>i + vi . The vi are yet unknown. The amplitude of the limit cycle as 

well as its frequency will be determined. The difference from the last section is 

that here the limit cycle is oscillating with a fundamental frequency different 

from the fundamental acoustic frequency of the chamber. The frequency shift 

We treat fully the case of two nonlinear oscillators. The case of three oscilla­

tors is integrated only numerically in order to confirm the results found for two 

oscillators. The coefficients Ai and Bi, i=1,2, then satisfy the following system of 

equations 

(6.42) 

(6.43) 

(6.44) 

(6.45) 

The 1/Ji represent the phase of each oscillator and should be taken into account. 

However, because the above system is autonomous, one phase is arbitrary, say, 

1/11 = 0 . Thus, by using the limit expressions of Ai and Bi, Eqs. (6.42)-(6.45) 
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reduce to the following system : 

(6.46) 

(6.47) 

(6.48) 

(6.49) 

MultiplyEq. (6.46) by cosv1t, Eq. (6.47) bysinv1t and add the results, to find 

a 1o1 -(361 o2 cos( ( 2 v1 -v2 )t -'1./12 ) = 0. 

This equation should be satisfied at any (large) time, therefore 
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(6.50) 

The values of 'if/2 and o2 have yet to be determined. Multiply now Eq. (6.46) by 

sinv1t, Eq. (6.47) by cosv1t and subtract the results to find 

Then, with 2v1 = v2 from (6.50), 

(6.51) 

Eqs. (6.50) and (6.51) then yield 

(6.52) 

A second relation is obtained by multiplying Eq. (6.48) by cos(v2t + "./12), Eq. 

(6.49) by sin(v2 t + 'if/2) and adding the results to find 

This equation should be satisfied at any (large) time, giving v2 = 2 v1 again and 

(6.53) 

Finally, multiply Eq. (6.48) by sin(v1t + "./12) • Eq. (6.49) by cos(v2t + "./12), and 

subtract the results to find 
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This becomes, with 2v1 = v2 , 

(6.54) 

Equations (6.53) and (6.54) then imply 

(6.55) 

Equations (6.52) and (6.55) yield the following expression for the frequency 

shift 

(6.56) 

Therefore, the frequency shift is zero when a.2'!9i + '!9za:1 = 0 . This is exactly the 

condition (6.15) for zero frequency shift. Using the result (6.56), Eq. (6.51) then 

gives 

(6.57) 

Substituting this result in (6.53) then yields 

(6.58) 
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The last two equations show that the amplitudes of the two modes have 

increased when '!9i_#' 0., in comparison with the amplitudes of the two modes in 

the past section when~= 0. For existence of solutions, we should have, from 

(6.58) and as before, 

To verify the analytical results, Figures 6.6a and 6.6b show the numerical 

solutions of the system (6.42)-(6.45) of ordinary differential equations for 

different initial conditions. The limiting amplitudes have exactly the same values 

given by the formulas (6.57) and (6.58). 

By studying the stability of the limit cycle, the direction of energy flow can 

be handled in the same manner as for the case of zero frequency shift. The 

treatment is more complicated since the linearization of the system of non­

linear oscillators leads to a parametric linear system. The approach presented 

in Chapter 5 can easily be used to solve this linear system. This is not done here. 

In order to enhance our conclusion that the stability conditions of the limit 

cycle for the case ~ = 0 are sufficient for the stability of the limit cycle for the 

case 19i~ 0, the system of equations (6.2)-(6.3) has been integrated numerically 

for three modes with two arbitrary sets of ~ but for the same set of o:.i used in 

Figures 6.5. Figures 6.7a and 6.7b show that the limit cycle is indeed stable, 

independently of the ~· This extends the conclusion reached above for two non­

linear oscillators. 
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6.5. Comparison with numerical solutions and experimental results 

First, we will compare the results of this analysis with the numerical solu­

tions reported in reference 2. Second, comparison will be made with some exper­

imental results reported in reference 3. 

6.5.1. Comparison with some numerical results . 

In 2, Levine and Baum used a numerical technique based on q. finite difference 

scheme to solve the longitudinal waves in the combustion chamber of a solid 

propellant rocket motor. Figures 6.8 show two of their results. Figure 6.8a 

shows the waveform of the pressure oscillations for a flow without particles, 

while Figure 6.8b is for flow with 2 µparticles. The initial disturbance contains 

only the fundamental mode but the final waveform (large time ) contains higher 

harmonics. The fundamental mode grows initially in time, indicating that the 

first mode is unstable and with a growth rate a.1 given approximately by the ini­

tial exponential growth rate of the pressure. The amplitude of the second har­

monic will be used . as a basis for comparing our theoretical results and the 

numerical results in these figures. This amplitude can be determined from the 

numerical data by a Fourier analysis of the waveform. The growth rate of the 

first mode can be determined from the variation of the amplitude at the initial 

growth of the wave. In the numerical results2, the relative energy density of the 

first three modes were respectively 0.813, 0.103, and 0.033 for the case in Figure 

6.8a, and 0.811, 0.102, and 0.038 for the case in Figure 6.Bb. These numbers 

show that the approximation I a 1 I << ! et2 I << I cx3 I is likely, following 

(6.40)-(6.41), to be valid here. On the other hand, the frequency shift is zero in 

Figure 6.Ba and very small in Figure 6.8b, indicating that it is safe to assume 

that ~ = 0. Therefore, the amplitude of the second harmonic, given approxi­

mately, Eq. (6.41), by 
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can indeed be a criterion for comparison. Table 6.1 shows a comparison of the 

value of the spectral density of the second mode ( proportional to the square of 

the amplitude ) between our analysis and the results reported in 2. Good agree-

ment is found for the case of Figure 6.Ba. The error increases in the case of Fig-

ure 6.Bb because -r.•re neglected the imaginary parts. The trend of error is in 

agreement with Eqs. (6.57)-(6.58). 

Since here the first mode is unstable and the second and third modes are 

stable, the energy of the wave is flowing from the first mode to the second and 

the third modes. 

Table 6.1. Comparison between Analysis and Numerical Results of Ref. 2 

Spectral density of second mode 

a., s-1 Analysis Numerical Ref. 2 Error% 

Figure 6.Ba 81.31 0.1215 0.103 17.9% 

Fi ure 6.Bb g 48.26 I 0.077 0.102 24.3% 
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6.5.2. Comparison 'With some experimental results. 

In the experiments reported by Beckstead et al3 , they carried out a series of 

experiments on the performance of laboratory devices for testing solid propel­

lants. In particular, they changed the combustion .area of the solid propellant 

and they determined, at the same time, the growth a 1 of the first mode and the 

final amplitude of the limit_ cycle. But, from our analysis, the final amplitude is 

given by 

(6.59) 

by limiting the number of modes to two. Considering the fact that for practical 

problems the damping is approximately independent of the combustion area 

and the growth rate of the first mode is small compared to the damping rate of 

the second mode, it is safe to assume from our analytical results (6.59) that the 

amplitude varies as the square root of the growth rate of the first mode when 

the combustion area changes. This criterion is used to compare with the experi­

ments in 3. Figure 6.9 shows the result of the comparison. A fairly good agree­

ment is found. 

6.6. Concluding remarks 

In this chapter, we have shown, following a second order expansion in the 

pressure amplitude and using the perturbation-averaging technique, analytical 

results for the amplitude and the conditions for existence and stability of limit 

cycles for pressure oscillations in combustion chambers. The results agree com­

pletely ·with those presented of Chapters 4 and 5 using the asymptotic­

perturbation technique. This constitutes a strong support to the asymptotic­

perturbation technique and to the results regarding the amplitudes and the 

conditions for existence and stability of limit cycles. 
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Moreover, further results were obtained regarding the influence of the 

linear responses of the different processes in the chamber on the stability of the 

limit cycle and on the energy exchange among modes. 

In the next chapter we show that the system of equations (6.2) and (6.3) 

apparently does not explain triggering, or nonlinear instability, for pressure 

oscillations in combustion. chambers. A formal analysis for triggering is dis­

cussed and application of the results to the analysis of some experimental data 

is carried out. 
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. Appendix BA 

Possible Limit Cycbs 

In this appendix we ·will shmv that the limit cycle can have, under certain 

conditions, only tvv-o forms. To fix ideas, we treat two modes only and we deal 

with the pressure at a given location, say, x=O. The pressure has then the fol-

lov .. ing expression 

p' = 7)1(t) + r;2(t) 

Since we are looking for periodic solutions, the pressure should be periodic anC.. 

with fundamental frequency, say, Q + 1.1. Now, expand the pressure into its 

Fourier components 

(A.:) 

On the other hand 

(A.2) 
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+ cosc...it(B 1(t) - a 1sin(vt + ·1?'1)) 

+ cos2c...it(B2(t) - a 2 sin(2vt + 1/!2 )) = 0. (A.3) 

Two direc:t solutions of (A.3) are 

A1( t) = constant. v = 0. 

and. 

(A.~) 

This is the ori:sin of the tvro cases treated in the main text. 

Now assume that A1(t), etc., oscillate with a frequency much. smaller tha.c. 

CJ, and the shift of frequency 1/ is small compared to c,;. Multiply (A.3) by sin.:.:: 

and ~ntc~rate over one period, keeping in mind that the coer1lcient of sin:.< 

remains appro:-.::im<ltely constant. The direct result is that this coefficient shoulc 

vanl:::h in ordl'!r for (A.3) to be satisfied: 

That. -"' '~:-::a.ct.Ly equ;;.tion (A.Ll). Therefore, under the assurr_otLOn of a. ver:r sz:::c.~~ 
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shift of frequency, we have only the cases treated in the main text. It is ".rnrtb. 

noticing ncr-e th2.t this assumption 'Nas essential in applying the :nethod of 

averaging in reference l. 

If this o..ssumption is not satisfied, then a number of cases are noss1.::J~2. 

For example 

are soiutior..::: of equation (A.3). 
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Chapter 7 

TRIGGERING OF PRESSURE OSCILLATIONS 

7.1. Introduction 

In this chapter we treat the problem of triggering of pressure oscillations 

in combustion chambers using the perturbation-averaging technique. The 

analysis is based on a third order expansion in the pressure amplitude; only two 

modes will be accounted for. We will show major mechanisms responsible for 

triggering an,d how they affect this phenomenon. The reason for studying this 

problem is the realization that triggering, or nonlinear instability, is a general 

phenomenon and is not related to a particular chamber geometry or to a 

specific propellant. This is, to our knowledge, the first global analytical represen-

tation of triggering. 

The analysis in Chapter 6 was limited to determination of the limit cycle 

when the system is linearly unstable, i.e. when one or more modes is linearly 

unstable. It cannot predict nonlinear instability, or triggering. In fact, the sys­

tem (6.2)-(6.3) in Chapter 6 yields 

Therefore, the nonlinearity disappears when we calculate the rate of change of 

energy of the wave. For a linearly stable system, all the ai are negative and the 

energy of the wave decays in time, whatever the initial conditions. It is therefore 

impossible to produce a non-trivial limit cycle if all modes are stable. 
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The analysis must evidently be extended in order to explain how a linearly 

stable system can be pulsed. into instability. By this we mean that for small ini­

tial disturbances the system is stable, but for large initial disturbances the wave 

amplitude will grow in time, leveling off toward a non-trivial limit cycle. 

The idea of pursuing a general analytical investigation of triggering 

phenomenon is motivated partly by earlier works on the subject. Powell 1 used 

an approximate-numerical analysis to examine, among other things, triggering 

of pressure oscillations in liquid propellant rockets. He expanded the acoustic 

quantities in the normal modes of the acoustic field; the resulting set of equa­

tions for nonlinear oscillators was solved numerically. Kooker and Zinn2 studied 

triggering in solid propellant rockets by solving numerically the conservation 

equations. Powell et a13 used an approximate-numerical analysis with a non­

linear combustion response to investigate triggering in solid propellant rocket 

motors. Finally, Levine and Baum 4 examined triggering by solving numerically 

the conservation equations using different forms for the combustion response. 

The point in the following calculations is to interpret analytically some 

results reported in references 1-4. The aim is to deduce a general formalism for 

triggering. Having deduced a formalism, application of the results to some 

experimental data will be carried out. In this chapter, only the perturbation­

averaging technique will be used to carry the analysis, because of the simplicity 

to handle the discussions. In Chapter B, we compare the uses of the 

perturbation- averaging technique and the asymptotic-perturbation technique 

in the treatment of triggering in combustion chambers. 
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7.2. Discussion and interpretation of some previous works 

In this section, we discuss some results reported in references 1 and 2. 

Some interpretations of the results will be given and a general formalism of 

triggering phenomenon in any type of systems will be presented. 

In reference 1, Powell examined two types of modes for pressure oscilla­

tions in liquid propllant rockets. When only one radial mode is taken into 

account, he finds (p. 232) numerically, to second order in the pressure ampli­

tude, that triggering in the sense of an unstable limit cycle is possible. At the 

same time, from the conservation equations, he also finds a coupling of the 

radial mode with itself. Keeping these results in mind, we consider the following 

nonlinear differential equation 

dA =a.A+ b A2 
dt 

(7.1) 

where a is the linear growth rate and b is the coefficient of the self-coupling 

term. Figure 7.1 shows the phase diagram ( A, A). From this diagram, we see 

that for a linearly stable system, i.e. a < 0, the system becomes unstable if the 

initial disturbance is greater than A1. The equilibrium point A1 is called an 

unstable limit cycle. Consequently the numerical result is recovered through the 

simple interpretation given by Eq. (7.1) 

Also in reference 1, the author considers the. case of the interaction, to 

second order in the amplitude, between the first and the second tangential 

modes. From his approximate analysis he finds no self-coupling. However, there 

is a cross-coupling nonlinearity of one mode with the other. From his numerical 

computations, he finds (p.200) that it is impossible to predict triggering in the 

sense of a stable limit cycle. This phenomenon can be interpreted as follows. 

Consider the system of two nonlinear differential equations 
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In the limit cycle, we have 

giving the lli'Tiit cycle amplitude 
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d.A1 d~ 
dt' dt=O. 

We see that for triggering to occur we should have 

(7.2) 

(7.3) 

(7.4) 

(7.5) 

However, for a linearly stable system ot1 and ot2 are < 0. Consequently, we must 

have 
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To study the stability of the limit cycle, we linearize Eqs. (7.2) and (7.3) near the 

limit cycle. Write 

and substitute these expressions in (7.2)-(7.3), to get a system of linear equa­

tions in A'1 and A'2 

(7.6) 

(7.7) 

By writing A' 1 = U1e>-t, etc., where U1 , etc., are constant, and replacing these 

expressions in the above linear system we get a linear system of equations for 

U1, etc., of the form 

-+ 
MX=O 

where M is the matrix of the linear system and X represent U 1, etc. This system 

has non-zero solutions only when its determinant vanishes. This gives a polyno­

mial equation in A., the characteristic polynomial. For the system in question, 

the characteristic polynomial is 

(7.8) 

where use has been made of (7.4)-(7.5). The product of roots of (7.8) is - a. 1a 2 . 

However, for a linearly stable system a 1 and a 2 are < 0. Therefore the product 
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of roots is negative. Consequently, the only possibility is that one root has a 

positive real part while the second root has a negative real part. The direct con­

clusion is that the limit cycle is unstable whatever b 1 and b2 . This means it is 

impossible to get triggering in the sense of a stable limit cycle. This is a direct 

interpretation of the result cited above. 

We now turn to another result reported in reference 1. Powell extends his 

analysis to third order in the wave amplitude. First, he considers the first 

tangential mode, for which there is no self-coupling in the second order approxi-

mation but a third order self-coupling. From his numerical results he concludes 

that triggering is possible only in the sense of an unstable limit cycle. This con-

clusion can be interpreted as follows. Consider the following nonlinear 

differential equation 

dA =aA+cA3 

dt 

The limit cycle amplitude is simply 

.L 
a 2 

Ai= ( - -) \ c 

(7.9) 

The second order term is missing because there is no self-coupling to second 

order. For a linearly stable system a.1 is < 0. Consequently, triggering is possible 

only if c > 0. The phase diagram is similar to the diagram shown on Figure 3.1 in 

Chapter 2 but with reversed arrows. It is clear that a non-trivial stable limit 

cycle cannot exist. Therefore, a model represented by Eq. (7.9) cannot represent 

triggering in the sense of a non-trivial limit cycle. This explains the numerical 

result cited above. 
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Powell further. extended his computation to the treatment of the first 

radial mode, for which there are a second order and a tl:1ird order self-couplings. 

From his numerical computations, he concludes that triggering in the sense of a 

stable non-trivial limit cycle for a linearly stable system is possible. This can be 

interpreted as follows. Consider the following nonlinear differential equation 

dA - = a A + b A2 + c A3 

dt 
(7.10) 

The phase diagram of this equation is shown on Figure 7 .2 for the case where 

b :t= 0, b2 - 4a.c > 0, c < 0. (7.11) 

In the following we will show that conditions (7.11) are necessary and sufilcient 

for Eq. (7.10) to have a stable non-trivial limit cycle while the system being 

linearly stable. In fact, the non-trivial limit cycles are the roots of 

a+ b A + c A2 = 0. (7.12) 

If ccnditions (7.11) are satisfied then Eq. (7.12) haS two distinct roots, say A1 

and A2 . Eq. (7.10) can then be written as follows 

(7.13) 

If the product E.. of roots of (7.12) is < 0 then A1 and~ are of opposite sign, say 
O'. 

A1 > 0 and A2 < 0. The phase diagram is similar to the diagram shown on Figure 

3.1 in Chapter 2 but with reversed arrows. For an initial disturbance greater 

than Ai. ~ becomes positive and A grows indefinitely. If the initial disturbance 
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is smaller than A1, then : becomes negative and A decays to zero. The same 

holds true for A2 . A1 and A2 are said to correspond to unstable limit cycles. 

On the other hand, if .£_is positive then A1 and A2 are of the same sign, say 
ex 

positive with A1 < A2 • The phase diagram for this case is shown on Figure 7 .2. 

For an initial disturbance smaller than A1, ~ is negative for a.< 0 and A decays 

in time toward the trivial limit cycle A = 0. However, for an initial condition 

greater than A1 but smaller than A2 , ~ becomes positive for a< 0 and A grows 

in time toward A2. Finally, for an initial condition greater than A2 , ~ becomes 

negative for a < 0 and A decays in time toward A2. A1 is said to be an unstable 

non-trivial limit cycle while A2 is said to be a stable non-trivial limit cycle. Con-

sequently, Eq. (7.10) explains vrhy the third order analysis in reference 1 of the 

first radial mode is capable of predicting triggering in the sense of a stable non-

trivial limit cycle. 

We will now discuss some results on triggering reported by Kooker and 

Zinn2 . In reference 2, Kooker and Zinn integrated numerically the conservation 

equations in solid propellant rockets, using a characteristic method. First, they 

use a steady state burning . rate as a representation of the combustion 

processes. No triggering is found. Second, they include, along with the steady 

state burning rate, nonlinear particle damping in the conservation equations. 

Triggering occurs. In the following calculations we give an interpretation of the 

second conclusion regarding the role of the nonlinear particle damping. The 

first conclusion regarding the insensitivity of triggering to the steady burning 

rate will be discussed in the next section. 
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In reference 5, a model representing a second order nonlinear particle 

damping is presented and a modal analysis leads to the following system of 

equations 

(7.14) 

(7.15) 

where A1 and A2 are respectively the amplitude of the first and the second 

modes; b 1A1A2 corresponds to the nonlinear gasdynamics; c 1Af to the nonlinear 

particle damping; and b2Ar to the nonlinear gasdynamics. For c1 = 0, Eqs. (7.14) 

and (7.15) reduce to Eqs. (7.2) and (7.3). However, in contradiction to Eqs. (7.2) 

and (7.3), Eqs. (7.14) and (7.15) do predict triggering in the sense of a stable 

non-trivial limit cycle. Figure 7.3 shows the existence of triggering for a particu-

lar set of coefficients a 1 , cx2 , b 1 , b2 , and c 1 . From this figure, it is seen that for a 

small (0.05) initial disturbance the wave decays in time but for a large (0.18) ini-

tial disturbance the wave grows to a non-trivial limit cycle. Therefore, Eqs. 

(7.14) and (7.15) may indeed' interpret the numerical results of reference 2 

noted above. 

This result is important because of the structure of Eqs. (7.14) and (7.15). 

These equations contain only a second order nonlinearity. If only one mode, say 

A1, were taken into account then these equations would reduce to Eq. (7.1), 

which, we know from Figure 7 .1, cannot predict triggering in the sense of a 

stable non-trivial limit cycle. The mode coupling to second order, along with the 

self-coupling, assure the establishment of triggering. This is a simple example 

showing that new phenomena can occur when we deal with many modes. For one 
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mode, triggering is absent. For two modes, triggering can occur. 

Another important feature of Eqs. (7.14) and (7.15) is the role of the self­

coupling term c1Af. In the absence of such a term. Eqs. (7.14) and (7.15) reduce 

to Eqs. (7.2) and (7.3), and triggering disappears. as we have seen there. 

The conclusion from these remarks is that a second order model can 

indeed predict triggering providing two criteria are met 

a) The model includes a process representing a self-coupling mechanism 

b) The analysis includes at least two modes. 

The necessity of these criteria is only likely to be true, since we have not 

discussed the effects of the "out-of-phase" components. This is the object of the 

next section. 

7. 3. Justification for neglecting out-of-phase components 

It is essential to notice that in all the formalism given in Section 7.2 and in 

the remainder of this chapter we neglect the "out-of-phase" components Bi, 

defined throughout Chapter 6. In the following discussion, we will give some 

justifications. 

In Chapter 6, Section 6.3.1.3, we found the inclusion of the ei, which 

corresponds to the imaginary parts of the linear responses, was not necessary 

for stability. In fact, we found in that section that if the limit cycle is stable 

when the imaginary parts are absent, it is also stable when the imaginary parts 

are present. These imaginary parts are largely responsible for the presence of 

the "out-of-phase" components~ In fact, from Eqs. (6.2) and (6.3) in Chapter 6, we 

see that if the ei are zero and if Bi(O) are also zero, then Bi(t) vanish at all time. 

We may therefore expect that the results elaborated in this chapter give 

sufficient criteria but probably not necessary criteria for triggering. 
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However, in the following discussion we will show that the stability criteria 

found in this chapter are not even sufficient. In chapter 6, Section 6.3.1.2, we 

found that the stability criterion (6.23) for the case .when we neglected the "out­

of-phase" components is less restrictive than the stability criteria (6.18)-(6-20) 

found in Section 6.3.1 for the case when the "out-of-phase" components are 

present. In both sections,_ we have ei = 0. This means that without the presence 

of the "out-of-phase" components, the stability criteria may not valid. Strictly 

speaking, the results on stability of the limit cycle elaborated in this chapter are 

neither necessary nor sufficient for stability analysis. The treatment of "out-of­

phase" components is a requirement in order to draw unambiguous conclusions 

as to whether triggering occurs. This will be the subject of future work. 

Fortunately, some experimental data 7 favor the hypothesis that triggering 

is largely amplitude-dependent. In fact, in reference 7 some experiments are 

reported on pulsing a linearly stable solid propellant rocket into instability 

(more details will be given in Section 7.7). In particular, they change the 

waveform of the initial pulse ( series MSA 12 to 18 ). Consequently, the phase 

relationships among different modes in the structure of the waveform vary, 

changing the values of the "out-of-phase" components Bn(O), n =1,2, etc. The 

authors conclude that the amplitude of the pulse is the principal factor involved 

in triggering. Nevertheless, they pointed out that there may be some secondary 

effects of the pulse waveform that need to be better understood and that 

differences in waveform initially generated may be significant; generally, the 

amplitude appears to be the dominant factor. 

One direct consequence of neglecting the " out-of-phase" components is 

that, for two modes, the number of nonlinear differential equations is reduced 

to 2 instead of 4, thus making the discussion of the conditions for existence and 

stability of the triggering limit easy to examine. 
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7.4. Relationship between the form. of the combustion response and triggering 

The oscillatory motions found in solid propellant rocket motors have a 

common feature; the motion depends mainly on some sort of coupling between 

the motion and the propellant. The interaction mainly occurs in a very thin 

layer near the propellant surface. Therefore, it is appropriate to represent the 

interaction by an admittance function relating the combustion rate of the pro-

pellant to the pressure and velocity fluctuations. 

One basic assumption in the analysis in Chapter 6 is that the boundary con-

d.itions are linear. The nonlinearity represents only second order nonlinear gas-

dynamics. Here, we will assume that the boundary conditions are nonlinear; 

numerical results for this type of system are available for comparison. However, 

the formalism is general and can represent many nonlinear processes in the 

chamber, no matter what their origin. Only the nonlinearity of the combustion 

response, along with the gasdynamics nonlinearity, will be accounted for. The 

nonlinearity of the nozzle response can be incorporated -without additional 

difficulties. 

In the following calculations, we will consider for comparison only cylindri-

cal solid propellant rockets with constant cross-section; the numerical :results in 

references 3 and 4 have been obtained only for this type of system. 

We consider first a second order nonlinear pressure combustion response 

of the form 

p' 
+ b £!?.'._ 

11rp at (7.16) m' -= 

where ,Up is the linear combustion response and b is an arbitrary coefficient. The 

dimensionless equations for a simplified model of a one-dimensional cylindrical 
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rocket motor (Figure 7.4 ), in dimensionless form, is 

~i t 7 pv .u + u.\7 p =Tm (7.17) 

P( au + u .\7 u' + ..Y..12_ = - um at I f 
(7.18) 

_i.::J.. 
Tp "'I = 1 (7.19) 

where ril is the mass burning rate, ri::J. = Ps r with Ps the propellant density, T is 

the temperature, and u is the velocity. One notices that equation (7.19) does 

not include the entropy change due to mass injection. The inclusion of the 

entropy change in the energy equation (7.19) will change the right-hand side of 

-~ 
(7.17) from Tm to rh. For a real evolution we have T p = 1, where np is the 

polytropic exponent 1 < np < 7. For practical problems 7 = 1.2; therefore 

replacing np by ?' is not a serious error. The assumption of an isentropic evolu­

tion of the flow will facilitate the expansion. 

In the expansion of the pressure, temperature, and velocity in the normal 

modes of the chamber and the use of Green's theorem ( see Chapter 4, Section 

4.6), the right-hand side of (7.17) will enter as :t ( T ril) and the right-hand side 

of (7.18) will enter as JL_( - u rh ). ax 

Expand now the pressure, temperature, and velocity, 
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T = T + T', p = p + p', 
. 

u=u+u 

where T , p , TI correspond to the steady state conditions. Writing the unsteady 

pressure and velocity expansions6 in two modes only: 

p' _= 771(t)cosc.>x + -r72(t)cos2c.>x 

' ·iJ1(t) . "72(t) . 
u = - Slil(A)X - 2 sm2CJX ' 

/CJ /CJ 

as in Section 4.6, we now apply Green's theorem to Eqs. (7.17) and (7.18) to find 

the system of equations for two nonlinear oscillators: 

.. 2 -L. J b( . . 5 2 ) 
'I'll + CJ 1']1 = l NG + - 1'J1'1'J2 - ~ '1'}17]2 

b [ 5 . 1 . 1 . 14 . ] 
+ Co '3771?71 - 8'71'/'}2 - 2'121'/i + 1'5772?72 (7.20) 

.. 4 2 [2] b( d> 1 2 2) 
772 + CJ 772 = NG + 'l'Ji - z-c..i 7J1 

(7.21) 

where c0 = 4 ~~ , with r 0 the steady state burning rate and d0 the diameter of the 

chamber; CJ is the dimensionless frequency: and [l]NG and [2]NG are the same as 

those arising from the nonlinear gasdynamics given in Section 6.3. The 
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influence of /J,.p is included in the linear parts of [l]NG and [2]NG· The term c0 

shows the presence of the mean flow velocity 

TI= c0x 

However. we will find, by applytng the method of time-averaging, that the 

influence of TI disappears. Assume that 171 and r;2 to have the forms 

and apply the method of time-averaging to find the following system of non­

linear ordinary differential equations 

(7.22) 

(7.23) 

where 

We see clearly that the influence of the steady state velocity has disappeared, 

since there is no c0 in (7.22) and (7.23). 

The system (7.22)-(7.23) is a particular case of the system (7.2)-(7.3) How­

ever, for cx1 and cx2 both negative, we showed in the treatment of Eqs. (7.2) and 

(7.3) in the last section that, for any (31 and {J2 , system (7.2)-(7.3) could not yield 
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a stable non-trivial limit cycle. Therefore, the form (7.16) of the combustion 

response cannot predict triggerL."'lg. 

We consider now a second order nonlinear pressure combustion response of 

the form 

m' -= 
p' 

!l'J) + b p' 

where Jl'J) is the linear combustion response and bis an arbitrary coefficient. Fol­

lowing the same procedure leading to Eqs. (7.22) and (7.23), we find that no non-

linear contribution is obtained. Therefore, this form of combustion response 

may have little effect on the nonlinear behavior of the wave. 

We now treat a second order nonlinear pressure combustion response of 

the form 

m' ap' -= u_ + c '-I p' ,--p I 8t (7.24) 

where c is an arbitrary coefficient. This form may well represent a second order 

nonlinear velocity coupling. The velocity coupling corresponds to the effects of 

the component of ft.ow velocity parallel to the propellant surface. In fact, from 

the linear analysis in Chapter 3, Eq. (3.12), we have 

ou' --= -~ ax ?' ax 

The absolute value corresponds to the basic characteristic of velocity coupling : 

the burning response to velocity fluctuations is sensitive to the amplitude of 

the velocity but unsensitive to its direction. 
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We now reduce the system of equations (7.17)-(7.19), following the same 

procedure leading to Eqs. (7.22) and (7.23). The result is the following system of 

equations for the amplitudes A1 and A2 • 

(7.25) 

(7.26) 

where 

- 40 ( .'\ 
C1 - ~C w1 1 

911" 
20 '2 ) c =~er c.> 

2 9rr2 ' 
(7.27) 

where c, defined in (7.24), is assumed, for gener~lity, to be frequency-dependent. 

We see clearly that the absolute value is responsible for the presence of the self­

coupling terms c 1Ar and c2AJ. Triggering, in the sense of a stable non-trivial 

limit cycle is found. Unlike the result established in Chapter 6, Section 6.2, it 

can be shown that the stability of the limit cycle depends also on the nonlinear 

coefficients. In fact, Figure 7.5 shows the existence of triggering for a particular 

set of coefficients cx.1, cx.2 , {3, and c1 , with c2 = 0. From this graph it is clearly seen 

that for a small (0.05) initial disturbance the wave decays in time but for a large 

(0.18) initial disturbance the wave grows toward a non-trivial limit cycle. If the 

stability of the limit cycle were independent of c 1, then the conclusion should 

hold for c 1 = 0. However, for c 1 = 0, Eqs. (7.25) and (7.26) reduce to Eqs. (7.2) 

and (7.3), fer which no triggering, in the sense of a stable non-trivial limit cycle, 

is possible. Therefore, for c 1 = 0, the stable non-trivial limit cycle becomes 

unstable. Consequently, stability of the limit cycle depends on the nonlinear 
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coefficients. 

The above discussion may explain some numerical results reported in 

references 3 and 4. In fact, in reference 3 (p. 93), an approximate form is used 

for the combustion response similar to the response given by (7.24). Triggering 

in the sense of a non-trivial stable limit cycle seems to occur, although the con-

clusion is not shown in a clear way. In reference 4, the conservation equations 

are integrated numerically and a combustion response similar to (7 .24) is used 

in the numerical scheme. Triggering is clearly shown to exist. 

We treat now a third order analysis. Our purpose is to discuss the influence 

of a third order combustion response on triggering. Assume that the response 

has the form 

(7.28) 

where b 1, f1, b2, f2, and h2 are arbitrary coefficients. Following the same pro-

cedure leading to Eqs. (7.22) and (7.23), we get 

(7.29) 

(7.30) 

The coefficients {1 1 and (32 are dependent on both the nonlinear gasdynamics and 

the nonlinear combustion response. The coefficients d 1 and d2 depend only on 

the nonlinear combustion response. Triggering does occur. The stability of the 

limit cycle depends on the nonlinear as well as on the linear coefficients. Figure 
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7.6 shows the existence of triggering for a particular set of coefficients. The 

triggering phenomenon here is quite similar to the one shown on Figure 7.5. 

Also it is assumed that the phases, i.e. the Bi, are not important. In Chapter 

8, Section 8.1, it is shown that in the expansion to third order in the pressure 

amplitude, the third order terms in the expansion of the nonlinear gasdynamics 

term pu ~~ contain only coupling terms between the Ai and Bi. Therefore, 

neglecting the Bi implies neglecting third order contributions of the nonlinear 

gasdynamics. The effect of this assumption has not yet been assessed. One 

direct result is that, for two modes, the number of nonlinear differential equa-

tions is reduced to 2, thus making the discussion of stability and existence of 

triggering limit easy to handle. 

From the above results, one concludes that triggering may also be due 

mainly to the energy exchange among modes and to a third order nonlinear 

pressure coupling. This result is important in the sense that an adequate 

representation of the pressure coupling alone may well predict triggering. How­

ever. in this case, the analysis should be extended to third order. 

In the process of demonstrating that the form (7.28) leads to Eqs. (7.29) 

and (7 .30), we have noticed in the calculations that h 2 is the only important 

coefficient among the coefficients of third order terms, since it leads to the third 

order term cA3 • Later in the analysis, Section 7.4, h 2 will be found to be associ-

ated, for a specific form of burning rate, to the time-lag in the combustion 

response. 

It should emphasized that an expansion of the steady state burning rate 

a I 2 
r = apn in the pressure amplitude can never yield a term of the form h 2 ( 2:-) . 
This is an explanation why in reference 2 triggering is not predicted with a 
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simple quasi-steady combustion response. 

We now turn to the general formulation for a burning rate which can 

predict triggering. In order to obtain a model which can represent some physi­

cal phenomenon, both velocity and pressure couplings should be present. We 

expand the combustion response as follows 

(7.31) 

This form includes both pseudo second order nonlinear velocity coupling and 

third order nonlinear pressure coupling. The nonlinear velocity coupling 

p' I ~~· I is not truly a second order because of the absolute value. Triggering 

does occur. For one mode, conditions (7.11) should be satisfied. Therefore, 

whether one mode is sufficient to predict triggering depends on the various 

parameters in (7.30), i.e. on the model for the combustion response. The 

coefficient h 2 is found to be the only important coefficient among third order 

term coefficients. Later in the analysis, h 2 will be found to be associated, for a 

specific form of burning rate, with the time-lag in the combustion response. 

To make the analysis directly applicable, we treat only triggering of pres-

sure oscillations in solid propellant rockets. However, the analysis yields results 

which can be generalized to other systems. 

A detailed formulation for triggering is presented below. From the censer-

vation equations of one-dimensional flow in solid propellant rocket motors, the 

existence of triggering for pressure oscillations in combustion chambers is 

proved. For a given set of parameters, one stable limit cycle is shown to exist. 

The main reason for existence and stability is the equilibrium among velocity 

coupling, nonlinear driving of the combustion ( mostly due to the time lag 
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between the pressure and the combustion response ), and the energy exchange 

among the acoustic modes of the chamber. 

An application to some experimental results, reported in reference 7, will be 

carried out in Section 7.6. Good prediction of the results is achieved. Then we 

apply the analysis to some numerical soiutions reported in reference 2. 

Some forms of the burning rate proposed in earlier works lead to forms of 

the combustion response postulated here as prerequisite for triggering. In the 

theory of defiagration of solid propellant, a simple model8 relating the propel-

lant burning rate to the pressure is given by 

, .::I!.!£_ dr 0 ( t) 
r(t) = r 0(t)\ 1 + r&(t) dt ) (7.32) 

where r 0 is the steady state burning rate: r 0 = apn with n the burning rate 

exponent; 'if! is a constant having a value close to unity, dependent on the propel-

lant and the combustion model; and IC is the thermal diffusivity of the solid pro-

pellant. 

The choice of this expression for the burning rate is taken mainly because 

of the simplicity in carrying out the expansion in the amplitude and still predict 

triggering. Moreover, every term in expression (7.31) has some physical mean­

ing. Consequently, the coefficients of the expansion correspond to some physical 

parameters, 

It is true that the linear (A,B) model 9 represents more faithfully the 

combustion processes in the propellant. In reference 9, a critical review of 

different linear combustion responses is presented. In the following, we present 

a short summary of the (A.B) model since we will need later in the analysis the 
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time-lag deduced from the (A,B) model for comparison (Section 7 .6 .) This model 

produces the following relation between fluctuations of the burning rate and 

pressure: 

m' _ nAB 

p;- - /.. + ~ - (1 +A)+ AB 
(7.33) 

where A and Bare related to the propellant combustion parameters. Usually A 

is in the range of 10 and B in the range of 1 for practical propellants: see refer-

ence 9 for more details. The coefficient A here is a complex quantity and is the 

root of the following equation 

A(A - 1) = iO 

where here Q = IC~ is the dimensionless frequency. With A.= A(r) + iA(i); the roots 
ro 

of this equation become 

(7.34) 

r i i .!.... 
i\(i) = ~l(l + 160 2) 2 - 1J 

2 
(7.35) 

22 2 

These results will be used in Section 7 .6 to deduce an expression for the time-

lag. In fact, expression (7 .33) can be written, for harmonic motion, as 
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where llLI> i eir.rt. e _, is a simple expression for the right-hand side of (7.33), with 

/Lp the amplitude and rp the phase of the complex response. Therefore, one may 

define a time-lag by 

(7.36) 

However, when it comes to nonlinear burning rates, there is, so far as we 

know, no simple nonlinear model other than (7.32). Model (7.32) gives, despite 

its limitations 10, a simple means for predicting triggering, as we will see in the 

next section. In the following discussion, we will consider only the form (7.32) 

for combustion response. 

An imaginary part in the combustion response to pressure oscillations 

represents a time-lag. Following a similar reasoning, a nonlinear combustion 

model should reflect a similar behavior, i.e., the nonlinear combustion response 

should reflect a time-lag. The time-lag concept in a combustion chamber was 

first introduced by Crocco and Cheng11 for concentrated combustion and by 

Cheng12 for the specific problem of solid propellant rockets. Their attention was 

focused on the abnormal pressure peaks in rockets and their analysis was solely 

linear. To interpret triggering of pressure oscillations in iiquid propellant rock­

ets, Sirignano13 used a shock wave model with a time-lag in the propellant 

combustion. His analysis predicted triggering but did not give either the thres­

hold value or the final amplitude. Recognizing these shortcomings, Mitchell 14 

calculated numericaily the final amplitude, after tedious algebraic manipula-

tions. It is difficult to interpret the relative importance of the different physical 
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processes. The point here is to present a model which can be used to predict, in 

a simple way, both the threshold and the final amplitudes. 

It is true that including a time-lag introduces an imaginary part in the 

combustion response and, therefore, neglecting the "out-of-phase" components, 

as we have done in the last section, becomes inconsistent. In the following cal­

culations, we wHl show the point. Assume, for simplicity, that m = apn(t - ;-), 

write ril = m 0 + m' and p = 1 + p', to find, by linearization, 

a . 
m' = an[p' - 1'~1 at ~ 

Using this expression on the right-hand sides of the conservation equations 

(7.17) and (7.18) and applying successively Green's theorem and the method of 

time-averaging (see Section 4.6) give the following contribution of the time-lag ;-

to the behavior in time of the "out-of-phase" component B1 of the fundamental 

acoustic mode : 

where A1 is the "in-phase "component of the first mode. Since in the frame of 

our analysis in this chapter A1 is taken into account and B1 is not, we see clearly 

some inconsistency in introducing a time-lag. However, we still keep our 

hypothesis that the the "out-of-phase" components are not important for stabil-

ity, mainly because of the justifications given in Section 7 .3. 

We are looking for a combustion response of the form (7 .31), since this 

form can predict triggering. The following representation of the burning rate 



- 233 -

'I);{(; dr0(t - -r) 
r(t) =r0(t--r)(1 + 3 (" ) dt +g ]u'l) 

r 0 t --r 
(7.37) 

yields, after expansion in the pressure amplitude, the desired form (7.31). The 

term g l u' I may represent velocity coupling with g an arbitrary coefficient. This 

is sL.>nilar to c I ~r I in form ( 7. 24). 

Following the same analysis leading to Eqs. (7.22) and (7.23) and taking into 

account the results (7 .25)-(7 .26) and (7 .29)-(7 .30), we get 

(7.3Ba) 

(7.38b) 

The details are presented in Appendix 7A. Here, only the coefficient {3 represents 

the nonlinear gasdynamics. The coefficients ch dii i = 1,2, are functions of ratio 

"'Y of the specific heats, the burning rate exponent n, and the area ratio and they 

are proportional to the coefficient h 2 in (7.30). Moreover, the coefficient c1 is 

found in Appendix 7A, Eq. (A.9) to be positive. Since a:1 is negative for a linearly 

stable system, ~is negative. Therefore, conditions (7.11) are not satisfied for 
CX.1 

the first mode. However, as we will see in the applications, the coupling between 

A1 and Az will allow triggering to occur. The conclusion here is that, for solid pro­

pellant rockets and with the model (7.32) for the combustion response, we need 

at least two modes to predict triggering. 
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The coefficient h 2 is found in Appendix 7 A, by expanding the burning rate 

expression in the pressure amplitude, to be proportional to the time-lag r. The 

coefficients G1 and G2 represent either nonlinear particle losses, as we have seen 

in the analysis leading to Eqs. (7.14)-(7.15) in Section 7.2, or velocity coupling. as 

we have seen in the analysis leading to Eqs. (7.25)-(7.26). Jn the case of velocity 

coupling, the coefficients G1 and G2 are similar to c 1 and c2 in (7.27). In the case 

of particle damping, Jensen and Beckstead5 give the following expressions : 

1 

2 d - - r,,;3-r,02 
G = - --::-c -( _!!_:.) 2 

l 3 2 m µ ,_ . l 

rr Ip ( 1 + 3cm) 2 
(7.39) 

and G2 = BG1 . The parameters in (7.39) are defined as follows. pis the mean flow 

density; pis the mean flow pressure;µ is the gas viscosity; dis the particle diam-

eter; Cm = p! , with /5p is the particle density per unit volume of the mixture; 1' is 
p 

C + CPp 
p -

the effective heat ratio for the mixture and defined by 7' = ---''---, with Cp. 
Cv + CPp 

. p 

Cv. and C respectively the heat capacity of the gas at constant pressure, the 

heat capacity of the gas at constant volume, and the heat capacity of the parti-

cle; r 0 is the relaxation time due to particle attenuation and is defined by 

r 0 = Pp~d
2 

, with Ppm the density of the particulate material per unit volume of 
1 µ 

particles. Appendix 7A contains the details of the calculation leading to Eqs. 

(7.38), along with the details for the expressions of Cj and di, i = 1,2. 
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7.5. Determination of the limit cycle 

In the following calculations we determine the limit cycle for pressure 

oscillations with a combustion response of the general form (7.31). In the limit 

cycle, Eqs. (7 .38) become 

(7.40a) 

(7.40b) 

The last equation gives 

(7.41) 

Equations (7.40a) and (7.41) then yield 

(7.42) 

where y = A2 and ei are functions of the different parameters in Eqs. (7.38), given 

by the following expressions : 
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where 

The different limit cycles are found by solving Eq. (7 .42). The acceptable solu­

tions are the real roots of (7.42) which give a positive value to the right-hand 

side of Eq. (7.41). 

The stability of a given solution (A10 ,A20) is handled by linearizing the sys­

tem (7.38) near this solution and by calculating the eigenvalues of the obtained 

linear system, as we have done before in Chapter 6, Section 6.3, for two and 

three oscillators. 



- 237 -

7.6. Comparison with some experimental results 

In order to show that the above theory can indeed predict triggering, Equa­

tions (7.38) are first applied to the series MSA-19 to 26 of the experiments 

reported in reference 7 on triggering phenomenon in subscale solid propellant 

motors, shown on Figure 7.7a. In these experiments, a smokeless cylindrical 

solid propellant rocket motor was pulsed into instability and both the threshold 

value and the final amplitude were recorded. No solid particles were present in 

the ft.ow; thus the coefficients G1 and G2 may represent only velocity coupling. 

Figure 7.7b shows the numerical integration of Eqs. (7.38) for a particular 

set of experiments in reference 7. It is clearly seen from this figure that trigger­

ing can indeed be predicted. A stable non-trivial limit cycle is reached for the 

pressure oscillations in a linearly stable (a1 and a.2 are negative ) system. The 

values of the parameters shown on Figure 7.7a are chosen such that the limit 

cycle amplitude is close to the experimental one. G1 is taken to be positive 

driving term ) and G2 to be negative ( damping term). It is worth noticing here 

that the value 2.10-4 s of the time-lag used in the. comparison lies well in the 

range of values of time-lag reported in reference 12. For comparison, the value 

of the time-lag given by expression (7.36) from the (A,B) model, where the values 

of A and B are respectively 11.5 and 0.86 ( given in reference 7 ), is approxi­

mately 7.10-5 s. This is in the same range as 2.10-4 s. The values -1.0 and -50.0 for 

a.1 and a 2 lie in the practical range of linear decay rates. No physical explana­

tion has been found for the coefficients G1 and G2 apart from the association 

with velocity coupling. 

It is essential to notice that Eq. (7.42) has in general six roots. Conse­

quently, we have, in general, six different limit cycles. From the numerical solu­

tion of (7.42) for the set of values shown on Figure 7.7a, we get four different 

limit cycles, two roots being complex quantities. However, we see from Figure 
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7.7 b that for quite different initial disturbances, 0.07 and 0.13, the •,•rave ulti­

mately reaches the same limit cycle. This suggests that a stable non-trivial 

limit cycle may be unique. 

The parametric study of thee triggering phenomenon is carried out by 

varying the values of the parameters a 1, a 2 , 1, G1 , and G2 . Over one thousand 

sets of values for these parameters are taken. For each set the roots of Eq. 

(7.42) are calculated using a numerical routine. The stability is then examined 

by linearizing Eqs. (7.38) near the limit cycle. It is found that triggering is very 

sensitive to the decay rate a 1 of the first mode. The lower is the value i a 1 I. the 

higher is the limit cycle amplitude. If both Gi and G2 vanish, then the t:~iggerir:g 

phenomenon disappears. Also from the parametric study, •Ne have found that 

alvrays the stable limit cycle is unia_ue. This is found for a ·wide range of the 

parameters. For a given set of parameters, many limit cycles can exist but at 

most one is stable. 

Figure 7.?c shows the triggering threshold. VThen the initial pulse amplitude 

is below a certain value the wave decays. The low value of 0.004 represents the 

initi.:11 rate of change of the pressure and not the pulse amplitude. The ampii­

tude of the pulse is deduced from the geometry, the location of the pulser, and 

the duration of the pulse. For practical pulsers, this rate corresponds, as it is 

the case in this application, to approximately 8% of the mean pressure. 
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Table 7.l. Comparison between Our Analysis and Experimental Results of Ref. 7 

Analysis Exneriment Ref. 7 Error% 

Limiting Amplitude 0.106 0.122 14% 

Pulse Amplitude (psi) 86.8 108. 19.6% 

Table 7.: shows a comparison between the theoretical and the experimental 

results. The theory seems to predict well both the limit cycle amplitude anci 

triggering threshold. of velocity coupling if we include the nonlinear particle 

losses. 

7.7. Ccmnari:::on mth some nu.n1erical solutions 

In reference 2, a numerical integration of the conservation equat~ons in a 

one-dimensional solid propellant rocket is reported. In that work. the combus­

tion mod.el used did not include velocity coupling. However, particle attenuation 

was accounted for. The point here is not to apply exactly our analysis to the par­

ticular problem treated in 2 but rather to show that our model can predict 

triggeri.ng in the absence of velocity coupling if we include the nonlinear particle 

losses. 

Equations (7.38) are applied to the case of the cylindrical rocket ::;hown tn 

Figure 7.6. In this case, both G1 and G2 are negative. They correspond, as we have 

seen in (?.39). to nonlinear particle tosses, with G2 = 8G1. 
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In Figure 7. 9, it is clearly seen that triggering can indeed be predicted 

without the inclusion of velocity coupling. A stable limit cycle, as before, is 

unique. Figure 7.10 shmvs the time history for an initial pulse just below the 

triggering threshoid for pressure oscillations. Figure 7 .11 shows the sensitivit:,­

of triggering to the decay rate a 1 of the first mode. In this figure, all the parame­

ters in Figure 7 .8 remain the same except that a 1 has no'N the value of -3 instead 

of -l. Even for a very large initial disturbance of 0.25, the wave decays in time. 

This suggests that triggering may not occur if a 1 is above a certain value. Since 

a 1 is highly sensitive to the ratio of the cross-section area of the chamber to the 

propellant area, there may be a limit of this ratio above which no triggering car: 

occur. 

7.8. Concluding remarks 

In this chapter we presented a general formalism for triggering of pressure 

oscillations in combustion chambers. A second order model for the nonlinear 

processes in the chamber may indeed predict triggering if t'NO conditions are 

met 

a) The model incorporates a process representing a coupling of a mode ·with 

itself 

b) The analysis includes at least two modes. 

A third order analysis can predict triggering without a second order self­

coupling of the mode with itself. To predict triggering, two conditions must be 

satisfied 

a) There is a third order self-coupling 

b) The analysis includes at least two modes. 

Both features disagree completely with the classical results of one-de~ree of 

freedom ~indysis. The multi-degree of freedom systems do indeed show so:ne 

peculiar effects not known for the one-degree of freedom systems. 
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Significantly for applications, we identified some global mechanisms 

involved in triggering. For example, the mechanism producing a term ho..ving tl::e 

form p' I t3o' ! in the vicin.itv of the oropellant surface may indeed be a maJior ot · J • -

source for triggering. The same can be said about the mechanism producing 2.. 

p'( 0;,' )2 term. On the other hand, a mechanism producing terms prooortiona.l 

to p'2 is very likely to have no effects on triggering. A mechanism producing 

op' 
p' at probably has very little effect on triggering. These results ·will help, for 

example, refine modeling the boundary layer near the surface of the propellant 

to identify new mechanisms responsible for triggering. This approach should be 

investigatsd. If these mechanisms can be associated ·with some physical 

phenomena, then the results ·will largely enhance our physical understanding of 

the triggering phenomenon. 

We have also proposed a practical formulation for prediction of t::iggeri=lg 

in combustion chambers. The analysis was based on a nonlinear model of th.e 

combu:::tion response to pressure oscillations. The effects of the energy 

exchange among modes, velocity coupling, pressure coupling, and nonlinear par-

ticle attenuation were shown in detail. The model was applied to the particular 

case of solid propellant rocket motors. Good prediction of experimenL:J results 

and gooci agreement with numerical solutions were achieved. 

We ha·y-e shown also that it is of fundamental importance to include the " 

out-of-phase " components for an accurate stability analysis. In fact, the major 

weakness of the analysis presented in this chapter is the omission of the " out-

of-phase "components. The inclusion of these components should yield unambi-

guous resuLls for the occur2nce of trigge:ring. This will be the subject o[ future 

wor!c. 
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Appendix 7 ..:\ 

EQUATIONS FOR THE Lii\HT CYCLES 

In this appendix, we will show in detail how to get Eqs. (7.38) for the limit 

cycles, following model (7.32) for the combustion response. We start with the 

formulation of the transient burning rate of solid propellant 

r(t) = r 0 (t - T)(1 + 
'?fl 1c dr0 (t - 1) ) 

rc\3(t - 1) dt 
(A.:) 

where r 0 = apn is the steady state burning rate. Vlith dimensionless variables, a 

simplified set of conservation equations in a rocket motor is 

ap ' - ~ m. 
-~-'I pv .u + u.v p = im 
at 

p( ~u + u .vu) + 'V p = - um 
at I' 

_..:L::...l. 
T p 7 = 1 

(A.2) 

(A.3) 

(A.4-) 

where m Ls the mass burning rate, m = Ps r with p 3 the propellant density, T is 

the temperature, and u is the velocity. Notice that equation (A.4-) does not 

include the entropy change due to mass injection. The inclusion of the entropy 

change in the energy equation (A.4) vrill change the right-hand side of (A.2) from 

n~ - l 

rm ~o m. For a real evolution \Ve have T p n? = 1, ~where nP is the polytropcc 
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exponent l < np < I· For practical problems 7 = 1.2. therefore replacing np by-; 

is believed not to be a serious error. The assumption of an isentropic evolution 

of the fiow will facilitate the expansion. 

In the expansion of the pressure, temperature, and velocity in the normal 

modes of the chamber and the use of Green's theorem ( see Chapter 4, Section 

4.6), the right-hand side of (A.2) will enter as :t ( Till) and the right-hand side 

of (A.3) will enter as· aax ( - u ill ). 

1f; iC dr0(t - 1) 
First, we will deal with the unsteady term ---------d-t--. Write 

rcr(t - 1) 

1/JJC dr0(t -1) 
+ --"---------)] 

rg(t - 1) dt 

0, ., 8r I )" ."1JJC dro(t-1) 
ax 

i, - u m 1· = -0~x ,. - up~r0 • t - 1 ,' 1 + ----------11 · - ~ ' rJ(t - 1) dt '~ 

expn.nd the pr~ssure, temperature, and velocity, 

T = T + T'. p = p + p', u = u + u' 

where T . p . u correspond to the steady state conditions 

dr0(t - 1) 

(A.5) 

(A.6) 

Expansion of the unsteady term 
dt 

in the pressure 

amplitude, with r 0 = apn, shows easily that the coefficient of p'( ~~· ) 
2 

is always 

proponiona! Lo T. This means thu.t the coefficient h 2 in Eq. (7.31) is proportionc.l 

to 7". This remark is used a.t the end of Section 7.5. 
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','{e now wnte the unsteady pressure and velocity expansions6 in two modes 

only: 

p' = 17 1(t)cosCJX + 772 (t)cos2cvx 

We now apply Green's theorem to Eqs. (A.2) and (A.3), as we have done in the 

analysis leading to Eqs. (7.22) and (7.23) in Section 7.4, to obtain tvro equations 

for two nonlinear oscillators, one oscillator for each mode. The details of t.b.2 

results at this step are very lengthy. Only the final results, following application 

of the method of time-averaging will be shown in detail. To this system of equc..-

tions for nonlinear oscillators we apply the method of time-averaging afte!'." 

expar..ding YJi and 172 as follows 

This leads to the following system of nonlinear ordinar:y differential equations 

(A.7) 

(A.3) 

whe!"e 
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with 

~2 1 1 
V1 = - ----r(n + 1).8[ -~ -

16
kL ~in( 4k~)] 

32/ 4 

3 I - 1 W1 = ~T( ~ (n + 1) -(n + l)(n + 2)) 
64 f 

(n+ 1)(:n+2) 1-1,n..i.. '')} -'------~ + ----!, I I j 
2 I ' -

~ ~ + ~in(2k~)+ 1 
;:;in(4-k0] . 3 4 " 2kL . 12kL 

~2 1 1 •r2 - - ___,.....fn ..!.. 1) 8[ -t - --<::in(Bk<-)J, V: - By I \i ' - . 4., 32kL ~-i ' ., 

Yl2 = 
1
3
6 

;T( Y; 1 (n + 1) - (n + l)(n + 2)) 

(n + 1 )(n + 2) + 'l - 1 (n + l))~ 
2 -y 

.£.~ .Q_t + ~in(4k0+ 1 in{,Bkt,)] :J " 4 ' 4-kL · 321<:1 

On the other hllnd d 1 and d 2 arc given by 
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d 1 = ~-;-(1 -
1 (n + 1) - (n + 1)(n + 2)) 

"'" I 

1n.L1)(n-'-·9) 
\'-..!..I ...... ,\ f:-..J, + 

2 
'Y - 1 
I ~(n+l)~ 

I 

d2 = 1
6 

'. -;-( 7 - 1 ( n + 1) - ( n + l) ( n + 2)) 
1 7 

1 
- 9T1 -

'I 
""-' - i i -

? r 
(n + l )(n + 2) !' - 1 n + ,

1 11 ~--~-~ + -'----/, . -11 
2 ')' 

'f-1 < . ..!... 3 ( ) 1 ' ' 1 ( )] '-'" ' __ _,1·n ;:>kt ..;... -----""'n' 4 1-"" '.J- ~'n 61K'° . - - 2 ~ ' 6kL " ~ .~ ~. . BkL "1 
\ -~r; I • 24kL -l \ r;, 

where E is the length of the propellant. For the case presented on Figure 7.7a we 

have 

C1 = 0.Q306708'¢iT, Cz = - Q.1QQ4227'ljtT, d1 = 0.8049125':/'T, d2 = 0.6053451/'T 

Since 1fl and T arc positive, c 1 is positive and condition (7.11) in Chapter 7 cannot 

be satisfied for one mode. The treatment of two modes is therefore necessary. 

Remar'..c The expansion of the steady state term r 0(t - 1) should, in gen-

erat. 0e taken into account. However, for practical values of the burnin.r-; rate 

exooncnc. '1 , the heat ratio /, and heat diffisuvity IC, it can be sho1m that this 
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contribution is negligible compared to the contribution of the unsteady term.. 
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Chapter 8 

THIRD ORDER ACOUSTICS 

Third order acoustics has long been the object of investigation. For appli­

cation to liquid propellant rocket motors, Zinn 1 predicted triggering qualita­

tively by extending the expansion of the conservation equations to third order 

in the amplitude. Using an expansion in the normal modes of the acoustic field, 

Powe112 treated the problem of third order acoustics for the case of radial and 

tangential acoustic modes in liquid propellant :rockets. Culick3 enco~tered 
A 

difficulties when he attempted to extend the perturbation-averaging method to 

third order. 

In this chapter, we deal with only pure longitudinal modes. Our purpose is 

first, to justify some simplifications taken in the. last chapter, mainly the omis-

sion of the third order nonlinear gasdynamics; second, to extend the 

asymptotic-perturbation method presented in chapter 4 to higher orders in the 

amplitude: and third, to discuss the applicability of the perturbation-averaging 

and asymptotic-perturbation methods to the problem of triggering. 

We compare in this chapter the application of the perturbation-averaging 

and asymptotic-perturbation methods to the problem of triggering. The expan-

sion of the conservation equations is carried to third order in the amplitude of 

the wave. We concentrate here mainly on the nonlinearity arising from the gas-

dynamics within the volume of the chamber. 

In Chapter 3, Section 3.3, we compared the two methods in the solution, 

to third order in the amplitude, of a single nonlinear hyperbolic equation. We 

found that for that equation it was advantageous to use the asymptotic-
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perturbation method. Especially, we pointed out that the influence of the second 

order d.c. shift on the first and the second mode was difficult to incorporate 

using the perturbation-averaging technique. A similar situation will be found in 

this chapter regarding the conservations equations in combustion chambers. 

In Chapters 4 to 6, we expanded the conservation equations to second 

order in the amplitude, using the two methods of expansion. We found that the 

two methods yielded the same results regarding amplitude and conditions for 

existence and stability of limit cycles. However, in Chapter 7 we showed that the 

second order analysis, with nonlinearity arising only from the gasdynamics, was 

incapable of predicting triggering. We extended the analysis there to third order 

in the amplitude using the perturbation-averaging method. However, as we 

pointed out there, we neglected the contribution of third order nonlinear gas­

dynamics. Only the third order nonlinear boundary conditions were taken into 

accou::it. In this chapter, Section 8.1, we will treat this contribution and justify 

the approximation made in Chapter 7, Section 7.3, regarding the omission of the 

third order acoustics when the "out-of-phase" components are neglected. We will 

also compare the contributions of the third order acoustics arising respectively 

from the gasdynamics and the nonlinear boundary conditions. 

In Chapters 4 and 5, we applied the asymptotic-perturbation method to the 

conservation equations for the case of pure longitudinal modes. However, we 

limited the expansion there to second order in the amplitude. The nonlinearity 

arose only from the nonlinear gasdynamics. We found from Eq. (4.26) that a 

non-trivial limit cycle could not exist if the system is linearly stable. Therefore, 

the triggering phenomenon could not be explained within that analysis. In this 

chapter, Section 8.2, we extend the formal expansion to any order in the wave 

amplitude and in the average Mach number of the mean flow. However, we carry 

out the calculations in detail only for the third order acoustics arising from the 
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gasdynamics. We will show that this method, unlike the perturbation-averaging 

method, is capable of incorporating the full contribution of the third order 

nonlinear gasdynamics. In particular, the effects of the second order d.c. shift 

on the acoustic modes are taken into account. This is an extension of the con-

clusion reached in Chapter 3, Section 3.3. 

The triggering phenomenon is discussed in Section 8.2.3, using the 

asymptotic-perturbation method. We will show in that section how to determine 

the limit cycles and how to study the stability of a given limit cycle. 

Finally, a comparison between the perturbation-averaging and asymptotic-

perturbation methods regarding the prediction of triggering is carried out in 

Section 8.3. Some conclusions as to when to use each method are drawn. 

8.1. Third order acoustics: Perturbation-averaging. technique 

In this section, we apply the perturbation-averaging technique to study the 

third order acoustics. We concentrate on the "nonlinearity arising from gas-

dynamics. We limit the discussion to pure nonlinear acoustics with no mean 

flow, since our main objective in this section is to determine the influences of 

the third order acoustics. The conservation equations are 

~ 7 pV .JJ.. + 11. V p = 0 

a · v 
p( a~+ y_.v 1L) + 7 = 0 

Expand the pressure. velocity, and density as follows 
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p = 1 + ep' , u = IT + eu' , p = 1 + ep' 

In the conservation equations, the only obvious third order term is 

p'u'.11 u' (8.1) 

All the other terms are of second order or less. However, there are other third 

order terms. In fact, the expansion of the isentropic relation .£._= 1 in the pres­
p-Y 

sure ampiitude yields 

p' = .I?.'.._+ l..( l_ _ 1)p'2 +etc. 
I I I 

Therefore, second order terms like p' ~~· include third order terms which shouid 

be included in the analysis. However, the contribution of ~ ~ - 1)p'2 is 

shown4 to be very small compared to p'u'.V u' for I< 1.2, and that the smaller 'l 

is, the smaller the contribution is. The exact relationship between p and p is 

generally of the form 

where 1 < n < /, n being the polytropic exponent. Consequently, the actual 

correction is even smaller than expected. Therefore, the third order contribu­

tion from p' ~~· will not be included in the analysis in this section. 
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Moreover, a full treatment of the third order nonlinear gasdynamics 

should include the effects of the steady state shift ( d.c shift ) . In fact, a cou-

pling between the first order terms and the second order steady state shift 

terms produces third order terms. However, it is very difficult to include such 

effects using the expansion in the normal modes. This is the main reason why it 

is more accurate to use the asymptotic-perturbation technique when the order 

of perturbation exceeds 2. This is the subject of the next section. 

6.1.1. Expansion of the third order acoustics . In this section, only the 

term (8.1) will be considered. By applying Green's theorem ( Chapter 4, Section 

4.6 ) to the conservation equations, the term (8.1) is represented by a term of 

the form 

?' Jv 'if!n (p'u'.V u')dv (B.2) 

where '1/Jn is a normal mode of the chamber. We limit the expansion in the nor-

mal modes of the chamber to three, 

p' = 7} 1 (t)cosc.>x + 712(t)cos2e.>x + 713 (t)cos3c.:>x 

i} ( t) ?72 (t) . iJs( t) . 
u' = - 1 sinc.:>x - _____.,

2 
~1n2c.>x - -:---s

3 
m3c.>x 

)'CJ )'c.> 7c.> 

p' = ~p' (8.3) 

Now the application of Green's theorem yields the following contribution 

of the term (8.1) to the system of nonlinear oscillators for the r]i(t), i = 1,2,3. For 
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the first oscillator, we have 

7j1 + G)
27]1 = First and Second order terms + Ff3

) (8.4) 

where 

For the second oscillator, we get 

7j2 + r.J~1]2 =First and Second order terms + F~3) (8.5) 

where 

and finally, for the third oscillator, we obtain 

Tis + c.>~7]3 =First and Second order terms + F~3) (8.6) 

where 



- 261 -

FJ3
) 1 . . 1 .. 

37 = - 872 771'1717J1 - 1672 '171772'172 

We will now apply the Method of Averaging ( see Chapter 4, Section 4.6 for 

details) to equations (8.4)-(8.6). Expand 17i(t) in the usual form 

After lengthy calculations, with the use of the ~ethod of averaging described in 

Section 4.6, the following system of ordinary differential equations is obtained : 

d.A1 
dt 

d.B1 
dt 

= First and Second order terms 

= First and Second order terms 

(8.7) 

(8.8) 
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~2 = First and Second order terms (8.9) 

~2 = First and Second order terms (8.10) 

~3 = First and Second order terms (B.11) 

dBs dt = First and Second order terms (8.12) 

The new parameter arising with the third order term is o = ~· The first and 
327 

second order terms are the same as those given by Eqs. (6.2) and (6.3) in 

Chapter 6. 

8.1.2. Application to triggering . It is clearly seen from this system that 

the third order nonlinearity presented here consists in coupling among the Ai 
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and the Bi. Neglecting the phases, i.e. neglecting the Bi, implies neglecting the 

third order nonlinear gasdynamics term p'u'.V u'. This is the reason why we did 

not include the contribution of the third order acoustics arising from the gas-

dynamics in the analysis presented in Chapter 7. 

It is interesting to notice, from Eqs. (8.7)-(8.12), that there are no self-

coupling terms, either to second order or to third order, due to the nonlinear 

gasdynamics. However, from the discussion following Eqs. (7.14)-(7.15) and 

(7.29)-(7.30), we found that such features were very likely to be essential in 

causing triggering. Consequently, the third order acoustics arising from the gas­

dynamics may not produce triggering. We found from Section 7 .3 that the non-

linear boundary conditions might yield self-coupling terms, and, therefore, may 

cause triggering. For a volumetric process to cause triggering, the only require-

ment seems to be that the structure of the process possess some terms similar 

to those given by expressions (7.24) and (7.28). The nonlinear gasdynamics does 

not satisfy these requirements and, therefore, may not contribute, by itself, to 

triggering. 

However, as we mentioned in Chapter 7, Section 7.3, the "out-of-phase" com-

ponents may influence the stability of the limit cycle. The third order contribu-

tion of the gasdynamics may influence the stability of the limit cycle by chang­

ing the phase relationships among modes. This will be the subject of future 

work. 

In the folloi;ving calculations, we will establish how the energy of the wave 

dA 
may change due to the influence of the gasdynamics. Multiply dt

1 by Ai and 

dB· 
dt1 by Bi in Eqs. (8.7)-(8.12), and add the results to find 
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(8.13) 

Eq. (8.13) implies that initially the energy of the wave may increase if the 

right-hand side of (B.13) becomes positive. However, this does not necessarily 

mean that triggering occurs. To check the possibility of triggering, Eqs. (B.7)­

(8.12} have been integrated numerically for over a thousand sets of vaiues of a.1, 

~. a 3 , and o. For a given set, the initial conditions have been varied in such a 

way that the right-hand side of (8.13) becomes positive. Despite an initial 

growth, the wave always decays in time to zero. From a physical point of view, 

this can be interpreted as follows. The nonlinear gasdynamics treated here 

serves only as a means of transfer of energy among modes. It does not contri-

bute to the growth or decay of the wave. The initial growth of the wave, sug­

gested by Eq. (B.13), may be due to incomplete representation of the third order 

acoustics arising from the nonlinear conservation equations, mainly the 

absence of the effects of second order d.c. shift on the acoustic modes. This is a 

reason for using the asymptotic-perturbation method in the next section. 

8.2. Third order acoustics: .Asymptotic-perturbation technique 

In this section, we extend the analysis presented in Chapter 5, Section 5.3, 

to higher order in the wave amplitude and to any number of modes. To show the 

generality of the approach, we include the effects of the average Mach number of 

the mean fl.ow. The direct application is the determination of the third order 

acoustics arising from the gasdynamics. 

B.2.1. General formulation of the expansion . 

In this section we extend the expansion presented in Section 5.3 to higher order 

in the pressure amplitude using the asymptotic-perturbation technique. To save 
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space, we show in detail the expansion of the pressure alone 

P = 1 + µ 2 Po2 + · · · + e ( P10.1 + µp11,1 + ... ) eiKt 

+ e ( o(l)p e2e<g~l)(Jb) t + µp + ... ) e2 iKt 
2 10,2 11,2 

+ t
2( P20.o + µp21.o + · · · ) 

+ ...,2( p ..._ µp + ... )eiKt 
"' 20,l • 21,1 

+ e2 ( o r2)p e 2e<g~2)( µ,) t + µp . + . • . ) e2 i Kt 
2 20,2 21.2 

+e2(5<2)n ese<g~2)(µ,)t+µp + .•. )esiKt 
3 x 30,2 31,2 (8.14) 

+es ( o<s)p e2ag~3)(µ,)t + µp"' + .•. ) e2iKt 
2 • 30,2 ul,2 
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The coefficients g£2'. d 2), etc., are introduced to resolve the multiple deter-

mination of K11 , K12 , etc., as we have discussed earlier in Chapter 5, Section 5.3. 

Gathering terms in e2µeiKt in the conservation equations and appiication of 

Green's theorem, leads to an expression for Kn. Another expression is obtained 

by equating the coefficients of i 2µe 2iKt. In the absence of g~2>, we are faced 7rith 

generally two different values for the same coefficient, and the expansion 

breaks down. A similar situation exists for K12. In general, the introduction of 

gfn>(µ,) allows the single determination of Kn_ i,m• j = 2,3,4 ... , and m, n = 1.2,3, .... 

T'ne introduction of oJ2>, o~2), etc., allows unique determination of K20 . In 

3 0 'Kt. 1'20 and l" (2). fact, collecting terms in c; µ e1 yields a relationship betwee , u2 · 

Another relationship is obtained. by equating the terms in c:3 µPe 2iKt. The 

coefficients K20 and o£2) are therefore uniquely determined. A similar situation 

exists for o£3) L.'1 the determination of K30. In general, the introduction of oi(n) 

allows the single determination of Kno· 

The effects of the d.c shift terms p 20 ,0 and u 20•0 on the acoustic modes vrill 

be included when we deal with the third order acousticas, mainly Eqs. (8.21) and 

(8.22). Moreover, the effects of the mean flow are easily incorporated to any 

order. 

More concisely, the expansion (8.14) can be written in the folloV>iing form 

p_ = 1 + '\1 µ2mp + '5: '\' t1!01(n)p engl lJ.b + '1 µmn einKt + c.c. 
"" 00 .. r (n}r ·)t "" ] -· 
t_.i 0,2m ~ Li . . 10,n Li • lm.n 

m=l l'=ln=O l m=l 

where oln) = 1 and gi'n) = 0 for n = 0,1. Similarly, the expansions of the density 

and velocity are respectively 
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Forµ,= 0, this expansion reduces simply to that of the pure acoustics problem 

with no mean flow. 

This expansion will be appiied in the next section to the determination of 

the contribution of the nonlinear gasdynamics. A discussion of the use of the 

results to examine triggering of pressure oscillations in combustion chambers 

will follow. 

6.2.2. Determination of the third order acoustics . 

In Chapter 5, Section 5.3, we carried the calculations to second order in the 

wave amplitude and determined an expression for the coefficient K10 in the 

expansion of the complex frequency K in the asymptotic amplitude. In this sec-

tion, we will carry the calculations to third order in the wave amplitude and we 

will show in detail the steps necessary to determine K20 . The results will be 

applied to study triggering of pressure oscillations in combustion chambers. 

For simplicity, we limit the expansion (8.14) to two modes only. First, we 

determine the coefficient g£j> because it will be needed later in the analysis 

Eqs. (8.19)-(8.20) ) leading to the determination of K20 . To determine dP. we 

equate the coefficients of eµe 2 i Kt in the conservation equations. By doing so, we 

get 
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2 iKooP12.2 +IV . u12.2 = ( - 2( iKo1 + aJpg~fi) ) P11,2 

(8.15) 

+ ( -1 P11.2 V .CT - iI .IJ P10.2) + ( - 7 Po2 v .u10.2 - U10.2 .V Po2)0J1> 

V P12.2 r ) r1) 2 iKooU12.2 + = ( 2( - iK01 + + aol g2o )P11.2 I' 

(8.16) 

Following the same technique leading to Eq. (5.11) in Chapter 5, we fi...'1.d a rela­

tionship between K02 and g£p, the coefficients gJfi) and 0J1> being already deter­

mined in Chapter 4, Section 4.4. However, K02 is determined by equating the 

coefficients of eµeiKt as we have done in Chapter 4, Section 4.3. Consequently, 

gJp is set uniquely. 

Second, we determine gJ~). since it will be needed later in the analysis ( Eqs. 

(8.21)-(8.24)) to caicuiate K20. The determination of d~) is based on the unique­

ness of K11 . In fact, collecting coefficients proportional to e2µei Kt yields 

iKooP21.1 + ?' 'i1 . U21.1 = - iK11P10.1 - iK10P11.1 - iK01P20.1 
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= - iKuP10.1 +WP (8.17) 

iK,,. 'l'7 P21.1 i.K 'K iKT 00U21,1 + v -,- = - 11U10.1 -1 ioU11,1 - . 01U20,1 

= -iKu +Wu (8.18) 

Following the same analysis leading to Eq. (5.12) in Chapter 5, Eqs. (8.17) and 

(8.18) produce an expression for K11 . However, another expression for K11 can 

be deduced by equating the coefficients of e2µe 2 i Kt. By doing so, we get the fol-

lowing two equations 
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+ ( -7 P11.1 v .U10.1 - U10.1·V P11.1) + ( -7 P10,1 v .U11,1 - U11,1·'V P10.1) 

+ ( - 7 P20.2 'ii .TI -TI.\7 P20.2)0£1
) 

(8.19) 
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+ ( - U20,2 .V TI - TI.v U20,2)0~2) -P10.1U10,1·V TI - P10,1TI.V U10.1 

(8.20) 

where ci and di are here functions of lower order terms. These lower order terms 
were determined in Chapter 5, Section 5.3; consequently they are known quanti­
ties, and hence so are the ci and di. It is worth noticing that the coefficient gJp 
is present on the right-hand sides of (B.19) and (8.20). This is the reason why we 
first determined gJp by Eqs. (B.15) and (B.16). Following the same analysis iead­
ing to Eq. (5.13) in Chapter 5, Eqs. (8.19) and (B.20) yield a relationship among 
K11 , o£2'. and gJ~>, However, K11 is already determined from Eqs. (8.17) and (8.18). 
Consequently, we are left with a relationship between c5~2 ) and gJij). This relation­
ship will be used later in the analysis ( Eqs. (8.21)-(8.24)) to determine K20 • 

We now return to determination of K20. The· results elaborated above con­
cerning the expression of gJ~> V'rill be needed in the analysis. There are two ways 
to determine K20 . First, we equate the coefficients of e3µ 0eliKt in the conserva­
tion equations to get 
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iKooPso.1 + ?' 'iJ . Uso.1 = - iK20 P10.1 - iK10 P20.1 

(8.21) 

iK + V Pso.1 .K .K ooUso.1 -
7
- = - 1 20 u10.1 - 1 10 u20.1 

- P10.1 u;o.2·V U10.2 I 0J1
' I 2 - P10.1 U10.2· 'V u;o.2 I 0J1

' J 2 
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(8.22) 

where ei are here functions of lower order terms. These lower order terms were 

determined in Chapter 5, Section 5.3; consequently they are known quantities, 

and hence so are the ei . 

Following the same analysis leading to Eq. (5.13) in Chapter 5, Eqs. (8.21) 

and (B.22) yield a relationship between K20 and 6~2>. It is worth noticing here 

that the d.c shift terms p20 .0 and u 20•0 are present in Eqs (B.21) and (B.22), con-

sequently they influence the expression of K20 . We found some difficulties in 

including these effects in Section B.1. using the perturbation-averaging tech-

nique. 

A second relationship between K20 and 0£2> is obtained by equating the 

coefficients of ~3µ,2e2 i Kt. By doing so, we get 

(8.23) 
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. - iKooP20.1 u10.1 - iK10P10.1 U10.1 

(8.24) 

where wi are functions of lower order terms. These lower order terms were deter­

mined in Chapter 5, Section 5.3, consequently they are known quantities, and 

hence so are the wi. Following the same analysis leading to Eq. (5.13) in Chapter 

5, Eqs. (8.23) and (8.24) yield a second relationship between K20 and 0J2>. Conse­

quently, K20 and o~2) are uniquely determined. 

It is essential to notice that K10 and K20 are not necessarily unique for a 

given configuration of the chamber. 1n fact, the algebraic equations relating oJ2) 

and K20 are in general quadratic because of the nonlinear relationships between 

gJ5) and 0£2l given by Eqs. (8.19) and (8.20). This means that the coefficient w5 is 

in general function of oJ2'. Therefore, (8.24) is a nonlinear relationship between 

K2o and o~2). 

It is worth noticing here that gJ3) is present in the relationships between K20 

and 0~2>. This is the reason for determining g~5) by Eqs. (B.17)-(8.20). Moreover, 

in the determination of d5) by Eqs. (8.19) and (8.20), the coefficient gJp is 

present. This is the reason for determining gJP by Eqs. (8.15) and (8.16). 

It is evident that the procedure is lengthy, even for only two modes. How­

ever, the analysis is straightforward and systematic and, therefore, amenable to 
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computer progamming. All the nonlinear terms are included. This was difficult 

to achieve by the use of the perturbation-averaging technique presented in Sec­

tion 8.1. No formal explicit results, similar to expression (5.16) for K10 in 

Chapter 5, are obtained here for the expression of K20 . This will be the subject of 

future work. The purpose here is mainly to establish that the technique can be 

extended to higher orders. 

8.2.3. Application to triggering . 

In Chapter 5, Section 5.4, we discussed, using the asymptotic-perturbation 

method, the existence of limit cycles. In particular, we treated the case when we 

limit the expansion of the complex frequency K to second order in the ampli­

tude. As we have seen in Chapter 4, Section 4.4, this corresponds to the third 

order acoustics. In that case, we have from Section5.4 the following expansion 

of the growth rate a: 

The existence criteria become 

1) a 10 should exist and be non-trivial. 

2) a 20 should exist and be non -trivial. 

3) O'.fo - 4 (aoo +µa.bl>) Clzo > 0. 

For a given a.10 and a 20 , we have in general two different roots, say e1 and e2 . 

Consequently, there are in general two different limit cycles for given values of 

a.10 and a.20 . For each root, the waveform of the limit cycle is given, as we have 
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seen in Section 5.5, by 

- ·K· - fl) "Kt p 1 = ep10,1e1 
• + c.c., p2 = so:i Pio.2e1 + c.c. 

where p 1 ai.J.d p 2 are respectively the first and second Fourier components of the 

limit cycle. It is essential to notice that a.10 and c:x.20 are not necessarily unique 

for a given configuration of the chamber, as we have seen at the end of the last 

section. 

The stability of each limit cycle is examined following exactly the same 

technique presented in Chapter 5. The results of this examination yield some 

conditions, similar to those found in Section 5.2, on the stability of the limit 

cycle. If for a linearly stable engine, these conditions are not satisfied, then this 

limit cycle is unstable and may correspond to a triggering threshold. This is 

similar to the stability of the equilibrium. point A1 in Figure 7.1 for one-degree of 

freedom systems. 

However. if the stability conditions are satisfied, then the limit cycle 

corresponds to the asymptotic oscillatory behavior, or triggering limit. This is 

similar to the stability of the equilibrium point Az in Figure 7.2 in the last 

chapter for one-degree of freedom systems. 

It is essential to notice that we are dealing here with many modes. Conse­

quently, both limit cycles may well be unstable or, a priori, stable. However, the 

later possibility is unlikely to occur, since we have seen in the last chapter, Sec-

tion 7 .7, that a non-trivial stable limit cycle seems to be unique. The point of 

this remark is to notice that having two different limit cycles does not neces­

sartly mean that one limit cycle is stable while the other one is unstable. This is 

a clear contradiction to the rule for one-degree of freedom systems where for 

two adjacent limit cycles one has to be stable while the other is unstable. 
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8.3. Concluding remarks 

Now that vre have discussed triggering, using both the perturbation­

averaging and the asymptotic-perturbation methods, we compare the two 

methods regarding the prediction of triggering. Some conclusions as to when to 

use each method are drawn. 

We start with the advantages and disadvantages of the method of 

perturbation-averaging in describing triggering. We notice first from Eqs. (B.7)­

(8.12) that the inclusion of many modes is simple to carry out. This is an advan­

tage in the treatment of steep-fronted waves where many modes should be 

taken into account. Moreover, as we have seen in Chapter 7, the behavior of the 

wave in time up to the limit cycle can be described. Therefore, the initial distur­

bances can easily be incorporated, giving the influence of the initial conditions 

on triggering. In addition to that, we can determine how fast a triggering limit is 

reached by examining by examining the behavior of the wave in time. This is 

important information. For example, in the case of solid propellant rockets, it is 

very useful to know, from the approximate analysis, that triggering is reached 

before or after the burnout of the propellant. In the latter case, the analysis 

should be changed, since after the burnout there is no more combustion in the 

chamber. 

However, as we have seen in Section 8.1, it is very difficult to fully represent 

the third order nonlinear gasdynamics, mainly the effects of the second order 

d.c. shift terms on the acoustic modes. Moreover, the extension of the 

perturbation-averaging method to higher order in the amplitude is not straight­

forward. This is a disadvantage in the sense that the method may fail to 

represent some physical phenomena which do not show up to second order in 

the amplitude. Also, we notice in Section 8.1 that it is not straightforward to 

include the effects of the average Mach number of the mean fiow. This is clearly 
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a disadvantage in the application of this method to high speed flow engines. 

We now discuss the advantages and disadvantages of the asymptotic­

perturbation method in predicting triggering. First, we notice from Section 8 .2 

that we can fully represent the third order nonlinear gasdynamics, especially 

the effects of the second order d.c shift terms on the acoustic modes. Second, as 

we have also seen in Section 8.2, the analysis can be extended in a systematic 

way to any order in the wave amplitude This is a clear advantage, since we can, 

in general. fully represent any physical phenomenon, no matter what the order 

at which it occurs. We notice further from Section 8.2, that it is straighforward 

to include the effects of the average Mach number of the mean flow. This is a 

clear advantage when we deal with high speed flow engines. 

However, it is very cumbersome to include many modes in the application 

of the asymptotic-perturbation method. Even for two modes, in order to 

represent the third order acoustics of the nonlinear gasdynamics, the pro­

cedure was very lengthy in Section 8.2. This is a clear disadvantage in treating 

steep-fronted waves where many modes should be present. Moreover, the 

method is incapable, by construction, of predicting the behavior in time of the 

wave. Therefore, it is impossible to assess directly the influence of the initial dis­

turbances. However, the stability discussion offers adequate information about 

the influence of the initial conditions. In fact, an unstable limit cycle may 

correspond to the threshold amplitude, therefore giving a limit for the values of 

the initial conditions for which there is no triggering. Another disadvantage is 

the inability of the method to assess how fast a triggering limit is reached, since 

the explicit behavior in time is unknown. 

In final count, when we are interested mostly in the existence of triggering 

and when the number of modes is not of crucial importance, i.e. no steep­

fronted waves, or the flow speed is high then the asymptotic-perturbation 
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method has a clear edge over the perturbation-averaging method in the sense 

that all the phenomena involved can be fully represented. However, •.vhen we are 

interested in steep-fronted waves, i.e. many modes, with low speed flow or when 

the evolution in time of the wave is of crucial importance, then the 

perturbation-averaging method offers a simple and efficient, but presently 

incomplete, technique of treating triggering. 

One may even use both techniques conjointly. We may start with the 

perturbation-averaging method to get some information about the wave 

behavior in time. The method of asymptotic-perturbation is used afterward to 

include all the mechanisms in the system. 
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Chapter 9 

CO.NCLUS10N 

In this report, we have studied the conditions for existence and stabilit::. 

and amplitudes of limit cycles for pressure oscilations in combustion chambers. 

The analysis has been based on expansion of the general conservation equatior:.s 

in the pressure amplitude. Two techniques were used. The first is an 

asymptotic-perturbation in which the asymptotic oscillatory behavior is sought 

by expanding the asymptotic solution in a measure of the amplitude of the '.van: 

usually the amplitude of the fundamental. The second is a perturbation­

averaging technique where an approximate solution is sought by applying a per­

turbation method followed by an expansion of the solution in the normal modes 

of the acoustic field in the chamber. It was shown that, to third order in the 

amplitude of the wave, both techniques yielded the same results for the amp~i.­

tude and the conditions for existence and stability of the limit cycle. Hm•;ever, 

while the tlrst technique can be extended to higher orders in the pressure ampli­

tude, the second technique suffers serious difficulties. The advantage of tb.e 

second technique is in its ability to handle easily a large number of modes. 

In the approximation to second order, we found the follov.ing results. A 

stable limit cycle seems to be unique. Under very special conditions, the initic..l 

conditions affect the stability of the limit cycle. The imaginary parts of the 

linear responses of the difierent processes strongly influence the stability cr~­

teria and the amplitude of the limit cycle. They affect the exchange of energy 

among modes. 

We aiso presented a ~encrLl.1 formalism for triggering of pressure osc~cL::..­

tions in combustion chi.l.mbers. A .second order model for the noniine2.:-
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processes in the chambe: can indeed predict triggering if two conditions are 

met 

a) the model incorporates a process representing a coupling of a mode with 

itself: and. 

b) the analysis includes at least two modes. 

A third order analysis· can predict triggering without a second order self-

coupling of the mode vrith itself. To predict triggering, two conditions must be 

satisfied 

a) there is a self-coupling to third order; and 

b) the analysis includes at least tvro modes. 

Both features disagree completely with the classical results of one-degree of 

freedom analysis. The multi-degree of freedom systems do indeed show some 

peculiar effects not known for the one-degree of freedom systems. 

More importantly, we identified some global mechanisms involved in trigger-

ing. In the special case of solid propellant rockets, we examined the conse-

quences of special forms of the response of combustion to oscillations. For 

ex<:mole, a mechanism producine: a n' I Bo' I term may indeed be a ma.ior source ' ' ~ L at 

for triggering. The same can be said for a mechanism producing a p'( ~~· ) 2
. On 

the other hand, a mechanism producing terms proportional to p' 2 is very likely 

to have no effects on triggering. Likewise, a mechanism producing p' aa~· has. 

probably, very little effect on triggering. These results will help guide modelis.g 

the boundary layer near the surface of a burning solid propellant to identify 

new mecharnsms responsible for triggering. This approach should be lnvcsti-

~atcd. If these mechanisms can be associated with some physical phenomena, 

:hen the results will greatly enh<.rncc our physical undccstcrndin.g of t~c 
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triggering phenomenon. 

Vie also proposed a practical formulation for prediction of triggering in 

combustion chambers. The analysis was based on a nonlinear model of the 

combustion response to pressure oscillations. The effects of the 

exchange among modes, velocity coupling, pressure coupling. and nonlinear par-

ticle attenuation '.Vere shown in detail. The model was applied to the particular 

case of solid propellant rocket motors. Good prediction of experimental results 

and good agreement with numerical solutions were achieved. 

In the framework of the third order theory, a model of the combustion 

response including both a pseudo second order nonlinear velocity coupling and 

energy exchange among modes predicts triggering. A model including a third 

order nonlinear pressure response and energy e~.;:change among modes can 

predict triggering. A stable limit cycle seems to be unique. The triggering 

phenomenon in solid propellant rockets seems to be due mainly to three factors 

: pseudo second order nonlinear velocity coupling , third order nonlinear pres-

sure coupling in the combustion response, and energy exchange among modes. 

However, in principle, second order nonlinear particle damping may replace the 

velocity coupling as a factor for triggering. In this work. nonlinear pressure 

coupling has been related mainly to a time-lag between a pressure fluctuation 

and the burning rate. 

We showed also that it is of fundamental importance to include the " out-

of-phase " components for an accurate stability analysis. In fact, the major 

weakness of the analysis presented in the treatment of triggering in this work lS 

the omission of the " out-or-phase " components. The inclusion of these com -

poncnts should yield unambiguous results as to whether tri;:;gering occurs. Th~s 

·.viLl be the ::ubjcct of future wcrk. 
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For the prediction of triggering by the perturbation-averaging technique, 

we notice r1rst that the inclusion of many modes is simple to carry out. This is 

an advantage in the treatment of steep-fronted waves where many modes should 

be taken into account. Moreover, the behavior oi the ·wave in time up to the 

limit cycle can be described. Therefore, the initial disturbances can easily be 

incorporated, giving the influence of the initial conditions on triggering. In addi­

tion to that, 1ve can determine from the behavior in time of the wave, the rate at 

which the triggering limit is reached. 

However, it is very difficult to represent fully the third order nonlinear gas­

dynamics, mainly the effects of the second order d.c. shift terms on the acoustic 

modes. ~vioreover, the extension of the perturbation-a'1eraging method to higher 

order in the amplitude is not straightforward. This is a disadvantage in the 

sense that the method may fail to represent some physical phenomena which 

do not show· up to second order in the amplitude. Also, it is not straightforward 

to include the effects of the average :Mach number of the mean flow. This is 

clearly a disadvantage in the application of this method to engines in which the 

flow may reach high speed. 

By using the asymptotic-perturbation method to _predict triggering, we can 

fully represent the third order nonlinear gasdynamics, especially the effects of 

the second order d.c shift terms on the acoustic modes. Also, the analysis can be 

extended in il systematic way to any order in the wave amplitude This is a clear 

advantage, since we can, in general, fully represent any physical phenomenon. 

irrespective of the order in the wave amplitude at which it occurs. ~;Iorcover, it 

is sLraighfor:m.rd to include the eiiects of the average :Mach number of the meun 

tl.ow. This is obviously important when •:re deal with high spe::::d tl.ow engines. 

However, lt is very cumbersome to include many modes in the applicatlc::-1 

of the 2.symplotic-perturbu.tion Gietho<l. Even for t~vo :nodes, (n order to 
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represent the third order acoustics of the nonlinear gasdynamics. the pro-

cedure is very lengthy. This is a disadvantage in treating steep-fronted waves 

'Nhere many modes should be present. Moreover, the method is incapable, by 

definition. of predicting the behavior in time of the wave. Therefore, it is impos-

sible to assess directly the influence of initial disturbances. However, the stabil-

ity discussion offers adequate information about the influence of the initial con-

:iitions. In fact, an unstable limit cycle may correspond to the threshold ampli-

tude, therefore giving a limit for the values of the initial conditions for which 

there is no triggering. Another disadvantage is the incapability of the method to 

assess how fast a triggering limit is reached, since the explicit behavior in time 
. I 
lS Uilc{nown. 

In final count, when we are interested mostly in the existence of triggering 

and 'Nhen the number of modes is not of crucial importance, i.e. no steep-

fronted waves, or the fl.ow speed is high then the asymptotic-perturbation 

method has a clear edge over the perturbation-averaging method in the sense 

that all the phenomena involved can be fully represented. However. when "Ye ar2 

inter2sted in steep-fronted vvaves, i.e. many modes, 'With low speed fiow or whee'. 

the evolution in time of the wave is of crucial importance, then the 

perturbation-averaging method offers a simple and efficient, although incom-

plete, technique of treating triggering. 

One may even use both techniques conjointly. We may start with the 

perturbation-averaging method to get some information about the wave 

behLJ. vior in time. The method of asymptotic-perturbation may then be used sub-

sequentty to indude all the mechanisms in the system. 

Future research in the area of nonlinear instabilities of pressure oscilla-

tions in combu~tion chambers may have three ci.ircctions. The tlrst direction ~3 

the ·_)xu::nston. or' the pcrlurbati.on-ave::ag;ing technique to many re.odes and ~o 
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higher orders. The second one is the study of the infiuenc2 of the phase relation­

ships among modes on triggering. The third direction is the elaboration of expll-

cit results regarding the third order acoustics using the asymptotic-

?erturbation technique Being able to handle these problems may greatly 

enhance our understanding of the nonlinear processes in combustion chambers, 

mainly the combustion response to pressure oscillations and to velocity fluctua­

tions. 

The application of the results of this work to real engineering problems 1vill 

be much expanded if vre can extend the results for axial modes to three dimen­

sional problems in which axial. radial. and tangential modes coexist. 


