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ABSTRACT

The optimalizing control system is designed to search out
automatically the optimum state of operation of the controlled system
and to confine the operation to a region near this optimum state.

The performance of the system is affected by the dynamics of the
controlled system and by the noise interference,

The dynamic effects of the controlled system on the perform-
ance of a peak-holding optimalizing control is analyzed under the
assumption that the controlled system dynamics may be represented
by a first order input linear group and a first order output linear
group. Design charts are constructed for determining the required
input drive speed and consequent hunting loss with specified time
constants of the input and output linear groups, the hunting period,
and the critical indicated difference for input drive reversal,

The noise interference effects on the control system per-
formance led to a new type of optimalizing control system which
is a modification of the peak-holding optimalizing controller, Per-~
formance of the modified optimalizing controller is analyzed and
several possible procedures are discussed for detecting and elimi-
nating the incorrect operation modes, A statistical analysis is
made to demonstrate the efficiency of a typical detection procedure,
namely, the method of filtering through cross-correlation,

The modified optimalizing controller can utilize any periodi-
cally varying input. An example of this, a sinusoidal input controller,
is analyzed to show the dynamic effects of the controlled system and
to demonstrate the effect of noise interference on the performance

of the modified optimalizing controller.
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NOMENCLATURE

amplitude of sinusoidal signal used for cross-correlation
ampl.itude of saw;-tooth input

amplitude of sinusoidal input

amount of incorrect input

critical indicated difference

hunting loss

transfer fﬁnction of input linear group

transfer function of output linear group

function containing controlled system dynamic characteristics
functions containing noise characteristics

characteristic constant of the controlled system
dimensionless parameter indicating amount of incorrect input
number of input cycles which cross-correlation is carried out
input drive speed

noise function

cross~correlation function

hunting period of output in correct operating mode

time

physical input corresponding to maximum output

correct '""'potential' input referred to optimum point

correct "actual" input referred to optimum point

maximum physical output

correct "potential' output referred to optimum point

correct '""actual’ output referred to optimum point
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o ‘coefficient in cross-correlation function
£ coefficient in cross~correlation function

hunting zone

£ - probability of error
4 statistical variable
A parameter containing noise effects
£ statistical variable
7 standard deviation
z time displacement
& characteristic time of input linear group
% characteristic time of output linear group
M(“’) noise power spectrum
(&) cross-correlation function
o circular frequency
&y circular input hunting frequency
4, circular output hunting frequency
Subscripts
5 operation with sinusoidal input - correct mode
u operation with saw-tooth form input - incorrect mode
° associated with parameter «
Id associated with parameter g
4 associated with statistical variable #£
£ associated with statistical variable £
7 operation with sinusoidal input - incorrect mode
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I. INTRODUCTION

Optimalizing control was invented by C, S, Draper, Y. T.
Li, and H. Laning, Jr. !?) Their basic idea can be summarized
as follows: In nearly all engineering systems, within the restric- \
tions of operation, there is a state of the system for which optimum
performance is obtained, For an internal combustion engine, pro-
ducing the required load torque at a specified speed, the minimum
fuel consumption isk obtained at optimum settings for the manifold
pressure and ignition timing. Another example is encountered when
it is desired to cruise an airplane at maximum economy. At the
engine cruising r.p.m, and assigned altitude, there is an optimum
trim setting to obtain maximum cruising speed,

More important than the existence of an optimum operating
state is the fact that, because of the natural changes in the environ-
ment of the engineering system, this state cannot be predicted
exactly in advance, For the internal combustion engine it is the
effects of temperature and humidity of the air that are unpredictable;
for the airplane it is variations in the aerodynamic properties of
the airplane and the performance of the engine that change the opti~-
mum operating state, Therefore, when the purpose is to operate
always near the optimum state in spite of the 'drift" of the system,
then the control device for the engineering system must be so de-
signed as to search out automatically the optimum state of operation
and to confine the operation near to this state., This is the basic
idea of optimalizing control.

The application of Draper's optimalizing control to the

general cruise control of airplanes was discussed by J. R. Shull(3),
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Shull efnphasized the p.os sible elimination of extensive flight testing
of a new airplane for performance determination, because the opti-
malizing control will automatically measure the performance when-
ever the airpiane is flown, Moreover, in critical circumstances,
such as flight through an icing atmosphere, the ability of the opti-
malizing control to extract the best performance of a system, radi-
cally changed through ice deposition on the airplane, could be of
utmost importance,

There are fwo fundamental problems in the theory of opti-
malizing control: One is to determine dynamic performance of the
system in combination with the controller, the other is to minimize
the effects of noise interference., These two problems are somew~
what interrelated, because if the large deviations from the optimum
state cannot be tolerated, then the signal to the controller will be
small and noise interference will be critical, The basic aim in
the design of an optimalizing control is to have the smallest loss
or to operate as close to the optimum state as possible without the
danger of having the control misled by noise interference, Both
of these problems were recognized by the original inventors of the
optimalizing control.

The aim of the present work is twofold, First the problem
of dynamic performance is solved completely under the assumption
that the dynamic properties of the controlled system can be approxi-
mated by a first order linear system. For this purpose the analysis
was performed on the optimalizing control of the peak-holding type--
the type whickh is least affected by noise interference, (1) (2).

Secondly, the problem of elimination of noise interference is
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considefred. For this purpose, an output sensing instrument con-
~sisting of a cross-correlator and a computer are substituted for
the conventional peak-holding optimalizing controller, This method
is based on the idea that the noise interference can be eliminated
more successfully in this manner than with the use of conventional
band-pass filters., The resulting control system utilizes any con-
venient periodic input, Analyses for optimalizing controllers
‘using a saw~tooth input and a sinusoidal input are carried out in

detail,
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II. D[YNAMIC EFFECTS IN OPTIMALIZING CONTROL -
THE PEAK-HOLDING TYPE

2,1 Principle of Operation

The essential element of the optimalizing control system is
the nonlinear component which characterizes the optimum o'perating
condition of the controlled system. For simplicity of discussion, it
is assumed that the basic component has a single input and a siﬁgle
output. For the time being, the dynamic effects will be neglected
and the output is assumed to be determined by the instantaneous value
of the input. Since there is an optimum point, output as a function of
input has a maximum value 2 of the output at the input z , as
shown in Fig, 2,1, It is convenient to refer the output and the input
to values at the optimum point and designate the physical input as

z+z, , and the physical output as /ﬁ‘é/ . The optimum point
is thus <z :/20 . The purpose of an optimalizing control is to
search out this optimum point and to keep the system operating in
the immediate neighborhood of this point. In this neighborhood, the

relation between 2 and }/* can be represented as
* 2
7= -4z (2.1)

where # is a characteristic constant of the controlled system.

The operation of a peak-holding optimalizing control, ne-
glecting the dynamic effects, then would be as follows: Say the input
7 is below the optimum value, and is thus negative. The input
drive is then set to increase the input at a constant rate, At the time
instant 1 (Fig. 2. 2) the input changes from negative to positive and
passes through the optimum point. The output dzf is thus maximum

at the instant 1, and is decreasing after the instant 1. An output
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sensing instrument is designed so as to follow the output exactly
while the output is increasing, ‘and to hold the maximum value after
‘the maximum is passed and the output starts to decrease., Then
there will be a difference between the reading of this output sensing
instrument and the output itself after the time instant 1. This dif-
férence is shown in the lower graph of Fig, 2.2. When this differ~
ence is bﬁilt up to a critical value ¢ at the time instant 2, the
input drive unit is reversed, After the instant 2, the input de-
creases and the output incfeases until a maximum in output is
again reached at the time instant 3, At time instant 3, the input
again passes from positive to negative, and the indicated difference
between the output sensing instrument and the output itself again
builds up. At the time instant 4, the difference reaches the criti=
cal value ¢ again and the input drive direction is again reversed,
At the time instant 5, the input z becomes zero again, and another
maximum of the output is reached., The period of the input varia-
tiOn is thus the time interval from the instant 1 to the instant 5;
and the input, when plotted as a function of time, consists of a
series of straight-line segments forming a saw=~tooth variation,
The period of output variation is the time interval from the instant
1 to the instant 33 and the output, when plotted as a function of
time, consists of a series of parabolic arcs. The periodic varia=
tions of input and output are called the hunting of the system, and
the period of output variation is called the hunting period 7 .,

The period of input variation is thus 27 .

The extreme variation of output 4 (Fig. 2.2) is called

the hunting zone. If ¢ is the amplitude of the saw-tooth variation



-6~

of the input (Fig. 2.2), then due to Eq. (2. 1)
A = #d° (2.2)

The difference between the maximum output and the ave rage output
of the hunting system is called the hunting loss 2 (Fig. 2.2). Be-

cause of the fact that the output is a series of parabolic arcs,

pega = fAS (2.3)

For this idealized case, theé critical indicated difference ¢ be-
tween the output sensi’ng instrument and the output itself is equal

to A , It is then clear that in order to reduce the hunting loss for
better efficiency of the system, the amplitude of input variation,

and hence the width of the hunting zone must be reduced, Unfor-
tunately the critical indicated difference is also reduced by such
modification; and since this quantity is employed as the signal to
reverse the input drive, a limit is placed upon its reduction, namely,
that noise interference should not generate a false signal for drive
reversal,

Although the dynamic effects have been neglected so far,
this is not possible in any physical system due to inertial and damp-
ing forces, The output f* given by Eq. (2. 1) must be considered
then as the fictitious ""potential'' output but not the actual output
measured by the output indicating and sensing instrument. The
output 7 1is equal to the ''potential" output ;_/* only when the period
of hunting, / , becomes very long. The relation between f* and
7 is determined by the combined dynamics of the system and its

controller. For the conventional engineering systems, these
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dynami&:al effects are determined by a linear relation., For an in-
ternal combustion engine, for instance, the ''potential'’ output is
essentially the indicated mean effective pressure generated in the
engine cylind.ers, while the actual output is the brake mean effec-
tive pressure of the engine. The dynamical effects here are due
mainly to the inertia of the piston, the crankshaft, and other moving
parts of the engine, For small changes in the operating conditions
of engine, such dynamical effects can be represented as a linear
differential equation with constant coefficients.

Since the reference levels of input and output are taken to
be the optimum input z, and the optimum output 5 s the potential

¥

physical output is P AT AN and the actual physical output is 17 .
Thus the relation between the potential physical output and the actual

physical output can be written as an operator equation

7+4 = f@?—-/) (/7‘%) (2. 4)

where 7/ is generally the quotient of two polynomials in the differ~

ential Operétor 0—; . In the language of Laplace transform, then,
#(5) is the transfer function, Let the linear system which trans-
forms the potential oﬁtput to the actual output, be called the output
linear group. Then ;) is, specifically, the transfer function of
the output linear group. By implication however, when the dynami~-

cal effects are negligible, or when s=¢ , the potential output is

equal to the actual output. Therefore,
Feoy = £ (2, 5)

Since the drift of the controlled system changes the optimum output

£ at a rate very low with respect to the hunting frequency, Z
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can be taken as constant. Then the condition given by Eq. (2. 5)

simplifies Eq. (2.4) to

1= 04" (2. 6)

In a similar ménner, let z° be the "potential'' input which
is actually the forcing function generated by the optimalizing control
system, Itis # which has the saw-tooth form shown in Fig. 2,2,
The relationship between z , the actual input, and Py » the potential
input, is determined by the inertial and dynamical effects of the
input drive system. This input drive system can be called the "input
linear group' of the optimalizing control, The operator equation

between the potential input 2" and the actual input =z is
A
z= F(F)* (2.7)

The function £(J is thus the transfer function of the input linear
group. Similar to Eq. (2.5), the meaning of the potential and the
éctual inputs implies
Fo) = 1 (2.8)
Thus, a simple representative block diagram of the complete
optimalizing control system can be drawn as shown in Fig. 2,3,
The nonlinear components of the system are thus the optimalizing

input drive and the controlled system itself,

2.2 Formulation of Mathematical Problem

The general relation between the input » and the output X
is determined by the system of Egs. (2. 1), (2.6), and (2.7), with
the potential input " specified as a saw=~tooth curve with period

27 and amplitude ¢ , Let 4 be the output hunting frequency



defined by
W, = ET/T (2. 9)

* . . .
Then <z can be expanded into a Fourier series,

oo Z
1:* s )2 S (z.f"/) 47
= ,rz 2 ()

m’ S &t g Bt iyl
= 7 2 (zw/)" e - € /
' (2. 10)
Therefore, with Eq. (2.7), the actual input » is given b
q P g Yy
) P et eyt
o opse S eyt et t ] (2. 11)

and the potential output }* is obtained by substituting Eq. (2. 11) into

Eq. (2.1),
ta 4
54 ant, ot (rem )4z y (-myia
’.* z* /,.20— g@ (l”f/)l(-lﬂ/f/))’/; 73 @)f( ) ¢ i (M/ ‘4) - ”’M/””) €
~(r-m) i , ~rrm ) ea)t
-f( lﬂ%/(”/)[‘(zﬂf/‘ﬂ) e 7L 72.—( L7 a,),t{ zmﬂlw) e / (2. 12)
Finally, using Eq. (2.6), the actual output 4 is given by
vem .
(rtmtr) e
7= /67;%{ @re) ZM’//—/)L /” {rrme)inf }L(M//“”) F( ) e )
n=0 M=o
- . ~m)igl 204 oA r-m)
—,f/(ﬂ-m)z@/f/";i’f’z&g)féi%ﬁz@)e -1/~ (’"W)/”//’L[ M’) F(E77 ) &
(i) iyt
FEf-remr)iaf £ 24 04) FEEY ) e / (2. 13)

Comparison of Egs. (2.11) and (2. 13) shows that the input has half

of the frequency of the output, This is to be expected from the basic

parabolic relation between input and output, specified by Eq. (2.1).
The time average of the actual output K referred here to

the optimum output 7 , gives the hunting loss 2 directly. Eq.
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(2. 13) shows that this average value is the sum of the terms with
Z=7 from the second and the third terms of that equation, There~

fore, by using Eq. {2.5),

z (o o)
mat & w IBL N s .
D= " 20 Gpye £ T ) FEE ) (2.14)

This equation can be easily checked by observing that when the dy-
namic effects are absent /5/ the series can be summed to give
D= a4 » as required by Eq. (2.3). Egq..(2.14) shows also that
the average output and hence the hunting loss are independent of

the output linear group. This agrees with one's physical understand-
ing; for a conservative system only the detailed time variation of
the output is modified by the dynamics of the output linear group.

In case of an internal combustion engine, the average output speci-
fies the power of the engine, The dynamics of the output linear
group is determined by the inertia of the moving parts, The power
of the engine is certainly independent of the inertia of the moving
parts,

Eqgs. (2.11) to (2. 14) fully determine the performance of the
optimalizing control system once the values of 2 , £, 4, are speci-
fied, and the transfer functions /@ and 7@ of the input linear
group and the output linear group are given. The following sections
give the detailed calculations and results for the case of first order

input and output groups,

2,3 First Order Input and Output Groups

The output hunting frequency 4 of the optimalizing control
is usually quite low, so that important dynamic effects come from

the inertia terms in the input and the output linear groups. Then
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these linear groups can be closely approximated by first order sys-

_tems, In other words, their transfer functions are

/

Flw) = 7 wT (2. 15)
and
. / '
’ﬂEfw) T T4 iz (2. 16)

where Z "and 7 are the characteristic time constants of the input
linear group and the output linear group, respectively, It is evident
that these transfer functions satisfy the conditions of Eqgs. (2.5)
and (2. 8).

By substituting Eq. (2. 15) into Eq. (2. 11), the actual output

Z is given by

294 ) .17//‘/
292 Sy = gt

Z
gz P /) / e R
T TR L 4l ant)R [ s g el “% s~ (epp)i BE

-] . R . M‘
P (_,)’7/5,% 7 ) et

= Z "/ e

Tt s )Y 1t ans)t (2F ) /

Resolving this expression into following partial fraction form:

-4 f )" smer) E e Zf ) i) 2 -4z z)z - eastom ) 2%
z* [”—a rr)t ( )//~a [/74(_,”*/)4(4,”/)/ i)
*(a/ z‘) / (/) (.H!/-/) cas(zfi/-/)—-__ /
=0 [1F (.Mf/)"/ﬂ"f)j -

When the summations are carried out (see Appendix A), Eq. (2.17)

yields the following equation for the input z
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- r/
z = vf/f /)'_/] Cosh ; /ff// when _Jlg(fé%) <F

where fmO {2.18)

- where # is the constant input drive speed, i.e.,
N = JE/T (2‘ 19)

By use of Eq. (2. 18), the variation of the actual input z with re-
spect to time can be calculated for any specified data, Examples of
such calculations are shown in Figs. 2,4 and 2.5 for Z/7 = ¢/ and

g/7 =4+ , respectively, Both figures show the expected effects
of rounding off the sharp corners of the saw~tooth curve and of a
time delay, It is of interest to note that while the delay is very
nearly equal to 7 itself for small Z/7 , the delay is less than ¢
for larger /7 .

With the first order input transfer function given by Eq. (2. 15),

the hunting loss given by Eq. (2, 14) becomes

1
o) (%5)°]

£ oo
324
D= D -
2.4 H=3 (,27-/—/)6‘[/7‘

o
uzL 7 B ﬂw)l)/ “, 7
(MH)" o @nrr)*

—-/
i /f(zw)‘/ 57)/

Carrying out the summations in the last expression, the hunting loss

is obtained as
z ~ e 27-‘7— 7
D= WIS () 2(E) wh ] (2. 20)

Fig, 2,6 shows a dimensionless plot of this equation,
To calculate the actual output ¥ , both Egs, (2,15) and (2, 16)

are substituted into Eq. (2.13), i.e.,
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drrmes ) £
4r/v,£ 7/ N A 7
T A i @nr)cemen)t 1t mrmrdign )], s ane)e awf///(”,w)( oy

Y =

Lr-m)a ' ~L(p-m) e, T
e e

[/f(ﬂ m) LG L (ar e ”"‘"_/[/ ez aon "“’f {/ (7-m)éz ?;JI// (2041)s % /[/f&mc/)z .‘L"]

-4 (mrmH) 4T

[/ (Wff”lf/)éﬂllj[/ (2wt} 4_’2'][{/ (e % azf/

(2. 21)
To.simplify the summation operations involved in Eq. (2.21) a new
summation index s= #7##7#/ 1is introduced for the first and fourth
terms of this equation. For the resulting summations s takes in-
teger values from 1 to e and %z takes integer values from 0 to s~ .,

With this change the first and fourth terms of Eq. (2.21) are re-

spectively
z .
2wt 57‘(-/)5 P e 1
e % [1#ésaqnf 72s (2n41) fenr) -2sfrrari)i % /z// flnp)-25]; w] - {2, 22a)
and ‘.
Y
4,” (/)j /g “% -4 7
Tt 3_2 z//—nwr/ < @r#) /(1//7‘/) ~25{ //~ an aﬂ/zf/,;[(zw/) ~25/¢ td,r] (2. 22b)

Similarly for the second and third terms of Eq. (2.21) the summation
index J=7-7 jis introduced, In this case, if s2¢ , s takes inte-
ger values from 0 to >, and # takes integer values from s to o ;
and if s<¢ , s takes integer values from ~ > to -1, and %z takes
integer values from 0 to «¢, With this change the second and third

terms of Eq. (2.21) are respectively,
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s CSHL oo

7 = e 1
47/1// va S _
- / 2/ @n#/) //f o) (4F) / Z’ 71445y 2’ (#+7) f(zﬂf/)~z§2§//f(1ﬂf/)z.iﬂ;///-ﬂuﬂ/) -Jyg,ffj/

s/ LFE L oo 4
Z (/) e Z
P L frrioa &) 728 @) ane)-23f3f s s SE]L) - ~feanrg-237; % f‘j; (2. 22c)
and
oo S5 g 4// o=
mé’/j" 54 ‘2/7(/) as 57 54
P /,,_ (2nty) ///(27///)‘(“")/ 5o {1-isg ZZ] P C’”v‘f)/{/ﬂ//) .Z{/Zr/—{lﬂ/-/)g ”?]//74/(17;;/)_,,{/1 ) Cj
Z 5 i e—t.ﬁdf ‘7 !
/ [/—¢sa/£j T o )i e mri) 2572 (lﬂr‘/)z BEL ) il awr)-25)e g,z/ / (2. 224)

Combining Eqs. (2.22a), (2.22b), (2. 22c), and {2.22d), Eq. (2.21)

can be written as

5/ L5l oo
r/yé’ ,(/) 2 ~7 7

N//ﬂ sy ag] 9o (27 (2wt <57 Z/// @wr)i % ///_[(M,c,)_zy "_/

5/ -(Jﬂ:’/_/ o .Z

<7
C‘_Z_’ i’ ../sa;z‘j '125 (2% £1) l’(lm/)“!_:/ f/——ﬂﬂ/—/) o '/[ ¢ AL ent) —1/4 a/.c///

or

o9 :/1:

m//j z 2/( )€ 2/ % fane) 75 f a3 L T)&fﬂf)/?‘ (4% fz/”"/)
= 77 | (2r¢4) //74&,%‘/)1 ,2;)7 Py (11548 ) @n#) /(17/#) f‘sz’/%(%nfpﬂf/y/(/ﬂwz‘y) /(_”-iz'j (zn//)f

lyﬁﬂ_f__xz 2/

7 qeoql = L @) e wSlf (- yzs)#(%%) (Mf/)/ # 6(%%) 5("”7‘/) /
lr-tsgaf 70 (@rt)fana)-rs'f //f(“’ﬂ’)"(mf/) Sl i) r (25 Y

(2.22)
The last two summations in Eq. (2.22) are complex conjugates of

each other; thus

o0 5 L ao Lo z &L % 2 z
g2 [5 T S ) V<X o e s iy +(E) o) £ 0 @)
P / 73 (Fnry) //; Grrl) (a/ z ) / = (i) 7o v Cz»f/)zf(z,yﬂ)z-ys_’///,c(?})’(z;/ﬂ)"f{( rhe sy ;.)z;ﬂ("#a‘pw,ggl/

(2.23)
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where # denotes the real part of the expression following it. In
.order to carry out the summation with respect to the index # , Eq.

(2.23) is resolved into the following partial fraction form:

oo s isal oo
s7iE 2—”7 7 ,27 &) e Z 57t
= 7 e i) ﬂﬂf/)‘[%’_@‘f (rrisa ) [ #70rirgny £ @rm®
. o p (4% 7 oo 7
&y e 5

P Crriog ) (irss YT )0 J11(BE) ane)f L PR L) (1pds BF ) G0 lrigznsys ( %—Z)Z'W/)}I

_ 144y 12 (28] 5" N___*_A{h__ /- Z
#5" (15 ) Feo [@ni)r @i | (1ri54 2’) o l’(-fﬂv‘/) 7‘(11:)1(/
(2. 24)

By use of the summation formulae given in Appendix A, the sums
with respect to 2z can be evaluated, and the result is,

sayt
7 Te &Y / pe
arvd [jﬁ_z(“éz')f (M)g;;/,é ] f/z TN //Pm@;s) =

P 'Z'f (¢

a5y 2
] ( T . e s) - 4 —"‘—”5')‘5‘ a :
F Lonk (£ ¢iws) — L7445 = .
2(1+igps) (1ris S ) 4‘(“’ ") ey ) F55 (I Fegrs)E w1 2s) Gk (ix)

and noting that Zm7s5=09 for integer values of s ,

a{:i L] / _-— 4{,:, /
) JE
_ Mé//;a [ EL PR )4’7”"’“/ 4 ‘??Q/((/;Lsir) /f(m(/m«m “ frﬂww res ")/

(2. 25)
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Eq. (2.25) is again resolved into partial fractions in order to carry

out the summations with respect to ¢ , viz.,

3 [ o8 Tk

I tsaf

(/) e
) [/74154/2‘)

~ o7id
P T

T) ; )Wlwr 7172/(/)5 lélba}f
7L(&_ A‘ 4]0’[‘) aéz, _ azr) / (142547 )
Z Z

s

. . 7 oc S5/ Z

> A4y ' =

f.Zf;?ZZ/(—/)sQ C (3%) ‘74””"{%- 2 ) ) e _
# 5= =% (1‘,’;2.; ~ %g;) 32, (/74(.5 dg‘/)

The result of carrying out the summations in Eq. (2.26) and simpli~

/Z- Z/w;)fz ”JZ‘)Z;;;Z_/ éq 0{-2‘) 41:, ”)Z)(caz
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fying the expression is,
hf;d
, ., _ . —E z()ﬁw Y 7 lé &7
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where f=21
(2.27)

Special care must be taken in evaluating Eq. (2.27) at the

% _ %
e

z. :
and 27

can be shown, for example, that when

By a simple limiting procedure it

- &
e b

2,
7
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(2. 29)

These results can also be obtained by direct evaluation of Eq. (2.25).

The output 72 given by Eq. (2.27) is continuous across the

boundaries of regions given by various values of / . By direct

calculation it is easily shown that the values of the output ¥ and

7
¢ o= /7‘_’5‘

its derivative with respect to Z are the same at >

?
whether they are computed from Eq. (2.27) when /‘—‘Z or when
;=L

Now the ''potential'' output /* can be obtained by letting

_771= o in Eq. (2.27). Thus,

(—7’%/) 1£+)
. /7 , i}l gﬂ 57
7= 1”72///__(/_/)%4(7_ )z {/’/ #)- /7‘ &0, 112,_7 A ﬁg/’;lj_ /
when  -f <(£-/)<¢F

(2. 30)
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This ex’pre ssion checks with the result of direct calculation of #*
from Eq. {2.12),

Figs, 2.7 and 2,8 show the dimensionless plots of actual
output # and potential output }/# for the particular values of %/
and 7/7 . In these figures it is clearly seen that the dynamic ef~
fects not only decrease the output of the system but also introduce
a time lag and lower the maximum output of the system, Fig. 2.8
with z/7 =0.,4 and %/7 = 0.6, has the maximum value of 4 al-
most at the very instants of input drive reversal points, Té Y

This is indeed an extreme case.

2,4 Design Charts

From the principle of operation of the peak~holding optima-
lizing control, it is seen that the most important quantity to be
specified for its design is the critical in.dicated difference ¢ be-
tween the reading of the special output sensing instrument and the
output itself, By definition, ¢ is the difference of the maximum
of the actual output 4 and the value of # at the tripping instant of
the input drive, The instant of reversing the input drive is typified
by 7_75 =7 when /=0 . If the corresponding instant of maximum

y is #", then the critical indicated difference ¢ is given as
¢ = YE) -4 when /=0 (2.31)

by use of either Eqs. (2.27), (2.28) or (2.29). Since the instant of

input drive reversal must come after the instant of maximum out-
*
£ 1

put, = < .

*
To determine 7 , one may use the condition of zero slope,
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i.e., e/%/oé" =0 , Then Eq. (2.27) when /=0 gives

f7 f*/— z _{‘Z_L_;;:
oy, (B [EEE i frf2-5 @) Ge
1‘7/")/7“.2(72_‘ 72_') .E Z'){z T‘ &'”é~7' & (’T )('0.1’{— (z____}gdl s
' ' (2.32)

This transcendental equation for £/r may be solved by iteration,
For instance, fof small %Z/7 and Z/7 , only terms within the first
square brackets are of importance; then 2‘77 ~(+%)/7 . This is
already recognized by Draper and co-—workers(l)( ). The complete

results of the calculation are shown in Fig. 2.9, which shows that

i77 is almost a function of (%#7) /7 alone with minor modi-
fications from the parameter /7 » the ratio of the characteris-

tic times of the output linear group and the input linear group. Value‘s
of 4/F beyond § are not shown because then the maxima of the out-
put will occur after the corresponding input drive reversal points
and proper operation of the control will be difficult if not impossible,
With 2‘77 determined, Eqgs. (2.31) gives ¢ by evaluating
Eq. (2.27) when /:0 . However, the specified quantities of an
optimalizing control are £ , the characteristics of the controlled
system, and # and I~ , the characteristics of the linear groups.
From considerations on the noise interference, the designer can make
an appropriate choice of the period 7 and the critical indicated dif-
ference ¢ for input drive reversal, Therefore the quantities which
the designer wishes to know after he has the values of £ , 7 s 0
7 and ¢ , are A , the input drive speed, and 2 , the hunting loss.
Thus the result of calculation with Eq. (2. 31) should be written as

follows:
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When # is determined, Eq. (2.,20) then gives the hunting loss 2 .

Figs; 2,10 and 2,11 are the design charts for peak~holding
optimalizing control computed from the equations of preceding analy-
sis, Fig. 2,10 gives 7~/VoZ as a function of &% with (£#7)/7
as parameter. Fig. 2,11 gives the relative hunting loss 2/¢ again
as a function of %/7 with (a:f-c»)/f as parameter, The peaks of
curves near 4% =/ indicate a sort of resonant effect between the
input linear group and output linear group. The hunting loss for
fixed (27#%)/7 and ¢ is smaller for Z/z* away from unity. For
fixed z , 22 , and ¢ , clearly the way to reduce the hunting loss

is to increase the period 7 .,

2.5 Remarks on the Improvement of Control System

The preceding analysis gives the necessary input drive speed
# and the hunting loss 2 for any specified hunting period /7 ,
time constants Z and % for the input linear group and the output
linear group, and the chosen critical indicated difference ¢ , 7
and ¢ are fixed by considerations on the noise interference, The
analysis shows that whenever the hunting period is relatively short

with respect to the time constant % and % , or whenever (z+7)/7

is relatively large, the hunting loss will be large, especially when
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Z and % are neéarly equal. To avoid‘ such an unfavorable condi-
‘tion, the designer should improve his input drive system so as to
reduce the constant 7 ., Thé time constant % is, however, a
characteristic of the controlled system and is thus not at the disposal
of the designer, However suppose that there is a compensating cir-
cuit between the output 7 and optimalizing input drive unit (Fig. 2.3),
such that the effects of the output linear group are completely com=
pensated, Then thé effective signal for input drive reversal is not
the actual output F 1 but the potential output /¥ « In other words,
the value of 7 1is effectively made to be zero, Even if complete
compensation is not achieved, the effective value of Z can still be
greatly reduced. For difficult cases, then, such a compensating
unit should certainly be added to reduce the hunting loss. This will

be just a minor complication when compared with the additional

equipment required for satisfactory noise filtering,
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II1. OPTIMALIZING CONTROL WITH NOISE INTERFERENCE

In the Introduction, it was indicated that there are two fundaw-
mental problems in the theory of optimalizing control systems. One
of the problems is to evaluate the effect of dynamics of the controlled
system on the perforrn.ance of the control system; the other is to
evaluate the effect of noise interference, Under the assumption that
the dynamic properties of the controlled system can be apprOxi@ated
by a first order linear system, the first problem of dynamic effects
is solved completely in Part II. Now an attempt will be made to take
account of noise interference on the control system performance.

It will be recalled that the input drive unit reverses the di-
rection of input whenever a definite critical difference exists between
the reading of the output sensing instrument and the output itself
after the time instant when the optimum value of output occurs, The
readings of the output sensing instrument are affected by the noise
interference, especially during that part of the hunting cycle when
fhe optimum wvalue of the output must be located. Because of super=~
imposed noise on the '"actual' output, as illustrated in Fig. 3.1,
the output sensing instrument will make serious errors in its decision
for the optimum state.. Moreover this error will become greater for
the cases where the input-output characteristics of the controlled
system is very flat around the optimum point, Thus the output
sensing instrument will hold a value of output at random which is
not necessarily the correct optimum value.

The noise.interference will also randomize the time instants

when input reversals must occur, The reversal instants will occur
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earlier or later depending on whether the output with superimposed
noise is more or less negative than the '"actual' output, For the
cases when output with noise is more negative than the "actual' out-
put in that pé.rt of the huﬁting cycle where input reversals theoreti~
cally expected to occur, there is the danger of a false reversal, To
illustrate this effect more clearly, consider the time interval when
input is still increasing just after the optimum value has been reached,
Due to superimposed noise the input reversal command will be given
earlier and the input will start to decrease., Thus the true optimum
point of the controlled system is not reached, and the system fails
in accomplishing the original purpose of the optimalizing control:

to constrain the system near the optimum point,

3.1 Modified Peak-holding Optimalizing Control System

The proposed modification of peak-holding optimalizing con~
trol system can be summarized in the following manner: the output
sensing instrument is abandoned in the control circuit and thé input
drive unit is permitted to function of its own accord with a preset
hunting period of 27 and a drive speed of # , With this modifica~
tion the random hunting of the control system due to noise interfer-
ence is eliminated, |

The correct operation mode of the control system is the one
which will give a hunting loss predicted through the design charts,
Figs, 2,10 and 2,11, as soon as a decision for hunting period 7 ,
input drive speed # , and critical difference ¢ is made, It is
unreasonable to expect the control system to function correctly if

its starting time instant is random, Thus, first of all, the control
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system ‘must be shifted to the correct operation mode; secondly it
should be kept to operate therek with minimum prescribed error due
‘to incorrect mode of operation.

In order to point out significant differences between correct
and various incorrect 6peration modes, a schematic illustration is
presentedvin Figs, 3.2a through 3.2g, In this illustration, for the
sake of simplicity, a controlled system without dynamic effects is
chosen, since dynamic effects will not introduce any essential
change. One of the most important features of this illustration is
the fact that whether the incorrect input is greater or less than the
correct input, the period of the ''potential" output ;f is the same as
the period of input 2 . Only in the correct operation mode does
the output gj have its period half as great as the period of input

z, « Therefore the criterion for shifting the control system toward
the correct mode or for detection of the incorrect operation mode
will be based on this simple fact. However, one must be aware of
the fact that this criterion is based on the parabolic relation, given
by Eq. (2.1}, between the input and output in the neighborhood of
the optimum state, In the present investigation this certainly is the
case, since the optimalizing control system confines the operation
to the optimum state as closely as possible. When deviation from
the optimum state is quite large, then Eq. (2.1} should be modified
as

y=-4zs ez (rer<r)
to include the possible asymmetric characteristics of the input-output
relation. This modification will no doubt call for a new detection

criterion,
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‘Secondly, the incorrect operation mode will necessarily in-
crease the hunting loss, It can be seen clearly from Fig, (3, 2)
that the magnitude of the time average of the output is always greater

in the incorrect operation mode,

3,2 Detection Procedures

The difference between correct and incorrect modes of oper~
ation, as indicated in the previous section, is the occurrence of first
harmonic component in the former and occurrence of both fundamen-
tal and first harmonic components in the output signal in the latter
case, To illustrate detection procedures, then, one could assume
the noise-free output signal to be

Y = A+ Byt £ C syl + DIRIYL # £ Bl
In Part IV of this work, it will be seen that the output # given by
this equation is exactly the form of output from a sinusoidal input
optimalizing controller in the incorrect operating mode. The coeffi-
cients » and £ of the first harmonic component are only funétions
of the dynamic characteristics of the controlled system. The coeffi-
cients 4 and ¢ of the fundamental component are proportional to
the amount of incorrect input and are also functions of the dynamic
characteristics of the controlled system. The d,c. component 4
is a function of both incorrect input and dynamic characteristics of
the controlled system,

The criterion is first to devise a scheme for detecting the
presence of the fundamental component in the output signal under
noise interference; secondly, to drive the control system to the cor-

rect operation mode by eliminating, or at least by minimizing, the
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coefﬁciénts 3 and ¢ , Since the detecﬁon process must be accom-
plished under conditions of noise interference, the detection scheme
must reduce the noise interference effects as much as possible,
Such detection procedures fall in one or the other of two distinct
types.

(A) Direct Sampling and Averaging Technique: From ob-

servations on Fig. 3.2, for an ideal optimalizing con=
trol with input parameters ¢ and 4 , one can sum-
marize the following facts:
1. When 4<<¢ , and when 4-¢ (correct operation),
two minimum points of the '"potential'’ output occur
during each input hunting cycle, and are located at the
input reversal instants, In these cases, the maxi-
mum points of the ""potential! output are located
symmetrically with respect to the minimum points,
2. When 422, there always occurs successively one
minimum and one maximum point per input cycle,
and these are located at the input reversal instants,
When the characteristic time constants 7 and % of the
controlled system are small compared to the output hunting
period, period 7 , the facts mentioned above remain unchanged,
with the exception of the locations of the maximum and minimum
points, However, one must give special care to the first case.
For instance, when 4<a4 , there occurs only one minimum
and one maximum point per input cycle when the characteristic
time constants ¢ and % are of the same order of magnitude

as 7 , or larger. Thus for small values of 4 and & , one

(4 <
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‘can conclude that the locations of minimum points of the
output are independent of the amount of incorrect input 4 ,
and depend only on the dynamic characteristics of the con=
trolled system, On the other hand, the locations of the
maximum points are dependent on the amount of incorrect
input 4 when 4<Z , and are independent of the amount of
incorrect input 4 when 422, Therefore, the method in
this case would be to locate a minimum point of the output
signal and to investigate whether or not a maximum point
of the output occurs after 72 seconds. When the maximum
point of the output occurs 7/2 seconds after the occurrence
of the minimum point, the control system is in the correct
operation mode, Otherwise the input level must be changed
to produce the desired situation.

To locate either a minimum or a maximum of the out~
put signal under noise interference, consider two sets of
N samples, One set is taken at the time instants

t =0 , 27T, 47 , .. ,;.z(n/—/)'/"
and the other set is taken at the instants
£ = z L TR, TEET ., TELN-DT

where 7 <7/ , One can choose # such that when average
values of these samples are considered, the noise interfer-
ence effects are as small as desired, Denoting average of
the first set of samples by g— and the second by ¢ , one
can distinguish the following three cases:
(i) When j <4 + the maximum point is behind and the mini-

mum point is ahead of the sampling instants 7%/ .



(ii)

(iii)

(B)
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When 7 7//@ , the maximum point is ahead and the mini~
mum point is behind the sampling instants =7 ,
When J =4 , there occurs either a maximum or a mini-
mum point of the output which is located approximately at
half way between two sampling instants,

By displacing the sampling instants, one can always
obtain case (iii), The choice of Z must be such that two
sets ofb samples are distinguishable when samples are
taken as in the cases (i) and (ii), and that when case (iii)
occurs the maximum or the minimum is very closely lo~
cated half way between two sampling instants.

Explicit Detection of the Fundamental Component: The

following three methods may be considered as representa-
tive examples of this class:

1) Narrow Band-pass Filters.

Any convenient filter in this category can be util-
ized, The detection criterion in this case is to tune the
filter circuit on the fundamental component frequency
and to minimize the measured amplitude of the fundamen-
tal component by varying the input level,

2) Direct Integration Technique.

Starting at any time origin #=¢ , the output is
integrated with respect to time for a complete cycle of
the first harmonic component. The next integration is
performed 47 seconds after the previous integration

is terminated, and so on, Thus the integrations are
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performed starting at time instants
fa 0, THAT | 2(7#AT) , o, (N=)(T747)
and the complete data are obtained when WNA7=27
| When the starting instants of the integration pro~
cedure are displaced, the resulting integrals have ap~

proximately the following form:
~ , .
4:6”(5%/”{'”(A7)] (/1/;0,/,..,)217_../)

where ¢ is a constant. With the integration process the
noise interference effects are somewhat suppressed,
and there are no contributions to the integrals from the
first harmonic component, When # equivalent integi‘a—
tors are used for this process, a complete set of data
are available in 27 seconds, since each integration
process can start 4/ seconds after the preceding one.

The criterion in this case is to vary the input
level such that the amplitude ¢ of Z, is a minimum,
The system in this condition is as close to the correct
operation mode as possible,

3) Filtering by Correlation Method

This method uses the principle of correlating
the output signal by a sinusoidal signal with the funda-~
mental frequency 4 . The details of this procedure
will be given in the following sections,

The preceding discussions only indicated a few procedures
out of perhaps a large number of possible ways of detecting and of

eliminating the incorrect operation modes of the modified optimalizing



-30-
control system. The primary objective in the following sections is
to demonstrate a statistical analysis applied to assess the merit of
'the proposed filtering by the correlation method. The ultimate choice
of the design has to be based upon such an analysis for each of the

various possible methods and upon other engineering factors,

3.3 Mathematical Analysis of the Incorrect Operation Mode

To determine the dynamic effects of the controlled system on
the performance of the modified optimalizing control system, ne-
glecting noise interference effects, a modified optimalizing controller
with an incorrect input will be analyzed,

In a similar manner as was done in Part II of this work, the

potential input »zgf specified as a saw=-tooth curve with period 27 ,
amplitude 2 , and an amount of incorrect operation 4 , (Fig. 3.2),

can be expanded into a Fourier series as

* é7CZ (/) /. / <z @ 7
= b7 Z G i L€ - ¢ J (3. 1)

where the hunting frequency ¢ is defined by Eq. (2.9). The actual
input 3z, is determined by using the system of Eqgs. (2.7), (2.8)

and (3, 1), thus

.MH-/(- ; J’//f/ [
2, = , o2 ja MH/) A Z/(.mwm)g iy .zm/w)g / (3. 2)

The actual output } is obtained by using the system of Egs. {3.2),
'3

(2.1), (2.5), and (2.6)
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Comparison of Eqs. (3.2) and (3.3) indicates that the output éf has
the same hunting period as of the input z . Further examination
of Eq. (3,3} shows that the first summation is the term with the
same period as the input and that the last double summation ié the
same as given by Eq. (2.13).

The magnitude of the time average of the actual output 4
is the hunting loss J of this incorrectly operating control system,
The magnitude of the time average of Eq. (3.3) is

L4 HEE S (T ) 2 ) (3. 4)

T i (enr)”

The only difference between Eqs., (2. 14) and (3, 4) is the additional
term 44° in the hunting loss of the incorrectly operating control
system. Since the parameter 4 occurs as a square in this expres-~

sion, the sign of 4 is immaterial, and hunting loss 2 isan
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increasing function of 4 ., The minimum value of 5 occurs when
~ é=0 , that is, when the control system has the correct operation
mode,
With the introduction of the transfer functions of the input
and output linear groups given by Egs. (2, 15) and (2, 16) and with a

dimensionless parameter ¢ for incorrect operation defined as

4
/- = (3. 5)

the hunting loss 2, given by Eq. (3.4) now becomes

< NTE )20 3) ~(E) xz(’) mf / (3. 6)

where ¥ is again the input drive speed defined by Eq. (2.19).

The procedure for determination of the actual output 7

is the same as that used in Part II. Substituting Eqs, (2. 15)and

(2. 16) into Eq- (30 3),
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After resolving terms involving summation into partial fractions,
"Eq. (3.7) becomes
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The result of carrying out the summations in Eq. (3.8) and simpli-

fying the expression is,
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(3. 9)

Figs. (3.3) and (3.4) show the dimensionless plots of the

actual output 7 for several particular values of ¢ for the cases

= 0.10, The plots in these figures have

Sle

when £ = 0,15 and
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essentially the same shape as the corresponding cases illustrated
in Fig. 3,2, The difference is again the rounding off the sharp cor-

‘ners and a shift in phase due to dynamic effects,

3.4 Detection and Elimination of Incorrect Operation Mode without

Noise Interference,

One of the fundamental problems which is introduced by the
modified peak~holding optimalizing control system is the detection
of an incorrect mode of operation. The parameter Z , defined by
Eq. (3.5), is introduced in such a manner that it is not only possible
to detect the incorrect mode of operation, but it is also possible to
determine magnitude and sign of the incorrect input 4 =27/, There-
fore the problem is to devise a scheme to determine the parameter £ .
As explained in Section 3,2 one of the possible schemes is as follows:
The actual output 4 will be cross-correlated with a sinusoid which
has an amplitude 4 and a time displacement ¢ with respect to the
aptual output signal g .

In general cross~correlation of a function /({) with @) is

defined as
f'ﬁ R
1) = fin_ g5 ) 1Ee250 % (3. 10)

For periodic real-functions fm and //é) the cross~correlation given

by Eq. (3. 10) reduces to

8
i) =Z§J/;Q¥fay‘£)%f (3.11)
%
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where 24 is the smallest common period of these two functions
}///) and /(f) .

Choose,
£ #2) = A Tin g (£42) (3.12)

and

48 =~ 4@ (3. 13)

where the circular input hunting frequency « is defined as

w = 17 (3. 14)

By substitution of Eqgs, (3.12) and (3. 13) into Eq. (3.11), the cross=~
correlation coefficient J(2) of the actual output 4@ with a sinu-
soid is |
27
o= %/gﬁ‘)amg(ﬁz)//

or

] 2
"~ 7, . / 4 / A > > Ly / / /
1o =4 &-:42/}1(0&%7{/# + -7 leﬁ‘//é(i)c‘wﬂ %3 (3. 15)
? a

where the integration variable is changed to T
It is seen from Eq. (3. 12) that the sinusoid chosen for cross-
correlation has a period of 27 , Therefore, when the parameter
/=0 , the actual output £# given by Eq. (3.9) has a period of
7 4 and thus J@)=¢ ., When {# ¢ , the actual output 2&)
has a period of <£/° , the cross-correlation coefficient X(¥) is not

zero with the exception of a definite set of values of Z which will
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be indicated in the following analysis., In this scheme, then, the

~value of the cross~correlation is the basis of the detection criterion,
H

In order to compute the cross-correlation coefficient }¢z)

defined by Eq. (3.15), for an incorrectly operating control system,

Eq. (3.9) can be written in the following manner:
< (3, 16)

_4¢ —qt’
e s 4 B

L) b AL
.
(3.17)

P 4 &) -gy)
YE) =4 F4,(19) 44 € ~A e £ L (24]) 3
, 4&Y £
z¢9=4—4¢¢L@e 8" e etk (3. 18)
A, ; 2 and 4, are shorthand notations used

AlA.Jlﬁz

where A4, A//; 1,
for the time invariant coefficients in Eq. (3.9) and are defined as,

4 = WL Lt lR i E)]

UG

, z
4 = NTES
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4, = N7l Se f (3.19)
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'By substitution of Eqs. (3.16), (3.17), and (3. 18} into Eq.

(3. 15), the cross-correlation J(?) can now be written,

4 / %
_ I - -4(5/) —a, (#%)
Y <2 czsagzz(/[xf, S A Y X 74/[,/,/-/4!(/-/)7%e “pe’ ij/ff ‘ot
aJ 7
4

/
D 47
74//4 4 2) g, eM ) s /Jmu’:/l‘/ Ty /ﬂ 4t e iyl /fwfr//f

2z

_ | 4R e 452 _g4ls)
{-/[4/% #l)ra e’ ‘ S4e Jusrtd 7&//4 @Y -ge’ gl Jaet /2‘/
4

4
Z

or by changing the limits of integration, and simplifying

/

4 ¢ ;
/Y[Z)—'_ &:J{da/ﬂ .2/4/5/.5/»'//2‘/4/2Z ,Z/(/é JM/ZZ//Z/ #2A /g 51/”/7/’///

~
Z 4
o2
£ /

I~

2
A Sz )7 (4 4)%’/% cor Tt o - »M/ ffbfff// 74.14/6 ’Zmz/f/
3 /

Iy /
7 4

Z

Evaluation of the definite integrals yields,

[ 4 bhed t A 42
4 5. 94, 5 4z A, Cosh
{(’)=’7”;"—/7i—;——/i—7/4’”w%é4/’(4 )t /fm”"

4+t 4T 4+ PARYY a8
After substitution of the expressions defined by Eq, (3. 19) back
into this equation and after simplification, the cross-correlation

function X(@ is obtained as
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z
2ANEL 2 .
= UGG ) W & f W (GFT)Ten T
)((Z) /‘{Z[/v‘(”{'%)yffv‘{/‘?-;)l//(l ) 7 547) / (3. 20)

With a specified set of dynamic characteristics of the con=
trolled system, operating characteristics of the controller, ampli-
tude A4 of the sinusoid, and value of cross~correlation function @
for a given value of 7 , the parameter ¢ can be computed by
using Eq. (3. 20). Then the amount of incorrect input which must
be eliminated is just 4=2£

There is one unfortunate feature of Eq, (3.20), namely,
there are certain values of time displacement Z which make the
cross-correlation functions [@)5 vanish regardless of the values
of the parameter £/ , Since these values of Z will not give any
information about the incorrect operation mode, they cannot be
utilized, The forbidden values of ¢ are found by setting Eq. (3.20)

equal to zero, thus

or
) G 2’z z)
7 FIT) = aelin f——t (#=0,0,2,-) .
(« z) e YT (3.21)

The significant values of J(ZJ for accurate computation of
the parameter £ will be obtained when ¢ is chosen such that the
absolute value of the cross-correlation is the largest. By differen-

tiating 4¢?) with respectto 7 and setting it equal to zero

A o o (omt) [ [55fsieie 5500 00 55]
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or

) 4 (777)
(wrtnk) = ﬂlm/zfz;_é.‘:7 (70, 0,2, - ) (3.22)

which are the values of ¢ that give A{@ 's of large magnitude for
accurate determination of the parameter Z in Eq. (3.20).
Fig, 3.5 shows dimensionless plots of cross~correlation

functions for Z/=+ and for various values of and %

Nise
\

When the only information available is the input hunting fre-

quency ¢« , Eq. (3.20) can be written as
Y@ = G4l 4 p Sy (3. 23)

where o and /i are defined as

. (3, 24)

24N 4.(7, #2) 2 25
=y [t ws)y )17 @5)] (3. 23)

From Eqs. (3.24) and (3. 25) it is clear that the coefficient / will
always have the same sign as the parameter / , and the coeffi-
cient o will have the same sign as / when /z/zé”zj >/, but the
opposite sign of / when 45/.22;, 7 </ o+ When only two distinct values
of cross-correlation function X(¢2) are known for two given values
7

of time displacements, except when 7-7 =

[3

, it is possible to
determine the coefficients « and / from Eq. (3.23). Although

there is not enough information to determine the value of the



40 -

parameter ¢ with either Eq. (3. 24) or Eq. (3.25), one knows that
~the sign of / is the same as the coefficient # . Since the charac-
teristic time constants 7 ahd z. of the controlled system are

not available, the information obtained through the coefficient «

is unreliable. Thus knowing only «¢ , the input hunting frequency,
and evaluating two distinct values of cross~correlation function for
two values of time displacement, it is still possible to detect the in~-
correct operation mode and also the direction in which it occurs.

To eliminate the incorrect operation mode, the input level can be
varied by increments in accordance with the sign of the coefficient

f - After each stepwise variation of input, two new cross-corre-
lation processes must be carried, This elimination of the incorrect
operation mode through an iteration technique is continued until
both cross-correlations obtained vanish, that is, l=0 oy o =f=0,

This operation mode is then the correct operation mode,

3.5 Detection and Elimination of An Incorrect Operation Mode

with Noise Interference

In Section 3.4, the detection and elimination criterion of
the incorrect operation mode Was formulated for a modified opti~
malizing control system free from noise interference effects,
Needless to say, noise from both external and internal sources
is present and affects the performance of the control system,
However, when the noise interference effects are considered,
the fundamental concept of the detection and elimination criterion
introduced in Section 3.4 is still valid, The method is again to
determine a parameter / which is an indication of the amount of

incorrect operation mode,
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'_For simplicity of analysis, the random noise function #(%)
is assumed to be superimposed on the actual output 4 ; thus the
signal A7) indicated by an output measuring instrument is of the

form

Then the cross-correlation function #£(% of A% with a sinusoid

of the form AdSwa(f+5) is

4

awzﬁm_é/mWM4ﬁwm¢
G- ‘zg_aﬁ

With the results of Section 3,4 and Eq. (3. 26), the cross-correlation
function Z#7) can approximately be written as:

m/s
B(D) = XD 4k, [rrsingptsr) (3.27)

7
where 7 takes positive integer values and 1(?) is given by Eq.
(3.20).

When a value of the cross«correlation function Z) , the
dynamic characteristics of the controlled system, the operating
characteristics of the controller, and the amplitude 4 of the si-
nusoid are available, a parameter // s an indication of the incorrect
operation mode, can be computed approximately by replacing %)

with £7) in Eq. (3.20). Thus

’ w]_‘ Z(Zv) [/,4 {;{/"[:, 7/_/_/.,: 4.?,‘7:‘:/

_ (3.28)
.!A/Vzé'/(ag.zz,;g /) YT WG rT) S T f
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The amount of incorrect input which must be eliminated is then

4= %—7// . Since the cross-correlation process is carried out
for a finite value of = , the‘ noise interference effects are not
completély eliminated, and 4" is not the actual amount of incorrect

input. For example, L0 may not mean that the system is operating

in the correct mode. Thus, there is a certain probability of error
associated with the value of the parameter 7 .

When the cross-correlation process is carried out for two
distinct values of time displacements and only the input hunting fre-
quency ¢ is known, it is still possible to detect and to eliminate
the incorrect operation mode with a certain probability of error due
to noise interference effects, In this case the cross~correlation

function #% can be written as
200 = o iy v 4 plon 4T (3. 29)

With two distinct values of %% , one can determine the coéfficients
« and /ﬁ/ from Eq. (3.29), Again, with a certain probability of
error, one can say that the sign of the parameter Z/ is the same

as that of the coefficient f’/ » and one can vary the input level in
increments in order to eliminate the incorrect operation mode.

In this case the information obtained by using the coefficient o’

is again unreliable.

To refine the process of elimination of the incorrect opera-
tion mode, it is necessary to determine the parameter // as accu-
rately as possible. This in turn requires that the cross~correlation
function £(%) , given by Eq. (3.27), be as free as possible from

noise interference effects. A possible way to reduce the noise in-
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terfereh_ce effects is to choose 7 to be large; that is, to carry
out the cross~correlation process fo? the value of time displace~
ment 7 for alarge number of cycles, and thus reduce the noise
interference effects to a minimum by an averaging process, How-
ever, the larger the value of # is chosen, the longer time it will
take to obtain the desired information,

Another possible way to reduce the noise interference
effects is to choose a reasonable value of # , however small, and
to carry out the cross~correlation process for several values of
time displacements, With these several values of cross~correlation
functions, it is possible to produce a cross-correlation function

of the form

* x’ 'X'(‘_ ~r
AT = o las 4 & »,A/,d St 4 T

(3. 30)

such that it is the best estimation of Eq. (3.23). When only one
cross-correlator is used, this process is again time consuming,
but when it is feasible to use a number of equivalent cross~-corre=-
lators this process takes a rather short time,

One of perhaps several ways of evaluating Eq. (3. 30), through
a cross-correlation process for several values of time displacement,
can be outlined as follows:

Consider a set of values of cross~correlation functions

which correspond to time displacements
0';2:/?//2.‘1""7?;

Gy s

where each of these time displacements differs by an equal increment
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AT from the pre’ceding one, For the value of time displacement
zz , the corresponding error of estimation in cross-correlation

function is given by

g - 20z)
Since the problem is to fit a simple curve to given data, the method
of least squares is considered to be satisfactory, The method of

least squares requires that the sum of squares of the errors be a

minimum, The sum of the squares of the errors ¢ 1is given by

z VA
e~ 25 A5
or
4 ,,é . “
6= //9 - (« syl £ H 5"”‘{5')/ (3.31)
e

Inspection of Eq. (3.31) shows that the sum of the squares of the
errors ¢ is a function of or* and /F ; thus the coefficients: o
and /ﬂk must be determined such that ¢ 1is a minimum. The re-~

quirement for the minimum will be satisfied when the partial de-

* *
rivatives of § with respect to both « and ¢ vanish; thus

£ y, /
=0 =2 f G g pad Y oy e *:Z’ Gsag Smal &
2 /:// 4 7 /:/ 4 //5/ 7 s
/ %-5/ A‘.,_c)/_vz/
% - 0 =4 & Jma.{g 7/_1&/’2/ &54{_5. ‘j””“f',zf: ’/‘3/6 e Jm”‘hz/‘
Pyt iy —, v
7 % E
or
f A ¥ ’;{ 1/{
/ ~ . . _ -
Z
é * Z; z </ ;:] .
57 Lo T W T 2 ‘—'J,Mlz' :'2/ ‘/.f.arfal/;/
Q//'_Z—; &Jfﬂ/; jmt; 7L//:// Z /_/
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With the list of summations given in Appendix A, the coefficients

* ¥
« and F are obtained as

£
b2 STy et
PR
4 ; (3.32)
T T |
f/—__‘/ ‘

x
As was done for the case shown by Eq. (3.28), a parameter <

may be computed to be

. i .
* w2 f1eT ) 0] (3. 33)
Y ey ~1) emar 1 u55)5n 4 zf )

/

which is a better indication of the incorrect operation mode than
/
the parameter Z .
The criterion for the detection and elimination of the incor-
rect operation mode under noise interference effects can now be
‘summarized as follows:

Case 1, Controlled and control system characteristics are com~

pletely known

(a) Choose a satisfactory value of # and carry out the
cross~correlation process for one particular value of
time displacement 7 , preferably for a value of
given by Eq. (3. 22), Then with a certain probability
of error due to noise interference effects, a parameter
/ » which is proportional to incorrect input, can be
computed by Eq. (3.28).

(b} Choose a value of # and carry out the cross-correla-

tion process for several values of time displacements



Case 2,

(a)

(b}

wdHw-
in order to obtain Eq. {3.30). Then with a certain
probability of error due to noise interference effects,
a parameter Z* » which is proportional to -incorrect
input, can be computed by Eq. (3, 28), preferably by
using a value of 7z given by Eq. (3.22).

Only the input hunting frequency « is known

Choose a value of 7 and carry out the cross~correla-
tion process for two particular values of time displace=
ment, preferably for values of # which are given by Eq.
(3.22). By using Eq,. (3.29), determine values of the
coefficients « and /9/ . With a certain probability of
error due to noise interference effects, one can say that
the sign of the parameter ¢ is the same as that of co-
efficient # (see Eq. (3.25)). The information obtained
from coefficient « is unreliable, Thus assuming the
direction of occurrence of incorrect operation mode,

as indicated by the coefficient // , the input level is
corrected in steps, After each stepwise correction of
the input level, the process must be repeated until

the condition (7/:? 17 is reached,

Choose a value of 7 and carry out the cross~correla-
tion process for several values of time displacements

in order to obtain Eq. (3.32). Then, with f"’% known,
the elimination process is the same as the procedure

given for f’/ .

Fig. (3.6) shows a complete block diagram of a modified

optimalizing control system using a cross-correlator, a variable
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time ciiSplacement sine wave generator, and a computer to filter
out the noise interference effects. This control system can be op-
erated to produce either the parameter «,/ by using only one value
of time displacement or the parameter /' by using several values
of the time displacement, Thus the output £, of the cross-corre-
lator corresponding to time displacement 7 can be used either
to compute the parameter / directly or to store it in a memory
unit of the computer for the computation of the parameter a .
When several values of '9 's corresponding to several values of
time displacements, as required by Eq. (3.32), are available, the
parameter /" is computed according to Eq. (3.33). In order to
reduce the time required to compute the parameter ¢ s several
cross-correlators and sine~wave generators should be used. With
a proper modification of the computer, the same control system

can be utilized to perform stepwise elimination of the incorrect

mode,

3.6 Probable Error in Detection and Elimination of Incorrect

Operation Mode under Noise Interference Effects

In Section 3.5 it is shown that with noise interference ef=

fects, the detection and elimination criterion of incorrect operation

/

*
mode can be based either on the parameter £ (or £ ) or on the
/ *
coefficient / (or / )* depending on how much information is
available about the controlled and control system. Since the param-

/ 7
eter / or the coefficient 7 is computed in a finite length of time,

*In this section the analysis will be carried out for primed quanti~
ties, However, the results can be used equivalently for starred
quantities,
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the noi.se interference effects are not completely eliminated, and

it is conceivable that the parameter // or the coefficient /’/ will

contain the following two types of error:

Type I error: Error in the magnitude of the parameter / or /f/ .
For example, /" and / have the same algebraic
signs but their magnitudes differ,

Type Il error: Error in the algebraic sign of the parameter // or

4 . For example, to obtain ! asa negative
quantity while 7/ really is a positive quantity, or
vice versa,

Type I error is not a serious type of error, After all, the input level

is corrected in the right direction, When o/ is large in magnitude,

Type I error is expected to occur more frequently than Type II er-

ror, When the magnitude of /' is reduced in order to reach the

correct operation mode, both Type I and Type II errors are expected

to occur frequently, Type II error is more serious than Type I

error, since the occurrence of Type Il error is a false alarm, and

the input level is changed in the wrong direction, Therefore con~
fining the system to the correct operation mode as closely as pos-
sible results in the frequent occurrence of Type 11 error. Thus the
control system designer must decide upon a certain probability of
occurrence of Type Il error as being satisfactory, and compute a
limiting value of the parameter 5/ or /7/ as the best operation
*
mode. For example, denoting this limiting value of ¢ by / ’

then the computer should be equipped with a device such that when-

,4‘-
ever /L7 <4/ » the input level is left unchanged; otherwise al-

teration of input level is carried on.
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In the following analysis, the principal objective is to deter~
mine the probability of occurrence of Type II error in the detection
and elimination criterion introduced in Section 3.5, Then a theoreti-
cal illustration will be presented so as to demonstrate how the limiting

*

parameters s or f’/* can be computed,

The probability of occurrence of Type II error is equivalent
to the probability of having /<o or ff’//f‘ <9 ., From Egs, (3.20)
and (3, 28) it is clear that the probability of having /:/<0 is equiva-
lent to the probability of having Y@@z <o . To compute the
probability that ,‘f/;’ <¢ or Y2 t)<o , consider the following

relations

2
g=pp = =(r"p)p (3.34)
2
£ = OR) =/ -/ RO =X KT (3.35)
From Eqgs, (3.23), (3.27), and (3. 29) one can show that

27
7 / . ~
(i - :T—/,?(z‘)fmag-a az
a

£ 7 r (3' 36)
(#p) = / wit) wsat Jt
4

By substitution of the expressions given by Eqgs. (3. 27) and (3. 36)
intoEqs. (3.34) and (3. 35), the relations for the variable # and £
are found to be

kS

IS 27 L7 7

/7~/ 0c) seral A/ /_— /,v?((]f//lalc rat! /,_ //;mc) azwfr/j/ {3.37)
L .
a
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‘ L7777
gzjh@fjwm%é%/@ij4ﬂfy{7/ (3.38)
g

With the assumption that the noise considered in this analysis is a
stationary random function, then mean values and mean deviations

of the statistical variables £ and £ are, respectively

B s 2 ar L, 2
3 :Z[ff/sz) 4y :/7~~/}_-f/€(2} s 3/54{;5/_/ i) (559 ¢ ﬂé‘/ (3.40)
(4 r : K -
4 , L7 .
- (20 )] [ | T st 2274 (3. 41)

and

7 17’”/”’” AT i A
i z ” e / A o
T _A./_’/;g(zjgwa/.z 0/17/ A //[ H i@ syt Cosw? - [ A [y [’o’m(/.-f/z‘/
2‘ = /7 ¢ ) (1/»/)/ /.!7777% / (3' 42)
a 2 7 o

2y 2w

- )g([)/ /4// al¢ w{fm/z/gmm(/n)a’mw/m)-/A ,,,ﬁ,, Son b rz )”%//
é" @m’ y (3.43)

It is expected that the time average of the noise function 7% will
vanish, Thus letting #4 =¢  in Eqs. (3.40), (3.41), (3.42) and

{3.43), one obtains

' e T £
£-7 ://a,/mwzy (3. 44)
;= JEa@)] (3. 45)
£ =

LT 27 Zv

7 _N/m)mw//( ) /f//z’ i) (€ fM”’”‘”“/ (3. 46)
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g - Z(z)/{-l;’%ﬁ/// ' BETHE) Sem 4 (EEE) sunaw, (£ fx-/r)// (3. 47)
ﬂ U" .

For a control engineer, the power spectrum of the noise,

rather than its cross-correlation function, is more readily available.

The cross~correlation function of noise, 7#(#)7¢") , is related
to the power~spectrum of the noise, gf; () s bV
29709 = [ B ) awues) o (3. 48)
/4
7

Substituting Eq. (3.48) into Egs. (3.46) and (3. 47), and carrying out
Ve 7
the integrations with respect to 7 and 7 (for details see Appendix

B) the mean deviations ¢ and . now become

z £

Iy fo @il F
=] ) s Az/fﬂ/ﬁ‘/”, B W L fw (3.49)

A . 7»17 ¢ Jlrw o /(_@)z—_ ///1 °
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When the first probability distributions of the statistical
variables / and £ are not known, it is possible to make a broad

approximation of the errors £ and 2_ s the probability of finding

/ /
#4< 0 , and the probability of finding //<¢ , First, for this
purpose the probability of deviation from the mean will be estimated,

Assume, for example, that the {5 distribute themselves

around the mean £ symmetrically and that £ is positive and



-52m
sufficiently large. Then the probability of the occurrence of large
_ deviations from the mean is given by Bienayme/-Chebyshev‘s in-

equalityM)

Plr/z‘é:/) /(g_vj < '/J_ (3. 51)

The error Eg is one half of the probability given by Eq. (3.51)

when Kg,“ is replaced by £ . Thus

2

PSS i
g =4 PL12-2/25 ] <3 ;z (3.52)
7/
Similarly, the error ¢ , the probability of finding #/<¢ , can
be approximated as

/
<z

Ly

g (3.53)

A sharper approximation of the errors &£ and 5§ will be

3
obtained when the probability distribution is unimodal, Then the

Gauss inequality(4) can be used in place of the Bienaymé—Chebyshev’s
inequality, For example, the Gauss inequality for unimodal distri-

bution is given as

NS

plle-g12 48] < § (3. 54)

and the errors ¢ and ff in this case are

z
r.!.
A Fa ;i (3.55)
and
&vl
g < 7 ;% (3.56)
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When first proBability distributions of the statistical vari-
“ables 2 and # are known, it is possible to compute the errors

‘2‘ and % ~ exactly, For example, since { 1is a stationary ran-
dom variable, its first probability distribution W, is a function of
Z  only., Then the probability that £ <9 is simply the error &£

% H
thus

£ :_/mu,/(z}f/é“ (3.57)

Assuming that the first probability distribution of £ is Gaussian,

that is

W) =——— ¢ (3.58)

there the error 2_ is computed by substituting Eq. (3.58) into Eq.

(3.57), Thus

or

The evaluation of this integral yields the familiar error~function,

Thus

Z
£ = A //_ e/%7i__
; < P |22 ? (3‘ 59)

Similarly, the error ;g is obtained as
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A s _e/'/———— (3. 60)

It is to be noted that whether the probability of the occurrence of
Type Il error is approximated, for example, by one of Eqs. (3.53)

or {3.56), or is computed by assuming a first probability distribu-

tion, Eq. (3.60), 4 depends only on the quotient £ ¢ . Fig. 3.7

shows the probability of the occurrence of Type II error as a func-
tion of the quotient 2:‘7? or Z’/? .
In order to demonstrate a possible way of choosing the lim-
¥ ¥
iting parameters / or /5’/ when the probability of Type II error is

assigned and the statistical properties of the noise interference

are given, one can form the following quotients:

%

_____ ”)
(a £ Vi ,, = /jf(w “ -_/M (3.61)
nit) "
[@r-7°
2/@’ 77[’——; 7[' a ()74.4’/7{)7&#//{’ ‘j/;f‘é/z'/ﬁi"lfz'/ /f{'é]}im/ﬂﬂﬂ/ s J,,,«/g' %“U?WM“
? = Zz //4/ _/)Cd_mlc f/d(z,fz’}azﬂd/z'f P/;—I/—l o [// / ot (i/u) 7

(3.62)

where Eq. (3,61) is obtained from Egs. (3.44) and (3.49), and Eq.
(3.62) is obtained from Egs, (2.20), (3.28), (3.45), and (3, 50).

The limiting value of 15/* for a given value of the probability
of occurrence of Type II error, f, » can be computed from Egq.
{3.61) when the power spectrum of the noise, éﬂ/} , and the amp-~

litude 4 of the sinusoid used for correlation are known., For ex-

ample, with an assigned value of % » the quotient gf/gj is

f

&
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*

obtained from Fig. 3.7. Thus by use of Eq. (3.61), ¢ is given as

*

7/ ~ 4 Voo —f (3.62)

AR

where the characteristic noise function // is defined as

i < .z o ZZ
// / o (é/) éwz/f//?‘aZ y
7 //m = /g @ ol (3. 63)
a e /—/'—(;{’g/‘ _j/"'

/ Jx
The coefficient ¥ , and hence its limiting value ¢ , are obtained

without any knowledge of controlled and control system characteris-
tics. For the purpose of illustration, Figs. 3.8 and 3,9 show ¢
as a function of the ratio «, /4 with # as parameter for typical
noise power spectrums, gjﬂ (@) =2/7/(“/L/‘%L) and g;(w):fyﬂf?‘f)
respectively. Details are presented in Appendix C,

When controlled and control system characteristics are avail-
able and when the power spectrum of the noise can be estimated,
then /,/* is obtained from Eq. (3.62) by using the value of the quotient
(_{; /f' obtained from Fig. 3.7 using the assigned value of % » To
illustrate a typical procedure, choose a time displacement 7 =9 ;

then Eq. (3.62) becomes

*

T Vgm £
/ :7_}_51{ (3. 64)
£
where
et . @ Vs
/ /. / cf’wz/[/ﬂw“_ S (3.65)

g =Z[;’7[;;‘(—£5 !‘{_M(Z«J)Z.(E?)Z—_'—//z
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and
g = E LG [ ] (3. 66)

Z
(957 =)

Figs. 3. 10 and 3.11 show the characteristic noise function g as
a function of the ratio 4, /4  with 7 as parameter for typical
noise power spectrums, 2;(0)-—-}77(07%7’) and é,(w)=)92/a’¢/' %) s
respectively., Details are presented in Appendix C. From Figs.
(3.8), (3.9), (3.10), and (3, 11) it is observed that in the neighbor-
hood of unity, for constant values of the ratio ¢ /4 , the functions
g and 2 decrease in magnitude very rapidly for the first few
values of the parameter # . For the values of the quotient 4/«
away from unity, the effect of the parameter = on the functions

4 and 2 is unimportant. Fig. 3,12 shows the controlled sys-
tem dynamic characteristics function % as a function of /7
with (3+¢)/; as parameter, Figs, 3.13 through 3,15 shovs} the

*

/
limiting value / as a function of the dimensionless noise level

7
‘/"2(‘/)/2) with 7 , the number of input cycles for which the cor-

relation process is carried out, as a parameter., On each figure
. ,

two values of ¢ are presented which correspond to five and ten
per cent probability of the occurrence of Type Il error due to
noise interference effects, which are characterized by a power

- Z/, . z
spectrum of the form @ (@) = 7/(##4) and characteristic fre-
p V4

quency 4,

= . Thus Figs. 3,7 through 3,15 are typical il~-

lustrations of the analysis which must be carried out to determine
H

the parameter /' .
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IV, SINUSOIDAL INPUT OPTIMALIZING CONTROLLER

In Part I1 of this work, it was indicated that the saw-tooth
form of input is the simplest type that is suitable for a peak-holding
optimalizing control. However, in Part IIl of this work, the opti-
malizing control scheme is changed in such a manner that any per-
iodic signal can be used as the input, With the principle introduced
there, the resulting corﬁ:rol system will again hunt around the opti-
mum state. In this part, because of the ease with which it may be
generated, a simple sinusoidal form of ''potential’ input will be

considered as an illustration,

4,1 Dynamic Effects

The dynamic effects in this particular case can be taken
into account as was done in Part II. In order to avoid repetition,
most of the derivations will be omitted and the final results will be
given directly,

The sinusoidal ""potential'' input z: with amplitude 2’ and

period <7 is given as
*

where « =7/7 . Inthe operator form, the actual input %z and

the actual output g are given by
£
2 Y —cql
o = Loffawe? - frape ™/ (4.2)
and

by 2 wu? _ _ ‘ 7w
7 = 54_{ / Flag)[flg)] e " - 2 Fla)fta) # Flri)/Fiy)] e ””‘J{f (4. 3)
5
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The hunting loss 7, is simply given by

D = a4 /f(z?e)/z (4. 4)

Tz
If it is assumed that the input and output linear groups can

be closely approximated by first order systems, then the actual

input z , the actual output A and the hunting loss 2 become

Z = [Z/ 2/5"””‘/*—/ -4z &75(4{/.[} (40 5)

5 £ att
¢4 g

z A y . Z 2 . P,
7 a’é’/[/—(a;":-)z—ﬂz- L5 ] tsrad £2/95 (-4 0) + 4 5)smeyl ! // (4. 6)
A sru' *

[in camy /L7 i P ]
and
%
2 /
% T //'[({.ZZ{'.T (4.7)

4.2 Comparison of Sinusoidal Input Optimalizing Controller Per-

formance with Peak-holding Optimalizing Controller

The basis for comparison of the performance of the sinu-
soidal input optimalizing controller and the saw~tooth input opti-
malizing controller is chosen to be the equality of the root mean
square, or effective value, of the '"potential" input for both types
of controllers. This is to say that the average power=producing
capacity of the ""potential" input per cycle is the same for both
controllers, It is also understood that the hunting periods of these
controllers are the same.

The root mean square value of ''potential' input 2" for a

saw~tooth type input is given by

a/Ve (4. 8)
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where 2 is the amplitude of saw-tooth referred to optimum level, The
root mean square of the ''potential'' input g*’ for sinusoidal input is given
by

/e (4.9)
where < is the amplitude of the sinusoid, Equating Eq. (4. 8)to Eq. (4.9),
the amplitude of the sinusoid is found to be
(4. 10)
Substituting the value of Z from Eq. (4. 10) into Egs. (4.1), (4.5), (4.6),
and (4, 7), it is now possible to compare the performances of these two
types of control systems, The results of the comparison are presented
with Figs, 4,2 through 4,5 for a controlled system with input and output

linear group time constants of

\:]@

= 0,10 and ; = 0, 15 respectively.

The deviations of actual inputs and actual outputs for both systems, pre-
sented in Figs., 4.3 and 4, 4 respectively, are rather small., The hunting
losses of both systems are the same, as is shown in Fig., 4, 5. This is

due to the fact that for both systems the root mean square of ''"potential
inputs have been chosen to be equal, For engineering analysis it is far
more preferable to work with the simple equations that are found for the
case of sinusoidal input, However, it may be necessary for far more com-
plicated equipment to generate a sinusoidal input.

4.3 Incorrect Operation Mode and Noise Interference

The analysis carried out in Part III for the detection of an incor-
rect operation mode and the elimination of noise interference holds for
this case without any substantial change, Assuming again an amount of
incorrect input 4 , the "'potential" input ,;* in this case is given by

£~ b a s gt (4.11)
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The actual input z , the actual output LA and the hunting loss
7

2, in the incorrect operation mode are found to be

z =4 4 o Z/ S 4t — Wy wsuZ (4.12)
A 7 A

— P4 - A
14 L anle Yt~ (570) syl

7 = Y AYY i
" [rrats [ L0r 475 )

# ”_i’t’/ 7/[/»—4/_1;&___fq_zzl.g;,]@,;@-z‘ r2/u (142" ras 5inzyr )
o [t n)]] ey I # ()"
(4, 13)
and
e 2t
2T e (4. 14)

Similarly the noise interference~free cross-correlation func-

tion }[(2) is obtained as
ﬂJ

s
L s //M%z: )] raz Faiary)say / (4.15)

Tt 1]t T
7 [//-q-zén’/llt-a{— /,/.]_

It is observed that the form of Eq. (4. 15) is exactly the same as that
of Eq. (3.20). The only difference is a multiplicative constant,
Therefore it is unnecessary to carry out the remainder of the anal~
ysis for this type of control system, The fundamental concepts in-

troduced in Part III are perfectly valid in the present analysis,
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APPENDIX A

TYPICAL SUMMATION FORMULAE

The following table cdntains a complete list of summation
formulae used throughout this text., Most of these formulae are
well known and can be found in standard texts. For the sake of il~
lustration of the summation technique used, in this appendix sum-
mations of two typical infinite series, namely ;_g and é; s are

also carried out in detail,

TABLE I
= L
’5/ 'Z‘;, (aner)t 8
~/ = —
,j_': AN X g6
i / T - T
w O e = o Tapf 2
= z

I /70 [/1’"(4"7*/)‘7f +a

=3

— /

Z’ Py oo [k E oy E (and* E )]

had e
. L 78 . P
éi _ 2//!_9_%"’”_{7_ _ (9_:/ Z‘) when -;27_[ £ (B/Z\ZLT
//:/ where f = G, /2, -
5 S -0 tas 278 _ (ﬂ//[) when LE< (0 O<E
= z
é n=r
where %':. o,/0,& -
7 £
<t @) Gsnr)E 7 n - . -
= — - = = _ g-17)< £~
/j; T e Zr*r) = 1) + waen Z <( /) <
where ,/': A, l,E, -
oo p /
, 2! .
g -5 () s ¢ ’ ) oS z (6-/7) when ~E o S E
p=o (tm+r}

where Sl
(/‘
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‘oo 7.
S = o smnn)s :4/49”/f@f@ When _Et I E
I TR0 [1 4 (ener) faty & sk % !
Whel'e /'__C),/,.Z,H'
57 ¢ (1)) o5 (2 4 /)/z it (6 y7) when - E< (8- //z)<2
=0 =)= — e A
/_:/a L7 {.U;/-/) atj ra [’ﬂs/‘;g
where /-=0//,,/_..
@ PR "4"‘/52/2) b
- ren e srf when LT C(6-fT) < E
D; _Zjﬂﬂﬁ// (17 2274) 2 qa m/ﬁg pr / z
where f= 0,002,
oo A/ 276 - (04T
5 ATDE Lk, i—— [Cyief ol Z ] when - Zoyn<
7= (rpiama)® L ok
M where Lm0z,
(=5 n- £278 17/7(
{1 € 7 é 2 iy K L T -
J oS S = (4/7)4 % (6 /) (Af/ o /’&‘M )/
/7 / (/+4.U7!l’ TR
when -~;';Z<(¢9'//7)< z
where /=a/4,
é 2 / ’
o/ ., L E 2
‘S/; . :7% S -Z‘ 2 = .’Z
= 227 ’é
- D s I -
é Z
v 57/ 0. LT B =0

s , /Jr/é’

Evaluation of Infinite Series, . - & 5 )
# s (/74144/4)

Comnsider the following infinite series

o )ﬂ_/é 8
= '>_/ [—/ — (A' - 1 )
5 ;,{’ A {7+ crna)

where ¢ is a positive real number, The series given by Eq. (A-1)
can also be written as

v/ z.w &~ (r+<¢ .ma)f
S = L 2J/ ) S (A-2)
W0 A

* @/ means the ''real part of'' of the expression following it.
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Since the series given in Eq. (A-2) is finite, it is perfectly legiti~
. mate to perform the summation operation before integration oper-

ation, thus

7 v (q€-8)
- dn //;f) ) e (A-3)
N==y

The series in the integrand of Eq. (A-~3) is a typical finite geometric

series and can be summed as,

_N sl -l (& -8) é “(4-9) - /)N'E?»(ﬂﬂf/) [Jé‘~ 2)
)¢ = 7E D) C7E D)
n=s o %~ ~ &

(A-4)

;D s enf(mm(ag«“ 9 ) s (2t w) (0~ 8) ~ Tir (9E-8)
- / £ T s ai(nE-0) 2 ws(af-8)

By substitution of Eq. (A-4) into Eq. (A-3), series .5 can also be

written as,

. M -4 ) ms(ﬂ///)(f/é -£ 1) J,(//z @HE)(BE~8) . S (3F-8)
/ / 7.~ 7
bu/{/{ﬁ”i" dfé/’z »Z@ﬂdf 6) /vézi’ # / 7 o5 (Of -6) /

(A-5)

But the infinite series . is just the real part of the expression

for & given by Eq. (A-5), thus

oo 7=/ (:(/767 oo N )
g st () € ~f/ /1) @;(M/./)Mfﬂa)/
G =2 (17 Cana) A/j/fw % < Z G5 (7§-6)

M/V:? .
)i [ man)(EE)
=i-Fm s (A-6)
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Gos (ANH) (af - 8)

The factor 227777 °7 in the integrand of Eq. (A-6)
bos (a§ —#)

-has a period of 7 , and the integration can be carried out piece-

‘ -£
wise with proper modification of factor ¢ , thus

L L Erst 5w o s @) (D4 (A-7)

where 7 is substituted in place of 44 . The infinite series

oo

> e

=0

wr
"z in the integrand of Eq. (A-7) is an infinite geometric

series and can be summed as,

(A-8)

By substitution of Eq. (A-8) into Eq. (A-~7), series J, becomes

V4

/.

p/
. T
a
PR RS e
y 4:{5:47/4:7 A/_>wﬂ ”W‘é ) 7
or
ei% -£ 7‘2 p
Lt Un “w cn) wsCenr)p (A=9)
Vi Z ¢g,§z};é’~§ /V——:»M/é a (/) aﬂ/@ C/f
Ze
Qs N+ @
where ¢ is substituted in place of (7-4) . The factor SN ¢
s

in the integrand of Eq. (A-9) acts as a delta~function with strength

Z located at the values of ¢= z/é x4 {where £ = 0,1,2,,.0.)e

z
Therefore in the interval -zr <<z , as #>2 the only con~
e
tribution from the integral given in Eq. (A-9) is ¢ e”® ., Thus
Eq. (A-9) becomes
b
e ” T (A-10)
-/ / T o T - H=-
', =7 T 14 senk E when L8y
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or
‘Zz‘/ (g;//[)
’ zr e )
S o= ey when ~F<lyn)<

e (A-11)

where ,_,,/,.z,

/
R 4.!?719‘
Evaluation of Infinite Series, /Zj

7=f (/»A,CJW&Z)

The infinite series AS/"Z can also be written as

-t 429G
— 7 /) e
S =82 T s (A-12)

where 4 -=/z . It can be shown that the infinite series ., and

o 7~ lomn@
=7 (-

o=/ (ﬁ # 6L ;17

are both uniformly convergent; therefore it is per~
fectly legitimate to perform the summation operation in Eq. (A-12)

first and then to differentiate with respect to 4 ., Thus

g LEWE
25 g5 e
‘g =-4 57 77% (b5 i2m) / (A-13)

The infinite series in the brace is the typical summation . given
in Table I, thus

oa 7/ cLn8 ~6(647)

ST 0 € / T o iy o T
L < _x —_— when RN CFles -
e (b6 ctm) 2b  F j’,,},«,é’?é 7 <C 79 z (A-14)

where /_ 9,7,2,

By substitution of Eq. (A~14) into Eq. (A-13), the infinite series S,

becomes
o e—é[ﬂ//[)//g— Ny
or
-4 (847
*/fj = ,'2{ _‘;5.‘ %;7_? //g//[) e ﬁ/ﬂé’ 7[ when --jl((ﬂ(-/'fxf- (A-15)
L

where ,/‘:. 0, /s,
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APPENDIX B

EVALUATION OF THE INTEGRALS

GIVEN IN EQS. (3. 46) AND (3. 47)

The integrals to be evaluated are the following:

2im L

l 7 _— ’ 7
L ==, [df /c/z’/ w@) i) Dsat los 4l (B-1)
ﬂzm) i}
7
and
2m 27
1; /dz‘/f/t‘ W(!)wﬁ!”) Sen w(;ff 2) Jwa/(z‘fi) (B-2)
@m)®

By introduction of the noise-power spectrum ¢ ) into these ex-
ot
pressions for 4 and 7,

LT JTH oo
,4'2 i / i / K4 :
v = /_//z‘//a’z‘ v/{/ﬂjﬂi(@) Gswi -t') wswt wsal (B-3)

4
a

and

27 .Lﬂl oo

s {zm) /0/{/&[ /wﬁm} /2154/[{ f)jww(/h)‘jﬂw[{ H) (B-4)

Since the integrals 4 and 4 have essentially the same
character, the evaluation of integral ./ only will be carried out
in detail. When the order of integration in Eq. (B-3) is changed,

Z  can also be written as
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E AL 2y
I- g w)/ﬂ/y/fgf/ s t'-2") syt wsyt’
% (17777)& .
(.zm) (ﬂ)///w”'jw“’f‘// ///jma)f@ﬂ) f//a/w (B-5)

The integrations with respect to Z can be carried out easily, i.e.,

27m g
. Far (4L Ton (ary )l & _ o
z - f/fl = —_ R T -
/@5@ o £ /g[a!--&{-) ” ,[(al#m) Tt T, (B-6)
< 7
and
L7 . L7
da:/w a)Z o5 (@) . 0 -
A , & ] 74
/JJMQJZ‘ (Zja/l’ ot = (w PE i 4 (M?W) <= Zt’z;s.zlé{_ i/ (B~7)

I

Substituting the results given in Egs, (B-6) and (B-7) into Eq. (B-5)

and simplifying J is obtained as

o ﬂ,

z [ﬂ/
2z

v ZJ/WZ J -, //5/) _ // (B-S)
Through a similar procedure .4 is obtained as
< - Son /[/ﬂ 4 ‘)M[ 4/
7 = Z/{l /5/5( “ i (jmzuf) /g[m IRy (B-9)
o J " / / /
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APPENDIX C

EVALUATION OF PARAMETERS A AND "/k’g FOR

SOME REPRESENTATIVE VALUES

OF NOISE POWER SPECTRUM

Jﬁ )(/ﬂ/f/ﬂ/d [/Jz%
D@ : “
l /(4/

e i o St

The following is a list of values of the parameters /10( and
lf, evaluated for some representative values of the noise power
spectrum, For the sake of illustration, two typical evaluations are

carried out in detail,

I & - 7 (White Noise)
i [ 47
A,,( - .TV%_ and Ay = L You
I. & (o= /7@1‘-/—%‘)
%

\e\
‘\,\R
"\
\,
\l
\‘
;‘:\
\_,
—~>
.
)
‘t\,

%
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- # >
Ul. & __,;7//(4/74%")

/ =
Il

5 —W”/f///;—:’,’ Y %
7 ( 4 /t/;’ } “’ / '// (e aa:ﬂ/m;f)

.z{“,” //(e “ s WM Pt

A /z‘)/d P4
lﬁ [w/_»%*—; 7 oy %WZ() // 73 a/)/ "(v, //(6 j"”w]ﬂ/ )

4 e Wi {ﬁ; 3w - )/ #
NG ~if(r- e e

In the above 7/ is a positive real constant, / is the amplitude of
the sinusoid used for correlation, 4 is the circular input hunting
frequency, 4% 1is a circular characteristic frequency associated

with noise, and # is the number of input cycles which the corre=~

lation process is carried out,
Jz
o for the

/

, (4,/) wz[/r/m
Evaluation of the parameter 1 = ]( fgé( )
vt AT

value of {éﬂ 77@‘74%9

In order to have a measurable statistical property of noise
as a parameter in the expression for /lfg‘ » the mean square of the

noise function #/# is introduced in the following manner:

[= <)

i =)D @ o (C-1)

a

Substituting the expression for power spectrum of noise into Eq.,
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(C-1) and carrying out the integration, #%)  is found to be

2

QEI\Q

(C-2)

By use of Eq. (C-2) the power spectrum of noise can be written as

] e
& w2 T (C-3)

oy W
7 w#o

and the expression for the parameter ,1# is

Niad /]
z 4
24 o | 2t Sengmx
- o a %(ﬂfﬁ_-v- —— Jx -4
2/5 {7[”/}1 J (ieta) (x=)t JZ (C-4)

,
where d=2/4, ,

The integral to be evaluated is in the following form:

oo , 2
. z" S AWML,
L= o %
(2251 ) (2%1)
g

Since the integrand is an even function of £ , Z can also be written

as

oo sl
2 2. P,
L s THE 27~ @JZI/IZ)
Ny Sy 7 A A A/ (C-5)
2 (e (rh)? 7 (az'r) (z*-r)
-l N —— D

LLTHL

In the above integral @s<Z#% can be replaced by ¢ s since

the odd part o«diwz  of the exponential will not contribute to this

integral. Thus -
(LTmE

([t )
* | (acte) (8 =)°

T

The integrand of this integral contains four simple poles located at
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= £ ;— and z=7/ . It is clear that the poles at 2=7%  are
" simple poles, but it is not obvious that the poles at <«-#/ are
simple poles., It is observed that <#=+/ are also first order zeros.
of the numerator of the integrand. Thus the order of the poles at
z =#/  of the integrand must be reduced by one. The result is then
the existence of simple poles at z~-#/ , To show rigorously that
the poles at z-/4/ are simple poles let /%) denote the integrand.
Now if, for example, z=# is a simple pole, fiﬂo €] must

approach = as 0(&).

i caam) (£ )

, e 7 e /
FOrAE) =
¢ [ty s [ (€D —//

/J([:Z;j/[//(z/m% 7414)6 %ﬁ/e—)/ (C-6)

It is clear from Eq. (C-6) that as c¢—>o , FA(77€)-»> as 204,

The integral / can now be evaluated with the standard con-
tour integration technique, The contour of integration is chosen as

shown in Fig., (C-1). Consider the integration of the following inte-

L

Z -Plane

Fig. C-1

gral around that closed contour:
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LEXME

rigEre g
(a'2%) (2°-1)

Because of the particular choice of this contour, it is clear that

s
the contribution to 7 from the semi~-circle ¢ is zero as #Z>°°

Since only the singularity at 1-—-—5 is included in this closed contour
40+ 4, +4 = <27¢ (Residue of ~#) at Z-:;f )

where ./ and 4 denote the values of the integral 7" around the

partial contours ¢ and ¢ respectively, and /%) denotes the

/
integrand of £ , Since the poles at 2<7/ are simple poles, the

integrals £ and . are simply

-/, = 7¢ [ Residue of #(2) at z=-/

-7 =7¢ / Residue of 7(z) at z=l/

Thus the integral 7 can now be expressed as
= 21t [ Pes of Flm) ot z -~ f/ # L Ces. of Fz) Jf}:i//f 77 [2es. of 7 zrfg:/j/ (C-7)

Residue of A2) at z- <

Z
. B2
Az z
2Ly ) Y ) oz (72 )
Z( ") C Zl it Y g )R R A
=L ( /4)(-{ 7) a4, Fa
Z 3. £
z

Residue of 72 at z-=7/

With the result given in Eq. (C-6), the residue at 2z=+/

is simply
bin & Frve) = — L

O 2 (r#da®)
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Substituting the values of the residues into Eq. (C-7) and

- simplifying

I T Jura - 2 (- e_—&_)J[ (C-8)

£( rrat)*

With this value of / , the expression for }1/ is

- Y74 e
=_ 2 ”i/’g a z ,-‘/) oafi-e Ea jz
4 [airr] 2um Z[ ( (

or

£ Z(“’).//]

(58 =t (00 ) / .

S

A% ////
1/ JM/ @ f/td for the value

N Y

Evaluation of the Parameter ’q = {

4
of B - 7/(w'rq) .

The evaluation of the parameter ] is carried out in exactly

the same manner as the parameter A In this case the noise

/ o

power spectrum is given as

- 573 ¥
ié(m)m'i’/{ “ 7). (C-10)
Substitution of ﬁ;(zu) into the expression for /14 s gives
72

oo %
, 274 SHTINE (C-11)
/L = — & ”(f} - 5 & 2 2

sy / (a2 1) (1)

The integral that has to be evaluated is

o2 Iy /2a

— (/-€ J
* ‘i[ I (c-12)
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The integrand of / has six

simple poles located at z=+#/,
—_ g —_— ‘#71_
¢ vy
e e
= — s and z= N
Z - Plane

The contour of integration is
chosen as shown in Fig., (C-2).

Consider the following integral

. ' 4
LXME
7 (/_ £ ) 6/,5
=@ 77

(atzTpr) (2%7)

Thus -
17{/ 4';’?[
- . j s 4
4 THL, =20L) ez of A12) al 2= 'g— / le'c/[ﬁ.gffzg) Pa .-Zs—[z—— _/
- -~ . /
where £, and 4 again denote the values of the integral 7 around
the partial contours ¢ and ¢ respectively, and 7# denotes the
integrand of . Z and 4 can also be written as
-7, = wi [ es. of F(2) Al 22”/_/
-7 =i Res of Flz) at *"Z'="L/,/
Thus,
K (2
= __L/z[['[fwz of F(z) at Z= —2— / /.z/Tz'/{”m of A2 af x= —2—— /
f
1T Bs of F2) ot z= —// f?z?‘/;?’f& of FE) al z = *f// (C-13)

. e
- Z =4/ e —
[Res of F2) A 2-F ] Ty
ok ) LA (s pi)
: 7 S jr-e *
Ros of Fl2) ot 2l ). £ L1787 4
[ 25 {7][ () ; _/ P ,ZKZ_ (’/,4(} (’Jz~—1)1
- 77 P AN )
5 & [fr-e * //(]

[ges o 7i2) & 2o [ =7 2 7o i
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Substitution of the residues into Eq. (C-13), followed by the method

outlined previously, results in the following equation for 1

}‘X /( ) _,c/ ,27[/(;/ :/j {Véﬂ/(z‘) //j 7 (wﬂ)/ 4 'Z(@ //(é “ 5,(/2[72'//’1)

4 %
L //a/)/( __) ._// ¢ Wi “’wfﬁmg'f)/ (C-14)

am (o
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