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ABSTRACT

The rates of ionization behind strong shock waves in argon,
krypton, and xenon are observed by a transverse microwave probe
over a range of electron densities low enough that atom-atom
inelastic collisions are the rate determining mechaniem., Shocks
of Mach number 7. 0 to 10. 0 propagate down a 5 cm square aluminum
shock tube into ambient gases at pressures of 3 to 17 mm Hg, heating
them abruptly to atomic temperatures of 5500°K to 9600°K. The
subsequent relaxation toward ionization equilibrium is examined in
its early stages by the reflection, transmission, and phase shifts
of a 24. 0 Kmc (1. 25 cm) transverse microwave beam propagating
between two rectangular horns ab#east a glasg test section. The
data yield effective activation energies of 11. 9 I0.5ev for argon,

10.4 T 0.5 ev for krypton, and 8.6 Y 0.6 ev for xenon. These coincide,
within experimental error, with the first excitation potentials, rather
than the jonization potentials of the gases, indicating that in this range,
ionization proceeds via a two-step process involving the first excited
electronic state. Within experimental error, the pressure dependence

is found to be proportional to the number density squared.
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PR
SUIAEME

The purpose of the experiment reporied here was to study
the low-level jonization of shockeheated noble gases in ovder o
infer whether the reaction mechanism lovolved is the single atome
atom collisional process or a twoe-step atomeatom collisional
process. The theoretical formulation of the single step process

results in the {ollowling expression for the rate of ionization,

b= 40 00T ey P okt 4 1 Templ en kT

o s

m E&
whers is the constant {nitlal slope delined by the lonlzation

rosswaaction, O = T (L &« 5 ) B is the fonization poteniial, ¥

a a a a
ig the relative energy of the two colliding atows, and N, M, and T
are the atomic partlzle density, mass and temporature respectively.

A gloedlay cupression results for each of the steps in the

twoestep process oxcept that the energy & becomes the excitation
notentizd for the firet step and the difference between the ionization
potantial and the excitation potential for the sscond step. Also, the
slope conatant C a becomes the one relevant for the firvst or ssecond
step. It can be shown for the temperatures and pressures of Ude
sxperizoent that the fret step should be vate controlling after a

short initiatioh period to reach the stendy-stile concentration of
the first exclted state population, so that the effective activation
energy for the tweoestep lonization process should be the firet

encitation potential.
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By measuring the lonjzation rates of the vavious noble gases
as a fanction of thelr translational temperatures, the effective
activation energy of the atomealom fonization phase can be determined,
Knowing the relevant activation energy, the dietnction bhetween the
one-ptep and the two-step lonization routes as the dominant process
can be made.

In order to study the atomeatom collisional regime, it was
necessary to insure that all electron-aton: collisional processes and
oll irmpurity reactions were insignificant. Caleulations show that
the electrom-atom rate of lonization becomes comparabls (o the atome
atom rate at a level of lonization of approvimately Eﬂ'%. It wae found
empirically in the course of the experiments described here that
impurity levels alove about ens part per million significantly
affected the results. The experiment therefore provided a sample
of very pure gas {impurity level of the order of one part in 2@?} of
nearly constant temperature in wideh the lcnlzation proceedad at a
level below 10" for a sufficiently long pericd of time so that the
ionization rates could be precisely determined. Shock waves of
Mach mumber 7 ¢o 12 propagating into mopatomis gases at a few
mm Mg amblent pressure in a shock tube provided a few hundred
microssconds of nearly isothermal flow at electron densities below
E@'m&m"g.

Using a 24 Xme{¥ band) microwave probe, the transmitted
power, veflected power, and the transmission phase were measured
ag a function of time after passage of the shock fromt. Thess

meagurements wers corrected for crystal detector nonlinearities,
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for deviations from the plane wavee-plane slab model caused by
vefraction of the horn vadlstion pattern, and for shock attenuation,
to arrive at the true electron density growth se & function of time.
The electvon Jonsity growth alt) alter passage of the shock

wave for all three gases wae found to be lnear from the earlicst

messurable Hmee lndicating that the atom~atom process is the

eyature range between D 550072 and

Ao nt proceas for the ¢
o p € , . e b
96007, Absclute rates of isnization ware found to be very clow

g0 that the tme recidived to veach the elocivoneatom fonization
A

phage varied from 60 microsecands al the Lighest temperatures

e

to 100 milliseconde ot the lowest tamnpevatores.

Uping the slopes of Arrhenivs plote of In b versus 1/ERT,

- o 3 P o g & M .
the activation energy &, wag determined for each of the three
&)
canen. ‘Phe exsexirentally determined miwa of 13,9 - O, % av for
el £ J

arzon, 0.4 < 0.8 ev for hrypton, and 8.6 - 0. 6 ev for zenon ave

in cloge agreement with the fivst excitation potentials of 1. 05 ev
for avgon, .92 ev for keypton, and &, 32 ev fov wenen, indicating

oS

that the twoestep machanism ig the dominant process for lonization

The pressure sensitdvity of the londeation reaction is so

vith the exponential temperature dependusnce that

s
ﬁ”
o

anrlence tend he ebsonred by randlom duetuations

introduced fnto the data by elighl variations in impuarity levels and by

slight ancertainiies in the thermal blstory Lehind the shock wave.

gt 7

wWithin exparizaental lmitations, the rate of lonlzation was found to
be proporticaal to the pressure squared. This is a further indication

that the atomestom process is (e mechanism {or ionization at the
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pressures Bf 3 to 17 mm Hyg and temperatures of 5500%K to 9600%%
axperienced {n this experiment.

The resulis quoted above were derived from the purest

o

ambient gases obininable uslng a Ligh purlty shock tube that had a

- P a “é s
leak rate of less than 5 =10 icrons/min. and an outgaseing rate

?“d

of sbout 7 2 10" “waicrana/min.  To reduce the level of Lvpurities
intreduced by the vulgeseing of tie shock tube, the test gas was
allowed to dow comtlnuously dowa the eutive length of the shock
tube at raies as ldgh as 1000 thnes the outpassing. The ultimate
{mpurity level preovailing in the gas af the trwe of passage of the

by thieg teclnigue (o about one part in 10,

shack front was vedusible
During the courve of the experimenis the dow systen wnderwent
several modificaiions to obtaln these puritles when preliminayy

data gave resulis depending on the specliic Lupurity levels. 1%

was found that imyparity lovels ahove ons part per million significantly
blaged the resudie and that bmpuarity levels above ten parts pey

million completely checured (he reactions of interest.
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I. INTRODUOTION
The ionization of monatomic gases has been studied for many
years by using the most successful clectron-beam technique., Using

{1

this method, Ramsauer >’ was perhaps the first to obtain quantitative
absolute measurements of the total cross-sections in the noble gases
a8 a function of electron velocity. He observed the now famous
Ramasauer effect of a pronounced maximum in the crogs-sections
for argon, krypton, and xenon for electrouns with energiee in the
neighborhood of 8 to 15 ev. He also found that the gases are
practically transparent to slectrons of about one electron volt
energy. This tranaparency of the heavier noble gases for slectron
energies of one ev was also discovered by Townsend and ﬁaiiayw)
and is sometimes called the Ramsaver-Townsend fffact, In the
range of electron snergies 0.5 to 100 ev, the cross-sections for
slectron-atomn collisions were studied by several im%stiga&@m‘s’ % 3)
over the next few years after Ramsgauer's work. As a resull, very
precise quantitative information iz available for eleciron-atom
collisions. For specific detaile on the slectron-atom collisions
and information concerning other experiments, refer to Massey and
Eurh@ggé).

largely because the experimental study of collisions in which
both of the colliding systems are of atomic mass is very difficult, the
exieting data for atome-atom collisions ie not as extensive as in the
electron~atom case. Thers are mm‘y problems inherent in this
techalque, but the two major problems have to do with the production

of a beam of gas atoms of precisely known composition and energy

and the measurement of the strength of the beam at any point.
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Several experiments have been attempted using atomic baamﬁ(é),
but virtually ne precise data using this technique exists for low
enargles.

Ope method of gonerating a body of hot gas of reasonably
well known gas dynamical properties is the shock tube technique.
Shock waves have been used successfully to generate gas with
temperatures in the low ensrgy range. Petschek and ﬁyr@s@(?)
have considered the approach to equilibrium ionization behind shock
waves in argon. They found that the mechanism for approaching
equilibrium consists of two stages. The sscond stage, wherse the
degree of ionization is sufficiently large, was found to consist of
electron-atom collisions for gas temperatures in the range of
16, 000° to 30, 000°K. The rates of iomization by elsctron-atom
collisions were calculated and found to be in agreement with their
experimental measurements. They also concluded that the first
stage of tonization, which must account for the initial production
of electrons, must be due to an atomeatom collisional process that
is significantly affeacted by the presence of small traces of impuritises.

Wemam‘g) has considered the mechanisms for thermal
ionization and has postulated a two-step process for the initial
stage of ionization in which an atom is raised to the first excited
electronic state by a collision with another atom: and is then ionized
by a second collision with an atomn. He states that it is not
necessary to postulate that impurities influence the ionization rate
of the noble gases as long as the impwrity conceutration is below

about 107>,



Smﬁavant{g) has considered the ionization of argon for
temperatures in the range 8500 to 11, 000%% and pressures 60 to
100 microns by measuriag the effusive electrical current through
a small orifice in the end well of a shock tube and has found that
the lonization of argon resulis from a complicated series of
canaecuﬁirv& reactions. He found that the initiation process is
very slow and therefors has a strong effect on the relaxation time.

The primary purpose of the experiment reported heve is
to infer the reaction mechanismms involved in the carly stages of
ionigation from measurements of the ionlzation rates. The
ionization rates of noble gases in a shock tube are determined
exﬁ:erimemally by examining the buildup of ionization density

behind the shock frout by means of a microwave technigue.

11, PHYSICAL FOUNDATIONS OF THE ZXPEZRIMENT

The purpose of the experiment reported here is to study the
lowelevel ionizatlion of shock-heated argon, krypton, and xenon.
" owelevelt ionization is defined to be a degree of ioulzation
sufficiently srnall that the relatively efficient electron-atom
colliaional processes are 80 rare that the gas must have recourse
to the much less effective heavy particle collisions to gensrate the
first few iouns.

A varlety of reaction schemes can be proposed for this low-
level ionization, including not only the ‘'pure gas ' reactions,

{2) Ionization by a single atome-atorn collision:

Q%A—bﬁ.'&%A%ﬁ (1)



and
{») lonization by successive atomeatom mmmmm(g):

A + A - A + A
. . (2)

but also, because of the relatively high atomic lovels and small
collision cross-ssctions of the above pure gas ceactions the
impurity’ reactions,
{c) Direct:
- +
A + 1 A N G {3)
where the lmpurity particle, I, may be in the zas or on the wall of

tho cootainezr, or

{d) Catalytic, by means of charge exchangse:

A+ 1 - S
; {4)
A + 1t = 1 o+ 2T .

The theoretical {ormulation of any of these reactions is

quite similar and is considered in the next section.

L. lonization by AtormeAtom Collisions

Assuralng that the gas ators are in Maxwsllian equilibrium

definad by,
W = MEEIT s M{ggte) el e Spfe. 169 (5}

i - .
whare N, R, T and v are the atomic particle density, mass, teme

perature, and velocity, the frequency with which process {a) proceeds

in the gae may be ww&ﬁ%&mﬁ 3’:
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v, = Iﬂ’z ;;:gﬁ ﬁzg{g 2 fﬁvj} fiv }a::er dv

EQ’f § ;2 § - rE?s
3 - e [ lw, i T el 17
2 2 R o R R LI o e
= N H o) f; o HE T . D lglgdvydv . (6)
g = 2% -%g ie the relative speed between the colllding atoms j and

kyand %;Lzaizglt is the ionismation cross section. In terms of the veloclty
of the center of mass of the two colliding atoms, %”3@ = (%;j«i»%f‘k){ 2,
Ean. {6) may be rewritten as

3 P w2 i i

, 8 2
3 H ; ..E‘f N
- %z}sag»z%%ﬁ@ fe  © dav av | e g/ &*@aég}%g%ﬁ.g?g

& Eo

Since the ionization crosa-section i‘,:?i%a%g} iz identically zero for
energies transferrved that ave less than a certain threshold energy
Eae 8, is defi

wed a8 the minfmum relative speed for process (a) to
occur and iz related to X a in the following way:

g, = (4E M) (8)

The mgnﬁﬁz@ﬁiea of a relies on the dependence of the lonization

crossegaction, ¢ a’ on the relative partcle speed at impact.

%%-*"smamq&} assumes ic constant from g, to @ and obtaina:
3 )35 o
Zi’; kY - 8 . a
% b 3:“’ & i o i -
T A0, (gm) Ty + 17 e - ). <

However, most inelastic collision crosse-sections have energy
dependences rising steeply from threshold, Since we will be
comcerned with a sitvation where kT << B o it peers mope

reasonable to approximate O by alinear dependence on enROTLY



{transferved) above threshold:

R, ¢ CE =« E) =29 MC (g -3g/) . (0)

Using this form of onergy dependance fnr the cross-sectign, the

collision frequency bhecomas:

, |
v = o T ey  r LB 4 1 vewp (-2 /RT). @)
2 & 2T B

Taking the natural logarithm and different nfisiing with mssg&«m% to 1/kT,

demv, cm T4 BET . Wv% . az)
el * e
For BT << 1,
- E;L»a . ‘ ﬁ'zé

Thia ewpraesses the familiar veoult that the slope of an Arzhendus
plot of the logaritio: of the rate of londnation versus 1/kT is
approdmately the activation ensrgy fow the process boing considered.

An identical result prevells fop the fret step of reaction (),
except that the threohold energy is now the fizet ecxcitation potentlal,
Eye and the croge-aection involved le that for excltation to the firet

#

excited stato, A

o s E - B ) .
,qﬁm = {Zbgm, - f;;*:,} 3 ﬂ%?

whether the exciiation raie, v, computed in this manner represents
the compesite rate of the twoestop londzaiion vrocess depends oo the
relative efficiency of the second piep = (he ionizetlon from the excited
state. Thic in turn depends on the offective lifetlma of A . relative
to the effective inelzstic collision frequency fox this process. Since

in the noble gasds the energy increment fovelved in the second step,
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B 2™ E}g, in ruch loge than that for the fivet step, ﬁ%}. gince the
geometrical Yeize” of an excited gas stom presumably exceeds
that of its ground state, and since a contimuam of {inal stotes is
svailable for e gecond step compared o a discrete level for the
firet, it is rengonable to anticipate significanddy bigher collision
efficioncies for the second step. The lesue then depends an the
level of “stendy-otate’ concentyation of A% which can be sugtained,
f. 2., an it effective lifetime. Waymmg} atates that the
{ndividual lifetrne against radiative Jdecay { ww"%w. } is
effectively extewndled by several ovdersn of magnitode by a trappiag
of the resenance radiation emitied wpon such decay., Thai ls, a
photon emitied upan, decay of one emcited aforn ie sbsorbed in the
escitation of an adiascent atom, subpaguonily re~cmitied by that
aborn, w@?ﬁmx@wﬂ nearby, etc., over many such cyecles befove
escaping from the body of the gas. I his cstimates are corvect
for particle densitles above 1007 cm®™>, the flxst step showld be
rate-controlling éﬁaﬁ:@a" a short induction period to reach steady-state
Aﬁ‘ population), and the sffective activaiion enorgy fov the two-step
ionization process should be E,, the firet excitation potential,

The prisary purpose of this experiment le to determing U

2

effeciive activation ensrgy of atomeatosn ion

zation of various
noble gases, by measuring their lonization rates in this regime

as o function of thele translationsl temperature, and thereby (o
detinguish between {he one-step and two-otep lonization reutes (a)
and (b} To accomplish tlie purpose, it clearly iz Mﬁ%sm to
insure that the fmpurity reactions, (¢), and all clectron~atom

inelastic collisions ave rendered Insignificant, Impurity reactions
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are well movm 0 be troublesorme n sueh %wﬁaaw}, as could be
anticipated from the comparatively low excitation and lonization
potentials of many metal and m@mz{v&w wrapors. It is found
emplrically in the course of the evperiments described here that
foantly bias the
results, Dmpurity levels above ten parte per million completely

impurity levels above ane part per milllon signé
checure the reactions of intercat.

2. Ilonimation by Eloctron-Atom Collisions

The supproosion of electron-atarn veactions ddctalies an upper
limit on the lonisation density which can be tolevatad, An analysis
similar to that used for the atomeatom case ia used o caleulate the
jonization rates o clectroneatom imﬁzmmﬁ).

Assuming that the atoms are at veet and the electrans ave

llan in thelr enerzy,

an(E) = 22w “? 27 e ( /KT ) AR 0s)
g ,

wheye T o ip the =lectron temperature and a is the clectyon dansity,

then the vate of lonization is glven by

v { 5 v 5 ey F
e ® N [ omvaE)dE s @) | B O(F)a(m)NE - 06)
e g

Agedn maling the assuraption of a lnear rise of the crose-section
with increnaly eneryy above o threashold ensryy, R

TG{E) = C {7 = E) 7)

the zate of lonisetion is glven by



3/2 ¢ janm ; o P
: a%i%%u@ + 17 eup "&@i?«%.i@; (183

"%' 9, <2 &
Ve ¥ 42/wm)® C Ma (RT)

3. Break-Even Polnt Detwoen AtormeAtom and ZlectreneAtom
Ionization Procesges

The ratio of lenizatien rates by stome-atom collislons to that by

electron-ator collisions may be expressed for T a T,
Y ,

6
v Y &
= gy a9)
- &

or the correspanding expression lnvelviag w, aad O, The coefficleats
C, and G, are very poorly kmown. Extrapolotion of high enewrgy

data {rom Massey and %mﬁwpéé} and vem ;%::mge&m}. suggest valuae

of approsdmataly iﬁ'wgmaiﬁm Petachel and E&zwmagﬁ guote

values for C_ of 7 x 10782 ev for excitation and 2 x 10"  em? fov
for lomization. The guess o then that

“a . . 5%

Cq e

0. al, {20)

a value not inconsistent

with the equivelent velocity hypothesis.
Um this assumption, the breakeeven point occure ln argon at
x = /i~ 2x107° (1)
The desired exporiments therefore should provide o sample of
very pure gas of comstant {translasional) teruperature in which
ionimation proceeds at a level below 107 5. et a fnst enough rate, vet
for a long envugh time that the rate can be procisely determined,
Ehoelk waves of Mach number raunge 7 o 10 propagating inte monatomic

gases at a few mm Hyg ambient pressure in a shock tube, provide a
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fow hundred microsesonds of noarly icothermal flow at total dengities
of approxdmately 108%em=2, A dagnostic device gensitive to froe
clectron donsities bLelow 3@3‘3@3‘;@“3 ia thus é@@%ﬁwﬂ, with adeqguate
spatial and temporal resclution to follow the amial gradients
established by the prevalling lonization reaction rate in this zone of
gas. The chelce was a L. 25 cm waveleagth transverse microwave

probe which will be described later..

1. APFPARATUS

Since the purity of the test gas was knovwn in advance to be
a critical factoy in such %E&Wﬂ'ﬁﬂ’i&%ﬁ&e?}, the shock tubs em;;a&ms&
was specifically designed to combine the necessary ruggedneas fov
bigh shock strength operation with a reasonable level of cleanliness,
The major portion of the tube was assembled from lengths of cald
extruded, hesvy-wall aluminum pipe {6063 « T8), having an interiow
crossegection 2 inch square, with 5/32 inch flat covner fllets and
& 3/4 inch wall thiclmess® ), A rectangular channel was thus
provided without longitudinel seams. The lengthe of tublag were
joined with slmple "UOe-ring” butt jolnts, constrained by split-wing
ﬂm@waw. Accese ports to the tube were restrictad to o mindmum
aumber and all were covered with cylindrical » Qering' fange fitiings.

The test section was & 10 ineh: length of heavy well, procision
bore, square pyrex pipe whose interior surface, Lot-formed over a
steinlese steel mandeil, precisely matched the interior dlmensions
of the adjacent aluminum sectione of the ghocek tube. Thie pyrex
pection was attached to the tube, 20 feat from the diaphragm, by
means of a heavy steel yoke which permitted precise alignment of

the inner walle at the huctions with the aluminum sections., Two
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feet heyvond the test sectlon, the tube terminated into o 10 cuble
foot stainless stee] durmp tawk, needed to reduce the fnsl pressure
in the tubs to a level talerable te the plass plpe.

The desired shock strengths wore penerated by pressure
bursting dagonally~scribed alwminum and copper dlaphragms of
various thickneseee by various types and yrasgures of driver gas.
Mydrogen up to 1050 psl was needed to generate the strongest shocks
in argon. Hellum was used for the weaker shocks in argon, and for
all of the strengths generated in krypton, Vasious hellume-argon
mixtures were used as drivers for xmono.

Thin platioum film gauges, mounted on small glase plugs,

recovded the dme of passere of the shock wave ovey given positions
alomg the tube {refer to Fig. 1). The wﬁzﬁiﬁiﬁﬁ regponses of two
flln gauges adjacent to the test section, fed fnto e Berkelsy 7260
tirse {nterval erystal connter vielded the shochk Mach number at
the test section to better than one poavcent. The attentustion of the
shock wave during its propagsation down the tube was determined
by displaying the signals from a series of film gauges divectly onto
A Tekironix 551 dual beam ogscilloscope.

Largely by trial and errer, the sbaclute leak rate of the tube
and its nssoclated gas handling equipraent was reduced to loss than

Bow m“%

microns /min. , which was folt to be adeguate in comparisca
with the outgassing vate of about 2 = 107 Zmiwm@ {ein. which prevailed
even after heating the entire tubs to 100°¢ for several hours. To
combat the introducteon of impurities via the outgassing, the test

gas was allowed to flow continuously down the shock tube from s

valve near tho mouih of the durmyp tank {as shown in Pig. 1), to a
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valve asar the disphregin, at vates as high as 1000 times the
outgassing, These valves remained open until slammed shut by
the paseege of the shock wave over their poris. The ultimate
impurity level provailing in the gas 8t the time of passage of the

shock front was veducible by this technique to about 1 past in 107,

IV, APPLICATION OF MECROWAVES TO THE
DETERMINATION OF BLECTRON DENSITY AND
THE REDUCTION OF EXPERIMENTAL DATA
The ionization density of the gas was measured by a trangverse
microwave prove operabing at a freguency of 24Kme (X band)e The
microwave probe used in Gds sxperiment has been described in detail

FE L
ﬁaewﬁwwa % 15 and will be reviewed only byielly hore.

1. Imtersction of Milczowaves With Plagma

For o uniform ypedium of finlte conductvity, but & net charge
deneity of zero, Mawwell's equations can be manipulated to give a
harmonic wave equation for the electric feld &,

VEE 4 xlr1citS 18 s 0 {22)

where W is the impressed angular frequency, k= Wiy, e )" 18 the
vacuum propagation oxponent, ¢ le the dlelectric permittivity, and
o is the electrical comductivity., Assuming propagation in the =

direction, the plane wave solutions are given by

-
f’j a I @ﬁwﬁ%i‘ 5}

o {23}

1
where E = ka€3~igs~!evggj? (24}
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Hare we take the point of view that the fisld induced
oscillations of the free clectrons are a rseal current giving rise to
a conductivity of the medium., Next, we relate the conductivity of
the ionized gas to the average drift velocity of the electrons by means
of the two fluld concept where the lon current contribution is neglected.

Solving the equation of motion of an ‘ensemble-average"
electron,

- - o iwe
mvy + om \}cvd = eLe {25)

for the drift velocity, we arrive at the complex conductivity of the

medium: ' 2
0* i} ne v, ) m@z ) e “}p 26)
| 2] miv, +iw) ve t iU
whare “’p = {(n ez’/ € m)Z/Z is defined as the electron plasma

frequency, n is the free electron number density, and Ve is the
effective collision frecuency.

The quantity Ve iz an effsctive collision frequency for
momentum txam’f@r of electrone on heawvy g:eart:idme. The explicit
evaluation of v c from atorn cross-sections has been discussed by
Massey and Emrh@p(é). Chaprmann and Gawlingew’. and Schulmaé).
Vo €an be estimated from the single particle momentume-transfer

{diffusion) cross-sections 4 averaged over the appropriate electron

distribution function

ve T ) N, IV B 1)
€ - i T4,
j J
where N, is the number density of the j-th species of heavy particles

3

(molecules or ions). Actually, the effective v, wmay be evaluated

from two simultaneous microwave measurements on the gas of interest



4

and need not be known precissly in advance. A cruds calculation
was made using the scattering cross-section given by iv"ﬁ:ival(”) which
gave a value of \ _/ @ =0.025. Avalueof v /uw =0.03 was
cbtained using absotption cosfficient data from Nwmand( 5). These
estimates arve lower than the average measured values by a factor
of two to ten, but are iandicative of order of magaitude agreerment
within the accuracy of the calculated estirnates.

Substituting (26) into (24) and separating into real and

imaginary parts, the propagation exponsat is

o

ko= e /M2 frawy vp-mE e PR _su )P MR e

ko= 022 (e my - e 2R 10 0® ) Y )
where

Fo= (og/w)l 1+ (v o)

Essentially, these two functions, kr and ki’ completely describe plane
wave propagation in an lonized gas of free electron density, n, and
effective collision frequency e

To use these expressions one must consider the particular
experimental seteup, which will impose certain boundary conditions
that must be satisfied. For example, for the experiment under study
here, the plane wave train would have to travel through two air regions,
two glass regions, and through the plasma itself, so that there would be
four boundary surfaces on which conditions rmuat be satisfied. By
making the glass walle half wavs plates reduces the problem to the
simplest possible geometryém)-—-»ehat of a plane wave incldent normally

on & uniform plane slab of lonized gas as shown in Fig. 2. Allowing
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positive and negative traveling waves of the fora,
1]

and satisfying the boundary conditions at the two interfaces which
require continuity of the slectric and magnetic components of the
total wave flelds, the following expressions result for the complex

reflection and transmission coefficients:

2 # &
$ g -
Er i¢R (ka‘k: )(@ima&-ﬁikL)
= . 7 LT o
.&;ao { 4+ kg)uﬁz‘gk Lt - 43{ - k*)a 3-£k L
(3] [+
s ik L
, R 4k k &
praesewa -3 T (] - 2 QBI)
3 ’Ew
M
Eo S Ll Rt N Bt

where R, T, and ci)ﬁ. and ¢‘1“ ars real scalars and the notation is

that given in Flg. 2. Since most microwave datection devices measure
ol & . X .

power, T , K, cbﬁ. % are the measurable guantities of interest

where ¢, and ¢ are maasured by an interference of the reflected
R T v

or transmitted signal with an undlsturbed compounent, for example:

i 4 Ra - zz%,mwﬁ

g
1

R
(32)

Py = 1 % - 27 cos ¢ g

Solution of equations (30)«(32) using (28) and (29) were obtained using

and IBM 7090 c@mp@mrﬁm and are plotted in Fig. 3 to 6 for a slab

of width L = 4 ) o which coincldes with L of the experimental set-up.
In the cases shown, for very small ratios of collision

frequency to field frequency, v cl w , nearly periodic fluctuations in
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RZ and ”i‘z pceur as the free electron denaslly increasas from zero.
These arise from intorference betwsen the primary and multipass
signals, ae in a conventional paralleleplate interferometer. As the
resonant slectron density z:xp iz approached, the attenuation increases,
discriminating against the components which make additional passes
through the slab and the interference dlpappears. These interference
bumps also become less ;gzammcéd for the larger collision
frogquencies where serious damping sets in befors the surface
reflections become significant,

£

2. mmgzﬁ, of the XMlerowavs Probe.

In order for the above analysis to apply to the experimental
sete-up, the mlerowave probe must be designed to clogely simulate the
plane wave-plane glab geometry. The flrst of these requirements was
solved by a pair of spaeclally designed and maﬁ;s'::ézed pyramidal horns
looking at each other across the test section and sultably matchod to
the teat section walls, The planarity of the radiated wave front is
detevmined by the apex angles of the horn., The amount of longitudinal
component Lo the wave traln's magnetic vector depends on the ratio of
the width of the horn mouth in the iz‘; plane to the wamzfmgmu%. The
focusing and colllmation of ths radiated fleld in the near and intermediate
field regions where one must normally operate is8 a complex function
of both horn mouth dimenﬁmmamg). The horn dimensions selectad
st therefore be a compromise which best optimizes the field
pattern for the particular application of interest. For our particular
case where the ionization patterns are eszentially one dimensional in

the flow direction, the extent of the field in the direction parallel to the
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gas flow must be minimized while maintaining good field uniformity
in the transverse directions. A series of graphical studies, some
empirical data from earlier experiments, and certain near-field

(20) wore used to arrive at the horn dimensions

antenna calculations
shown in Fig. 7. The wave fronts radiated by these horns are calculated
to be plane within 1/16 of a wavelength. Subsequent tests on the fisld
patterns with both horns in place on the test section showed that 90
per cent of the fleld energy received by the detecting horn passed
within a belt extending one wavelength beyond the geometrical
aperture of the horne along the axis of the test section. Collimation
in the E dimension was very good since very little signal could be
dotected outside of the test section in the T plane.

The second part of the problem was solved by confining the
ionized gas flow in a rectangular, dielectric test section rnade of
pyrex. The test sectlon walls were reduced to effective half-wave
plates by adding to the outer surfaces of the walls pleces of dislectric
material tallored to make the combination of wall plus rnatching
elament reflectionless. sm“‘%’ has shown that reduction of the
container walls to effective half~wave plates reduces the problem to
the simple slab problem. The talloring method used was to cut a
geries of rectangular slots across the face of the matching pleces in
the direction perpendicular to &;a@ ii vector {rofer to Fig. 7). Bya
trial and error procedure the net reflection of the pyrex walls and match-
ing pleces was reduced to about one per cent.

Thae two microwave circuits vaed in this experiment are

shown in Fig. 8. The transmitted amplitude was measured by a
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tunable crystal detector attached to the receiving horn. The reflocted
amplitude was measured during part of the experiments by a crystal
detector on a directional coupler as shown. It was also measured
using a matched magic tes in the balanced arwm clrcuit alse shown in
Fig. 8.

Since this experiment was conducted primarily for low
electron densitiee the reflected phase was not used., The transmitted
phase was measured in a unique way that differsed from the normal
interferometer circuits. After the directional coupler circuit had
been matched as closely as possible, a smell mismatch was Introduced
gt the transmission termination. A second disturbance was then added
by the stub tuner preceding the firet horn, of such a size and phase
that it just canceled the other, making the amblent zignal sero as
szen by the mﬂactiﬁm detector on the directional coupler. Subsequent
introduction into the test mm%@n of a2 gas of elcciron density solbw that
no reflection occurs, produces a phase change in the srmall signal
which returas through the gas from the far mismnmatch which is
sufficient to unbalance the oviginal null at the reflection detector,

Thus, as the elactron density Increases, the response of the veflection
detector is a series of periodic maxima and minima which ars
observable befors the actual reflection from the ges becomes significant.

The electron densities for the osccurrence of these maxima
and minlma are caleculated in the following way. Consider the idealized
circuit shown in Fig. § where £y is the reflection due to the stub tuner,
T, is dus to the r@ﬂwﬁmg from the flret air-glass-gas interface, £y 18

due to the reflection from the second lonized gas-glass-alr interface,
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and L is the reflection due o the transmiszion termination. We can
combine these slgments by letting Rﬁa =y tory be sverything not
going through the gas, :@ﬁ: = Py b ¥, be everything going through
the gas, and R be the net reflection seen by the detector. Initially Ri
and };%,;; are equal in amplitude and phase so that R is zero. ?‘3' R.g.
and R are related by the following rslation:

ﬁa - ﬁa + %‘E - :‘;*g g’ﬂ S O% A (l) (33)
= l 3.3,2 4 z ‘sg S Sl

In general, continuing the assumption that significant 4¢ ocecurs

before Zi%.a changes,

3 e .mg
By, = R’E @xpﬂ-&i@isﬁ) ~ F‘*ﬁ‘ ' {34)
Thus,
r® = RPq1 4+ 7% o 27%cesnd ) (35)

ooy o o @ L 3 e Z g g e
To find the maxtins and minlina o 27 {a ¢), differentiate {35).

@ ] >
d(R/R,)" , T d(x") 2 |
=z 2T s = 2 e COSA ¢ 4 2T sinA ¢ = 0 (36)
dla ) afa 9) da{a o)
s
oF, slnad = 23 AT { Cosh § o ;1”“‘)
TY dlad)
apn T3 2
d{a ¢ )

Evaluating a(ln T2) / d{a ) from typical data we find a value of
approximately - 0.15. ZAnowing the ’E‘Z at which the maxima and
minima occur we solve for 4 ¢ to find the iizet few pointa:

Ao . = 2.906, 9.240, ...,

= 5§.§€93. 12. 4’55’.0:0

and & ¢ main
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Now relate 49  to the changs in slectron density o the

o - 24N ) = 2a{k -k
= 2dk_ (1 - K_) {38)

Solving for ¥,
K, = 1 =« {(aé/2 )} Jj29) {39)

where x@/m = 13 for our case. L iz related to ths elaciron density

in the following way:

i2

Bo= 7461001 -k )0 1o+ (v fw)Pl (a0)

r

Thus, n is known as a function of AP and Vv ci W o,

3. Interpretation of Txperimental Data.

This experiment then consiste of monitoring the reflection,
tranamission, and pm@@ shifts of the microwave beam as functions of
time after passage of the shock wave. 4 tracing of a typical cecilloscope
record of the microwave responsge s shoen in Fig. 10. The upper
beam records TZ, RZ, andten times RZ using a type M Tektronix
amplifier plugein. 4 photecell was used to determine the arrival of
the shock wave at the microwave horns and is usually recordad on the
lower beam (not shown). The reflected signal first sxhibits the small
iﬁt@ﬁamm@ bumnps described above as the electron density increases
vahind the shock wave before the reflectad magnitede itself has become
appreciable. It can be seen from the tracing that the reflected amplitude
bacomes significant 'm’sly after ng has reached zero. Using Figures 3
and 4, v ci " can be estimaeted for the particular gas and Mach

mamber range under study. The precise value of v /. zequired is
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determined by the following :malching technigque. Since ¢T is relatively
insensitive to v cf w , @& graph of n versus t {shown in Fig. 1) ia
begun with points calculated from the observed positions of the little
maxima and minima in the early portion of the reflection trace using
the estimated value of v Qi!:ﬁf . The R‘?’ response is then reduced for
a range of v cl w  wvalues near the estimmated value and the resulting
curves are added to the n versus ¢ plot shown in Fig. li. It can be
sean that the curves civerge from a common value of » at the lowest
detectable Rg. Finally, the ‘E‘z’ response is also roduced for these
same values of vcl w  and then the Z&:"a curve is selected which vest
overlaps the ¢T bump peints for low n and extrapolates through the
corresponding Rg curve for the higher n. This curve fitting is found
to be quite vnambiguous. I a different value of \)c/ W is chosen, the
’2’2 curves would deviate noticeably from the end points and slopes
established by the 4%3: and &2 curves for the same value of v.ciw .
The value of \;e/ ®  chosen was found to be almost constant for data
taken with the same gas at a constant initial pressure sven though the
temperature range was quite broad. This composite curve ia then the
vncorrected n versus t variation for a given test run. The next step
is to correct the measured guantities to accovnt for experimental
departures from the plane wave~ place slab ldealizations.

The first covrection involves the crystal diodes used to
measure the microwave epergy. Ideally, tho crystal detectors are
square laWe but in practice the detectors respond caly approximately
to the square of the local field amplitude and must be calibrated in
place at the signal level, carrier frequency, and response frequency

typical of the actual data. This calibration was accormplished by
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using a precision &ﬁ;mmaw? in the microwave clreuit {showan ln Fig. 8)
and results in the typical curve showsn in Fig. 12 for the tranemission
crystal. A simdlar curve results for the refloction crystal, The
dats polats shown are for several calibratious taken at periodic
intervals of time over a period of three years. :ssentially the
crystal response characteristics remained constant within a few
per cent under the operating conditions of this experiment. This is
not always true so that cne must be sxiremely cautious ln applying
crystal detector corvections.

Next conslder the corroections for the deviations of the
prabing field from a plane wave. The main complication introduced
by & curved wave front is its vulnerability to refraction resultiag in
a reduction of the transmitted signal. The first refraction effect
arises from the distortion of the radiation pattarns of the two horns
by the introduction of a gas of lower index of refraction into the test
section. Lacking any permanent media of refractive index lowsr than
one with which to calibrate the probe against this effsct, theoretical
calculations of near fleld horn zaatt@rxmmg), which indicate that the
field intensities on the horn axis in this regien scale as the product
of wavelength and axial distance from the horn mouth, were used to
estimate the rofraction losses. A series of calibrations were then
ade in which the received signals were obtalned as a function of

horn separation. From this and the relations between N and ’TESZ

wan fn U ab calculations, the refraction lesses were cal .
glven in the 812 ations, the refraction losses were calculated
Flg. 13 shows the resulting plot of change In power received by the

raceiving horn as a function of distance betwesn the two horns. The

actual fizld pattern intensity oscillated quite rapidly with slight
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changes in separatiou distauce when the horne wery soparated by a
distance less than approximatsly {our wave lenglths. The msan curve
of this inteansity euvelops was used to corract the transmission

2

chazracteristics, ‘The corveciion lnvolved varisd from sero at 77= 0
and L. 0 to about {ive per cent of the total transmassion at an
intermediate value, small encugh to justily the somewhat cavalier
treatment of i in this situation. Tor lese favorable gesometries, or
less well collimated horn fieids, moro detailed calibration againet
this effect could be roguired. Rsfersncing the chaunge in decibals to
d = 5 cm, the correction was applisd as {ollows. Hnowing the
relationship between )\  and clectron deansity o {or bDetween k and n,
Zgrie {28) ), for a given sloctron dansity in the test section the spacing

between the hovus, x , can be determined and the change in decibsls

valoulated, wherg,

aB = ef«.‘zzﬁ)x - (E;éiﬁ)d =5 em ° {41)
Then using the relation batwesen ADB and ’1“3.

ADB = 101leg (I/T)° (42)

the corraction to the transmission curves is then,

&

#

1 - (1Tl (43)

By applving the cryetal correction and the horn separation correction

to the ?2’ and 222 curves plotted in Figures 3 and 4, the curves for Ta

, & . R
and R° hecome as shown in Figures 14 and 15 where §../ %1 and
B e

5 o

are now the veltage ratios that are obtalned from the

R Beotal
oscilloscope records as a function of time.

Next, one must consider the deviations of the lonization

profiles from a plane slab. The @emitivﬂty of the probe to departuras
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{rom the asswmned plane slab lonization profile, parsticularly tonization
gradisnte in the direciion of propagation, is clearly a crucial polnt.
Tha obvious concern is that the gas dynamic boundary layers and/or
the electrical boundary effects will replace the assumed discrete
interfacss by sracoth transition zones of sufficient depth to cause
first order deviations {rom the plane slal solutions. Albiai and Ja%;m(m)
have studied this problem in detall and found that the solutions for
zlabs bounded by transition zones in excess of about 0.2 )\e diffor
significamtly from those bounded by sharp interfaces, I the gas

sample i3 more than 2 few wavelengths thick in the direction of
propagation, }‘;%.2 iz affectsd more than ’}?Z, sirce the latter regponds
mainly to the integrated path properties while the former responds
mainly to the first surface. As this surface becomes more diffuse,

decreases and ‘“E’g increases. Spocificelly, for the dimensions
and perameters given above, Rz would be about twenty per ceunt lower
and 'Ea zhout {ive per cent higher ln their raid-ranges Uf transition
sones of 0,25 o replaced the sharp interfaces.

Clearly then, the dependence of the raeavurables on the

chavacter of the boundary regions can lead o rnis-interpratation of
the free stream elsctron density and collicion frequency. Unfortunately,
the gstlnation of the boundary layer thickassses are seldom straighte
forward and caloulation of thelr detailed profiles is usually impossible.
The gas dysamic boundary layer profile is pertinent only if local
ionbzation equilibrivm pervalls through it.  The clectros density profile
due to ambipolar diffusion to the test section wall {2 more appropriate
bt mere difficult to evaluate becauee of uncertain atomic cross-sections

in the reglons of temperature gradient and unknown electrical boundary
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conditions at the wall surface, In this experiment, boundary I&y@rwa)

(23) caleoulations were used to deterrains the

and ambinolar diffusion
upper lmits for boundary laver thicknesses large enough to alter the

Ra and ¢ significantly. ¥or a laminer boundary laver and a shock

spead of 2 « 10° emfsec, ot 250 ysec after passage of the shock froat,
the houndary layar thicknser is caleulated to he approunimately 06,25 em
which is clearly lower than the critizal limit of 0,25 A o+ For even
the waakest rhocks, the laminar boundary laver thicknesses were
ealeulated to be halow about 8,2 2 o ir all cases for times less than
about 209 psec. By restricting ourselves to laboratory times lass
than about 200 psec in all cases and below 100 usee in most cases, the
effoet of these boundary layers can usually be naglectad in the study of
initial lonlzation ratss. The manifectation of this hourndary laver effect
would be a drooping of the » verzvs t curves deduced from the
measurablaz R and 4’,1,,, below the compoesite curvs in Fig. 11 for long
times in the flaw behind the shock when the houndary laver thicknesses
have bocome large. "uch behavior iu indeed seen in isolated instances,
but never enough to justify alteration of the composite cur

Since a gradient in electron denzity 2lso exists in the axial
direction behind the chock wave, ths microwavse hearm could he
refractad in the awxis] divsction cansing the manoured Ta to be roduced,
Congldering an idealized two dimenstonal pleturs, the radius of
cnrvature R is velated to the iodex of relraction in the usnal wa
dy: ok {44)

whers the Indew of »afraction iz 2ofined az

o= ol = ok fu o= B u!?fcq {45)
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The real part of the propagation exponent was defined

previously in terms of w?! o and vc!m '

®, = K/, = (1 =(e o) 1Y w0y fu) (4

wheore the plasma frequency is related to the sguare root of the electron

denaity:
v, o= S.bkx 10% (512 . (47)
Than,
dpjdx ~ 72107 dnjax . (48)
Conslder an extrerme case where nix) goes linsarly from Oto 3 x wj"aczm"'3

across the geomaetrical aperature {which would ba the case approached in
the neighborhoed of shock “Mach numwber 10 which is not reached in this
experiment). This would then give,

dp/dz ~ 0,1 cr,‘;fﬁ

Bos o/ (dpidm) < (/a2 10em (49)
Tha deflection of the canter of the heam at the far side of the test section
would then be approximately 2.5 cm which is equivalent to approximately
one horn aperature at this extreme case. This deflection of the micro-

IXiias= 2

wave bearm would case the measured T to be smallsr than it shovld be
and as a result, the ’:{“2 curve would deviate slightly balow the cornposite
curve. Ina few shots into kryptou wﬁm:e the Mach nurnber was
extrernaly high, above Mach number ten, this slight drooping of Tz
balow the composite curve was ohaservad., This data was not considared
Is any of the caleulations and doss not appear in any of the presonted

results and is mentioned oaly to show that this effect does become

extremely important at very high electron density gradients.
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Having now considered the influence of the deviations from
the ideal microwave probe on the electron density distribution, the
non-ideal conditions existing in the shock tube which might influence
the experimental results must be discussed. The electron density
distribution as a function of time, obtained from the microwave
records on the oscilloscope record, must be corrected to account
for the fact that the shock wave is decelerating as it travels down

the tube.

V. SHOCK ATTENUATION

The electrons that are measured by the microwave probe
began life a considerable distance up the tube from the test section.
Since the heated gas is hotter behind the shock wave up the tube from
the test section, the resulting electron densities are higher than if
the gas had been heated at the test section. >Since it is desirable to
reference the measured electron densities to the test section
conditions, the temperature history behind the shock wave must be
determined,

By measuring the shock wave arrival times at several
positions along the tube, the shock attenuation can be determined
and consequently the electron density correction. The shock wave
arrival time at a given position along the tube was determined from
the rise in amplitude of film gauge records, On some of the runs,

two crystal counters were used to give additional data and to check
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the data obtained from the oscilloscope vecords. This film gauge
method iz thought to be adequate for Mach numbers below about
8. 5. Above this Mach number the filva gauge trace goes negative
before going positive. The positive amplitedes iz due to the rise
in temperature behind the shock while the negative dip at high Mach
numbers may be due to precursor electrons since the characteristics
of the negative dip corvespond to oscilloscope traces taken by A, J.
E:ieﬂy(zm in observing precursors by means of 2 gauge on the side
wall of the shock tube. The negative dip of the film pgauge record
was present even in the absence of a driving current so that the
effect is an slectromagnetic one and is not entirely due to a shorting
of the gauge. Above Mach number &, 5, the value of the shock
attenuation wasg determined by using the polnts where the film gauge
traces went positive. Attenuations uwsing thie technigue agreed
quite well with expected values from comparable shock tubes at the
same conditions and with extrapolated da:m from the runs below Mach
number 8. 5. From this information the slectron density correction
can be determined and applied to the measured nft) curves. The
temperature history corvection to the electron density was carried
out in the following manner. Assume ag a first approximation that
the simple shock tube theory applies with the conventional x, ¢
diagrars ag shown in Fig. 16. Also assume that 2 small velume of
gas, passed over at the position 2 by a shock wave of Mach murber
Mi’ remaing at the temperature ”E“i
Since the time difference té -t iz the tlme measured in the

ag it flows by the test section.

laboratory and T . T @( M o ) ig the calculated temperature at
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the tost section, let the temperature Ti be expressed in terms of
these known quantities. All temperatures are in region 2 behind

the shock wave. Dxpanding T i in terme of the test section conditions,

ToOMIxed T ) = T (M, ¢ (dM/dx)x - x )]

(50)
= T {M, 1+ (/M MM/ - % )]

where the brackete denote that the temperature behind the shock wave
is evaluated at the shock Mach number given in the brackets.

Let A = (/M a}{ﬂ%ﬁ.lé&s) be the shock attenuation per
meter and rewrite in terme of the laboratery time behind the shock,
¢! -« t . From Pig. 16,

¥ o=k, = Vo, = t)
= ¥, Hti-e&)-{tg-ﬁa}] (51)
and, ® o=ox, o= Vo (el - t) . (52)

Eliminating ( i:i -t ) betwesn the two sxpressions,

v‘e?
B =%, = . {ti-f:@). {53)
Vsi V“2 -1
From shock relations,
Py
Vaa\’@-uzxvgﬁlamgg) {54)
s0 that,
Ve i
« i = . {55)
V2 Pajfy = *
But, o [y + 1) Mz 4 Ma
= = for v =5/3
41 z
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Thus, we arrive at the desirad result,
3.3

3 o 1
T, = T (Mg [} 4 AV, (€ - t) 171, {50)
M 4 3

Assuming a bi-atomic process as the dominant process,

the rate of ionization is given by,

o= sf:;*rg ampi-?ﬁalkT) (57

where C {g a constant dependent on the number of particles per cuble
centimeter and the molecular welght and £ is the temperature exponent
which ig 3/2 for the choice of cross-section used in this paper.
Particles passed over at position g by the shock wave are assumed

to remain at temperature Ti + 80 that when they pass the test section

at time tg the ionisation lovel is

Al
"Si ‘ % -Ea!m%‘?i
%Qtp = ::éi dt = ¢ ‘“if‘ﬁ @ izi - tg} . {58)
?
i

Had the shock wave remained at uniform strength corvesponding G
value at the test section, ionization would have been lowes, namrely,

gg%i) = A T% { ﬁg - & ) eup { - E&ﬁgfg@} (59)
so that,

s of A

. & i - 1

™ $ N

Since the euponen

tlal tovm is dominant and QT@!‘E‘%BQ = 3 for the
temperature range in this experiment, the ratio of the temperatures

was neglected for purposes of this corraction.
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The proceduve used for the attenuation was then to messuse
the shock velocity, caleulate T a angd Ty i&% a.:%sj using the meagured
shock attenns

tiom fantor A and then correct 2y ﬂéﬁg ¥, which §s the
measured slectron density, to the true electron density growth Eﬁ’iﬁti}‘
The procedure outlined sbove and used in this cxperiment was able

to determine shoek arrival times within one microsecond wiidch

pave an evror in the caleulated termperature T of spproxdmately

50%¢., This uncertalnty in temperature corresponds to & maxdoauwm
ervoy of lees than 15 per cent ln the sloctron donslty covreciion.
Besides the uncertainty in the calevlated terperatuve at
the teat soction, thers s also the uncertalnty in determdnlng the
attenuation factor that appeare in he correction. An osrvor in
determining this within a factor of two for o given data polnt could
introduce a maximum error of approximately five ww#w&% in the
electron density covvection, Thus the total electron density evrop
could be shout tweaty per cent wader the worst possible conditions.
However, since wmoest of the plote used in the luterpretation of the

date invelve log & the polnts would be shified at most 0. 22 unite

ﬁ;ﬂ@
on the curve ghown in Fig. 19.

The uncertainty

in ¢eroperature bdetory would asccount fov
some of the scatter in the date and may account for the waak
pressure dependence which will be discuseed latter. For most

6 the nocertainty i¢ not as large as the
warabere quoted above and sertainly not largs enough to causs

sicpificant changes in the final experimental resulta,
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The electron density growth, nit), as a function of dme
after paseage of the shock wave is linear from the ovigin {as
shown in Pig. 17) where the orvigin is defined as the earliest
meagurable tme. The {act that the curves axe linear supports
the assumption that the atomeatom collisional phase is the relevant
process for the temperature range and tlme scales considered in
thiz experiment. Since it will be shown later that the two step
atormeatom collisional process is the relevant one, we can attach
BOTN mgnifi&ma& to the fact that the curves ave linear froum the
origin. This means that the initial induction period for the bullde
up of the steady-state ﬁﬁ‘ population iy shorter than the earliest
measurable tizae of this ewperiment. The earliest measarable
time is equal to the tluae that the shock wave requires to pass
from ome edge of the microwave horn radiation pattern to the
other edge. Typilcully, this passage time is of the order of one
miicrosecond, so that the induction period must be less than one
microsecond.

Absolute raies of lonization ave very slow. It takes
approximately 100 1sec to reack the clectroneatom collisional
phase {point where the atomeatom lonization rate evuals the
electron-atomn ionization rate) at 9050%%¢ in argon as showa in
Tig. 18, TFow 5000%%, it takes approximately 450  sec to veach
the elecirone-atom phase. Tor 6500°%, the time reguired would

be about 88 millisec. Since the testing time available in the shock
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tube are generally shorter thao the reguired times to reach the
eloctron-atom phase for test gas temperatures below about %@ﬁ‘)@%ﬁ.
the ohserved u{t) curves are lnear theoughout the tosting period.
Absolute rates of lonlpation varied from approsimately 1.6 = wig
¢0 7.5 2 108005 3pec ™

5500°%2 and 9600°%.

over the range of temperatures botween

g 19 shows a plot of W b as o function of 1/RT for the
initlal teot pressure of 5 maom Hg In argon. Using :@qz:a, {1z}, the
activation encrgy, £, was caleculated at a valuo of KT = 2/3 ev
and found to be 1. 9 % 0.5 ev.  Well wAthin the anporimental error,
this value colneldes with the first exclted clectronic state value of
i, 55 &vﬁm rather than the feset lonisation potential of 18, 75 ev,
This io stvong evideuce foz the two step stom-atorn collislonal
procese belng the dominant process for the mperature yange

considarad,

The pressure @%mﬂﬁ%&y o€ the ionisation rosction i go wild
in compariscon with the exponential terperature depondence {(Egn, i1)
that the prespuve dependence tende to be obrcured by the random
Ductuations introduced in the data by slight variations in ispurity
level awd by uncertainties in the thermal history, i ., atteouation

of the shock wave. Tig. 20 shows the pressure dependence for

argon obiained for the very purest experiments. Within an admittedly
broad uncertainty, the eloctron density growth, h, i proporiional

to the pregoure syuased,
The results quoted above were derived from the purest
ambient genes obtainable to date with the pumplag and Qow system



deseribed previously, Rearller data, calien with lower purity zas

diffars frowm this In the absolute values of the lonizatiog rates and

in the apparent activation energy cxtracted from the per rd=Yog

plots fn amounts depending en the speclile purity level. As shown

in Big. 21 for the case of argon, as the bupurity decroased from about
100 parte per million to ten parte per million, the absolute level of

the ionization rate decressed while the activation energy remained
cggentially constant at a value of &, 3 wideh (o slgnificantdy

below the first ewcited state in avgon. It was aot until the bopuarity

level wae reduced to 0.1 $0 5 parts pey llllon that the activation
caevgy and fhe lovels of londzation quoted plove were obtained.

#ing the course of the experineuts, the fow systam
anderwent several modiflcations when preliminary data gave
results depending oa the specific Lumpurity levels, The thres dow
systems that evolved ave compered in the following table for argon
at pressures of 3, 5, ¥, and 13 mxa Hg., Tho purity levels iisted
are based o perfsct miwing of the Lluopurity leaking into the wescarch
grade gas stream. The va‘iwa Ligted for fow syster I bxlcate
that the impuritics of the test gas will be due primarily to the
impurity level of the rescavch-grade gas, Flow systerm I was
used for the majority of the experiments so that the regults obtalaed

ave for gages of purities of vae part inl ?. Incrensiog the dow

zate by about a {actor of thren completely changed the experimental
wguzm. as can be soen by comparing Mg, 19 and Pig. 2. In opder
to insuve that impurities were no loageyr sipnlficautly affecting the

ragulis, the flow rate was further increased by a factor of five., As

can be seen from Filg. 19, flow systoms I and I gave essentially
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the same resulte for an initlal pressure of 5 vam Hyg.

FLOW 8YSTEM COMPARISON TABLE

Flow Py 3 ram Mg Fy= 5 mara Hy Fym 10 zaen Hg Py 3;,55 warn Hg
Syetem P i oy 1 B 1 ¥ 1

2 io a ?o ﬁ 30 %? %"? - hadeadad g 1@- 3 ié 23

ﬂ - - s i - - &. @ 2». E’gn?s. @ 5 - - 3éa é ﬁo ?

I 2609 0,510 35,2 00 24.0 98,4  Oulel.2 eese new

{F)= 1ot Flow Rate in particles/cc/aec

- Using the experimentally determined values of oo Lam.e (9)
and Zgn. {1 1) were used to calculate the previously defined cross«
sections Q and C. The results of these calculations are showsn in
Fig. 22 and Fig. 23. The significant thing to notice is that both Q
and  decrease very rapidly with temperature, suggesting that a more
exact cross-section should be chesen in Eqn. (7). Furthermore, the
dependence with temperature appears to be exponential, An exponential
form of the croes section was assurned and fitted to the experimental
data. However, due to the fact that kT << ‘:";& ., there are very few
atoms with relative energles greater than B, Asa result, the tail-off
of the cross-sections with energy cannot be obtained accurately enough

from the experimental data to establish the parameters of the exponential

crossesection. Also since the exponential temperature factor dominates
the rate equations, the accurate determination of the magnitudes Q
and C again may be obscured by the random fluctuations of the data as

wag the case for the pressure dependence.
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The cross-section O o and the cross-section determined
from the parameter C are defined with respect to the threshold
energy and as a consequence include only colliding particles with
relative energles greater than threshold. The definition of cross-
section that may be more familiar involves all of the particles, even
the ones with energles less than threshold, and is related to the rate

of lonization in the following way:

a o= NT O (61)
where O i now the “total" cross-section and ¥V = QI@E@T!M)UZ s the
thermal velocity of the atoms. Using this equation to calculate ©
from the experimentally determined rates of lonization, we arrive at
the resgults shown in Fig. 24. The cross-section, O, varies from

27 .nd ac T =5700%% to 7 x 10"%%cm® at 9600°K.

appreximately 10
Empirically, for the lower temperature data,  appoears to have an

exponential temperature dependence given by

o . z2xio"fl - Te2/kT 2 (62)

It is of intereet to note that the cross-section ¢ for argon is less than
the cross-sections for krypton and xenon as one would intuitively
expect, but that the cross-section parameters o and © for argon are

greater than those {or krypton and zenon,

2 Krz Ewa.

The n{t) curves for krypton are linecar from the origin, as
shown in Fig. 25, again supporting the assumption that the atome-atom
process is dominant. The rates of lonization for krypton are also

relatively slow, but are faster than the rates in argon. ¥or a gas
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termmperature of 5000 @K. the clectron -atom phase is reached in
approximately 60psec, while for 8000715, the time required is 200 usec.
The available tesing time in krypton is significantly longer thaa for
argon, allowing lower temperature experiments to reach the electron-
atom phase. Absolute rates of ionisation varied from approximately
0.05tc 3.5 x w‘f’ cm'ssm"i over the range of temperatures considered.

Fig. 26 shows a plot of ln n as a function of temperature
for the initial pressure of 5 mm E%g Using Hqn. (12), the activation
energy was calculated for kT = 2/3 ev and was found to be 10.4 fo.s
ev which colncides with the firat excitation potential value of 9.92 ev
ratheyr than the {irst ionization potential value of 13.99 ev. As in the
case of argon, this indicates a preference for the two-step process
rather than the one step process.

Again, as shown by the data in Fig. 27, within experimental
srror, a pressure dependence of Pg is obtained. The solid curves
indicate a theoretical spacing of Pz’ from the 5 ram Hg.

Gas purity also plays an immportast rols in the case of initial
rates of lonization in krypton., Mass spectrographbically analyzed
Ikrypton was used in the experiments. Impurity levels of the gas were
of the order of one part in 2@?. Several tests were made to determine
the rates of ionization for no flow at initial pressures of 10 and 17 mm
Hg. The results are .‘pmsm@teé in Pig. 28. The rate of lonization was
increased almost by a factor of four while the activation snergy remained
constant. Thus some unknown impurity increased the rate of ionization
for the no flow condition over the flow conditions. The rate controlling

mechanism, the excitation of the krypton atoms, remalned the same.
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Cuite by accident, a controllsd impurity experiment was
conducted during the 5 mun Hg series of teste. Tests using a
borrowed cylinder of research grade krypton yielded a much higher
rate of lonization than tests using other cylinders. Upon analysis,
the cylinder was found to contain 1. 59 per cent benzene. Results
of this series of teste ars presented in ¥ig., 29. The rate of
fonization was increased by a factor of almoset 70 by the addition
of the benzene, while the activation energy remained essentially
the same as in the purest cases.

Figures 30 and 31 show the magnitudes of the crosse-section
parameters obtained from Zquations (9) and (i) for %:}g@ and C. Again
as in the case for argon, Q@ and ¢ decrease very rapidly with

-19 . &

termperature. @O varied from 6.8 to 3.3 = 10 m  and C varied

19

(9% £:4.8

from 0.9 to 4.0 x 10" “jev. As for the argon case, C and Q,

appear to depend.exponentially on the temperature. The crosa-section
£or all particles, (O, defined by Egn. {61) is found to vary from 7 % k@'Z?
e'zmg at 6000°K to 2.5 = m'%cmz’ at 8000°K. As shown in Fig. 24,
) appears to have an exponential temperature dependence given
approzimately by

-6’3@ "'?. 4!3&&“ ﬁ

o 1.2 2190 @ e .

2

3. XHenon.

As shown in Fig. 32, the initial slectron density curves are
linear o time from the origin indicating that the inital ionization is
again due to atome-atomn collisions in the gas. At the highest
teraperature levels of this experiment, the electron-atorn phase

wag reached very rapidly and the rate of ionization cbserved is
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probably due to a comblnation of the excitationeionization process and
the electroneaton: process, The electron densitizs plottad here are
only the part due to the atomeatom phase where the n{t) values are
taken from the mean curve for 5 mm Hg in Fig. 33,
The rates of lonization in xenon are coneiderably faster
than these in argon or krypton. Absolute rates of ionization in xenon

16

varied from about 0.1 to 10 x 10'° cm ™ sec™? for the termperature range

consgiderad. lonization rates wers obtalned only for the case of the
best flow system and Iﬁm' the highest purities using lLinde mass-
spectrometer analysed wenon.

Fig. 33 shows a plot of In & as a function of temnperature
for the initial pressure of 5 mm Hy. Using ©an. { 12) the activation
energy B for wenon at kT = 0,537 ev was found to be @gpr@xﬁm&t@iy
8.6 L 0.6 av which again coincides with the first excited slectronic
atate value in xenon of 8,32 ev rather than the firz¢ ionization potential
value of 12,13 ev. This value strongly suppeorts the cholce of the two
step atome-atom collisional mechanism given in Tau. {2) rather than
the one step mechanism given in Fgn., (1),

The pressure dependence in xenon may or may not be ;32
The data is insufficient to determine the pressure depecdenca. On the
basis of the fow poluts that are shown in Fig. 34, within experimental
errvor, there is nothing thet suggests a dependsnce other than }"g.

Flgures 35 and 3% show the variation of the magritude of
the cross=section parameters @;:3,@ and C obtalzed from Zoquations (9)
and (1) respectively. Again it is ssen that f’“‘?‘g and O vary significantly

=20 2 4t T = 52806 to

20

with temperature., O o Fanges from 0.7 % 10

9. 2

1.8 % w‘g ¢ at é@@@@@}%ﬁ, while © varies from 2.3 % 107 c'maf@v at
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«20

T = 8800%K to 6.5 2 10™°° com®/ev at 5000°K. The lines in Figures
35 and 36 indicate that the variation of O o 2ad C are almost
exponential with temperature.

The cross-section O defined by Eqn. (6}) was found

experimentally to vary from 5 x 1027 cm? at 5500%K to 3 x 10™%¥em?
at 8806°K as shown in Fig. 24. In a very approximate manner, Q

is found to bave an exponential temperature dependence given by

o ~ 5 % w-zs o 7.6/kT cmg

The crosse-section for all particles, , is thus very small for this
range of temperatures and re-emphasizes the fact that the rates of
ionization for the three noble gases, argon, krypton, and xenon are

extramely small.

VII. CONCLUSIONS

For temperatures of 5500°K to 9600°% bebind shock waves
in argon, krypton, and xkenon, the initial ionization is found to result
from a two-step collisional process which involves the first excited
eisctronle state. The choice of this process is supported by the
following @mp@rim@maﬂy determined facts:

l. The initial electrorn density growth with time
bebind the shock wave is linear from the origin.

2. The slope of the Arrhenius plot In & versus
fermperature yields an activation energy that is near the first
axcited state potential for sach gas.

3. The rate of ionization n is proportional,
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within experimental limitations, to P‘g o Nz’ as predicted by
theoretical considerations.

Purity of the test gas was found to stromngly influsnce
the abaolute initial rates of lonization of the three gases and to
gstrongly affect the activation energies, particularly in the case
of arvgon.

Shock attenuvation was found to be an extremely
important parameter in determining the correct electron
density growth with tirne. Very small uncertainties in the
termperature history of the shock-heated particles causes large

uncertainties in the absolute electron density measurements.
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Fig. 5 Transmitted Phase Measurable, F, = 1 4 TZ - 2T cos d)t , for

4+

a Plane Slab of Ionized Gas, L = 4 )\O



4AOF

3.5+ | -

Fig. 6 Reflected Phase Measurable, P =1+ R™ - 2R cos b for a
Plane Slab of Ionized Gas, 1L, = 4 ,\O



EN

™

)

N

|
|
()
O‘-—-I
O
3
AR
N A
|
1

%
H !

i
= i*—O.95 cm

REXCLITE MATCHING l

INSERTS SHOCK TUBE TEST SECTION
| , (PYREX)

20 cm \~|

2 \\X\

Fig. 7 Microwave Horn Assembly on Test Section



Fig.

TX

T
ﬂ H
H
| —— A
—4 < 4’, TS
T A Y
H

(b)

Two Microwave Circuits for Ionized Gas Diagnostics: (a) Reflection
Detector on Magic Tee; (b) Reflecticn Detector on Directional Coupler.
Notation: RK, Reflex Klystron; EH, E and H Plane Tuner: FG, Section
of Flexible Waveguide; FI, Ferrite Isolator; VA, Variable Attenuator;
CWM, Cavity Wave Meter {(absorption type}; T, Termination; ST, Stub
Tuner; SS, Straight Section; TX, Tunable Crystal Mount; H, Horn;

MT, Magic Tee; DC, Directional Coupler; TS, Test Section (dielectric).



RZ DETECTOR

/ Py | TRANSMISSION
STUB TUNER %NGE{/ DETECTOR
~ GAS
, / %
$ “-_~_ \__ -~ -~~~ “-_~_.
n N / % A

-
INITIALLY AFTER
R = IONIZING

GAS

FIGURE 9 INTERFERENCE BUMPS IN R

29



T2:] b

o |00 seC =

.
-+

<
s

1
i

10X R%=0 . ,

SHOCK f i
FRONT

Fig. 10 Response of Transmission and Reflection De

o

Mach 9 Shock Wave in Argon - Initial Pressure



04

0.2

i 1 L

1 i Il 1 ]
20 40 60 80 100 120 140 1860 180 200 220 240
At (psec) ——

Fig. li' Construction of Composite n(t) Curve by Identification of Effective

Collision Frequency (see text).



St

(OBSERVED)

So

0.9

0.8

0.7

0.6

0.5

04

0.3

0.2

O.l

55

POWER SQUARED
DEPENDENCE

] | 1 I 1 ! | | 1

0.l 0.2 03 04 05 06 07 08 09

V-\2
k (%)
CALCULATED V
o

FIGURE 12 IN26 TRANSMISSION CRYSTAL

CALIBRATION CURVE



56

NOIlVHVd3S NHOH SNSHAA H3IMOd NYOH €1 34N9OL4

AEUVX
o<c i 9l 14 2l 0l 8 9 174 Z 0
T I T T T T T T Ol-
dg-
— m —
-
JAYEND NVIN
Jd013AN3
H4z-
10
NN
7
7B
[ ANARNRNANNNNNNNN
e
WOLL1O8 ANV d01L S3.lvild SSVv19
SNYHOH YVTINONVYLDO3Y

JONVHD

'gq ‘43aM0d NI



58

TVNOIS d310371434 431034400 ST 34N9Id

Am.eUN.o_xV U ‘ALISN3Q NOY1D3T3

. 2l ol Q 9 t 2 0
U ! ! 1 T T - 0
Z 1o
1z0
1eo
1v0
1
1s0_"s
-}
<5 S
490
g2 ©
020 10
G\'O
480
oVo
160
coo0=""n




59

FIGURE 16

TEST
SECTION

X -1 DIAGRAM FOR SIMPLE TUBE



NO9YY NI 3AVM MYDO0HS ANIH38 HLMO¥D ALISN3d NOYLD3T3 LT 3YN2I4

(035 1) ¥4y

60

osl 091 ol ozl ool 08 09 ot o2
1 I 1 1 I T ¥ ————
0059 =L
,OO0O0L
J00GL
L
oOm.L..
08
OOO
on.“@“mw
[o]
Q
(@
o° “
i © d
o OO \CG ©
O
S o /S
/9
X

by wwg =4

N

<

©

©

Q

cl

(¢-w3z01¥) U ‘ALISN3Q NOW1D313



A_.uummnsuo_o_ X vl =

2

Y

00¢ 0]0) 4

v NO9YV NI SS300dd V-2 HOV3Y OL a3¥iNnd3y

A.me lv m<|_+<
00€ 002 00l

JNIL

g1 3dNSDIi4d

61

0008

0Gce

00Ge

osLe

0006

0626

0066

1'39N1vyH3IdN3 L

o

(v



62
3t
RESEARCH GRADE ARGON
R = 5mm Hg.
2t o FLOW SYSTEM II
o o FLOW SYSTEM T
ERROR LIMIT
'k
o] R
re
0
T
(@)
= L
o
o
J
_2 R
_3 _
-4}
-5t
-6
1 1 /| 1 ! 1 ]
1.0 .2 .4 1.6 1.8 20 2.2 24
l/k-r(ev"')

FIGURE 19 RATE OF IONIZATION IN ARGON
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FIGURE 29 IMPURITY EFFECT OF BENZENE
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