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ABSTRACT

This thesis represents an attempt to more accurately characterize
the statistics of the very low frequency noise of a. particular semi-
conductor device (a grounded input bipolar integrated operational
amplifier) than has previously been achieved. Power spectral density

7Hz.

estimates are obtained for frequencies ranging from 250 Hz to 10~
These estimates are based on data recorded over an uninterrupted period
of approximately 1 year (355.9 days). Relatively high sample rates are
‘maintained for each source, allowing a high degfee of accuracy in |

these estimates without resorting to the questionable process of averag-

[

ing the estimates for a number of noise sources The high sample
rate also allows for a reduction in the errors due to aliasing by the
use of digital filtering techniques. Sﬁectra] density estimates for
six separate noiseVsources are presented.

The preliminary objectives of the experiment were tb search for a
break in the f % (a ~ 1) spectral density component of semiconductor
noise and to attempt to establish the "true" value of o« if a unique
value exists. Very long time constant "popcorn" noise (ignored by one
investigator because it is "as natural as flicker noise itse]f“[}’
page 69]), proved to be an obstacle in measuring the "pure" 1/f noise
process and may not only be the reason for the wide range of values for
a reported in the literature but, as suggested by some researchers[zj,

may be the cause of flicker noise. "Popcorn" noise was observed with

apparent time constants greater than 306 seconds. The statistics of the
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observed “pbpcorn“ noise were investigated and showed good agreement

with the results of J. N. Puckett, Jr.fs] (who worked primarily with
popcorn noise having time constants on the order of a few milliseconds)
except for a few cases in which the waveform resembled that which might
be expected if one popcorn component were to modulate another. The

work of Puckett was also extended in that a test for burst waiting time
denendency was performed. No evidence of dependency could be found.
Popcorn noise components which were large enough to be clearly identified
were removed in the time domain. This technique was found to be quite
useful in improving the spectral eét%ﬁates.

As 1in previous experiments, power supply regulation and temperature
control were found to be essential. In this experiment, however, the
temperatures of the noise sources and the power supply fluctuations
were measured concurrently with the noise data so that their contribution
to the total observed noise could be more accurately ascertained.

Neither a break frequéncy in the f~% trend nof a unique o were
established, although the values of o obtained were all slightly larger
than but closer to 1.0 than most reported values. A nearly periodic
component (with a period of 1 year) was also observed in two of the
noise sources which weve contained in a plastic integrated circuit
package. Since this component cannot be explained by temperature or
power supply voltage it is conjectured that other external parameters
such as humidity or barometric pressure (or even cosmic radiation) may
account for some of the observed noise, although no such component
could be observed in the other four noise sources (which were housed

in metal packages).
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Chapter 1
INTRODUCTION

1/f noise (also known as "flicker" noise, "excess" noise, or "pink"
noise) has been a topic of discussion for many years. The term is used
to describe a random noise process which has a power spectral density
resembling f “(a ~ 1) over some rance of frequencies.

"Flicker" noise is not unigue to semiconductors. It has been
reported in such varied "devices" as_tubesta], quartz crystal
osci11ators[5], the frequency of rotation of the earth£6j, and ambient
sea noiseth] to name only a few. Due to the wide range of situations
under which this type of noise is found, it has been suggested that
some unknown fundamental law of physics.is responsible. The number of
theories which are now available to explain a 1/f power spectral
density over finite ranges of frequency in semiconductors, and the
seemingly contradictory experimental results reported in the literature,
however, suggest not only that different physical processes may be at
work in different types of semiconductor devices, but that more than
one procesé may be at’work in a single device.

The purpose of this thesis is not to explain the origin of
"flicker" noise but to add to the available experimental data concerning
the nature of this noise. It is hopéd that this data might eventually
be useful in understanding the origins of "flicker" noise in a particu-
lar device. Another purpose, however, is the hope that improved

understanding of the statistics of this type of noise may lead to more
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meaningfu] specifications involving the driff characteristics of DC
coupled devices. The many proposed explanations for flicker noise
will, therefore, not be discussed except where it seems applicable in
the presentation of some experimental result. Discussions of some
flicker noise theories:can be found in many of the references listed
at the end of this thesis.

Chapter II deals with some of the general aspects of power
spectral density estimation as well as some particular details concern-
ing 1/f noise. The remainder of the thesis involves the experiment
.and the analysis of the data derived from that experiment.

The noise sources used are commercial integrated circuit opera-
tional amplifiers. This choice was made because of the widespread
use of these devices as DC amplifiers and their relative insensitivity
to supply voltage and temperature variations (considefab]e effort was
still necessary to achieve sufficient temperature and power supply
regulatfon). The wide use of these devices in the electronics industry
may cause the resulting data to have significant value to circuit
designers concerned with ¥ong term stability.

This is not the first attempt to measure the Tow frequency noise
of this type of noise source. The first observation of excess noise
in electronic devices was probably due to'Bernamont[7] (1937) over the
frequency range of 96 Hz to 162 KHz using thin metallic film resistors.
Rollin and Templeton[S’Q] (1953) used a scheme in which noise was tape
recorded and then played into an audio frequency wave analyzer at a

higher speed to estimate the spectral density of noiss from carbon and



wire wound resistors, and germanium filaments over the frequency range

0f 2.5 x 1074 Hz to 7.5 Hz. Firle and Winstonl107(1955) estimated the

spectral density of silicon diode noise from 6 x 10'5

Hz to 0.01 Hz
using a photographic recording and fast playback technique similar to
the tape recorder scheme of Rollin and Templeton. B?akemore[]]](1966)
made measurements on discrefe differential transistor amplifiers down
to the microhertz region but concluded that his low frequency estimates
were biased by temperature. Baldinger and Nﬁesch[121(1968) measured
silicon transistor noise from 10'4 Hz to 0.05 Hz after constructing a
temperature control scheme which is quite noteworthy in itself.

Ca1oyannides[]](1971) made spectral estimates down to 10763

Hz
‘using integrated operational amplifiers (which greatly reduce tempera-
ture and voltage sensitivifies). He was limited, however, in the total
~number of data points which could be recorded in a single run. Ten
noise sources were multiplexed allowing ~1000 data points to be recorded
fof each source af each of sévera] sample rates. The spectral estimates
were then averaged to obtain a single spectral density estimate with a,
hopefully, reasonable variance. Since an analog low pass filter with a

cutoff frequency as Tow as 5 x 10"5

Hz (for a sample period of

At = 104 seconds) is impractical, removing the effects of aliasing posed
a difficult problem. A method was described which would, in fact, have
increased the relative variance of the low frequency estimates near

f= ?%f" Apparently, another dealiasing scheme was used which may

have introduced a significant bias in these estimates (see Section 2.6).



In order to improve upon these results, a relatively inexpensive
(vet reliable) data recording scheme was constructed which allowed more
than 400,000 data words (24 bits each) to be stored on each side of a
standard 1800 ft, 1/4 inch audio magnetic tape, with a semiconductor
buffer memory large enough to allow tapes to be changed without loss of
data. This allowed a relatively fast sample rate to be maintained over
the entire course of the experiment. The sample rate was reduced (witt
very little aliasing) with the use of digital filters in a general
purpose computer. Spectral density estimates are presented for each of
six noise sources (from 10 7 Hz to 250 Hz) with calculated relative
variances (over most of the frequency range) smaller than in prior work.
The additional data also made possible a careful study of the statistics
of ”popcorn“ noise at these low frequencies, its effects on the noise
power spectral density estimates, and (in some cases) its removal from
the noise data. Other improvements included the placement of the noise
source voltage supply reguTators inside the temperéture controlled oven,
recording of the supply voltages and noise source temperatures during
the entire experiment (so that the contribution of these terms to the
power spectral density could be ascertained), and the incorporation of
an uninterruptable power supply to drive not only the ncise sources but
the entire experiment.

The discovery of popcorn noise with time constants on the order of
106 seconds made the hypothesis that 1/f noise is just a sum of these
random telegraph +  ves seem very attractive. Therefore, Appendix A

outlines a physically plausible distribution of amplitudes and time



constants which would produce a 1/f spectral density. A computer simu-
lation of such a sum is performed using a random number generator to
produce a 1/f spectrum, over 6 decades of frequency, utilizing only 20
random telegraph waves. Plots of the time domain data and spectral
estimates of this simulated noise process are presented for comparison

with the experimental data.



Chapter 11
SPECTRAL ESTIMATION

2.1 Introduction to Spectral Estimation and Notation

The method of power spectral density estimation used in this thesis
is that of Blackman and Tukey[13]. A few results will also be used from
other sources. Derivation of the important results will be outlined
here, although the original sources should be consulted for more
detailed or generalized analysis.

The noise voltage, n(t), will be assumed to be a stationary,
ergodic, random process. These assumptions are impossible to prove for
a finite record length. In fact, since |f|™® ,’a > 1 is not integrable
for any range which includes f = 0, it has been said that there can be
no stationary process having such a spectral density. This problem has
in the past been circumvented by assuming that the process is stationary
but that the true spectral density levels off at some very low frequency
e. C.A. Greenha11[14] objects to what he calls an artificiélly imposed
cutoff (sipce it has never beeﬁ observed) and prefers to assume that
there is no cutoff. He states, however, that even under this eventuality
the derivative, g%%zly may be stationéry (n(t) would be said to have
stationary increments) and have a spectral density. Although some ofh
the discussions (in this thesis) on Qarious estimates involving a 1/f
type process will use the ¢ - 0 approach, the issue will be side

stepped by pointing out that all estimates actually performed on the

experimental data are preceded by a prewhitening filter which performs



as a differentiator for f - 0. Those who wish to deny the existence of
a spectral density for n(t) may multiply the spectral estimates by fz

WQ%%EA-. The importance to the

and consider them to be estimates on
circuit designer is minimal, at any rate, since he can make drift pre-
dictions based only on the high passed version of n(t) (or equivalently,
the differential behavior of the proceés over times of the order of T/fT
or less where fT is the lowest frequency for which the 1/f trend, or

f trend for dgét) , is known to continue) until a break frequency e, is

established. The designer might, for example, hope to estimate the

An attempt will be made to use consistent notation throughout the
thesis. Sn(f) will denote the true spectral density, and

[=<)

R (1) = f 5, (Fe'?™ T gr = E?n(t)n(‘c * 1)

-0

- E}n(t)%z is the true

. . C, _ ) _ r .
autocovariance function of n(t). Ck = R(kat) and Sr = S(QEZE) will

be used in the discussion of sampled data and spectral density. X
will denote an estimate of the parameter X(% will in general be a
random variable). cyz or Var{y} will denote the variance of the

2 . E{yz} - E{y}z). Subscripts may at times be

random variable y <Gy
dropped when the meaning is clear. The remaining notation will be

defined each time it is used.



2.2 The Spectral Estimator

T 2

J‘ x (t)el2mft gt
0
has been shown[15] to be a rather poor estimator (at least for a

The intuitive spectral estimator, S(f) = %

gaussian random variable, and probably for most others). In this case

1im E

T

§X(f)% = SX(f) as we would hope, but (under the assumption that

> [E S, (f)
The Blackman-Tukey type spectra] estimator is of the form:
' . . Tn~1 o .

2
} for all T.

x(t) is gaussian) Varggx(f)

T ]— T f X(t) X (t + T)dt 0 <1 f_Tm
n A
RX(T) = 0 <] > T
lix('T) Tyt < 0
[Eq. 2.2.1]
§X(f) E‘[ D(t) E&X(T)e"izch dt [Eq. 2.2.2]

- 00

which in the case of samples equally spaced in time (sample period =

At) intuitively reduces to:

N -k

~ _ ~ _ ] _

Ck (" RX(kAt)> = N - k ; Xj xj+k (k - 3 s ey M)
j=1

[Eq. 2.2.3]



M
¢ ::A r' = A A - 3 9}:1(_
S, ( SX(ZHAt9 = at[COD(o) + 2 CjD(JAt) cos ( 7 ﬂ
J=1

[Eq. 2.2.4]
a = M = i = N
whure Tm MAat, X5 x(jat), and Tn NAt.
The effects of Tn” Tm’ and the sampling process on the expectation
and variance of the spectral estimator will be discussed in the follow-
ing sections. The random variable, x(t), may not be the actual noise

process but the result of passing the original noise, n(t), through a

“prewhitening" filter (see section 2.7).
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2.3 Spectral Windows

The estimated autocovariance function must be truncated in time
for any real experiment. In the Blackman and Tukey algorithm (Egs.
2.2.1 and 2.2.2) the maximdm Tag for which the autocovariance function
is estimated is designéted by Tm‘ Takjng the expectation of Eq. 2.2.2

yields:

E%g(f)%= J~ D(T) RX(T) e 12T 4p

-0

where the truncation of the autocovariance function is accounted for

in D(t) (we assume D(r) = 0 for |t| > Tm).

E§§X(f) = j Q(f-a) S (a) du = Q(f) * S, (F) [Eq. 2.3.1]

by the convolution theorem of the Fourier transform, where

o0

Q(f) = jn D( 1) e"iz"”crr dt and * denotes convolution.

1 Jt| <7

If D(x) = D (7) = - then
© 0 < > T,
sin 2nfT >
Q(f) = Qo(f) ™ .f Qo(f) df = 1 and as Tm > oo, QD(f) > §(f).

~

Therefore, for white noise E{S(f)} = S(f) for all T and if S(f) is

. . 1
"reasonably smooth" over regions of several times T ve would expect
m

E;g(f)% = S(f) to be a good approximation. If the details of the spectral

density to be estimated are not known then it would seem to be
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advantageous to find a Q(f) such that Q(f) = 0 for f > %~' where 8 ~ 1.
.

Unfortunately, such a spectral window is inconsistent with a truncated
D(t). Ue can, therefore, hope only to find a Q(f) whose envelope goes
to zero as quickly as possible for f $ 0. One solution is to increase Tm’
which is ultimately limited to Tn (the total time period of experimental
observation). HNo matter how long we have managed to make the experi-
ment, however, we would still like to do as well as we can with those
data. It should be noted that Tm will normally be chosen such that
Tm <<Tn for other reasons.

Blackman and Tukey[13] discués.sevmral possible spectral windows
in detail. The only window which will be discussed here is the

"hanning" window pair:

%-(] + cos %I-) : |t < T

D, (x) = m [Eq. 2.3.2]

0 ‘lT[>Tm

1 1 1 1
Qz(f) 7 Qo(f) T [Qo(f + m—;‘) + Qo(f - ﬁ:r;)] [Eq. 2.3.3]
This window is actually twice as wide as the QO(f) window if one
considers the width to the first zeros. Rewriting the equation for
Qz(f), however, reveals that the envelope for Qz(f) falls off as 1/?3
for large f as compared to 1/f for the Qo(f) window:

sin 2nf T
Qy(f) =
2 2o f(1 + 2T f)(T - 2T )
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It is’c1ear that there is no point in estimating the spectral den-
sity at points spaced in frequency much closer than Af = §%-. This
sample period in the frequency domain also simplifies the w?ndowing
procedure since the spectral density estimates, §o(f), can be obtained
at fr = §£- using the Qo(f) window and then the Qz(f) window estimates,
§(f), may ge derived by evaluating:

~ B '] A0 ‘l ~0 " ~ 0
S(f) =S (Fg) + 7S () + 75 (flyy)

AS‘Tm > oo, Qz(f) + §(f) and Egg(f)€ = S(f) if S(f) is "smooth" over
distances of af ~ %- . This statement, however, is rather imprecise.
m
In section 2.8 the bias will be evaluated for several specific spectral

densities which are of interest in this particular thesis.
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2.4 Covariance of Spectral Estimates

A reasconably precise statement is needed regarding the accuracy of
the experimental spectral estimates. Here, again, the analysis shown

[13]

is primarily an outline of that done by Blackman and Tukey where
the problem is solved in greater generality than is needed or shown
here. |

The problem is to evaluate Cov%é(fl), §(f2)$ which will yield
information concerning both the interdependence of estimates along the
frequenéy akis and the variance of each eétimaté. |

We will, as always, assume that the process to be analyzed, x(t),
is a zero mean, stationary, ergodic process. In addition it will be
necessary for this calculation to assume that x(t) is a gaussian process.
This does not necessarily imply that the results are either correct or
incorrect for othér types of nrocesses. It will be assumed, without
proof, that the results obtained here are reasonably accurate for the

random processes observed.

It also proves convenient to assume that the estimator for R(t)

is:
In ,
R(x) = =+ 2t + D x (t-%) dt . [Eq. 2.4.1]
T ' 2 2 _
n T
-
2
This estimator could actually be used with Tn' =T, - Ty (Tn is

the total duration of observation and Tm is the maximum lag used in the
autocovariance function) but this would waste some terms which, had

they been added in, would tend to decrease the variance of the
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autocovariance estimate. Blackman and Tukey suggest that the

- algorithm of Eq. 2.2.1 be used in practice while using Eq. 2.4.1 for

estimating the autocovariance function of the estimates, and using a

value of Tn' somewhere between Tn - Tm and Tn‘ They suggest

Tn' =T, - of with « = 0.5 for the QO(f) window and « = 0.3 for the

Qz(f) window. It is c]ear,‘at any rate, that the approximation will

be good for any 0 <o <1 if T << T Tn‘ = T, will be assumed from
now on although the prime may be reinstated in the final results if

desired.

Cov S (f,), §X(f2)$ E§§(f]) §(f2)% - E%§(f])% E§§(f2)€

Tn
[ i 2
= jj D(T1)D(T2) COS wqTy cos Wy Ty }—1—5 Jf
-0 ’ n | i I!l__
. ' 2
T T
ng(t]‘ D) X (8 - ) x (b, + ) x (¢, - %}i
1 B
- E%x(t] + =) x (t - =)
T2 2,1
E%x(‘tz + -—2—) X (t2 - *-é-)s dt] dt2 d’f-l d'cz

where w = 27f (including subscripted w and f).
It is at this point that the gaussian assumption is used. If X1»

Xys X35 X, cOme from a multivariate zero mean gaussian distribution then

[15, page 168

it can be shown ] that:
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) {
E§x1x2x3x4 = E%x]x3§ E§X2X4€ + E?x1x4§ E XoXg

E%x3x4

Under this assumption:

Cov%ﬁ(f ), S % JJ. D(71)D(r,) cos wyty €OS wyTy }lﬁ..[f

n uTn

2

2

’l""T Ta™
2 172

21y R(ty-t, - =5 2)

Tyt Tt

2) R(ty-t, 2) dt, dt, dr; dr

2 172

.[[ D(r1)D Ty) COS wyTy COS Wyt ~—~l{f J]Q

17" 172
12ﬂ[u(t]-t2 + 2 ) + B(t]—tz - __.2..._... )]
S(a)S(8)je
T4t TtT
. 1 2 1 °2
. e12w[a(t]“t2 + —fﬁ——) + 8(t1~t2 - **ﬁ”*)]
dor.dﬁdt1 dtz dT] de

Letting o« = f' + f, 8 = f' - f, noting that dadg = 2dfdf', and

evaluating the t], t2 integrals yields:
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. . <7 -i2nfr,
COV}S(T}), S(fZ)s = f f 4D(T-’)D(T2) COS wyTy COS wyT, €
COS(Zﬂff]) d'c«l dTZ J S(f' + f) s(f' - f)
. 2 -
sin 2n f' Tn
SFT T df' df
n
Covzs(f])s S(fz)g = I f H(F,F) HOF ) T(F) df [Eq. 2.4.2]
H(f,f]) = 2.[ D(t) cos wt ¢o0S w,t dr = Q(f+f1) + Q(f—fl)
- [Eq. 2.4.3]
sin 2nf' Tn
r(f) = 4 f s(f'+f) S(f'*f) STEFCT df! [Eq. 2.4.4]

n

-—CO

It is clear that if H(f,f]) and.H(f,fz) do not overlap (where they
are non-zero) then the convariance of §(f1) and §(f2) will be zero. In
practice Q(f) will always extend to infinity but we would expect

(assuming T(f) is reasonably smooth) a very small covariance for

tfrfz

. 2 for the Q,(f) window.
Tm 2

A few approximations now seem in order to arrive at a usable form
for Var 33(?1)% . If S(f) is "smooth" over distances of Af =z %~' then:
, i "\ 2 , n

5 o sin 27 f' Tn
r(f) = 4 S°(f) Jn SFTT df

n
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r(f) = & ()

|

n

Referring again to Eq. 2.4.2:

Var%é(f})i %- ja[H(f,fl)]z r(f) df

(o]

e f' [(F+F,) + Q(F-F)T7 S2(F) df

n

e

.
-0

~

Assuming now that Sz(f) is smooth over distances of af = %—-yie]ds:
m

Var%g(f])$ é%v'sz(fq) Jﬁ
m

LI

[Q(f+f1) ¥ Q(f—f])]Z df
This integral can be evaluated exactly for the Qo(f) and Qz(f)

windows. For the Qo(f) window:

- 2T 5 sin 4n Tmf]
Var%S(f])% = *T;' S (f}) [1+ i Tmfl ]

i
=

i
[ew]

T
4 Tm-Sz(f1) for f

n 1

e

T
m o2 S
2 T;'S (f3> for f] = ETm , r=1,2,... (the

frequencies at which estimates

will actually be made).

For the Qz(f) spectral window:
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2.5 Sampled Data Spectral Estimator

In practice, it would be convenient to sample a noise source only
at discrete time intervals, and to perform the spectral analysis using
summations instead of integrais as in Egs. 2.2.3 and 2.2.4. This is
particularly true when it is desired to record data over periods of

weeks or months.

~

Taking the expectation of Eq. 2.2.3 yields Egckg = RX(kAt)‘
Therefore, using discrete equispaced samples, éx(r) may still be
estimated without any bias (although it may be estimated only at dis-

crete lags).
In order to evaluate the effects of using Eq. 2.2.4 in place of

Eq. 2.2.2 it is convenient to define the function LII(x,Ax) =

AX 2{: §(x-j ax). Although the Dirac delta "function" is not a

e

function in the strict mathematical sense, it has proved to be a useful

“(and coﬁmon?y used) tool in communication theory. The following analysis

sin ax
x 3
(with appropriate limits considered in the final step) giving the same

could be performed using true mathematical functions, such as

results but requiring a great deal more work. It can be shown[]BJ that

the Fourier transform of I1I(x, 2x) can be written as:
f LU (t, at) e 1270 gt = ap 11(F, 1)

Consider the following:



E%g(f)%
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o«

k==

]

Lol

1

k=1

]

Therafore, for equispaced samples:

J’ LT (1,at)D()R(7)e” 2™ Ty,

st LI (F, 1) * S(f) * Q()

(r,60)D(0)R(x)e 2™ Tar= st > D(kat)R(kat)e 12TTKAL

S(f) of Eq. 2.2.4.

~

at[D(0)R(0) + 2 ) D(kat)R(kat)cos(2nfkat)]
k=1

st[D(0)C, + 2 ) D(kat)C, cos(2nfkat)]

by the convolution theorem of the Fourier transform (* denotes convolu-

tion, Q(f) 5.[ D(T)enizﬂder and S(f) is the true power spectral density).

00

If we let SA(f) = At LLI(F, %E) * S(f) then
E%é(f)‘ = sher) * qUe) where
sh(F) = ( fﬁ s(F - =) * s(7)
jEmo
SA(f) = :fi S(f - Z%Q which will be referred to

-

~as the true aliased spectral density. If S(f) =0 for |f| 3_§l~w

AT then
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SA(f) = S(f) in the region - ?%E'< f < (a]though it should be

?E?
remembered that SA(f) is periodic in f when windowing is considered).
It should be noted at this point that the equation for the
Do(r), Qo(f) window pair was not exact (although the error was negli-

gible in the continuous case). If one assumes that Qo(f) =

sin 2af Tm : .
———fﬁ?r————-then taking the inverse Fourier transform of Qo(f) reveals

that we really require

A
A
—]

D, (7) =

ON!——I—J
R

v i

—

Evaluating S = S(ZmAt) for the Q (f) spectral window (using Eq. 2.2.4)

becomes:
M-1
S, = At[C + 2 j{: C cos(9-0 + Ch4 cos(rw)] [Eq. 2.5.1]
j=1

~ and the final Qz(f) windowed estimate will be:

n 1 o 1 20 ] s°
Se =7 S0 1 7S * T Sy [Eq. 2.5.2]
as discussed in Section 2.3. The actual spectral estimation program which
will be used to analyze the experimental data uses Egs. 2.2.3, 2.5.1,
and 2.5.2.

Blackman and Tukey[]3] show that the calculations for the
covariance of the g(f) estimates are virtually the same for sampled

data as for continuous data and so:
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Varis(f)} T4/ i [Eq. 2.5.3]
$(f)
where we should use N' = N - oM (a = 0.3 suggested by Blackman and

Tukey for the Qz(f) snectral window) if the M << N approximation is

not valid. SA(f) is the aliased true spectral density.
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2.6 Dealiasing Filters

In designing an experiment which records sampled data, one

normally attempts to filter the analog data before the sampling

1
" 7t

filters with cut off frequencies much lower than 1 Hz are, however,

process to assure that S(f) = 0 for |f| Analog Tow pass

impractical. If spectral density estimates are desired down to
10‘6 Hz one might consider band limiting the analog noise to %~Hz,
sampling once each second for 107 seconds, and using Egqs. 2.2.3, 2.5.1,

5

and 2.5.2 with M = 5 x 10° to achieve specfra].estimates at

f=rx 10'6 Hz (r = 1,...,5 X 105) each with a relative standard
o uf5x 100
deviation of = === x 100% = 22%. Just to calculate the
10

sampled autocovariance function would require approximately 5 x 1012

multiplications (and as many additions) in the digital computer. This
amount of computation is clearly out of the question even if an array
of 107 data points could easily be manipulated in the digital computer.
A more practical approach would to use N -104 and M ~100 to get

~10% estimates (~ + 0.5 db) over 2 decades of frequency. The data
could then be resampled by a factor of 10 (or 100 if no overlap is
desired) hoping to remove the effecté of aliasing later (one probably
only wants a frequency reso1utfon which is approximately constant on
the log frequency scale anyway). |

[1]

Caloyannides used this approach. He pointed out that if the
spectral estimations were made using successively longer sample

periods, then the spectral density is already known for
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f >

th (where At is the current sampling period) and the aliasing
effect could merely be subtracted out leaving an estimate of the
unaliased spectral density. Caloyannides maintains that the resulting
estimate then has the same variance as if there were no aliasing. This
is, in fact, not true. If SA(f) = S(f) + A(f), if A(Ff) (the component

due to aliasing) is known exactly, and the dealiased estimator is

S(F) = SP(F) - A(F) then Var{S(f)} = var{SP(f)} but

o

A
i

£ 7
g%%A /- (by Eq. 2.5.3).

varfsh ()} &SP
Koy 5

- -

Thus, if the true aliased spectral density were ten times the true
unaliased spectral density (as occurs at some frequencies when T/f'
noise is under sampled by several orders of magnitude) a + 10%
estimate of SA(f) would become a + 100% estimate of S(f). In practice,
however, A(f) is never known exact?y; ﬁ(f) is itself only an estimate
and is made at a significantly different frequency resolution than
needed. At best ﬁ(f) must be the result of fitting a smooth curve to
the high frequency estimates. A very narrow "bump" or "valley" could
go undetected in the high frequency estimates, due to the width of the
spectral window, yet cause a large bias in the Tow frequency estimates
with their narrower resolution.

It is interesting to note that Caloyannides may not have actually
Qsed this scheme at all. His final results do not show a marked

increase in relative standard deviation in the regions where the
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aliasing is Targe. From other comments it seems possible that he may
have actually used another technique. -A technique which appears to
have merit, on the surface, (and could easily have been used by
Caloyannides judging from his comments and results) is as follows. An

idealized curve is fitted to the spectral estimates for f > ?l*' An

At
expected spectral density, SE(f1), may then be derived at frequency
f1 < E%E'by extrapolating the idealized curve (a f ¢ curve for
example). Given this idealized curve Sé(fl) = A(f}) + SE(f]) can be
calculated and a constant Cq = 10 Tog Sé(f]) - }O Tog SE(f]) arrived at.

»

ensity estimate at f] is then

[

The final "dealiased" spectral
10 Tog §(f1) = 10 log gA(f]) - C]. This is a great morale booster
since the size of the wiggles on the log scale remain the same for
both the aliased and dealiased estimatgs (implying an unchanged rela-
tive standard deviation).’ Rewriting these equations, however, yields:
10 Tog §(f1) = 10 Tog SA(£;) - 10 Tog(A(F;) + Sc(F1)) +10 Tog S_(F;)
Sh(r,) sp(fy) | |

A(f]) + SE(f})

it

§(f1)

sA(y) sp(fy)
A(f]) + SE(f})

I

E Eé(fg )g

[ACF)) + S(£1)T So(F])
A(f1) + SE(‘C1)

It
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%“ . AGRSg () o
If S(f) << A(f) then E S(f]) = A(f]) T SE(f1) which is independent of

Sl(f])! In fact, if SE(f]) << A(f]) too, then Egg(f])g = SE(f1)’ In

other words, if the aliasing component is large, this estimator has a
large bias which tends to push the final estimate toward the value
which was originally extrapolated from the higher frequency estimates.
Fortunaté1y,'for a 1/f spectral density under sampled by only a few
decades, the aliasing is appreciable only in the first decade below
1/2at. The lowest decade of frequency estimates (if M = 100) would
not be strongly biased. ' o ’

In this thesis, however, it is hoped to improve upon these
techniques. It is already intended to maintain hfgh sample rates over
much longer periods of time than Caloyannides, to allow a more careful
look at the time domain character of the 1/f noise.. If the data are
available at a high sample rate, it is only necessary to pass these
data through a sampled data Tow pass filter in the digital computer.
What is needed is a Tow pass filter with a break frequency of ~gj%»to
allow the sample rate to be successively divided by 10. Due to the
large number of data’points to be processed, the filter should not
require a large number of operations per datum point. It should also
have a finite (and as short as possiﬁle) impulse response so that the
transient response of the filter may be discarded without a great deé]
of Tost data. These criteria certainly rule out a transfer function
resembling a "brick wall".

Although it is expected that the noise to be processed will

usually have the 1/f characteristic (the aliasing essentially occurs
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prior to the prewhitening filter), it was decided to specify a filter
which would perform satisfactorily even for white noise. It would then
perform even better for any spectral density which increases monotonically
with decreasing frequancy.

Let G(f) = {H(f)[? where H(f) is the transfer function of the

filter. The specifications for the filter are as follows:

0.01
2nt

accumulative bias will not occur due to repeated

1) |10 Tog G(f)| < 0.1 db for |f] <

(so that

sample rate reductions)
2) 10 Tog G(3:1) - -3 db and |10 Tog 6(F)]

g&l (and should be as

"smooth" as possible in this region).

0.2
AT

rate only the frequencies in the range

] 2
oat < F 20T
contributors to aliasing)

4) 10 log G(f) < 10 Tog G(%%me‘ 32\3: <f i%—g%

(the aliasing can never, even for white noise, more

0.1
< 110 Tog(=) | for [f] <

3) 10 Tog G(f) < =30 db for f > (at each sample

need be considered as significant

than double the expected value of the spectral

density).

0.19
2nt

decades of sample rate reduction, the cumulative

5) 10 log G(f) < -20 db for f > (even after 10

effects of aliasing cannot exceed ~ 0.5 db).
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A rather complete discussion of digitaT filtering is given in
Appendix C along with the description of the filter actually used.
This filter meets or exceeds these specifications. A dealiasing

filter for %-samp!e rate reduction is also given.
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2.7 Prevwhitening

The "smoothness" conditions of Sections 2.3 and 2.4 lead one to
the conclusion that if the general shape of the spectral density is
known, then a less biased énd more accurate estimate may be obtained by
first passing the noise through a “"prewhitening" filter(which tends to
flatten the power spectral density),estimating the spectral density of
this new function, and correcting (in the frequency domain) for the
known transfer function of the filter used. This could be taken as
an iterative scheme where several filters must be "designed" for each
set of spectral estimates made. In'pfactice, however, one need only
make the spectral density "reasonably" smooth and only one prewhitening
filter will be used for all of the estimates of this thesis.

This filter was actually designed by B]akemore[]1] although one
significant improvement has been made to his design. A filter with
transfer function H(f), G(f) = {H(f)[z is needed with G(f) ~ kf over
as large a range as possible but with G(f) » fzn(n >1) as f =0 to
insure that the resulting processes have a chance of being well behaved.

For any non-recursive sampled data filter (a non-recursive filter

is preferable because of its finite impulse response), G(f) may be

written as:
N

6(f) = ) A cos(2rfkat)
k=0

where N + 1 is the number of terms in the filter and Ak are real
constants. This filter is realizable if and only if G(f) > 0 for all

f (see Appendix C).
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B1akemore[1]] suggests expanding the desired function, G(f) = |f]

for |f] < ]t in an infinite cosine series to find the A 's. This
results in:
1 4 1
] = 5 - %5 Z{: 5 cos (2nfkat) for |f| < 5=
k=l
(k dd)

Truncating this series to any finite number of terms, however, does
not give G(0) = 0. Blakemore suggests adding a constant to force

G(f) = 0 for f = 0:

N N «
G(f) = 55- 3 1§-— 5§~ S 15- cos (2nfkat)
i .k 7 — k
k=1 k=1
(k odd) (k odd)
implies: N
4 1
Y 5 for k = 0
™ nz] n
(n odd)
A= < - 42 15- for k odd
7 k
0 for k even
.

The actual implementation of the f}?ﬁer is y5 = agX; Tapxsg

+ azxj_z LA aij_'N where xj and yj are the input and output

respectively and the a,'s satisfy:
‘ k



= 42 2 2
Ao = a O + a -l F it iertasct sttt aert e + an
A =agay Faga e +ay_qay
Ay = agay, +2qa5 + ... T ay o2y
1 i
n t
i n
A = g2y

Blakemore obtained an approximate solution to the above set of
equations by the use of an iterative digital computer program. The
approximate solution for N = 9 (as well as some other filters designed
by Blakemore) was tested and found to behave as |f| for the higher
frequencies and as f? for a wide range of frequencies below gi%-. The

values published by Blakemore, however, do not exactly satisfy

N

j{: a, = 0 as was originally intended and cause G(f) to level out
k=0 ‘

before reaching f = 0 (i.e.,G(0) # 0). This is an important criterion
when one is dealing with a f~® process. The values, for use in this

work, have been adjusted very slightly to assure that

N
:z: a, = 0. The values actually used are a, = 1.2463822,
k=0
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a; = -0.8866939, a, = -0.0962213, ag = -0.1223435, a, = 0.0376163,
ag = -0.0471037, 3g = -0.0172859, ay = - 0.0221598, ag = -0.0070502,
g = -0.0099076. The frequency response for this filter is shown in

Fig. 2.1. It actually behaves Tike |f| only for the highest decade of
frequency and continues as fz to f = 0. This response is found to
give a sufficiently smooth spectral density when the filter is

applied to a 1/f type process (see Section 2.8).
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FILTER RESFPONSE
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Figure 2.1 Transfer function of prewhitening filter (used in all

spectral estimates).
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2.8 Bias Due to "Hanning" Window Given Specific'True Spectral
Densities.
The specific spectral window used in all of the experimental esti-

( sin(ZﬂTmf)
mates shown later is the "hanning" window: Qz(f) = TF(IR T R (=277
~ _ m m

where T, = Mot (the maximum time lag used in
estimating the autocovariance function). Clearly, if the data had been
exactly "prewhitened" then there would be no bias in the spectral
estimate at any frequency. In practice, however, exact prewhitening
“ would not only require very long filter lengths and much computation
(a different filter would have to be designed for each estimate), but
fore knowledge of the true power spectral density (requiring an B
iterative procedure of spectral esfimation andlfi1ter desién). It ig,
therefore, important to undefstand the bias which might be expected
due to the spectral window.

If noise having a true spectral density of S(f) is prewhitened by
a filter having a magnitude squared transfer function G(f), then the

expected value of the estjmate is:

E{%(f){ . ?s%?)‘ f 6(a) S(a) Qy(F-a)da

-0

For convenience, a value of M= 100 will be used in all of the experi-
mental power spectral density estimates, resulting in spectral density
estimates at f = 255%%-(n =1, ..., 100). The "prewhitening" filter

shown in Fig. 2.1 is also used in all of the estimates.
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Since G(f) ~ fz (see Fig. 2.1) for f < 25%%€- it would seem useful

to calculate the bias introduced at the low frequencies with G(f) = fz
and several simple forms of spectral density which might be
encountered.

Suppose S(f) = A (white noise), then

st - 1 [ 2 N 1
S(T = ;’2' J o, Qz(f-*oz) da for f << 5AT
. ~ sin(2nT )
=7 (f“)2(1+2'r)1 do
= ¢ J ol a)(l - ZT o)
o i2nT _z
=1 1 (f-2)2 I 5 dz
fZ B 2nz(1 + ZTmZ)(T - dTmZ)
1,° 1,2
I R R 1 . .
3 ¥§. 5= 7 + ) by contour integration.
E{szf ;]+____L...,.é.=‘|+..l2. for f:%——.,n<<'|00,
2(2T f) 2n m

Therefore, the estimates for white noise "prewhitened" by an f2

filter would have biases of +1.76 db at the Towest frequency estimated
(f > o) decreasing to 0.51, 0.23, 0.13, 0.09, 0.06, ... for successively
higher frequency estimates.

For S(f) = 1/f (f > o) this integral becomes more difficult.
Another technique was, therefore, applied to a somewhat more general
power spectral density. An important goal of this research is to

search for a possible break in the 1/f characteristic. Although the
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number of possible forms that such a breakdown could assume is

infinite, one rather obvious possibility will be investigated.

! for |f]| < L
fc+ [7] b= 2at
Suppose S(f) = ‘
1
0 for |f] > 53T

(a 1/f characteristic with a "reasonable" form of low freguency break
and bandlimited to allow sampling without aliasing). The true auto-

covariance function for this process after it has been "prewhitened"
2
.f

1/24t
2 .. .
by a G(f) = f° filter is C(x) =2~( cos (2xft)df.
. fc + {f{

] ‘ = -—.—-—Bw_. = = 1 .
Letting f_ = 5+ and Cq C( = qat) yields:

(

2
1B 1 M -
7otz ) a1+ ) fora =0

B D E DS R S { amy foq(g AT (o O
C = 6 o e . h
9 (at)® ) 2(nq)? ol | cos(&y) {C‘(B T+ nq) - ci(e A )}

+ sin(g 9%) {si(g 9%-+ wq) - si(B 9%)}] for q=1,...,M

acmnanon g

Note that for g - o:

1 -
T for g=o0
1
C. =—
4 (At)a .._QZDE:.L for q=1,...,M

2(nq)?
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and for g =+ « :

1
3 for q

i
o

c -1 _ M
q 3 ‘
(at) (_1)q 1 for q =1,...
{ (mq) ‘

H

A computer program was used‘to evaluate the autocovariance funcﬁion
for various values of 8, discrete Fourier transform the truncated auto-
covariance function, perform the QZ window convolution, and divide out
the effects of the prewhitening filter (in Other words, this isvjust the
power spectral density estimation algorithm applied to an ideal auto-
covariance function). The results are shown in Table 2.1a and 2.1b for
" g = 0(1/f noise), «(white noise), 1.0, 2.0, 3.0, 4.0, and 5.0 for the
lowest decade of frequencies which would normally be.estimated by this
‘ algorithm. The third column represents the bias produced by the esti-
mation procedure and the fourth colump is (where applicabie) the differ-
ence (on the log scale) between thé'extrapo1ated 1/f trend of the
unbiased spectral density and the biased estimate. These data are used in
Section 7.5, In all of the cases shown, there is appreciable bias due
to the spectral window only at the lowest frequencies estimated by a

given run.



‘ E{1S(f) E{S(f)
8 n 10 Tog ~i§(?7£—— 10 log VK
0.0 1 + 0.174 db + 0.174 db
1 . 2 - 0.006 - 0.006
(7 noise) 3 + 0.007 + 0.001
4 - 0.001 - 0.001
5 0.000 0.000
o 1 1.76 db
. . 2 0.51
(white noise) 3 0.23
4 0.13
5 0.09
6 0.06
7 0.04
8 0.03"
9 0.03
10 0.02
1.0 1 0.69 db - 2.32 db
2 0.07 - 1.70
3 0.02 - 1.23
4 0.01 - 0.96
5 0.00 - 0.79
6 0.00 - 0.67
7 0.00 - 0.58
8 0.00 - 0.51
9 0.00 - 0.46
10 0.00 - 0.41
2.0 1 0.98 db - 3.79 db
2 0.14 - 2.87
3 0.04 - 2.18
4 0.02 - 1.75
5 0.01 - 1.45
6 0.00 - 1.25
7 0.00 - 1.09
8 0.00 - 0.97
9 0.00 - 0.87
10 0.00 - 0.79

1

B
[T+ o

of the estimate using a f  prewhitening filter where M = 100, f

Table 2.1a : given S(f) = y Egg(f)} is the expected value

. _n
2Mat”
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2.9 Mean Removal

Until now, the processes for which the spectral density estimates
are to be made have been assumed to have zero means. In fact, since
the noise sources are dc coupled to the voltage sampling device with
the noise sources initially set to some small but arbitrary voltage,
the means will never be zero. It would, therefore, seem necessary to
remove the mean at some point in the estimation procedure. If the
observed process is x(t) = y(t) + ¢, where ¢ is a constant and y(t) is
a zero mean process, then one might-estimate c (by taking the time
average of x{t) for example) and subtract ¢ from all of the x(t) sample
values. B]akemore[]]] suggests that a more efficient scheme is to
subtract a constant from each of the autocovariance estimates (there
are usuaily much fewer terms involved). For either the sampled data

or continuous estimation schemes:

tf

Egéx(T)

t—:v;(y(t f o)+ o) y(t) + c)

Egy(t + r)y(t)s + ¢

]

Ry(?) + CZ

Therefore, if ﬁy(T) = ﬁx(T) - c2 then’ E{§y(f)} will have no additional

bias. Unfortunately, in practice, ¢ is not known exactly. Blakemore

shows that if ¢ = %-:Z: Xn then, if the Qo(f) spectral window is used,
J=1

the spectral window is modified, only for the f = 0 spectral density
sin 2nfiat ( 2

o] .
estimate, to Q O(f) N 2afiht sln wiNAt For estimates

nfNat
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using the Qz(f) spectral window the spectra? windows are modified for

2
the f = 0 and f = éﬁif-estimates to Q, (f) = Qz(f) - %—(;1:f§Z§At )
nn(f - oLt
- f sin o(f - s Nat
and Q]Z(f) = Q(F) - }T ( ghiat ) . If N >> Mand if

1
n(f - m) Nat
1 Al f
Nat Mat - .
J‘ Sy(f) df << J‘ Sy(f) df then the bias will be negligible and, at
0 1

Nat
. any rate, restricted to the f = 0 and f = ?ﬁ%f' estimates. One might,

however, wish to consider the f = 0 estimate to actually be an estimate

1
2MAt

In this thesis, there are no spectral density estimatés shown for

for some frequency in the rahge 0 <f«<

which the prewhitening filter was not used. This filter acts as a
differentiator and automatically removes any mean. If z, represents
the output of the prewhitening filter with an input of Ny =Y +c

then:

N
|

NI
j{: ?ﬁ X;.) (N' is the Tlength of the filter)
k=0

Nl

Nl
Zakyi-k+cz 2
k=0 |

k=0

]

NI
Z A Yi-k
k=0

just as if the mean had never been there.
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[1]

Caloyannides is concerned about the effects of an additive
Tinear term (n(t) = v(t) + czt). In this case the output of the
prevhitening filter would have a non-zero mean due to differentiating
the linear term. For thiS'?eaSOﬂ, the mean removal was included in
the spectral estimation program used 1in this thesis. The bias is
minimal even for a 1/f process since the output of the prewhitening
filter would have a spectral density S_(f) « [f| . No provision,

however, was made in the program for linear trend removal since this

would amount to removing a tzyterm in the original data.
g



43
Chapter III
DATA RECORDING SYSTEM

3.1 The Data Recording SyStem

A system was required to measure and record the various voltages
available in a form which could bé conveniently transferred to the
digital computer for analysis. Since the system was to be operating
for nearly a year, it was desirable that the equipment require atten-
tion no more than once every few days. The block diagram of the system
used is shown in Fig. 3.1 with the appropriate timing shown in Fig. 3.2.
There are 30 analog channels labeled A],...,A]O, 81,...,810,
‘Cl""’C]O' Each of these channels passes through a low pass pre-
sampling filter and unity gain buffer amplifier (Fig. 3.3). Multi-

‘ plexing switches Sl’ 52, and 83 are comprised of reed relays, while
switch Sy is an analog FET switch (siliconix, DG181BA). Individual
filters prior to the multiplexing switch are necessary since the time
for which a given channel is gonnected to the voltage measuring device
is very nearly equal to the time constant of the desired filter. The
noise which is introduced by the buffer amplifiers should be

negligible based on calculations involving typical noise characteristics
of the amplifiers available from the manufacturers (current noise at

the input to the device is the dominant component here due to the

large input resistances involved). Grounding data channels A], B],

and CT (see Table 5.1) during the experiment yields data to support this

assumption.
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Input channels A],...,A]O are measured by a 4 digit digital volt-
meter (DVM) which has either +.9999 volt full scale range or+9.999
volt full scale range when used with the external autoranging circuitry
to be discussed later (the external autoranging circuitry is designed
to achieve the maximum sampling rate possible under these multiplexed
conditions). The DVM has a 5% "overrange" capability which extends its
range to approximately #1.2 volts or =12 volts. The maximum sample rate
of the DVM is ~1 sample per second under multiplexed conditions (maxi-
mum sample rate of 1 sample per 10 seconds for each of the 10 channels
A1,...,A?O).

Channels B}""’B1O’ C]"*"C1o are sampled by a ten bit analog to
digital converter (A/D) with a *5 volt input range (Analog Devices
model ADC10QM). This configuration of a DVM and A/D converter operating
in parallel was chosen so that various voltages for which 0.01 volt
resolution is satisfactory could be measured without sacrificing
sampling rate for each chénne]. The high speed of the A/D converter
allows channels Bi and Ci to be sampled within 0.04 seconds after
channel Ai‘ The displacement of switches 52 and 53 relative to S] in
Fig. 3.1 is intentional. DVM samples occur immediately before
switching and A/D samples occur immediately after switching.

The DVM digital output requires 20 binary bits (external Tlogic
transforms the output of the DVM to the BCD format shown in Table 3.7).
The digital output of the A/D for channels Bi and Ci are packed together
to form one 20 bit word. Four parity bits are added to form 24 bit

words. The interlacing nature of the 4 bit parity check yields a
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Bits ; Interpretation

(b23, b22’ bZ]’ bZO) most significant digit of DVM in BCD

(bygs> bygs by7s blG)' 2nd digit of DVM

(?15’vb14’ by blz)f 3rd digit gf DV

(bHs bTO’ bg, b8) ; 4th éigit of DVM

(b7, b6) ; (0,0)=s+ sign, (1,0)=#- sign
(1,1)==o0verrange (sign unknown)

(bs, b4) E (1,0)=>1 volt range

(0,1)=>10 volt raﬁge

(0,0)==100 volt range

Table 3.1: DVM data word format
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system in which the probability of missing an even multipled bit error
(errors often occur in continuous groups due to tape dropout) is sig-
nificantly reduced. The offending bit position(s) which is in error
may often be ascertained since the magnitude of each channel often does
not change by large increments between successive samples. The disallowed
states in BCD coding give a small degree of additional error detection
capability. Over all, recording érrors did not prove to be a problem.
Less than 1 word in }05 showed parity errors which in most cases appeared
to occur as a single bit error which could be corrected with reasonably
high certainty.

Consider each 24 bit word to be composed of bits b23,...,b0. For
a word representing channels Bi and Ci’ bits !}23,...,b]4 represent the
‘Bi channel voltage and b]g,...,b4 represent the Ci channel voltage
(each channel is represented by a 10 bit unsigned integer, I, where the
channel voltage is %6%%g~x 10 volts). The DVM word format is described

by Table 3.1. The parity bits'ba, b2, b1, and bO are generated by the

5
equation b, =(> b3 a1 ) mod 2 for § = 0,1,2,3.

k=1

The 24 bit data words are stored in a buffer memory composed of 24

circulating shift registers each containing 512 bits shifted at a 64 kHz
rate. A counter running at the same rate as the shift registers
idenﬁif?es the word address available at any instant of time. Reading
and writing are independent and may occur simultaneously. Maximum
access time for any word position is 0.008 second. A number N < 512

(wired into the buffer memory control) determines the word length of
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each "record" which is transferred onto an audio magnetic tape recorder
in a manner to be discussed later. Transfer is automatically initiated
as soon as the Nth word past the end of the previous N word record has
been stored in the buffer mémory. The memory controller actually trans-
fers two additional words past the end of the record. These additional
words contain the same data as the fier one or two words of the
following "record" if the rate at which words are being stored in the
buffer memory is greater than the recinrocal of the total time required
to transfer a "record" to magnetic tape. This overlap provides a
method for testing the continuity of "records" after they have been
transfefred into the digital computer.

After the Nth word is stored in the buffer memory, the tape
recorder motor is turned on for 1 second before two 24 bit words con-
‘taining all zeros and then the data record are written onto the tape at
a rate of 103 bits/second. The constraint that a word in the buffer
memory which has not been transferred out onto tape should never be
written over yields a theoretical maximum rate at which words may be

stored in the buffer memory of

N |
T048 T W x o2f for N <472

513 - N &

The peak Rmax is 38.1 words per second at N = 472. The actual value of
N {~mber of words per record) used in the experiment is 410 giving a

maximum allowable storage rate in the buffer memory of Rmax = 37.6 words/



51

second (the maximum storage rate actually used in the data recording
experiment is 2 words/second).

The tape recording scheme was contrived to make use of a relatively
inexpensive audio tape recorder (which is readily available and is
thought to be highly reliable relative to the more expensive digital
incremental tape systems avaf]ab]e). The data are recorded with minimal
modification to the tape recorder so as not to’undermine its future
usefulness. Two such tape decks (Sony Model TC-352D and TC-353D) are
used (one for recording and the other for playback). The heads were
aligned to insure that the relative phase between the two channels
would be the same for both recorders. The only modification made was
a triac switch allowing the motor (but not the electronics) of the
record unit to be remotely.switched on and off. Recording is performed
.at 17/8 i.p.s. tape speed. A 1 kHz squafe wave is cohstantiy applied
to the reference qhanne1. A 1 kHz square wave whose phase is set to
eiiher 0° or 180° over 1 cycle of the reference channel (to represent

a logical "1" or "0") is applied to the data channel of the recorder.
][] Reference
s Channel
— L

Input
— - 1L
Data Channel
. S
T\_\,._J\...\,J\__.v_z e e I e
11¥a%i] NON HOH HOH !I‘il! IIOH HOH N*}H

Input
Beginning of record End of record
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The circuit driving the data channel is a tri-level DC coupled
circuit to remove transient effects at the beginning of the record due
to the AC coupling of the tape recorder system. The record levels are
in the normal "Tinear" range of the recorder.

The tape must be brought to nominal speed (requiring about 1 second)
before recording can begin. The efficiéncy of tape use is, therefore,

M x 1073
=3 x 100% where M is the number of binary bits
Mx 10

+ 1
in the data record. 410 data words per record gives a tape efficiency

approximately

greater than 90%. The bit density on the magnetic tape is ~530 bits/

; inch within the record interval. Because of the 1 second required to
achieve nominal tape speed (and tape stretch), approximately 20.5

inches of tape are used in writing each 410 word record. This means that
approximately 1053 records may be written on each side of an 1800 ft.
‘roll of tape. If each of the 30 channels is sampled with a period of
At = 10 seconds (this is the sample rate for phase I of the experiment
which lasts for ~3 months), each record represents 3 minutes 25 seconds.
This is sufficient time to change tapes without loss of data (and even
clean the tape heads occasionally). At this sample rate each side of

a tape could store the data for ~ 2.5 days. During phase I of the
experiment, 2 days of data were stored on each side of a tape for |
operator convenience. This phase of the experiment required 7.5 rolls
of magnetic tape per month. Performing the same experiment with paper
tape would require (assuming 4 punched rows per word, 10 rows/inch)

173 rells (1000 ft each) of paper tape per month (assuming 100% utiliza-

tion of the tape). The paper tape would require changing once each
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4,16 hours resulting in considerable operator fatigue over a period of
a few months (even if one assumes that the mechanical paper tape punch
could survive the ordeal). In Phase II of the experiment (which lasted
for ~9 months) the sample period was increased to At = 100 sec. During
this phase the magnetic tape was changed once each 20 days whereas the
paper tape would still be limited to 1.74 days.

The tape is decoded at 7 %—i.p.s. allowing 2 days of data (20 days
in Phase II) to be transferred onto an IBM compatible tape in about 40
minutes. The block diagram of the decoder is shown in Fig. 3.4. The
multiplier-integrator scheme is used to decrease errors due to tape
stretch (causing relative phase shifts between channels) and dropout.
‘The data are transferred to a 7 track IBM compatible tape for use in the
computer. The relatively short time periods for which the incremental
“tape transport was needed allowed this piece of equipment to be borrowed
(and properly maintained) during the course of the experiment. Reliabil-

ity and cost were not, therefore, factors for this piece of equipment.
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3.2 Digital Voltmeter Autoranging

The digital voltmeter (DVIM) used in this experiment (Hewlett-
Packard 3440A with 3443A plug-in unit) provides five ranges of sensitiv-
ity (from +£.099399 volts to £999.9 volts full scale). It was desired to
use the £.9999 volt range to give a resolution of 0.1 millivolt although
the nature of the waveforms to be measured (random processes with unknown
statistics) demanded that the £9.999 volt range (~%12 volts with over-
range) be available. The DVM provides for an autoranging capability but
does not guarantee an accurate reading within the 1 second desired for
this experiment.

The specifications of the DVM state that an accurate reading may be
made within 0.45 seconds on the #9.999 volt scale and 1 second on the

+.9999 volt scale. The autoranging algorithm (performed by a specially
‘constructed controller) is as follows. As soon as the DVM completes a
measurement of one analog channel, the DVM js set to the +.9999 volt
range at the same time as the analog channels are~§witched. This
guarantees ~1 second settling time if this scale is maintained. At least
.65 seconds (1 second in Phase II of the experiment) before the final
reading is made, a preliminary reading is taken with the DVM. If the
most significant digit is "9" (or the DVM indicates overrange) the range
is set to £9.999 volts al1o§ing > 0.45 seconds settling time at this

range setting before the final measurement is taken. Since the settling

time allowed before the preliminary reading may be under .33 seconds,
the unit occasionally fails to uprange for a voltage greater in magnitude

than 1 volt. It was found experimentally, however, that the 5%
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overrange capability of the DVM is sufficient to allow for a correct
reading under these marginal circumstances although the sign is lost
under overrange conditions. The sign is assumed by the computer soft-
vare to be the same as the previous sample of the same channel when

overrange is detected.
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3.3 Uninterruptible Power Supply

Preliminary runs indicated that momentary Tosses in line voltage
(due to switching in the power system) are not uncommon. These momen-
tary line failures notAonly produced glitches which could be observed
in the noise data, but occasionally caused such confusion in the data
}recording controllers as to effectively terminate the run.

One solution which was considered was to provide individual
battery supplies for the +5, +15, +20 volts néeded to operate the
. noise'sources, ovens, and various cqntPOTTing circuitry which had been
constructed. An AC supply would still be requfred for the tape recorder
motor; however, and to supply the electronics of the commercial DVM and
tape recorder unless rather severe'surgefy was performed on these units.
It was decided, therefore, to build an inverter capable of operating
all of the equipment (utilizing the 115 volt (60 Hz) power supplies
élready.in use to provide the various DC voltages).

Since no switching transients could be tolerated, the inverter was
required to supply power during the entire course of the experiment.
The inverter (Figs. 3.5 a;d 3.6) is supplied by a DC power supply in
parallel with two 12 volt automobile storage batteries so that failure
of the line voltage results in only the s]ight drop in voltage due to
the internal resistance of}the storégeAbatteries. The inverter must
supply a nearly constant load current of ~2.5 amps (r.m.s.) with a peak
Qc]tage of ~115 x Y2 volts (163 volts) to satisfy the DC éupplies which

primarily use capacitor input filters. A tri-level waveform (shown in
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1N1183A
28 volt " +27 volts
15 yort xms 35 amp —=—_ Sears 14388
line voltage DC power supply + J :>>12 volt, 70 amp-hour
. =i1‘ I storage battery
= .

+27 volts

Crystal controlled @l

two phase 60 Hz — 0;
To power inverter

clock generator L0 (figure 3.6)

1 1
el e e
0, ' :

o, [ L[ L LI LT

Wi I m N R NS M SN R S
s, L 1 L1 L

Figure 3.5 Uninterruptible power source and clock for power inverter.



TTHOY
el

160z Ty

i
v [ [
_.II.II‘ oss &2 l||4 ety | |
T 2 9fone 8 ! !
R — ¢ 0602 Ly b LTy T, bo)
\ |
| |
M
_ !
! i

Q
HO6ENE \aﬁma
onlus 2 9% Ty
o8s .o.mm«,* SdAL
T

YOI ST UL

A

59

L
(2" ¢ziget)

vEQ-d peTaL

| %
WL L
o™
T

(ZH 09 3® VA 00§
STT:9€)

*oul SOTUOXDSTH °S *H X

33em 0f VLT

‘0

1384 G
T00Z
VA~ Wn ’ LT
sA L2t nToA 3T % To
soont L) . C B T
e
" ' H 1 pas
9% - 006Z ' o ol
| ' : A A L2+
A ! _ i
ORI [N

83T0A L2+ om—AAA~ &
3384 0€ VLT°0

Figure 3.6 Schematic of power inverter,



60

Fig. 3.6) which is "on" 2/3 of the time and "off" 1/3 of the time pro-

vides a voltage integral over one-half cycle of %g%-x %' (as compared

to ~%%%-x §~f0r a sine wave) to insure that the power transformers in

K
the system not saturate and that the tape recorder motor operate
properly.

The battery capacity is sufficient to provide reasonably constant
voltage for at least ten minutes. This time period is more than suf-
ficient to allow for the transition to an alternate power source during
planned building power interruptions (as occurred once during the
course of the year Tong experiment).

The frequency of the power inverter is crystal controlled so that

- the timing for the data sampling system may be derived from this source.
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Chapter IV
NOISE SOURCES

4.1 Introduction

The purpose of obtaining experimental data on low frequency semi-
conductor noise is to extend the present knowledge of the statistics
of this type of noise process. It is hoped that these data will event-
ually be useful in verifying (or at least e?imjnating)_variaus
hypotheses as to the physical proCéss which generates a f & spectral
density for frequencies ranging down to the microhertz region. Past
experiments[T’]]] have indicated that this trend may continue down to
~1O"6'3Hz. It is hoped that this experiment might not only extend the
frequency range of available data but, in addition,Aincrease the
accuracy of the spectral estimates in the frequency ranges already
investigated and allow for a c]osér look at the data to see if‘any
components of the noise process can be identified (either coming from
the noise source itself or induced from external influences) which
might give a clue as to the physical process involved in the 1/f noise
or indicate experimental errors which might have been made now or in

the past.



62
4.2 The Noise Sources

The noise sources chosen for this experiment are bipolar integrated
operational amplifiers. This choice was made due to the inherently low
temperature and power supply sensitivities of these amplifiers (rela-
tive to their noise) as well as their widespread use. These devices
are, unfortunately, rather complex structures having many interior
parameters which are either difficult to obtain or may, in fact, be
unknown even by the manufacturer. The circuit diagram of each device
- used suggests that the differentia],inpuf pair of transistors should be
the largest contributor to the output noise of the device if each of the
transistors in the circuit has reasonably high current gain and similar
noise properties. The extent to which this is true is not'importaht o
here since we are primarily éoncerned only with characterizing the
statistical behavior of a common semiconductor 1/f noise process even
though it may be the result of addin§ the noise of several of the tran-
sistors in the operational amplifier. The actual circuit components
will, however, be identif;ed as completely as poséible. Negative
feedback is placed around each amplifier so that the magnitude of the
total gain (and, therefore, the magnitude of the observed noise refer-
enced to the input) is both known and reduced to a level such that the
probability of saturation of the amplifier due to its own noise is small.
The linearity of the amplifier is also improved by the feedback.

Past work in this field indicates the necessity of régu?ating
the power supply voltages and the temperature of the noise source.

A great deal of effort was expended to reduce the temperature
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variationsvof both the noise sources and the final power supply regula-
tors. This involved a reasonably large volume of circuitry which some-
what complicated the task. It was desired to 1imit the time spent on
constructing an oven so as to allow for moré time (giving greater
frequency resolution and statistical accuracy) for recording‘data. A
compromise was reached in that only moderately sophisticated ovens were
constructed which hold the temperature fluctuations to about 100
millideg centigrade peak to peak but where the temperatures of the
noise sources are recorded during the course of the experiment with
very fine resolution. The ovens filter out any high frequency compo-
nents of room temperature to reduce the possibility of non-negligible
temperature gradients across the integrated circuit chip as the temper-
ature changes. It is then assumed that the effect of the temperature
fluctuations on the output of each noise source can be considered as a
linear temperature coefficient. The temperature of each source is
recorded along with the ﬁoise data by the use of é thermistor mounted
to the case (as near as possible to the silicon chip). The temperature
component may then be subtracted from the data as they are analyzed.
Functions of the power supply voltages are also recorded for 5 of the
6 noise sources from which the final data were taken so the effects of
pover supply noise can be investigated (See Fig. 4.4, Vicheck)’

Many calculations were performed using "typical" and "worst case”
specifications supplied with the components to be used to try and in-
sure that the external influences on the noise sources would be

negligible. Various relatively short preliminary data recording runs
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were also made. In all cases, however, there wereinsufficient data
available concerning the very low frequency noise characteristics of
the various components. The final analysis, therefore, depends almost
entirely on the parameters measured during the course of the experiment
rather than guesses made from attempting to interpret manufacturers
specifications or trends observed over short experimental runs. The
calculations leading to the design goals, therefore, will be omitted
for the most part and their sufficiency will be verified by experi-
menfa] data.

Two separate ovens (one containing a single noise source which will
be referréd to as noise source #2, and the other containing 5 noise
sources referred to as T1, T2, T3, T4, and T5) were used in.obtainjng(
the final experimental data. The circuit diagrams of the 6 noise
sources are shown in Figs. 4.1 and 4.3. The resistante values indicated
are the final values chosen to set all output voltages to ~0 volts at
the beginhing of the experiment. A single resistor may actually
represent a network of resistors in order to achieve a reasonable
operating point. The values were often measured to the implied accuracy
since the components could not be substituted while the ovens. were
operating and new values had to be extrapolated from precisely known
previous values when operating points were being established. All
resistors used inside the ovens are either 1% metal film (RN6OC or
RH60D) or wire wound with precision of 1% or better (except for the
frequency compensation resistors, used only for the 709 operational

amplifiers, which are 5% carbon). Each amplifier (Figs. 4.1,...,4.6)
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labeled 741 isAactua]1y one half of a Fairchild U7A7747393 dual opera-
tional amplifier (except the 741 amplifier of Fig. 4.1 which is a
Fairchild U9T7741393). The amplifiers serving as final noise source
amplifier and thermistor amplifier for each noise source (T1,...,T5)

are contained in a single 747 package. Amp #1 (the amp]ifier considered
to be the actual source ofvhoise) of Fig. 4.3 is a 709 for T3, T4, and
T5 noise sources, and is a shared 747 dual operational amplifier for

T1 and T2.
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Pply) L___’ '_I
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1.5K .005uf

(everything shown in this figure is inside oven)

Figure 4,1 Schematic diagram of #2 noise source and voltage
regulators.,
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VECO 5141

thermist

output

output (T1,...,T5)

~Noise source

(12,...,75)

—— llolse source temperature

— S 6.46 voltS/OC
vV (-15v)
+15 volts supplied to all operational amplifiers from V;and V_ (see
figure L. kL),
Components Cx’ Ry, and Cy apply only to T3,Th, and T5 sources.
Thermistor mounted to case of Amp #1, ' '
Noise Amp #1 implied
source (iiiﬁéglld Ry R, v, Vorfset R3
P of Amp #1
T1 UTATT7HT7393 oo 74 . 41K n |-15 volts | -.96 mv 53.76K0
T2 UTATTH7393 24,9 n |135.65K0n |-15 volts | ~-.17 mv 53.97Kn
T3 USB770939 634 |2L4.9 n [139.59Kn [+15 volts |+.16 mv 55.04K 0
T4 USB770939 634 | oo 173.78K a |+15 volts |+.41 mv 55.13Ka
T5 USB770939 634 24,9 [172.60Kn |-15 volts | -,13 mv 5L, 57K N

Amp #1 for sources T1 and T2 are actually contained

operational amplifier integrated circuit chip.

Figure 4.3 Schematic diagram for noise sources TL,...

in a single dual

> 10,
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4.3 The Temperature Ovens

The oven for noise source #2 consists of a %ﬁ'“ thick copper box
3.5" x 2.6" x 2.1" (with one removable end having a small hole for
passing wires through). Electrically insulated Nichrome wire is wrapped
around the length of the box as a heating element. The temperature is
sensed by a pair of thermistors mounted in opposing interior edges of
the box using silicon thermal compound (and tape) to insure good con-
tact with the metal box (this is done to minimize the time delay in the
feedback control Toop). The 15 volt regulators, noise source #2, #2
noise source temperature sensing thermistor, and thermistor amplifiers
(Figs. 4.1 and 4.2) are enclosed in the copper box (insulated from the
box by packing material). The copper box was then placed in a 5" x 4f
x 3" aluminum box { insulated by several small styrofoam spacers). The
outer aluminum box provides passive attenuation of the high frequency
components of rocom temperature. The feedback network which drives the
heater coil is external to the oven except for the 709 operational
amplifier immediately following the thermistors (Fig. 4.2) and provides
frequency compensation to allow for an increased loop gain at DC. The
walls of the copper box are held at a temperature of -40°C. The inter-
nal oven temperature (measured at the case of noise source #2) is
~68°C due to the power dissipated inside the box.

The oven for noise sources Tl,...,T5 consists of a 6" x 2.5" x 0.5"
copper "table" (see Fig. 4.5) supported in the center by a 0.375" copper
rod. The copper rod has been forced into a tapered hole in the "table"

and then soldered to assure a good thermal contact. The other end of
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Figure 4,6 Schematic diagram of heater control circuitry for oven

containing noise sources T1, T2, T3, Th, and T5.
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the rod iskinserted into an aluminum base for support (and heat dissipa-
tion). The temperature of a small region of the copper rod is sensed
(as near to the "table" as possible) by a thermistor which has been
inserted into a hole in the rod (the remaining space is filled with a
compound, Asirodyne Thermal Bond 312, having a thermal conductivity of
1.07 x 10"2 watts/cm-°C). A 15 ohm resistor in a hole immediately below
the thermistor provides a source of heat. The close spacing between

the heating element and the thermistor simplify the control problem.

The components (noise sources TT,,;.,TS, voltage regulators, and temper-
ature sensors) are mounted on the "table" in the relative positions
shown in Fig. 4.5. The integrated circuits and transistors are mounted
with the thermally conductive adhesive to the "table" with the leads
pointing up. The thermistors used to sense the noise source temperatures
are mounted on the integrated circuit packages with the thermally

conductive adhesive (the high electrical resistivity, ~1O]3

ohm-cm,

of this compound allows tﬁe thermistor to be mounted at a point>where
the leads are emerging from the case of the integrated circuit). A

%ﬁ’" thick copper "hat" is fitted over the top of the "table" so that
all of the circuitry’is enclosed in a copper box. Wires are brought
into the oven throucgh a small hole in the "table". This entire assembly
is then housed in a 8" x 7" x 10" aluminum box to provide attenuation
of high frequency room temperature variations. The aluminum base rests
on the bottom of the aluminum box (providing a path for the heat flowing

down the copper rod). The heater control thermistor was not calibrated
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but statistical data gathered on later ca]iﬁration of thermistors of
the same type indicate that the control thermistor temperature is

~40°C + 3°C. The thermistors used in sensing the noise source tempera-
tures were calibrated and indicate that the temperatures of noise
sources T1,...,T5 are 511 42°C + 0.3°C (the 0.3°C uncertainty is due

to the fact that two of the resistors in each of the thermistor bridge
circuits is known only to :1%).

Recorded data indicate that the temperature fluctuations at the
control points of both ovens are at least an order of magnitude smaller
than the temperature fluctuations at the noise source amplifiers. This
indicates that an improved oven structure, rather than increased loop
gain, would be necessary to improve the temperature control of the
noise source amplifiers. Later data will show that the effects of
temperature variations are negligible due to the Tow temperature

coefficient of the amplifiers, so that improved ovens are not required.
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Chapter V
EXPERIMENTAL DATA - PHASE I
5.1 Multiplexing

As previously mentioned, the multiplexer provided for multiplex-
ing 30 input channels. Ten channels were output to the Digital Volt-
meter (DVM) with a resolution of 0.1 millivolts on the most sensitive
sca]e.’ Twenty channels were output to the Analog to Digital Converter
(A/D converter) with a resolution of approxima%@?y 10 millivolts. Eéch
input channel was Jow pass filtered by its own single pole RC filter
with a 3 db point at 0.34 Hz. The output of each Tow pass filter was
buffered by a unity gain amplifier prior to the multiplexing switch to
eliminate the transient loading effectﬁ of the multiplexer on the
filters. Individual filters were used on each channel rather than one
on the measuring instrument (DYM or A/D converter) since the time
constant of the filter was to be of the same order as the multiplexer
switching period.

The multiplexer is logically divided into thirds since each time
the multiplexer is switched one DYM channel and two A/D channels are
sampled. The DVM channels were Tlabeled as A1,.. A and the two

210
sets of A/D channels were labeled B]"°9B}o and C}”"’CTO’ The DVM
channels are sampled sequentially, separated by a period of time
referred to as the multiplexer sample period (this is %6- the sample
period of each channel which will be the sample period most often

referred to). Channel B, (i =1,...,10) is sampled 10 millisec after
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the DVM signals completion of the Ai channel sample. Channel Ci is
sampled 30 millisec after the 81 channel sample (see Figs. 3.1 and 3.2).
It was decided to devote one input channel in each third of the
multiplexer to a grounded 5ﬁput as a check on the offset voltage drift
of the appropriate measuring device (the measuring device here is the
low pass filter, buffar amplifier, and DYM or A/D converter). This does
not yield information on the drift of all 30 channels but does provide
one example for each set of channels which is hopefully typical of the

others.
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earlier), and fhe two oven control voltages.

The remaining seven A/D channels were allocated to the sources
already connected to the corresponding DVM channels. This was done to
allow a check to be made, if later desired, on the linearity and drift
of the A/D converter (the author having much moke faith in the
accuracy of the DVM). Table 5.1 is é complete list of the channel
allocations.

A11 the results, unless otherwise stated, in the remainder of the
thesis result from the data recorded through channels AZ’ A3, AA’ AS’
Aﬁ, A7, A8’ A]O BZ’ BS’ 85, BG’ 87, 88’ Bg, and BIO‘ To reduce proc-

essing time and expense these were the only channels processed.

A8 and Ag were used for T2 and T5 temperature data because of the
higher resolution and accﬁracy of the DVM channels. During the first
phase of the experiment these temperature samples lag their correspond-

ing noise source samples by as much as 4 seconds and in the second
pﬁase by as much as 40 seconds. This lag is not considered to be
significant due to the relatively low power spectral density of tempera-
ture at these higher frequencies ( %'Hz or %E-Hz). See Figs. 5.1,
and 5.14,...,5.19).
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was insignificant when compared to the 1.6 x 107

data words. The parity
test also detected the few times that the magnetic tape decoder did not
get proper synchronization at the beginning of a record (or lost synchro-
nization during a record) causing right or left shifts in the data
words. This was easily corrected in the computer once Fhezproper
number of bit positions to shift was deﬁerminéd'by the:soﬁeWh?Eiééfné-
taking process of examining the shifted data by éye, The third error
that sometimes occurred was an error in the buffer memory causing a
temporary or permanent shift in tﬁg multiplexing sequence in the
records. In this case the parities would all be right but the
demultiplexer would attempt to convert the A/D codes (binary) assuming
them to be DVM codes (BCD). This would indicate errors which could
also be corrected with slight loss of data. In such cases it was
always possible to find the probable malfunction in the appropriate
circuitry (most often a digita] counter which missed an'increment
pulse). By comparison of the time each tape should have taken to be
recorded (knowing the sample rate, number of samples per record, and
number of samples actually recorded) and the actual recording time
(usually heasured to an accuracy of +30 seconds for a 2 day record as
determined by the Pacific telephone time recording), any possibility
of gross data was discounted.

After these errors were corrected, the data were assumed to
accurately represent the voltage as seen by the DYM or A/D converter
and werestored on IBM compatible tape (7 track, 800 BPI). The data

weredemultiplexed and divided into files. Each file is the result of



82

50 records as originally recorded on the magnetic tape recorder. Each
| data file consists of 20 blocks each 1025 words long (6 tracks per word
to provide the 36 bit words required by the Univac 1108 computer). The
first 10 blocks contain the data from channels A],...,A]O. This is in
integer 1's compliment format at a gain 104(i.e., a voltage of 0.1
millivolt is recorded as 1 6n the tape). Block 10 + i contains the
data from channels Bi and Ci still coded as for the magnetic tape
recorder. Bits 3,...,0 contain the parity for the word. Bits 13,...,4
contain the binary equivalent of Ci at that sample time. Bits 23,...,14
contain the binary equivalent of B,I at that sample time. Therefore, to
recover a datum point corresponding to the Bi channel in volts we would

~select the appropriate word from block 10 + i, shift right by 14 places

10
1024 °

_ first phase of the experiment arenow stored on 6 such tapes (782 files). “

(with zero fill), subtract 512, and multiply by The data for the

The tapes are designated as Spectral Data-1,...,Spectral Data-6. The

f6110wing 1ist indicates the number of files on each of these tapes.

Tape Number of Files
Spectral Data - 1 142
Spectral Data - 2 135
Spectral Data - 3 | 134
Spectral Data - 4 135
Spectral Data - 5 135
Spectral Data - 6 101

Table 5.2
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Usfng this information we may refer to samp]e”number 500,000 of
channel A3 as A3 (500,000), or as'A3 (825) of data file 488, or as A3
(825) of data file 77 of tape Spectral Data-4. As a further point of
information, the first sample was taken at approximately 16:14 (PST)
November 29, 1972. The final point of the first phase was taken at
approximately 10:47 (PST) March 2, 1973. Since this represents 782 data
files at 10250 seconds per data ffle the predicted end point would be
10:46 March 2, 1973. This is an error of only 1 minute in 3 months
(a 0.00075% error) which is considerably better than had been hoped to set
the timing oscillator frequency and 1is jﬁst about within the accuracy of
the start and stop time measurements.

At this point, one might assume that the data are ready to be
"analyzed. Much care was taken in cbnstructing the equipment and it was
hoped that there would be no glitches. A glitch is taken to mean any
“datum point (or set of data points closely spaced in time) which result
from some process other than that which we are attempting to measure.

From the past experiences of others[]’11]

and my own trial runs, there
was reason to expect some glitches and a method was needed, therefore,
to detect any that might occur. In practice, we can only hope to detect
glitches which deviate in some significant way from the normal noise
characteristics (and since we have no a priori way of knowing what the
"nérma1" noise characteristics are, we must hope that the glitches do not
occur too frequently).

The thought which occurs immediately is to plot all of the data.

If we were to do this at a density of 1025 points per’]ine and 10 Tines

per page as in Fig. 5.1 we would require 780 pages to plot just
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those sources plotted in Fig. 5.1 (there are still a few more sources
used in later analysis which were not plotted in Fig. 5.1 for lack of
space). Of course the data could be plotted at 10 times this density
to yield only 78 pages as ih Fig. 5.5. An estimate of the cost of making
this plot, from the costs incurred in making similar (but somewhat
shorter) plots, was about $500 (assumiﬁg the Towest priority computer
rates available at the time with about a 1 week turn around time for
any given computer run). This cost was considered out of line,
pérticu?ar]y since this involved a density of more than 1000 data points
per inch (in which individual datum points certainly could not be
resolved).

The method chosen to examine the data in the time domain was to
first plot the maximum and minimum data values over one 1025 word block
~for each channel to be retained for analysis. This resulted in a plot
for which 1025 data point segments having significantly larger than
average peak to peak deviations could be immediately identified. The
suspicious segments (for all channels) were then plotted to a density of
100 points per inch which allowed “glitches" to be located to about
+5 sample points. The method for determining whether or not to classify
a given datum point as a glitch was somewhat subjective. I will only
note the philosophy which I attempted to follow. Spikes which were
clearly correlated in two or more sources (not different channels
carrying the same source) were considered to be glitches. Single spikes
of more than about 3 times the normal high frequency peak to peak

variations of the source were assumed to be glitches. Spikes in
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v and V vere tolerated at somewhat Targer levels than for

+check -check
the other sources if they were not clearly correlated with spikes in
any of the other sources. After a glitch was determined to exist from
the plot, 10 data points for’each source were printed in the vicinity
of the glitch to establish the exact datum point (or points) involved.
A new value was then assigned which was thought to be a reasonable |
approximation to the lost data points and a card punched for use by
the computer in inserting this correction. The cards designate the
tape, file number, channel to be corrected, word number in the block
considered to be the first point of the glitch, word number in the
block considered to be the last point in the glitch (if more than one
point involved), and the new value to be assigned to these points. In
addition, for most points the value of the first word of the glitch
is given on the card so that the computer can check that an error
has not been made in specifying the location of the glitch.

The final set of correction data used in the first phase is shown
in Table 5.4. It will be noted that channel A2 (noise source #2)
has some very Tong.strings of correcfions (nearly 3000 data points
in one case). This is thought to be a loose connection in the measuring
channel (the data from this channel often jump to ~0 volts for long
periods of time). One will immediately notice (see Table 5.1) that
this is one of the few sources for which a redundant channel was not
“allocated. These data were, therefore, used in the spectral analysis.

The following precautions were observed. The set of points chosen to

make spectral estimates at At = 10 sec avoided all known glitches for
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all the channels. The set of points chosen for estimates at at = 100
sec avoided regions where a large number of glitches had been detected.
Estimates made at At = 1000 sec and At = 10,000 sec used all available
data. To give some additional perspective, Table 5.3 indicates the
total number of points in each channel which were replaced because of
glitches and the percent of the total number of points available per
channel (782 x 1025 = 801,550) which this number represented.

Figures 5.1,...5.7 show some of the data actually used in the
spectral analysis. Figure. 5.5 shows all 10250 data samples used in
the spectral analysis using a 10 séc.samQYing period (spectral estimates
for s Hz < f < %6-Hz). These data come from data files 63-72 of
magnetic tape Spectral Data-3. Only one of the temperature data channels
from noise sources T1,..,T5 was used due to space Timitations and their
similarities. They do, in fact, Took the same as the one given (T2
temperature) for all of the different scales represented in Figs. 5.1,
...,5.7. Figure 5.1 is the first tenth (in the time sense) of the data
in Fig. 5.5 expanded in time.

Figure 5.6 shows the 10250 data samples used in the spectral analy-

sis using a 100 sec sampling pericd (spectral estimates for

1074 1072 | .
5 Hz < f < 5 Hz). These data result from passing the original

data through the low pass dealiasing filter described earlier and
resampling by retaining only every tenth sample. The set of data in
Fig. 5.6 corresponds (in time) to data files 51 through 150 of the

original data. Figure 5.2 expands the first tenth of Fig. 5.6 in time.
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Table 5.3
Channel Source ’ poigiiirg;?Zingi 0 557%§5~x 100%
A, | 3% (noise source #2) 7506 0.94 4%
AB %—x (noise source T1) 1078 0.13 ¢
A4 noise source T2 1100 0.14 %
A5 noise source T3 11 0.0014%
AG noise source T4 25 0.003 %
A7 noise source T5 23 0.003 %
A8 T2 temperature 0 0 %
Mo T5 temperature 0 0 %
82 #2 temperature 0 0 %
83 T1 temperature 0 0 %
85 T3 temperature 0 0 %
Be T4 temperature 0 0 %
87 line monitor 0 0 %
88 room temperature 0 0 %
By V_check 64 0.008 %
B1g Vicheck 61 0.008 %




DATAFILE 8
A 2( 934)
A 3( 934)
A 4 934)
B 9( 279)

DATAFILE 25

DATAFILE 32
A 4( 223)THRU
A 4( 399) THRY
o( 222)THRY
B o( 397)7 ahu
B1O( 222)TH
B10( 398)THRU
DATAFILE 41
A 4( 694)THRU
B 9( 696)THRU
B10( 696)THRY
DATAFILE 75
B 9( 965)T%RU
B10( 965)THP
DATAFILE 78

DATAFILE 3
A 2( 422)
DATAFILE 22
A 3( 620)

A 4( 620)
DATAFILE 50
A 2( 50)THRU
DATAFILE 125
A 2( 220)THRU
DATAFILE 126

A 2( 1)THRU
DATAFILE 127
A2(  1)THRU

DATAFILE 32
A 2( 470)THPU
DATAFILE 33

88

OF TAPE 2578
CHANGE TO
CHANGE TO
CHANGE TO
CHANGE T0

OF TAPE 2578
CHANGE TO
CHANGE TO
CHANGE TO
CHANGE TO
CHANGE TO
CHANGE TO

OF TAPE 2978

225} Cfu\’\’ TO

402 CHA ﬂnu T0

224 CHANGE TO

399 CHANGE TO

224 CHANGE TO

399 CHANGE TO

OF TAPE 2578

699 CHANGE TO

699 CHANGE TO

699 CHANGE TO

OF TAPE 2578
.)\/8 Cf 4‘\) TO
968 CHANGE TO
OF TAPE 2578
CHAHGE TO
CHANGE TO
CHANGE TO
CHANGE TO
CHANGE TO
OF TAPE 2578
. CHANGE TO
CHANGE TO
OF TAPE 2578
CHANGE TO
CHANGE TO
OF TAPE 2866
CHANGE TO
OF TAPE 2866
CHﬁiGE T0
HANGE TO

OF Trpﬂ 2866
51 CHANGE TO
OF T#?E 28@6
10?5 CHA T0
TAD: 2806
3825 CHANGE TO
OF TAPE 2866
90 CHANGE TO
OF TAPE 4329
1025 CHANGE T0O
OF TAPE 4329

Table 5.4 a Correction data.

(SPECTRAL
-4726
-5738
-3916

570

(SPECTRAL
-2700
-2900

564
564
433
433

(SPECTRAL
-2900
-2500

568
560
448
442

(SPECTRAL

-1900
570
406

(SPECTRAL

583
425

(SPECTRAL
~7070
~1900
-2700
-4200
-4800

(SPECTRAL
-4700
~5000

(SPECTRAL
-1300
~4800

(SPECTRAL
-5107

(SPECTRAL
-8600
-1600

(SPECTRAL
-5100

(SPECTRAL
-4897

(SPECTRAL
-4897 .

(SPECTRAL
~4995

(SPECTRAL
-5142

(SPECTRAL

DATA-

FROM
FROM
FROM
FROM
DATA
FROM
FROM
FROM
FROM
FROM
FROM
DATA
FROM
FROM
FROM
FROM
FROM
FROM

DATA-

FROM
FROM
FROM

DATA~

FROM
FROM

DATA-

FROM
FR”M
{\‘J}
FROM
FROM

DATA-

FROM
FROM

DATA-

FROM
FROM

DATA-

FROM

DATA-

FROM
FrOM

DATA~

FROM

DATA-

FROM

DATA-

FROM
DATA
FROM

DATA-

FROM

DATA-

N4
1175
-7003
-6506
213

-1) 6
-477

-179
535
527
388
373

-1) 6

~-165
2945
520
547
391
297
1) 3

~-1664

409
217
1) 2
521
343
1) 5
-99396
-76900
1 ~21970
8290
~-15000
1) 2
-2311
-10803
1) 2
-11537
-6740
2) 1
-3143
2) 2
-10850
-8093
2) 1
-4183
2) 1

2) 1

2y

3) ]
-4875
3) 1

CARDS

CARDS

CARDS

CARDS

CARDS

CARDS

CARDS
CARDS

CARDS
CARDS

CARDS
CARDS
CARDS
CARDS
CARDS
CARDS



A2(  1)THrU
DATAFILE 34
A2( 1)THRU
DATAFILE 35
Az2( 1)THRU
DATAFILE 41
A 2( 700)THRU
DATAFILE 68
A 4 236)THRU
B 9{ 237)
B10( 237)
B10{ 849)
DATAFILE 85
A 2( 643)
DATAFILE 109
A 3( 231)THRU
A 4( 231)THRY
B 9( 229)THRU
B10( 229)THRU
DATAFILE 117
A 3( 10)THRY
A 4( 10)THRY
B 9( 9)THRU
B10( 9)THRU
DATAFILE 119
A 3( 291)
A 4 291)
DATAFILE 123
A 3( 345)
A 4( 345)
A 5( 345)
DATAFILE
3( 378)
DATﬂFILE 26
A 3( 699)THRU

19

A 4( 699)THRU

DATAFILE 34
A 3( TSJ)THRU
A 4( 185
A4( 141
B 9( 141
B10( 141
DATAFILE 35
A 3( 61107

4( 611)TH
DATATILE 78
A 2( 270)
DATAFILE 97
A 2( 529)THRU
DATAFILE ©8
A2(  1)YTHRU
A 2{ 421)THRU
DATAFILE 12
A 2( 695)THRU
DATAFILE 105
A 2( 770)THRU
DATAFILE 105

JTH
)T!
)T zvu
)TH

89

1025 CHANGE TO
OF TAPE 4329
1025 CHANGE TO
OF TAPE 4329
385 CHANGE TO
OF TAPE 4329
775 CHAIGE TO
OF TAPE 4329
237 CHANGE TO
CHANGE TO
CHANGE TO
CHANGE TO
OF *ADF 4329
CHANGE TO
OF TAPE 4329
234 CHANGE TO
233 CHANGE TO
232 CHANGE TO
232 CHANGE TO
OF TAPE 4329
11 CHANGE TO
11 CHANGE TO
11 CHANGE
11 CHANGE TO
OF TAPE 4329
CHA Fz T0
CHANGE TO
OF TAPE 4399
CHANGE 10
CHANGE TO
CHANGE TO
OF TAPE 2969
CHANGE TO
OF TAPE 2969
701 CHANGE TO
701 CHANGE TO
OF TAPE 2969
267 CHANGE TO
267 chwGF T0
142 CHANGE TO
122 CHANGE TO
142 CHANGE TO
OF TAPE 2969
780 CHANGE T
780 CHANGE TO
OF TAPE 2969
CHANGE TO
OF TAPE 2969
1025 CHAIGE TO
OF TAPE 2969
191 CHANGE TO
426 CHANGE TO
OF TAPE 2969
800 CHANGE TO
OF TAPE 2959
969 CHANGE TO
OF TAPE 2969

Table 5.4t b Correction data,

T0

-5142
(SPECTRAL
-5142
(SPECTRAL
-5142
(SPECTRAL
-4897
(SPECTRAL
500
497
450
457
(SPECTRAL
~-5415
(SPECTRAL
~-11900
700
473
473
(SPECTRAL
-11900
400
479
460
(SPECTRAL
~-12300
-25
(SPECTRAL
-121700
75
~4340
(SPECTRAL
-12150
(SPECTRAL
-12000
-880
(SPECTRAL
-12220
-2000
-1200
491
485
(SPECTRAL
-11982
~-2400
(SPECTRAL
-5235
(SPECTRAL

-5386"

(SPECTRAL
-5386
-5386

(SPrCTR L
-5 142

{SPECTRAL
-5386

(SPECTRAL

FROM
DATA-3)
FROM
DATA-3)
FROM
DATA-3)
FROM -4322
DATA-3)
FROM
FROM
FROM
FROM
DATA-3)
FROM -3268
DATA-3)
FROM -12570
FROM 2118
FROM 465
FROM 463
DATA-3)
FROM -12450
FROM 2091
FROM 427
FROM 386
DATA-3)
FROM -13250
FROM -4180
DATA-3)
FROM -16510
FROM -11040
FROM -8367
DATA~4)
FROM -14050
DATA-4)
FROM -13440
FROM -3069
DATA-4)
FROM -14390
FROM  ~6700
FROM 1203
FROM 379
FROM 361
DATA-4)
FROM ~12510
FROM  ~3061
DATA-4)
FROM 2460
DATA-4)
FROM -5358
DATA-4)
FROM

FROM -4432
DATA-4)
FROM -4742
DATA-4)
FROM -5307
DATA-4)

1
1
1

4
1837
456
402
490

1

4

4

2

3

1

2

5

2

1
1
2

1
1
2

CARDS
CARDS

CARDS

CARDS

CARDS
CARDS

CARDS

CARDS
CARDS
CARDS
CARDS

CARDS

CARDS

CARDS
CARDS
CARDS

CARDS
CARDS
CARDS



Table 5.4 ¢

A 2( 310)THRU
A 2( 765)TH
DATAFILE 107
A2( 1)THRU
DATAFILE 109
A 2( 745)THRU
DATAFILE 110
A2(  1)THRU
DATAFILE 18
A 3( 510)THR
A 4{ 510)THRU
DATAFILE 19
A 2( 780)THRU

DATAFILE 20
A2(  1)THRU
DATAFILE 26
A 4( 842)THRU
A 4( 872)
A 4( 881)THRU
B 9( 843)THRY
B 9( 872)
B 9( 880)THRU
B10( 842)THRU
B10{ 872)
B10( 880)THRY
DATAFILE 27
4{ 484)
B 9( 484)
B10( 484)
DATAFILE 35
A 4{1013)
B10(1012)

DATAFILE 36
A 3( 134)THRU
A 4( 134)THRU
DATAFILE 44
A 3( 853)
A 3{ 888)T
A 4( 853)
A 4( 888)THRU
DATAFILE 52
A 3( 512)THRU
A 3( 713)THRU
A 4{ 512)THRY
A 4( 713)THRU
DATAFILE 65
A 2( 932)
DATAFILE

HRY

B10( 797)THRU
DATAFILE 90
A 4( 728)THRU
DATAFILE 102
A 2( 451)THRU

Correction

90

385 CHANGE TO
1025 CHANGE TO
CF TAPE 29569

15 CHANGE TO
OF 4>,m moaw
1025 CHANGE T0
OF TAPE 2969
530 CHANGE TO
OF ﬂbmm 205

i‘

OF TAPE
1025 CHANG
OF TAPE

90 CHAMEGE TO

GE 10
905

OF TAPE
849 CHANCE
CHANGE
882 CHANGE
848 CHANGE
CHANGE
882 CH
848 C

905

882
OF TAPE 905
CHATIGE TO
CHANGE TO
CHIIGE TO
OF TAPE 905
CHANGE TO
CHANGE TO
OF TAPE 905
mwe CHANGE TO
0 CHANGE TO
om TAPE 905
CHANGE TO
CHANGE TO
CHANGE TO
T0
905

971

mwd

905
732 CHANGE TO
OF TAPE 905

455 CHANGE T0
data.

-5142
-5264
(SPECTRAL
-5264
{SPECTRAL
-5264
(SPECTRAL
-5264
(SPECTRAL
-12715
-700
(SPECTRAL
-5142
(SPECTRAL
-5142
(SPECTRAL
-500
-300
-400
545
545
545
456
457
450
(SPECTRAL
-500
543
447
(SPECTRAL
-800
45
(SPECTRAL
-12471
-500

{SPECTRAL

-12590
-12620
-400
~-300
(SPECTRAL
-12715
-12715
-600
-600
(SPECTRAL
-2962
(SPECTRAL
~13300
~-2000
~4600
547
518
{SPECTRAL
~3000
(SPECTRAL
~2738

FROM -5296
FROM  -4905
DATA-4) 1
FROM
DATA-4) 1
FROM  -5401
DATA-4) 1
FROM
DATA-5) 2
FROM -12690
FROM  -884
DATA-5) 1
FROM  ~4902
ATA-5) 1
FROM
DATA-5) 9
FROM 135
FROM 1664
FROM 3911
FROM 537
FROM 437
FROM 436
FROM 442
FROM 422
FROM 320
DATA-5) 3
FROM 2332
FROM 440
FROM 338
DATA-5) 2
FROM 25T
FROM 358
DATA-5) 2
FROM -14090
FROM -7698
DATA-5) 4
FROM -18980
FROM -74860
FROM ~12580
FROM  -4699
DATA-5) 4
FROM -14100
~-13800
FROM -3223
FROM -1386
DATA-5) 1
FROM  -4577
DATA-5) 5
M -14240
FROM 1915
FROM -6138
FROM 502
FROM 454
DATA-5) 1
FROM 387
DATA-5) 3
FROM -4553

CARDS
CARDS
CARDS
CARDS

CARDS
CARDS
CARDS

CARDS

CARDS
CARDS

CARDS

CARDS

CARDS
CARDS

CARDS
CARDS



A 3( 892)

A 4( 892)

DATAFILE 4

A 3{ 344)THRU

A 4( 344)

A 7( 342)

A 7( 344)THRU

DATAFILE 18

{ 125)THRU

( 125)THRU

( 125)THRY
FILE 44
mm@vquc

A

@I 03P C
xouoowa-bww—awmw

PN TN N T N T N e, “M-
<
™
=
Vvvvv

fwe)

—

(o)
.

DATAFILE 46

A 3( 405)THRY
A 3( 447)THRY
( 517)THRU
405 :wc

(
(
(
(

DATAFILE mm
A 2( 564)THR
A 3( 327)THRU

CA 3( 581)THRU

A 4( 327)THRU

A 4{ 581)THRU

A6( 177)

A 6( 327)THRU
B10( 327)THRU
DATAFILE 68
A 3( 7G0)THRU
A 4 760)THRU
B 9( 758)THRU
B10( 758)THRU
DATAFILE 95
A 3( 50 U
A 4( 505)THRU

91

CHANGE TO
CHANGE TO
OF qbom 1631

OF TAPE 1031
600 CHANGE T0O
653 CHANGE 10
600
649 CHANGE TO
CHANGE TO
CHANGE TO
CHANGE TO
CHANGE TO
CHANGE TO
OF TAPE
425
442
519
425
442
522
425 nxbxmn 10
421 CHANGE TO
OF TAPE 1031
569 £70
45 :E TO
626 £ET0
462 £ TO
626 ETO
, E T0
330 £ 10
328 £ 10
OF qmwm 1031
771 CHANGE T0
766 CHANGE TO
wmm ombymﬂ T0
766 10
OF Hw 1031
521 mmﬂnmm 10
524 CHANGE TO

-12650  FROM -11779
-3400  FROM -22420
(SPECTRAL DATA-6) 4 CARDS
-12550  FROM -15420
-3300  FROM -5010
-6600  FROM -27790
-6600  FROM  -9950
(SPECTRAL DATA-6) CARDS
-12500  FROM -13370
-800 ROM  -1883
-7200  FROM -8372
(SPECTRAL DATA-6) 9 CARDS
-12900  FROM -13210
-12715  FROM -14620
~3200  FROM ~2503
-3100  FROM -3832
-1400  FROM  -3377
517  FROM 450
518 FROM 461
491  FROM 414
494 FROM 459
-(SPECTRAL DATA-6) 8 CARDS
-12900  FROM -13720
-12800  FROM -15260
12700 FROM -14680
-3100  FROM -4817
-3100  FROM -8157
-3100  FROM -6878
521  FROM 489
540 FROM 465
(SPECTRAL DATA-6) 8 CARDS
-5200  FROM -5882
~12500  FROM -16480
-12300  FROM -14140
-2900  FROM -13400
-2900  FROM -5561
-2500  FROM 426
-3000  FROM -4766
505 FROM 457
(SPECTRAL DATA-6) 4 CARDS
-12600  FROM -12860
-3600  FROM ~3089
570  FROM 534
48 FROM 450
(SPECTRAL DATA-6) 2 CARDS
-12471  FROM -13410
-3700  FROM  -5613
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Figuré 5.7 shows all of the approximately 8000 pts remaining after
the data are again low pass filtered and resampled at a tenth rate to
At = 1000 sec. Figure 5.3 shows the first tenth of these data expanded
in time.

Figure 5.4 shows the 800 data points remaining after one more
filtering and resampling process to At = 10,000 sec. For obvious reasons
this is shown at one scale only.

Notice that Figs. 5.2 and 5.5, 5.3 and 5.6, and 5.4 and 5.7 are
drawn to the same scale (in seconds/inch) but with different bandwidths
(and sample rates). Figures 5.4 and 5.7 show the same segments in time
whereas the other pairs mentioned do not (although the end of Fig. 5.3
overlaps the beginning of 5.6 in time). The general time domain
characteristics of the various noise sources can be observed(as well as a

feeling for the effect of the low pass filter) in these plots.
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5.4 Power Spectral Density Estimates

The power spectral density estimates were made using the algorithm
already discussed (which is the same as used by M. A. Caioyannid@s[1]
and D. S. Blak mare[11]). The power spectral density estimation pro-
gram was in fact borrowed from Caloyannides (and Blakemore) with
sTight modifications to allow the program to be run on the Univac 1108,
to allow the program to be called from an ALGOL program as a subroutine
in order to handle the input data and spectral data estimates more
efficiently, and to check for negative power spectral density
estimates. Unless otherwise indicated, all estimates were made with
M = 100 (number of Tags) to yield 2 decades of frequency. Each time
the sampling rate is reduced by a factor of ten, therefore, we obtain
estimates which overlap the previous estimates over one decade.

Figures 5.8,...,5.22 show the power spectral density estimates for
the six noise sources, the temperatures for the six noise sources, room

heck’ and VY The effects of the initial under

temperature, V-CE

+check”
sampling and the non-ideal characteristics of the digital dealiasing
filter have not been accounted for although it will be remembered that
these appréciab]y affect only the highest decade of each estimate. The
1/f prewhitening filter was used in all of these estimates although for
some of these sources a 1/?2 filter might be more appropriate.* The
spectral density estimates of the sources represented by Figs. 5.14,

...»5.22 were originally made with no prewhitening filter (but with mean

*
The 1/f prewhitening filter is closer to f2 beTow the first decade
anyway ,
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remova?yprior to the spectral estimation prdgram). These estimates
contained so many negative power spectral density estimates that they
were considered unusable and are not presénted).

The temperatures of noise sources T1,...,T5 are nearly identical
for the lower frequenc{es as might be expected. At frequencies above
0.001 Hz, however, the temperatures of noise sources T1, T3, and T4
appear to have larger spectral densities than the temperatures of noise
sources T2 and T5. This is even more apparent in Figs. 5.23 and 5.24
which show the spectral estimates for the temperatures of T1 and T2 over
a larger range of amplitudes. From Table 5.1 we remember that the data
for the temperatures of T2 and T5 were taken using the DVM with a reso-
lution of 0.1 millivolt, whereas the other temperature data were taken
from the A/D converter with a resolution of approximately 10 millivolts
(T%gz‘V01t5)' Let us assume that the data recorded were the true values
of the temperature indicated plus a quantization noise (nq(t)) due to
the Ximits of resolution of the A/D converter. If the normal changes
in the true voltage from the temperature indicator during one sampling
period were large compare¢ to one quantization level of the A/D
converter, then it seems reasonable to assume that nq(t) is white noise

with a probability density of

where q is the quantization step size (4%gz-vo?ts in this case).
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1
@ '2"(7{ 2
Under these assumptions <q2> =-j' xzpn (x)dx = %-y[ x2dx = %‘(%9
A q 0

Using the white noise assumption, sampling period of at = 10 sec (imply-

ing a 1/10 Hz bandwidth), and g 5'7%%E—v0]ts ve get

L 2
an(f) = %ﬁ'(”%§@9 10 vo]‘t2 seconds
= 7.947 % 107> volt?-sec (-41.0 db)

Referring again to Fig. 5.23 we see that the spectral density of
T1 temperature has a minimum value Sf about -42.5 + 0.7 db. Note that
subtracting 3 db at the high frequency end due to aliasing is not appro-
priate here since the total average power of the noise nq(t) was
considered rather than the power spectral density of the quantization
noise before sampling. It is interesting that the power spectral den-
sity estimate of the T1 noise source temperature actually goes below the
power spectral density caTculated for the quantizafion noise. This
problem may be resolved (if one considers 1.5 db significant) by noting
that the temperature of the noise source actually changed so slowly that
the outputAof the A/D converter often remained fixed for several samples
at a time. The quantization noise in this case would not be white or
uncorrelated with the temperature and we might expect the sum to yield
a Tower power spectal density at the higher frequencies (a conclusion
made on the basis of the previous comment that the output of the A/D
converter often does not change over a period of several samples,

which would intuitively imply Tow high-frequency components).
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At this point a slight digression will be made to discuss the ther-
mal transfer function of the oven used to control the temperatures éf
noise sources T1,...,T5. We now have power spectral density estimates
for room temperature and for the temperatures of each of the noise
sources. If we assume that all heat sources inside the oven have con-
stant power dissipation then we may estimate the magnitude squared of
the thermal transfer function between the room temperature and the
temperature of noise source T2 by dividing the spectral estimate of
T2 temperature by the spectral estimate for room temperature and multi-
plying by a constant to account for.the different gains of the two
temperature measurements.
12-.1010gS (f) -1010gS (f) -23.54db .

T2 temp. Room temp.

10 log |H(F)

Figure 5.25 shbws this estimate of |H(f)]2. Notice that the
dimensions of H(f) are in [degrees change of T2 temperature]/[degrees
change of room temperature] rather than thé usual’dimenéions involving
volts at the input to the measuring channel. As can be seen from Fig.
5.25, the temperature variations at the noisé source are reduced by
greater than 25 db at the lower frequencies (a factor of 17.8 in tem-
perature amplitudes) as compared to the room temperature. The oven
clearly has the characteristics of a low pass filter. The fact that
this low pass filter levels off at a frequency of approximately 0.01 Hz
is somewhat surprising. The loop gain of the temperature control
breakskat a slightly higher frequency than this. Referring back to

Fig. 5.24 we see that a white noise with an rms value of .067 mv added
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to the T2 temperature measuring channel would be sufficient to cause Tev-
eling off of the T2 temperature spectral density to‘—73.5 db as observed
in Fig. 5.24 even though the estimate on quantization noise for the DVM
would predict a Teveling off at a spectra1»density of -80.8 db. When
one considers that .067 millivolts could result from only 3.3 milliamps
of current through 2 feét of #20 copper wire, a noise voltage of this
order due to system ground loops would not be surprising.

Referring to Figs. 5.8,...,5.13 we see that if we assume that
‘ Sn(f) = Af we might estimate the values of o for noise sources #2,11,
...,T5 to be 1.27, 1.17, 1.3, 1.24, 1.13, 1.08. If we average these six
estimates for o we get <o> = 1.20. It is noted here that this value of
o is not far removed from the value of 1.3 found by M. A. Caloyannides -

when he averaged his ten noise sources together.[]’ page 191]
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Figure 5.8 Noise source #2 spectral estimates (-632 10 log f =£-13).
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Figure 5.10 Noise source T2 spectral estimates (-634¢ 10 log f £-13).
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Figure 5,12 Noise source Th spectral estimates (-634 10 log f <£-13).
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Figure 5.13 Noise source T5 spectral estimates (-632 10 log f £-13).
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Figure 5.17 T3 temperature spectral estimates (-63 2 10 log f £ -13).
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Figure 5.18 Th temperature spectral estimates (-632 10 log f =-13).
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5.5 Temperature Coefficient Estimates

A great deal of effort was expended to reduce the variations of the
temperatures of_the noise sources. MNo claim, however, has been made that
the temperature of the noise sources has actually been held to a con-
stant. The hope, therefore, is to either subtract any effects of a now
known temperaiure from the data before processing or to show that the
temperature does not significantly affect the final results. In order
to do this we need a reasonable esﬁimate of the temperature coefficients
of each of fhe amplifiers. Shortly'beforé the start of’the long terﬁ
measurements an attempt was made to measure these coefficients. These
measurements were made using the thermistors attached to the noise
sources as mentioned before.

Since temperatures were measured by the same thermistor and
amplifier circuits in all cases, the coefficients will be referred to
in terms of volts change in noise source after ampiification divided
by volts change out of the thermister amplifier. For the five T noise
sources the temperature was modulated by changing the resistances in
the resistor-thermistor bridge of the oven temperature control network.
The temperature was actually varied over a range of about 1.7?6 (10
volts). Time was allowed for the noise sources to reach an equiiibrigm
temperature before taking the data. The voltage measurements of the
noise sources were made by attempting to average by eye the noise over
a period of several seconds (See Fig. 5.26).

We are assuming that the actual noise voltage which we can measure

is



Noise source output
(volts)

e

Lo
, Noise source
temperature
(volts)

Figure 5.26 Noise source temperature versus noilse source output
voltage for noise sources T1, T2, T3, Th, and T5.
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N(t) = n(t) + k T(t)

where n(t) is the actual noise process which we would like to measure
and T(t) is the temperature which we will consider known (in this case
T(t) is in units of volts rather than degrees). We wish to measure the
temperature coefficient k. The estimate of k will be denoted by Q.
Since the total test period was on the order of a couple of hours, the

drift of the noise sources must be recognized as an error. In order to

estimate the temperature coefficient we are calculating

: (n(ty) + kTEtG))}— (n(ty) - KT(ty))
‘ T(ty) - T{ty)

H

- on(ty)-n(ty)
E R T T
0 1
x(ty.tq)
=k + . 0 T}
0" 1

where x(to,t]) = n(to)—n(t]) is a random variable. If we assume that

n(t) is @ zero mean stationary process then
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Efn(ty)t - E{n(ty)
=k T(tgl - T(t]) )

m
PRI
=y
N——
!

2o = E§(£_k>2( S B x—:gzn(t )-n(t )ﬂ
“ CIT)-Te 0
‘‘‘‘‘‘ _— ) )
= E t.)-2n(t t t
TORETR: 2 tg)-2n(tghntey) + oy )
=—2  _leln?w)l - E n(t)n(tﬁatﬁ
[r(ta)m]nz[ é i ]
where At = t1~t0
- —2 R (0) - R, (s1)]
[T(ty)-T(t)1" " &
F <ty
If we assume that Sn(f) = then
‘ 0 |f] > fmax
2 2 J‘max A
a . = 2 = (1-cos(2xfat))df
ko [T(t)-T(e)T f

0 - [Eq. 5.5.1]

P

___4A
[T(tg)-T(t;)]

5 [C + zn(2wfm At)—ci(wamaxAt)]

ax

[byEq. 8.230.1 of Ref. 17]. £ isdeternined by the averaging
1

time of the eye and F 10 sec seems reasonable. Using f
max max

“and At = 1 hour we get

= .1 Hz,
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p =R 077+ 7724 0] = =B [8.207]
[T(tg)-T(t;)] [T(t)T(t))]
op - — 5.76 /A where A = Sn(f = 1 Hz) -

[T(to)"T(t] ) {

Although most of the §n(f) for the 6 noise sources are not very
good approximations to A/f, Eq. 5.5.1 implies that S (f) for f << 1073
is relatively unimportant for differences taken over the interval of an
hour. For the purposes of this estimate, ft will be assumed that
Sn(f) = 10“4/f volt2-seconds for all the noise sources. This number
will not be justified for all sources except to point out that it Tooks
"~ particularly good for noise sourceé T4 and T5. This yields

ok~ .006

If n(t) is a gaussian process then we have a 95% probability that
k- lies in the region = k £ 20 =k £ .012 . Using Cauchy's
inequality we have (without the gaussian éséuhption) a 75% probability
of lying in this region.

'Another way of looking at this error is the following. If we were
somehow able to draw the straight line representing the true temperature
cogfficient, k, through the first datum point, then changed the tempera-
ture and waited an hour to obtain a second datum point, the noise
voltage of the secoﬁd datum point would be a random variable with a
standard deviation of op|T(t;)-T(t;)| ~ 0.06 volts. Noise sources T
and T5 exhibit drifts slightly larger than predicted. The others appear

to be within the standard deviation estimated if one attempts to draw
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the optimum straight Tine. It might be noted that the measurements were
not made in the sequence of Towest to highest temperature but rather
from next to lTowest temperature in sequence to highest temperature and
then back to the Towest temperature. This fact could prove useful if
one wished to consider the possibility of linear trends in the noise
source voltage, or the fact that sufficient time may not have been
allowed for the temperature of the noise source to reach equilibrium.
The following estimates result from fitting a straight line to the
highest and Towest temperature points with an error estimate of = Z2o]

k
predicted above.

Source , Temperature coefficient (volts/volt)
T1 +.082 + .012
T2 : ~ -.108 £ .012
T3 | o -.012 = .012
T4 -.054 + .012
T5 +.121 + .012
Table 5.5

As a point of interest, a temperature coefficient of .12 volts/volt
at the output is equivalent to 7.2 u volts/°C referred to the input of
the operational amplifier as compared to 10 puV/°C and 7 pV/°C typical
values published by the manufacturer for the pA709 and ﬁA747

respectively. [18, page 5]
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For noise source #2 the temperature coefficient was estimated by
recording noise source and temperature voltages during warm up from
the intial turn on of the system (Fig. 5.27). Here again the measure-
ments are over a temperature range of about 1.7°C.with the data points
spread over about %~hour period of time. Approximating a straight line
to these data gives a temperature coefficient of apnroximately +0.7.

The question now arfsés whether by performing a cross correlation
in the digital computer between the noise data and the temperature déta
for each source we could measure the temperature coefficient to a
~greater accuracy (or at Teast verify these measurements already taken).

The situation, therefore, is that we assume that the actual noise
measurements N(jat) (where at is the sampling period) are in fact the
sum of the actual noise process we would Tike to measure and a tempera-
ture dependent part where the temperature is known but not the
appropriate constant k. ’ _

Assume that N{(jat) = n(jat) + kT(jat) where n(t) is a zero mean
stationary random process and T(t) has zero mean. Ve define our

estimate of k as

' M M
D on(Eat)T(Gat)/ Y T2 (jat)
i=1 j=1

k

i

Fabd
it

M M
K+ (O n(3at)T(3at)/ 2 To(jat))
3=1 3=1

If we assume now that T(jat) 1s a known function then
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M M
=k + 2{: E{ﬁ(jét)}T(jAt;gfi: Tz(jﬁt)

51 51

rm
oS
N e

= k + 0 (by our assumption that n(t) is a zero
mean, stationary process)
= k.
The estimator, therefore, hés a mean value of k and a parameter of

interest is the variance of the estimate.

M

[Z n(iat)T(iAt)} z

i=1

2 )

=1

To simplify the calculation at this point, assume that n(t) is

band Timited white noise (a condition which we may approximate by

prewhitening), bandlimited to f = §%¥-. In this case

efntistn(iat)} = a5 nlv)s

J
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2 M M

' 2
o p =) sty |) ] T
i=1 j=1 |
) |
| , S (f) |
= Pt /) TGat) = — [Eq. 5.5.2]
=1 Atzi:ﬁz(JAt)
5=

For a rough estimate of the sort of accuracy we can expect in measur-
ing k by this method, consider the following. Looking at the estimatéd
power spectral density of the temperatures of the various noise sources
(see Fig. 5.14,...,5.19) it appears that most of the power is concen-
trated near the frequency~fd corresponding to a one day period (i.e.,
10 Tog fd = -49.4). It seems reasonable that if we prewhiten both

N(t) and T(t) by a filter having a transfer characteristic of

lH(f)]z « f with unity gain at frequency f, ve will have n'(t) and
T'(t) such that

M M
ZE: T’(jAt)2~Zi: T(jAt)2 (if ST(f) is narrow band
o = )
J e about f = f,)

1

and <n‘(t)2> ~ Sn(fd) X% if we prewhiten properly.

Therefore
2 Sn(fd)/at

$2n .
K e 1(1)%s

If we use the total length of our record (L seconds) then Mat = L and
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2. Sn(fq)

P kL [Eq. 5.5.3]
ko Ler(e)?s

Therefore we do as well estimating k at the lowest sampling rate
as at the highest if we use a proper dealiasing filter each time
the sample rate is reduced. We shall therefore make estimates of k
at At = 104 sec using the~800 samples we have at this rate since it
reduces the amount of arithmetic and simplifies the prewhitening
filter.

If we estimate <T(t)2> to be ~.012 (the value calculated from data
after prewhitening) and S(fd) = 15.85 ve-sec from the T5 power spectral

density estimate we get

pey

UZQ . 15.85 - = 1.65 x 107
8 x 107 x .012

4

0& ~ ,013 or about a =+13% estimate when k = 0.1

Another way of looking at this is as follows. §T(f) has a peak

value of ~1.99 x 103 vo?tz—sec at freguency fd. We have already
S () R
determined that 02“~' n 2 . If we make an estimate for k
8 x 107 x 0.012

we should not be surprised to get k = k + o&,giving us an estimate of
n(t) as A(t) = N(t) - kT(t) = n(t) - opT(t). If n(t) and T(t) are

uncorrelated we will have
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ey 2,
Se(F,) = S (Fy) + a%p Sq(F,)

3

]

L 1.66 % 10
S (F,) (1 +
ntd 8 x 10° x 0.012

10 Tog Sa(fdﬁ = 10 Tog Sﬁ(fd) + 0.075.

That is, if we have an estimate of k which gives Tless than a 0.1 db
"bump" in the noise power spectral density due to temperature, then
we have probably done about as well as we can do. In other words, if
we cannot see a "bump" in the noise spectral de%sity estimate, we
probably cannot make a meanincgful estimate of the temperature
coefficient.

It would be interesting to find out more about the effects of not
prewhitening in this estimator for k. ‘In order to do this I will make
the artificial assumption that T(t) is also a zero mean, stationary,
random process and that n(t) and H(t) are statistically independent.
Although I'm quite sure the reader will not agree that T(t) is likely
to be a stationary process, if we assume that it is a very narrow band
process it would be difficult to prove or disprove stationarity over
~100 cycles at the center frequency. .

Again we have

M }
k= k) n(aat)T(st) i T2( jat)
3= 3=1
k=k+ x/y where x and y are now random variables
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M
E%x% = E;Z{: n(iﬁi)T(j&t)%
=1
M
=Z E%nv(jzjt)g E%T(,:?A‘c)%
j=1

by assumption of stationarity and statistical independence

a4
| , I
o2, = E{xd} - E{Z n(ist) T{ist) Zn(mmjm)}

i=1 J=1
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(M—{i{)Rn(iAt) RT(iAt)
i=-(M-1)

Now by using the convolution theorems of the Fourier transform and by

denoting convolution as

£ ()*f, (1) = ffi(v)fz(t-v)dv

~00
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and noting that

sp () =3{7, (1))

51(f) =3{RT(t)}

we get
2 . ~1)..2 “sinz(vgﬁﬁt)
el = ) T iPer SILLILE) w5y v s ()
e (mfHiat) ‘ '
t = int
2 sin(nfint) V
~ M - 2“ * Sn(f) * ST(f}
~ (afhiat) F=0 [Eq. 5.5.4]

~where the approximation in Eq. 5.5.4 is due to aliasing if the quantity
in brackets is not bandlimited to f = ?%f" The approﬁimation will

- be good if M »> 1 and if Sn(f) = ST(f) =0 for |[f]| » !

20t
| YN o
E{%g}~ 1 ﬁ%f-[:MAt sin (”f”ﬁg) xS (F) * Sn(f)}
! (wfMat) f=0
sin® mfMat
but as M » » , MAt ---w§w--+ §(f) , so that as M » o,
| (rfMat)

2l M .
E{% }+'£§'[§ﬂ(f) ST(f)] fo0

and for large M
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o«

E{xz} - %E-“fp 5,(1) s;(f) df -

-

1 M
If we assume that 252 Tz(jﬁt) = E{,:E: Tz(jat)} then it seems reason-

i=1 i=1

able that
2, L2 2
(o2 k ~ E{)( } y

L s (1) sp(far MZ(J/~ST(f)df)2

00

o0

J{ s, (F)So(F)df
;L
Mt 2

.}fa ST(f)df

00

(=9

f Sn(f) ST(f) df

L T ' [Eq. 5.5.5]
Mat <T(t)>

Mow it becomes clear that if Sn(f) is "reasonably" smooth and ST(f)

has a narrow bandwidth about f = fd relative to the smoothness of
Sﬁ(f), we will have

2
2. 1 Sp{fg) 7o) S ()

o -3 = 5 [Eq. 5.5.6]
kT T 202 T 20

which is just the answer we got before for white noise. Now, however,

using Eq. 5.5.5 we can see what happens if S_(f) is no longer white.

As long as Sn(f) doesn't blow up anywhere (e.g.,is not much larger
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than Sn(fd) anywhere) and is reasonably smooth near f = fd’ the accuracy
of the estimate K s dependent only on Sn(fd). If, however, we have
&

.}['Sn(f)df ~ o for small e as in 1/f noise and if ST(f =0)#0 (no

matter how small) we will have agz + o, In the actual experiment, of

course, we have removed the sample mean from N(t) which would keep
cﬁz from actually going to =, nevertheless it is clearly desfrab]e to
prewhiten in this case.

The estimates were made on thé.raw data (T.e.,befoke any
attempt was made at removing popcorns and trends). In addition

M

%f :E:: Tz(iAt) was calculated from the data and an estimate was made
i=1

for Sn(fd) from the power spectral density estimates (attempting to
ignore any "bump" in the spectral density due to temperature). These
were used in estimating 9k for each source. The estimates aré assumed
to be t20§ to yield at least a 75% probability of being within the
specified range even under the (likely) conditions that the noise
sources afe not gaussian.

The errors in all cases were estimated using Eq. 5.5.6. As was
shown, lack of prewhitening can significantly increase the errors above
these estimates. ‘

Comparing the original estimates and the estimates made from
prewhitened data we see that the error tolerances are not sufficient to

explain the differences. In the case of noise source #2 we see (by
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*

noise . .. lestimate from data estimate from
source |79 estimate without prewhitening |data with prewhitening

#2 +.103 £ 012 | +.022 (+.0069) -.034 + .03

T1 +.082 + .012 +.658 (£.027) +.058 + .028

T2 -.108 + .012 -.372 (+.041) ~-.163 + .043

T3 -.012 = .012 -.058 (+.043) -.101 + .045

T4 -.054 = .012 ~.142 (+.053) ~.081 + .057

T5 +.121 = .012 +.183 (£.025) +.133 + .026

Table 5.6

*
The error tolerances in this case ignore the fact that Sn(f) blows

up near f = 0. These error tolerances are not, therefore, to be
They only serve to demonstrate the evil of using

taken seriously.
Eq. 5.5.6 blindly.
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Jooking at the raw data) that the temperature has two very large step
functions in it. If this is due to some error in the temperature
measuring device rather than changes in the temperature of the noise

n(t) + kT(t), where T is known, is

i

source, the assumption of N(t)

no longer valid. Rather, N(t) = n(t) + kT(t), T'(t) = T(t) + s(t)

where T'(t) rather than T(t) is known and our estimator would yield

k

ST THE) LT + a(e)i(e) + kTP (e)HT(E)s(2))

- 2 = ‘ .
2T (1)) L(T(R) + P (1) + s(t) T(1))

Under appropriate assumptions we might expect

L YT
= 5
2LTE() + s7(t)]

giving us a biased estimate tending to be smaller in magnitude than k
with a variance which would be much more difficult to calculate. In
addition to this, noise sources #2, T3 and T4 have obvious popcorning
which contribute to the power spectral density of each noise source.
Removing these step functions should, therefore, decrease the

variance of the estimator.
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5.6 Effects of Temperature on Power Spectral Density Estimates

We now have power spectral density estimates of both temperature,
T(t), and the raw noise, N(t), where we assume that N(t) = n(t) + kT(t).
We also have estimates for the temperature coefficients, @, for each
of the noise sources. These temperature coefficients are not as good
as we might have hoped for and it seems appropriate to investicate the
effects of an imperfect estimate of a temperature coefficient (or the
effects of not correcting for temperature for that matter) on the final
estimate §n(f). If n(t) and T(t) are uncorrelated random PPOCGSS@S>.
then we know that Sﬁ(f) = Sn(f) + k2 ST(f). Therefore E{gn(f)} =
E{gN(f)} - kZE{§T(f)}. If kng(f) << Sn(f) for all but a few narrow
intervals of frequency, then we may be able to make reasonable esti-
mates of Sn(f) by extrapolating the va?ﬁes of §N(f) outside these
intervals of frequency to the frequencies inside these intervals (this
just involves the assumption that Sn(f) is reasonably smooth).

To demonstrate this, we will look at noise source T5 in detail.
This source 1is chosen because it shows the greatest effect of tempera-
ture in its spectral estimates (see Figs. 5.8,...,5.13), a consistent
set of temperature coefficient estimates was obtained for this source
(see Table 5.6), and there is no reason to suspect that the temperature
measurements themselves may be inaccurate (as in the case of the #2
noise source temperature measurements).

Figure 5.28\shows the power spectral density estimates of noise
source T5 along with the estimates for T5 temperature multiplied

by 0.12 (the original k estimate from Table 5.6). The small "+" on
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the graph shows my attempt to extrapolate Sy (f) to obtain gn(f) at fre-

power spectral density estimate (O.]Z)ZST(f) peaks at about 2 db above

the "+". Since spectral densities are supposed to add, we would pre-
0.2)

dict the power spectrai'density‘gN(f) to peak at 10 Tog(1 + 10 =
4.1 db above the "+". The value which we get, however, is 6.2 db above
the f+". There are several possible reasons for this apparent

discrepancy. HWe may not have extrapo?ated the true power spectral den-

“sity S (f) sufficiently well, the variances of the §T(fd) and S (f

’ N d)
estimates are non-zero, and we may not have chosen the proper value for
E. If we assume that only our estimate of k is wrong we may work this
problem in reverse and ask what vaiue of & doe§ Fig. 5.28 pfedict.' I%
.2) _

we assume that k is in fact 0.12« then we solve 10 log(1 + o210
6.2 db which yields |o| = 1.4 or a new value for k of {El = 0.17.

This is not in good agreement with the two values of k from Table 5.6
wﬁich were considered to be valid (0.121 + 0.12 and 0.133 + .026). The
major error may come from}the inaccuracies of‘the spectral estimates
gT(f) and §N(f). The high resolution spectral esimtates which are

used here were made using 800 sample points with M = 100 Tags.

For white noise we remember that this yields a variance of the estimator
of 02 ~ %%%-Sz(f) for white noise. vawe blindly use this estimate of
variance for these sources which have sharp peaks in theif spectral

densities (no attempt will be made to verify the accuracy of this

assumption), a spectral estimate which is one standard deviation away
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from the true value would either be 1.3 db high or f.9 db low. If wé
assume that the peak in §T(f) at f (Fig. 5.28) is o« too low, we would
predict the peak in the noise spectral density, §N(fd), to be
10 Tog (1 + 10°3%) = 5.4 db above the "+",requiring (if k = 0.12) that
§N(fd) was actually 0.8 db too high (an error of less than the
predicted ¢ for the estimate §N(fd)).

Figure 5.29 shows the spectral density estimates of noise source
T5 before and after 0.12 x T(t) was subtracted (that is Sy(f) and S~(f)
where ﬁ(t),='N(t) - 0.12 T(t)). Notice that the estimates at each end
of the frequency scale are nearly iéentical (higher frequency estimates
are not included because of the relatively low values of ST(f) at higher
frequencies). The presence of an additive temperature coefficient
’appreciabTy affects the estimate only in ihose regions where the
temperature (multiplied by the temperature coefficient, k) is less than
10 db below the raw noise spectral density as was expected (that is,
§N(f) ~ §5(f) as long as (Q)ng(f) < %5- §N(f)). |

This is an important point because it implies that one may make a
meaningful estimate (biased by less than 1 db) without knowing the exact
temperature coefficient (or even accurate measurements of the tempera-
ture as we suspect may be the case for noise source #2) if it can be
shown that (k - ﬁ)z §T(f) < 0.1 §N(f) over the ranges of frequency for
which we wish to make estimtes. In fact, if k2 §T(f) < 0.1 §N(f) we
need not bother to correct for temperature and may reasonably assume that
Sy(F) = S (f).

Using Fig. 5.29, another example is offered to test the hypothesis
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that §N(f) . §ﬁ(f) + (Q)Z §T(f); this time using the lower resolution
estimates at 10 Tog f; = -50, 1 Tog §,(f;) + 10 10g[(0.12)% S (F))] +
6.6. We, therefore, expect that

S~(F) + (0.12) S.(F) - S (f)

S~(F) + 10768 5, (F) - S, (F)

n [\ N

Sa(f) = 0.78 SN(f)

10 Tog $~(f) = 10 log Sy () - 1.07 db
Measuring this value from Fig. 5.29 we get 10 Tog §a(f) ~ 10 log §N(f)
- 1.2. An error of about 0.1 db. In this case we were making spectral

estimates using 8000 data points and M = 100 lags yielding a standard

deviation for each of the spectral estimates oﬁvqgﬁys(f) (~ £0.5 db).
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5.7 ELffects of Burst ("popcorn") Noise

Referring to Figs. 5.1,...,5.7 it can be seen that noise sources

#2, T2, T3, and T4 (as well as V and V ) exhibit a charac-

+check)
teristic often referred to as burst noise (an apparent additive series

~check

of step functicns containing only two distinct 1eve1349f'ampljtude). In
scme cases (such as noise saurcekT4 in Fig. 5.2) there appear to be
multiple burst components within a single noise source. The time‘
periods of the bursts are apparently random variables and can be
observed Tnvthe data from ~ 10 sec (times shorter than this cannot be
resolved with a 10 second sampling period) for ﬁoise source T3 in Fiés.

5.1 and 5.5 to an "off" Zime period of ~ 1.61 x 106 sec (18.6 days) for

A

J~check in Fig. 5.7 and an apparent "of7" time of greater than (the

original step down is presumed to occur before the start of the record-
ing period) 6.1 x 10° sec (70.6 days) %or noise source #2 in Fig. 5.7.

This process is not new. It was noted by Ca?oyannides[]] in his
investigation of the 1/f phenomeonon. In his investigation he noted
the existence of burst noise and attempted to eliminate it by choosing
new noise sources until no burst noise was observed. It is not
possible, -however, to show the non-existence of burst components having
time periods on the corder of days with an observation time of a few
hours. Caloyannides still had observable popcorning in his final
experimental data which he proceeded to ignore with the following
comment:

"Removing them digitally would produce an artificial array

of data, representing nothing physical; keeping the noise
source as it is would steepen the overall final estimate;
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yet the latter can hardly be called "distortion" or "bias"

since "popcorning” does exist in semiconductors and is

as natural as flicker noise itself." [1, page 69]

The "naturalness" of popcorn noise does not seem to be the issue
here. There is reason to believe that flicker noise may, in fact, be
the sum of a large number of popcorn components within a single semi-
conductor device. It seems that a good step toward understanding the
nature of the "pure" 1/f noise (if in fact it exists) is to remove all
components contributing to the raw noise which can be identified as
separate (even if similar) processes.

A statistical study of burst noise in bipolar semiconductor devices
(such as the operational amplifiers used in this investigation) by
Puckett[gj indicated that popcorn noise appeared to be a random tele-
“graph wave with a waiting time probability density of "on" time for a

-t/T

given burst of Pon(t) = ~%-e T and a probability density for "off"

‘ (t) "1 7Y
time duration of P . = —e where in general =t # t_. Puckett's

|

investigation involvaed time constants on the order of 0.1 to 1 milli-
second because of experimental convenience. He notes, however, that

neither upper nor Tower limits had been established for t, or t_.

+
Puckett shows both theoretically and experimentally that the power

spectral density for such a noise source with a peak-to-peak amplitude

s . . . 3, page
of h and uncorrelated waiting times is given by[ > page 72]

2
S(f) = 2h

2
(7, + Uﬂ% FE) 4 (2002
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If ve let f, :>%*;(l”'+ LI t_/t,, and k = ——Ehz—?,
' T+ "~ (1 +a)"w
we have ’
Kk [ 5.2
s(f) = 75 [1+ (?5) ] [Eq. 5.7.1]

If we have a noise source, N(t) = nl(t) + nz(t) which is composed of a
. _ A
flicker component, Sn](f) =T and a burst component then the

resulting power spectral density of the sum should be

(k/a) &
1y

2
f
1+ (=
[1+ () ]

- _A

[Eq. 5.7.2]

- Figure 5.30 shows this function plotted for fj = 1073

Hz, A =1,
and various values of k. It-is interesting to note that we may predict
the peak value of 10 lcg[SN(f)] - 10 log [Sn](f)] by knowing only h
and r_/¢+. Therefore, a popcorn component of a given amplitude h
produces the same relative effects in the spectral density of A/|f|
noise whether the time constants are large or small except that the
distortion will occur at different points on the log f axis.

As was ment%oned earlier, burst noise characteristics are easily
observable in the time domain data plots (Figs. 5.1,...,5.7) for noise
éources #2, T2, T3, and T4. For future réference (énd for the reader
to compare with the spectral estimates in Figs. 5.8,...,5.12) Table
5.7 shows the very crude estimates of Tys T_sand h (as well as some
other values implied by these parameters) which were made directly

from these data plots. (Note that if p(t) = %—e"t/T then
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E{t} = f et gt = 1),
0

A reasonable method of estimating fo and k from the power spectral

density estimate of a popcorn source would be to compare the spectral

‘ 4 2
density to a A/f curve. If S(f) = %}-//[1 + (%;— ] then the peak value
‘ 0 0
of 10 Tog S(f) - 10 log (%J occurs at f = fO and is 0 if A = %n Esti-

mates of 10 Tog fO and 10 Tog %-are included in Table 5.7.

Referring to Figs. 5.8, 5.10, 5.11, and 5.12 we see that noise
sources #2 and T3 agree quite well with these estimates but that noise
sources T2 and T4 do not. Figure 5.7 reveé]s that the single burst
observed in Fig. 5.6 for source T2 was not representative (r_ might
be better estimated to be on the order of 5 x 107 sec). Figure 5.7 also -
reveals that in addition to the positive going bursts at the beginning
of the record there are some negative going bursts later. These bursts
are somewhat suspicious since they appear to limit at a particular value
rather than being of uniform height. This suggests that they may
actually be missed glitches. Noise source T2 (Fig..5.7) also has a
very large low frequency component observable in the time domain (not
character%stic of the other sources) which could account for the fast
rise in power spectral Hensity at the Towest frequencies. This low
frequency component cannot be easily identified as coming from burst
noise although it is possible that it is the result of several small
amplitude bursts with Tong, but approximately equal, time constants.

Figure 5.6 shows that T4 has at Teast two separate burst components

(and probably more). This would account for the discrepancy observed
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between Table 5.7 and Fig. 5.12. More will be said about this later.
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Figure ESTIMATES
from which : o
Noise | estimates | h{volts) T+(sec) t_(sec) | 10 Tog f 10 ?og-%
Source made ‘ : ,
2 5.7 0.4 |8.5x%x10° |7 x10%| -66.8 -26.1
T2 5.6 0.35 | 2x10%|5x10° | -50.8 -31.4
T3 5.1 0.1 6 x 10 |5 x 102 | -32.3 -34.0
T3 5.7 0.25 1.2 x10° |5 x10° | -57.8 28.1
T4 5.5 0.2 | 9x10d|ax10®| -42.4 -28.7

Table 5.7
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5.8 Removal of Burst Noise Components

Noise source #2 and noise source T3 have burst components with suf-
ficiently few steps that it was considered feasible to determine the
amplitude and position of each step by nhand. These two sources were

3

plotted at at = 10° sec (- 8000 pts) and the switching times and

amplitudes estimated from this plot. For noise source #2 the burst
amplitude was estimated to be approximately 0.39 volts with 2 positive
going steps and 2 negative going steps. For noise source T3 the ampli-
'tude was estimated to be 0.22 volts with 13 positive and 13 negative
~going steps. The switching times were estimated at At = 103 sec
because a shorter sample period would have involved a great deal more .
plotting and effort with 1ittle or no advantage. |

At this time it was decided_to attempt to remove an apparent trend
in noise source T1. This source was assumed to have an ekponentia}

t/t

component of C e where C was estimated to be 1.6 volts and t to be

2.7 x 106 sec. These estimated components were removed and the
resulting data low pass fiftered and resampled to At = 304 sec. These
data areshown in Fig; 5.31 and may be compared with those in Figs. 5.7
and 5.4.

"~ The power spectral density estimates (requting'from these modified
data) are shown in Figs. 5.32, 5.33, and 5.34 along with the spectral
density estimates made before the data weremodified. As can be seen

from these plots, the power spectral density estimates in all three

of these cases were lowered at the low frequency end as had been expected.
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Figure 5,32 ©Spectral estimates of noise source #2 before and after

removal of estimated burst component in the time domain
("'635 10 log T 5;._13)‘
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Figure 5.33 Spectral estimates for noise source Tl before and after
removal of estimated exponential trend in time domain
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Figure 5.3k Spectral estimates of noise source T3 before and after
removal of estimated burst component in time domain
(-63= 10 log f =-13).
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If one attempts to fit these estimates to a Af * model, the value of o
is reduced slightly (o ~ 1.1 for noise source T3 and o ~ 1.23 for noise
source #2 by my estimate) but did not result in any estimates of o < 1.
It should be remembered in estimating o that these spectral estimates
have not been corrected for alfasing. Making these corrections would
pull the spectral estimates d@wn by about 5 db at 10 log f = -13 if
o - 1 and there was no component due to popcorning at this frequency.
No attempt was made to carefully measure the statistics of these
burst components because of the small number of data points involved.
Noise source T4 exhibits burst noise with time constants short
enough that several hundred bursts may be observed in the data of the
first phase of the experiment. The thought of plotting all of the T4
data at at = 100 sec (as in Fig. 5.2) and attempting to compile a Tist
of burst times and amplitudes by hand was somewhat overwhelming. A
more automated method was required to model the burst components of
thfs source. An obvious methéd is as follows. For each datum point
the Tocal sample mean is calculated over some number of points before
and some number after and including this datum point. These two local
sample means are subtracted. If there were no bursts in this range we
would expect the difference to be close to zero. If there were a single
burst at the dividing point between the sample means we would expect
the difference to be approximately equal to the burst amplitude. Since
the expected differences will be a ramp whenever the sample averages
are over more than one point, we must look for peaks in the difference

function.
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The actual algorithm used was as follows. Given the data points

N; the differences between local means is calculated

r-;-a

L
> z fogtl " Ni,_jz [Eq. 5.8.1]
J=1 ,

for some specified L. A threshold, s, is specified and all dj and Bj

are determined such that for dj <1 < 8yt

1) IDil > 8
2) all D; have the same sign

3] fori= dj—T and 1 = 85+1 either lDii <6
or D. has a different sign than Da_ .
For each j a value k > 05 < k < Sj’ is then determined such that
[Dk | > |D;| for all i such that a; <1 <B:. The k; are then assumed
to be the estimated burst times with estimated burst amplitudes of Dk .
. o : J
Bursts of shorter duration than L may be missed (or at least assign-
ed an amplitude which is too small). This problem may be minimized by

choosing L to be small relative to I_ for both 7, and T_. If the

At +

(t) J 1.

waiting time distribution is p , then the probability of any
given burst lasting for a shorter time than yt is p{t <yt =1-¢™".
Therefore, if we choose L < TﬁﬁIZE" less than 1% of the bursts will be
shorter in duration than L samples.

If we intend to use thesedata to remove the burst component of a

noise source to improve our spectral estimate, it is clear that by

removing all but a few isolated short bursts we will significantly



161

decrease the total average power due to the burst component (particularly
at the low frequency end of the spectrum). Multiple short bursts could
also, however, cause a burst of long duration to be missed (see Fig.
5.35).

1

Figure 5.35 shows an example of a contrived burst noise estimated

H

by the above algorithm with L = 4 and ¢ = %*x height of burst noise.
This figure demonstrates that isolated short bursts may be missed (as
for the bursts starting at i =2, 14, 40). It also shows a long dura-
tion burst which is missed due to nearby short bursts (the burst begin-
ning at 1 = 44). In this example we.could eliminate these problems by
decreasing L to 1.

If we have a noise source N(t) = ) + b(t) where b(t) is a burst
component and we assume for the moment that a?] of the bursts in b(t)
(both plus and minus) are longer than LAt, then we may still have a

problem detecting the bursts. Consider the difference function,

L
= L IN(i=3+L)at] - NE(i-3)at]],
=1
as a random process.

l""'!-w‘

If we consider first the case where b(jat) = constant for

i-L < J < i+L-1 we have

=1
Dy =1

gl

n[(i-j+L)at] - n[(i-3)at] . - [Eq. 5.8.2]
=1

If n(t) is a stationary process then
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L L
E%Dizz z i :g: %i%[nﬁiﬂ3+L)At]wﬁ[(i~j)At]]€n€(i*k+L)At1
J: -

™ e

»n[(i-k)at]}{

L L
5 BT trfted - pfueia)

J=1 k=1
B -1
-12_-2- \ LR (0)-LR_(Lat) + 3, (L-3)[2R, (3ut)-R %u L)A*%
J=1
- Rn3(3+L)At€]

If we assume that

T%T~for e < |f] < f,
5, (1) =
0 for [f| <eor |[fl>f

then

2’}‘ Sn(f) cos (2nfr) df
A A

f
2 %jﬁm §§§i§%§i&l df
€

1]

R (1)
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Sampled burst noise (with negligible additional noise)
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Figure 5.35 Example of burst noise estimation algorithm applied to

fictitious burst noise,
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2A(an fm - ne),t =0
={2A[ci(2nef ) - ci(2ree)], t > 0"
P\n("'f) 3 T<0

o ‘ ‘
EgDizg = §E~§gn o= ne- ;i (2L At fm) + ci(2nl ate)

L]
L [2 ci(2nj ot f ) - 2 ci(2njbt 6) -~ ci(2r(L-j)at f )

J=1

+ci(2n(L-3)at &) - ci(@n(Li)at £ ) + ci(2n(L+i)at €)]

Tim EZDiZ% §%~§c #ogn(2el ot 7 ) - ci(2el 4t £ ) +

EZ“)“O

—

-] :
Li&l [2 ci(2nj at fm) - ci(2n(L-J)at i)

it
—

J

- ci@n(L+g)at £ 1+ Mﬁ((%m>2’— )Jg

If we et T = o then

m 24t
Tim E4D 2$ fA C + wn(wLB) - ci(wLBg)
>0
L-1 2
L-j . , . . L) 1)
+ L 2 ci(nig) = ci(n(L=3)B) - ci(x(L+Jp)+ on T ~¥J;
J=1
[Eq. 5.8.3]
*

ci(x) = Q;PC s(t) dt (the well known cosine integral)
X
+

il

ci(x) = C + 2n(x) + 0(x2) where C = ,0577 ... (Euler's constant)
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The fact that the variance of Di does not divefge even when
S, (f) = A/|f| even as f > 0 is not surprising when one notes that D,
is the sum of finite differences PJQR+L)At) - N(kat). The function
D(iat) = Di is, therefore, the result of passing n(iat) through a
filter with a zero at f = 0. This implies that the variance of Di will
not diverge for S (f) - A[f™"| (f > 0) for any o < 3
(e (F) - ALF] for |#] << O implies Sp) (F) - A 1F7%2)y
Furthermore, if o - 1 we can see that the value of E{Diz} is
primarily dependent only on the highest decade or so (of frequency) of
5, (f). | |

Table 5.8shows values of E{Diz}/A evaluated on the digital computer
(using a standard system routine for evaluating ci(x)) for various values
of L and g using Eq. 5.8.3. B

From Table 5.8 we see that if Sn(f) is a 1/f process and we have a
‘sharp pre-sampling filter with a cutoff frequency of 1/(24at), then the
variance of Di is nearly independent of L. 'If, however, we are under
sampled by a factor of 5 to 10 (as is the case if we use our raw data
at At = 10 sec which was filtered with 0.34 Hz Tow pass filter giving
g ~ 7) we may decrease the variance of Di significantly by choosing
L ~ 20 but with Tittle advantage in making L larger than this.
E{Diz} yields information concerning the probability of having lDi! >0
indicating the presence of a burst when, in fact, there is none.

If we now consider the case where N(t) = n(t) + b(t) and

k+h ,i<j<i+Ll-1
b(jat) =
k ,i-L<j<in-l
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6 o
1 1 6.59
1 10 5.58
1 100 5.55
1 1000 5.55

5. 1 13.31
5 10 6.19
5 20 5.86
5 100 5.60
10 1 16.10
10 20 5.99
10 100 5.63
100 1 25.31

Table 5.8

Values for E Di

S,(f) =

2

/A

computed using Eq.5.8.3 assumes

CMIF] for [f] < obe

0

for -

>

B
246t
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(where h may be positive or negative depending on the sign of the step)

then we have
L
Di = %f jilgﬂ{(i~j+L)At] - n[(i~j)At]£ + h.
J=1
This is the same as Eg. 5.8.2 (when no burst was present) eXcept for the

presence of an additive constant h. Therefore
ey -1
2 5

o7y = E?(Diwh)zg is the same as E Dizg when there is no burst present
.i .
in the range i-L < Jj < i+L-1.

and

This algorithm was applied to the detection of burst components in
noise source T4, Looking at Fig. 5.2, the shortest burst observed is
-approximately 10° seconds in length (100 samples). It was, therefore,
degided to use L = 20 in the algorithm for determining the Di‘s° (An
additional reason for using L > 1 which was not previously mentioned is
the finite probability of a sample occurring during the finite rise time
of the step due to the dealiasing filter. Tnis would cause an estimate
of h which is too low but is at worst h(1 - %EO if the rise time is less
than at). The algorithm was performed on the raw data with a threshold
of e = 0.05 volts. Figure 5.36 is a histogram showing the number of Dk.
recorded in bins which are 0.07 volts wide. :

As we might have expected, there are groupings near = 0.175 volts

indicating a burst component of that amplitude. If we compute the

total number of D, > 0.12 volts and the number of D, < =0.12 volts we
J J
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to aliasing, suspecting that the burst components dominate much below
10 Tog f = -25, and remembering that the Towest decades are less impor-

tant than the highest; my estimate for A is 10 Tog A ~ -44 to -41,

A~ 3.98 x 107° t0 7.94 x 107° volt?

Using Table 5.8 for L = 20,8 = 5 we get a predicted standard deviation
in the range 0.015 j_(E{DiZ}}% < 0.022 volts as compared to the sample
standard deviation of 0.0205 volts for |D

| such that |D, | > 0.12

kj kj

volts. This is quite good agreement considering that we are trying to
estimate A from a power spectral density which is highly distorted by
burst noise and, more importantly, have no real reason to believe that
ASﬂ(f) is in fact A/|f] .

Figure 5.2 clearly exhibits at least one other popcorn source with
.an amplitude of approximately 0.1 volt. Presumably this cannot be
observed in Fig. 5.36 because of the non-zero variance of the difference
fuhction and the large number’of points involved.

Hoping to see some trace of the popcorn component with amplitude of
approximately 0.1 volt, another histogram was plotted with a higher
resolution (Fig. 5.37). This figure has two interesting features. First,
with a little imagination, the effects of another popcorn source with
amplitude Tess than 0.1 volts can be seen (especially on the right hand
side representing positive transitions). Second, the groupings about +.18
volts no longer appear to have such a smooth bell shaped distribution.
This may be dus to the larger standard deviation caused by the smaller

number of data points in each bin (for N = 430, k = 50 we have an
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estimated standard deviation of ;k ~ 7 from Appendix B). The dual
peaks, if they in fact exist, seem to suggest that we are actually
dealing with two burst components with approximately the same amplitudes
and time constants, or there may be some uncertainty in the amplitude of
the single burst process with two preferable states.

The obvious next step would be to assume that all of the Dk. such
that le'{ > 0.12 volt represent steps of magnitude ~ 0.18 vo]ts% This
procedurg, unfortunately, leads to an assumed process with occasional
dual + steps or dual - steps. The possibility that this indicated the
presence of two burst components of approximately the same amplitude was
considered. The T4 noise source was modified by assuming that each time
a [Dk.‘ > 0.12 volts is encountered.there is a step of magnitude 0.18
vo]tsJin N(t) and this function is subtracted from the N(t) data. The
‘power spectral density was estimated for these modified data. The spectral
density estimates were somewhat smaller at the high frequency end for the
modified data but iarger at the low frequency end than for the raw data
estimates. Since uncorrelated processes added in the time domain pro-
duce a spectral density which is the sum of the individual spectral
densities, it is clear that a new component with large low frequency
spectral density had, in fact, been added.

Figure 5.38 demonstrates the effects of subtracting a series of
steps from an ideal burst component when an occasional step in the
original function is missed or added. In this example negative,
positive, and then negative steps are missed. The resulting function

after "removing" our estimate of the burst component looks very much
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1ike burst noise itself but with longer time constants and the same
amplitude as the burst component we were attempting to remove. Looking
back at Eq. 5.8.1 we see that if S (f) = A/|f| , we would expect to find
approximately the same relative distortion in the power spectral density
due to the burst component except that it would be shffted‘down in fre-
quency. If we are not so fortunate as to miss (or add) alternate plus
and minus steps when attempting to estimate the burst component, then we
may add a function with a total average power significantly larger than
the burst noise which we are attempting to remove. In fact, if for some
reason the estimate favors missing more plus than minus steps (for
example) the estimate of the burst component would diverge.

An obvious Tmprovement/would be to artificially delete or add steps .
in the estimated burst component to force it to have only two Tevels.
This insures that we do not add a function to the noise with a diverging
average power. Furthermore, if we have missed (or gained) steps ‘
infrequently, the result of removing the estimated burst componént will
be a function with occasional plus and minus bursts with durations on
the order of r, or r_. If t - 1_, for example, and we missed or gained
a step app%oximate]y once out of every 40 steps then we would expect the
average power of the remaining burst component, after subtracting out our
estimate of the burst component, to be about %;- as compared to %E- for
the original burst component (or a reduction in the total distortion due
to the burst component of 10 db). The situation would be better, of
course if we were able to reinsert lost steps at approximately the right

places by some form of educatedvguess.
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The burst noise datawere, therefore, modified (by hand). Any
IDk.l > 0.12 volts was considered to be a step in the primary burst
component unless this resulted in dual plus or minus steps. If there
was a lejl <.12 volts (reéemﬁer that the ij were obtained using
8 = 0.05 volts) which would correct the duality problem then it would
be considered to be a step. At the same time a‘secéndéry bUTSi'CQmﬁO-YJ'
nent was considered in the same way for 0.07 éﬁ]Dk‘l<0011éAvoTté;'ETgh%~
een values of ij had to be modified to arrive at a function with no

.dual plus or minus steps for kaj[ :_0.12 voltg. This is about 1 out

of 48 steps. Since most of these modified Dk. were close to the +0.12
limit we might expect a red&ction due to this component of significantly
more than 10 db. The attempts to estimate the second burst component
(0.07 5_|ij{ < 0.12 volts) did not yield nearly as nice results (this
might be expected from Fig. 5.37). It is assumed, thereforé, that we
have a reasonably good estimate of the switching times for a burst
component in noise source T4 with an amplitude of approximately 0.18

volts and a very poor estimate of a burst component with amplitude less
&

than 0.1 volts.

The probability density of waiting times, t, is expected to be

p(t) = %-e't/T

which impTlies E%tt = 1 and P%kT <t < (k+1)T¢=
(1-e Ty K/t v oon,... |

Ln(P{kT < t < (k+1)T£) = const -~ k. If we add the total time
that a burst component is in a given state and divide it by the number

of bursts, N, we will have an estimate of f. For this value of %, if
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p(t) = %-e"t/T énd successive bursts are indeed independent, then

n
E&—%& = (1 -e Ty KT here n, is the actual number of observed
bursts of width kT < t < (k+1)T, and T is

)
[5'\11“ (] - e-T/T)e—kT/T 3-( _ (} _ e-T/’r)e—kT/Tﬁ

(see Appendix B). Figures 5.39,.Q.,5.42 show the estimated r for each

of the states for each of the two burst components (with amplitudes of

n
ﬁ5€= (1 - e'T/T)e"kT/T is then

C}p?otted versus k for this value of t and T along with error bars to show
n

—Egi and points representing the observed‘hk on a Semilog coordinate

.18 volt and ~ .1 volt). The function E

system.

The estimated 0.18 volt burst component appears to match an exponen-

“tial waiting time distribution. The 0.1 volt burst is not as convincing

but this is understandable in 1light of the difficulties encountered in
estimating this component. This supports the conclusions of Puckett[Bj
for burst noise with time constants of more than an hour (Puckett made
no. statistical measurements of bursts with time constants greater than a
few milliseconds). In addition to extending Puckett's experimental
measurements of waiting time distributions to bursts of significantly
gréater time constants, we are now in a position to test the hypothesis
that the waiting time for each burst is statistically independent of

all of the other bursts. Puckett was not able to do this because of

experimental Timitations. He recorded a set of burst waiting times

which were separated in time by some unknown number of bursts.
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Figure 5.39 Histogram of estimated +0.18 volt burst waiting times for
noise source T4 data,
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Figure 5.40 Histogram of estimated -0,18 volt burst wailting times for
noise source T4 data.
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Figure 5.41 Histogram of estimated +0.1 volt burst waiting times for
noise source Th data,
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Figure 5,42

k

Histogram of estimated -0.1 voll burst waiting times for
noise source Th data.
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The method chosen for testing the hypothesis that the waiting
~ times are statistically independent is as fo]]ows} Let t+(j)
6 < 5‘n+)and t_Qj)G < ﬁ-n—)be the ordered sequence of estimated

waiting times for the positive and negative bursts respectively. Let

n,-2
O > . . - )
ci(z) " 2{: {%i(l) - Ti] [ti(1 +2) - %i], 0<22n,
i=1

and
A T 2% (£,1) = 22 (60 +2) = 20y =n, < 2 < n_
1
where
1, >0 )
M, = and M, = min(n,, n_ = 2).
L 12, 2<0 2 o

If the waiting times are statistically independent and

i

LI 7A

-4

>

Py, ()

then

E{Ci(g)}

If there is some dependency of a waiting time on previous bursts

0 , 2#0
{ 5 and E{c(z)}= 0
?i L =90

of either sign, then we might hope to see values of c _(2) (2 # 0) or
c(2) significantly different from zero. In order to determine the
meaning of “significantly" we must consider two points. First of all,

we do not knowf+ exactly; we have only estimates
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+
B .
- oi=l
whose values are given for the burst components we are now considering
in Figs. 5.39,...,5.42. If Qt (t) = %w-e‘t/Ti, if we have estimated
Tt .

the burst time periods accuratQTy over the time span available to us,
and if the bursts are statistically independent then. E{%+} =T, .
n n ' v o -

. E{J—'Z» Z t,(1) Z ti(j)}

=] J=1
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e
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i
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n+-2
. — ( o
E;ci(z)z = n+z£ Ei(ti(i) - ii) (ti(i + 1) - %t)é
ST
n, -t ,
E§t+2€ 2 e Ele 42 L0 =0
n,-% n,-%
E%tisz -2 E%tig e, 25, 270
i=1
2% -2t4, +2% 1, 220
Tt Txty T e 0
2 2et, + 70 2 #0
Tt Tl T e
fi? + (T, - %i)z ., =0
= {
(x, - 1,)° . 170
Tiz 2 =0
Egci(il)z = ’ if ft =T, .
0 2 #0

If we Tet y, (i) = t (i) - ¢, then the y (i) are statistically

*

independent (by our assumption that the t, (i) are statistically independ-

ent) and (dropping the #)
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E%y(i}i= T - %

E%y(i)zg = 205 - Zéf P

E;y(i)3§ = 6t0 -~ G2t + 3tPr - 20

E;y(i)4$ = on:t o ooneed 4120202 L g3+ 2t

Letting N =n, - & we have

N

N
S5y )y(?’ﬂz,}y(j)y(jm)f

E%ci(}s)zi - l?«
1=? J=1

s o,

Ns{y4} + (NZ - N E{yz}z S

=
]
(]

I

2€ 1
E havou
%Ci(£> NZ

NE{yZ}Z ¥ 2(N~z)E{y2}E{y}2 ¥ (N2~3N+2£)E{y}4 L L#0

2oc <16t P r e P ?) , 4= 0
2 =
. (2)

%~(5T+4~8%+T+3+$%+2T+2) + wm-( 2?4+4f T 3”2% 2T+2)
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8 _ 4 ;
ﬁ' Ti 2 = 0
- ) o
o Ci(ﬁ/) = . 4 if 'L'i = Ti
W T £ /"'/0
For c(s) we find
E{c(%)} = (ry - 2 ) - 2)
and
My M,
2 1 . s
Elem)?} = 0 (v, (1 y_(2)y, (5)y_(+)}

= , 2 { 2} v . 2

e M. - v Ry )

1,1 R [(,.11 Mo+ 1) E{“r} Ey “¢+ ((;«z7 1, +1)
+}2 E{Y_}Z}

2 -1 22 2 N2, 2 R 2 . .2 2
“c(s) ﬁ":ﬁ”i?'{%T+ L L ]

(11 -10,+1 )) E{ y

2 = ! 2 ...
GC(g)—W(T+T") if T, 7T, .

Figures 5.43,...,5.54 show ci(ﬁ) and ¢(2) for both the Q.18 volt
and 0.1 volt burst components along with the + ¢ estimates. I can see
no evidence of a dependency relationship between bursts. It is still
possible that some weak dependency does exist which could be detected

with a larger number of data points (thus decreasing o). The results
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are, therefore, inconclusive but tend to support the hypothesis of
indepandence.
The three estimates which have been discussad for the two obvious
burst components of noise source T4 will be referred to as:
1) b}(t) ~ The estimate with a step amplitude of 0.18 volts with
occasional dual + or - steps résu1tiﬁg in more than two
levels of amplitude.
2) bg(t) - The estimate with a step amplitude of 0.18 volts
which is constrained to have only two amplitude levels.
3) b3(%) - The estimate with an amplitude of 0.09 volts
which is constrained to have only two levels.
Letting the raw noise data be N(t), Figs. 5.55, 5.56, and 5.57 show the
spectral density estimates for N(t) - bl(t)’ N(t) - bz(t), and
N(t) - bz(t) - bg(t) along with the spectral estimateskfor N(t) in each
case. ‘
 From these estimates (and those in Figs. 5.32 and 5.34) it appears
that removing the burst noise in the time domain does in fact allow the
underlying noise process to be observed when the burst amplitude is large
enough to estimate the transition times with high certainty. It is
apparently useless, however, to attempt to remove the effects of a
burst component which is difficult to distinguish by eye. The cancella-
tion of burst noise effects may apparently be improved at the Tow
frequency end of the spectrum by adding (or deleting) steps to insure
that the estimate of the burst noise has only two levels.

No evidence has been found to suggest that the spectral density
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Chapter VI
HIGH SAMPLE RATE DATA

6.1 Time Domain Data
As was mentioned previously, the digital voltmeter (DVM) is not
capable of taking data with a sampling period much shorter than At =
1 second. This limits the sample period for each source to At = 10
seconds when multiplexing ten channels. During the first phase of the
experiment the sources were sampled at this rate with a presampling
filter cutoff frequency (-3 dh) of 0134 Hz. This results in aliasing
errors for the highest frequency estimates of an undetermined magnitude.
To obtain estimates in the region up to 0.5 Hz, the sources could
have been separately sampled at At = 1 second by the»DVM either before
or after the multiplexed data. For sampling rates faster than 1 sample
per second, however, the necessary record length is 1ess,than.a few

4 seconds =

hours (to obtain 10% estimates down to .005 Hz we need 10
2.78 hours). The requirements for multiplexing and reliability having
been removed, it was a simple task to assemble the necessary equipment
to make these measurements in parallel with the lower frequency measure-
ments. The equipment consisted of an integrated circuit amplifier

with high input impedance (so as not to appreciably affect the loading
of the noise source channels when attached) with a two pole RC
presampling filter. For the higher sample rate measurements a series

~ capacitor was inserted so that the gain of the amplifier could be

increased to 10 (this decreases the quantization noise by 20 db). An
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oscillator set to about 1% accuracy controlled the sampling rate of a
10 bit analog to digital (A/D) converter with a range of +5 volts. The
output of the A/D converter was divided into two parts; each of which
was recorded on one frame of a 7 track, IBE compatible, write only
magnetic tape transport. Since the maximum recording rate of the tape
transport was 103 frames/second, the maximum sampling rate was 500
samples/second. |

The datawere recorded during the period of August 10, 1973 to
August 15, 1973. 104 samples were recorded for each noise source channel
“at sample rates of 1.0, 10.0, and 500 samples/second. The buffer
amplifier/pre-sampling filter used for each of the sample rates is
shown in Fig. 6.1. Figure 6.2 i]lugtrates the transfer fungtion of
this filter as implemented at the various sample rates.

Figures 6.3, 6.4, and 6.5 show the first one tenth of each data
record at a density of 125 points per inch. Figures 6.6, 6.7, and 6.8

show all of the 10%

data points in each sample recerd at a density of
1250 data points per inch.

An interesting feature is observed in the T4 noise source plot of
Fig. 6.6. There appears to be a relatively high frequency popcorn
component which is active only during widely spaced intervals. This
component is not observed in Fig. 6.7 (apparently this record was made
during a quiet interval), but is again observed in Fig. 6.8 as a
classical popcorn noise with an apparent time constant of several

seconds (the slope in the popcorn wave form is accounted for by the

high pass presampling filter which has a time constant of 7;6 seconds).
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Figure 6,1 High sample rate buffer amplifier / presampling filter,
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One possib?e explanation for this phehomenon is that some of the
very rare bursts with waiting times several orders of magnitude longer
than the time constant of the burst component are being observed. If a
time constant of 5 seconds for both the "on" and "off" states is assumed

(see Fig. 6.8) then the exponential distribution of waiting times pre-

dicts that the probability of a burst with awaiting time of greater than
2000
2000 seconds is e ~ 5 =2 x10°7%, since the average burst rate

is assumed to be 0.2/second, we would expect to find a burst of this

174 166

length once each 2.5 x 10 seconds (8 x 10

years).

Since we observe at least two of these quiet periods in Fig. 6.6,
it is quite reasonable to assume that this burst component does not fit
~ the simple model. In addition, there appears to be a level shift between
the noisy and quiet periods (i.e.,neither the "on" nor "off" state during
the noisy regions lies at the level one might expect by extrapolating
from the quiet regions).
| Having made this observation, it seems appropriate to diverge a
bit more to see if there is any other evidence of burst components not
fitting the simple model. Figure 5.7 reveals that noise source #2 has
a questionable wave form. Plotting this source at At = 100 seconds (not
shown here) clearly demonstrates the following series of burst waiting
times:

t_>6.1x 10° seconds

o 5
t, = 3.19 x 10
t =1.82 x 10
t. = 2.1 x 10°
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t =1.3x10°

-7 2 v 1nd
t, = 1.3 x 10
t =8 x10°
t, = 3.12 x 10"
L= 3
t = 2.0 x 10°

_ o
t, = 1.377 x 10
t =6.74 x 10°

The following question arises concerning the series of negative
burst waiting times. How Tlikely is a sequence of waiting times with
this wide a distribution if the wai%ing times satisfy an exponential
distribution and are independent? Let P(t) be the probability of find-
ing i waiting times < x seconds and j waiting times > y seconds out of -

a sequence of i + J bursts given that the waiting time probability

distribution is p(t) = %~e"t/T .
P(x) = (] - e*xfl')‘ <e“>’/"f>3 s

Since the value of © is not known, we will maximize P(x) over all

.c.i.xml:’:l - P(T) -ix e’ t 'g\t/('} - e"‘X/T)

T

1

gﬁé;l*‘” 0 implies 1. l—ﬁﬂ (3 +-15)
T T X

ix iy R GEADE
) T = s “ 1‘/ L3 - = 4
max P(x) ix+jy IX+jy i
T
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4

If we Tet. for the above negative bursts, x = 1.82 x 10" seoncds, i = 4,

y =6.1x 106 seconds, j = 2 we get

max P(c) = 3.4 x 10719 for © = 3.06 x 10

T

6 seconds
This, therefore, is a second example of a popcorn noise component:having
a very low probability of fitting the simple model.

One hypothesis which could explain this type of abnormal behavior
is that burst components may modulate each other as well as add. There
are undoubtedly other possible explanations for this form of abnormal
- behavior. This should also serve as a warning that there may be other
forms of behavior (which have been overlooked in the current observation
of only 6 noise sources) which do not fit the simple model which has been

presented.
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6.2 High Frequency Spectral Estimates

The power spectral density estimates which were made using these
data are shown in Figs. 6.9,...,6.14, In Fig. 6.9 one will note the
60 Hz spectral 1ine which is apparently due to pick up in the Tong
unshielded wire used in measuring this signal. For all six sources
the 0.5 to 5 Hz estimate levels off at about .1 Hz. This is due to
the high-pass filter used when recording the At = 0.1 and 0.002 second
data. The apparently Tow estimates for T4 in Fig. 6.13 for the .05
to 5 Hz range are due to the already discussed non-constant burst
component. This component was 1ater‘subtracted out (an estimated
burst component was first modified to that which would result from
passing an ideal burst component through the high pass filter used
in recording the original data) for the At = 0‘002 sec data. This
results in matching the 2.5 Hz to 250 Hz and .05 to 5 Hz estimates as
can be seen in Fig. 7.7. No attempt was made to remove this component
from the at = 1 second data since the burst componént becomes too
distorted by the Tow pass presampling filter to easily estimate and

remove it.
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Chapter VII
EXPERIMENTAL DATA PHASE II

7.1 Time Domain Data

The sample period bf At = 10 seconds (for each channel) was found
to be rather expensive to maintain. Therefore, at 11:11 PST March 2,
1973 the sample period was increased to At = 100 seconds as the sample
times and DVM values were recorded on paper. These values were then
compared with the data stored on magnetic tape. The phase I (At =
10 seconds) data were then resampled to At = 100 seconds in such a way
as to match the phase II data within a sampling period discontinuity
of less than or equal to #5 seconds. For convenience in programming,
some data at the beginning of phase I have not been retained and the
effective start of the data recording is moved to approximately 18:20
PST November 29, 1972. The recording was continued until 307500 samples
of each‘channe1 at At = 100 seconds were available. This goal was
reached at about 16:03 PST November 20, 1973. The final sample time
predicted by 18:20 PST Nowember 29, 1972 + 30,750,000 seconds is
16:00 PST November 20, 1973 indicating an average sample rate error of
about 0.0006% when averaged over the 355.9 day experiment.

The data are stored on tapes labeled Spectral Data-7 and Spectral

Data-8 having 131 and 91 files respectively. Table 7.1 Tists the

“glitches" which were removed from the "raw" data and is an extension

of Table 5.4 (see Section 5.3 for detailed explanation).

The datawere filtered (digitally) and resampled to At = 103 seconds



DATAFILE 7
A 3( 885)THRY
A 3( 890)
A 4{ 885)
DATAFILE 42
A 3( 288)
DATAFIU

3( 940)T

4( 940)TH
DATAFiL? 56
A 3( 334)
A 3( 337)
A4 334)
DATAFILE
A 3{ 597)
A 4( 590)
A 4( 597)
DATAFILE
A 3( 623)
R 4( 623)
A 6( 516)THRU
DATAFILE 103
A 3( 231)
A4 174)THRY
A 4( 227)
DATAFILE 109
A 3( 900)THRY
A 4{ 900)THRU
DATAFILE 115
A 3( 481)
A 3( 798)THRU
A 4( 481)
A 4( 798)THRU
DATAFILE 116
A 3( 967)
A 3( 971)
DATAFILE 117
Aal  3)
DATAFILE 124
A 3( 534)THRU
A 4( 534)THRU
DATAFILE 2
A 3( 488)THRU
A 3( 506)
A 4 491)THRU
A 4( 504)THRU
DATAFILE 8
A 3( 393)THRU
A 4( 393)THRU
DATAFILE 14
A 3( 311)TH
A 4 ?1;)Tna
DATAFILE 20
A 3( 31)
A 3( 406)
A4( 31)

49
U,
RU

;i
fl
i

68

71

22k

OF TAPE 3703
886 CHANGE TO
CHANGE TO
CHANGE TO

OF T";T&, 3?03
CHANGE TO

OF TAPE
966 CHANGE TO
978 CHAMGE TO
OF TAPE 3703
CHANGE TO
CHANGE TO
CHANGE TO -

OF TAPE 3703
CHANGE T0O
CHANGE TO
CHANCE TO

OF TAPE 3703
CHANGE TO
CHANGE TO

517 C’ﬁAuF T0
OF TAPE 3703
CHANGE TO

175 CHH@ah T0
HANGE TO

OF TﬁDE 3703
911 CVP\GC T0
9171 CHANGE TO
OF TAPE 3703
CHANGE TO

812 CHANGE TO
CHANGE TO

812 CHANGE TO
OF TAPE 3703
CHANGE TO

) CHANGE T0
OF TAPE 3703
CHANGE TO

OF TAPE 3703
559 F%f‘GE T0
560 CHA QGL T0
OF TAPE 14719
497 CHA#G T0
CHANGE TO

495 CHANGE TO
507 CHANGE TO
OF TAPE 1419
419 CHANGE 10
417 CHAKHGE TO
OF TAPE 1419
325 Cﬂmuwf' TG
323 CHANGE TO
OF TAPE 1419
CHANGE T0O
CHANGE TO
CHANGE T0O

Table 7.1 a Correction data (phase

3703 (S

nAl

(SDECI VAL
-12300
-12400
~ 3000
(SPECTRAL
-13700
PECTRAL
~-13000
~ 2800
{SPECTRAL
-13000
~-13000
-.5400
(SPECTRAL
-11000
- 7600
~ 7600
(SPECTRAL
-11200
~ 9000
- 2400
(SPECTRAL
- 8700
-13700
~13500
(SPECTRAL
- 8750
-15300
(SPECTRAL D
- 7600
- 8000
-15700
-15600
{SPECTRAL
- 7700
-~ 7700 .
(SPECTRAL
-16500
(SFECTRAL
- 7500
~17000
(SPECTRAL
- 7250
~ 7250
-17600
-17500 -
(SPECTRAL
- 6600
~ 18000
{SPECTRAL
-~ 6750
-17500
(SPECTRAL
- 6900
- 6750
-19500

11).

DATA-7)
FROM -14890
FROM -145%0
FROM -15670
DATA-7)
FROM -15060

3

1

DATA-T7) 2

FROM -18580
FROM ~ 3084
DATA-T)

FROM -16070
FROM -17320
FROM -11640
DATA-7)

FROM -15460
FROM ~10656
FROM -13920

3

3

DATA-7) 3

FROM -12720
FROM -12800

FROM - 8248 -

DATA-7)

FROM -10785
FROM -14290
FROM -15870

3

DATA-7) 2

FROM
FR@M

-19740
-36610

TA-7) 4

F Oi - 5520
FROM -16090
FROM -11769
FROM -30260

DATA-7) 2

FROM - 9200
FROM 13840
DATA-7)

FROM -11772

1

DATA-7) 2

FROM - 8092
FROM -18320
DATA-3)
FROM -17720
FROM - 8269
FROM -719070
FROM ~20420
@ATA~8)

- 73@6
??0 ? ‘1 JD
DATA-8)
FROM - 7587
FROM -18820
DATA-8)
FROM -10393
FROM -12010
FROM -28110

4

2

2

3

CARDS

CARDS
CARDS

CARDS
CARDS
CARDS
CAéDS
CARDS

CARDS

CARDS

CARDS
CARDS

CARDS

CARDS
CARDS

CARDS



DATAFILE 29
A 6( 348)
DATAFILE 31
A 3(1009)THRYU
A 4(,0§/)1vra
ATAFILE 32
{ 1)THRU

Py .,&\.(,Q

4( 242)
ATAFILE 38
A 3( 975)

A 4( 975)
DATAFILE 33
A 6( 858)THRU
DATAFILE 55
A 4( 732)
DATAFILE
A A( 4z24)
DATAFILE 59
A 4( 210)
DATAFILE 61
A 4( 591)

U>1>>Ci7

56

( 1)THRU.
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OF TAPE 1419
CﬂﬁNGE T0

1&?9
CHANGE TO
CHANGF TO
1439

HANGE TO

OF TAPE

OF TAP
859 C
OF TAPE 141¢
CHA} i’uk_ TO
OF TAPE 1419
CHANGE T0
TAPE 1419
CHANGE TO
OF TAPE 1419
CHANGE TO

OF

{SPECTRAL
-3300

9 (SPECTRAL

-5250
-17500

C (Sn"ﬁ*an

-6500
~-17500
-18000
(SPECTRAL
-6000
=-17100
(SPECTRAL
-4800
(SPECTRAL
-16200
(SPECTRAL
-15300
(SPECTRAL
-15000
(QPCCF AL
-15

Table 7.1 b Correction data (phase II).

DATA-8)
FROM -12237
DATA-8)
FROM  -5745
FROM ~-22830
DATA-8)
FroM  -8099
FROM -23590
FROM ~21150
DATA-8)
FROM 22060
FROM -42510
DATA-8)
YRGH -10570
DATA-8)
FROW -20970
’.TA" )
T”Q ~11761
DATA-8)
FROM -11720
DATA-8)
FROM -11769

1

2

3

2

1
1
1
1
1

CARDS

CARDS

CARDS

CARDS

CARDS
CARDS
CARDS
CARDS
CARDS
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where burst components of .39 volt amplitude for noise source #2 and
.22 volt and .35 volt amplitudes for source T3 were estimated from
plots and removed. These data were then filtered and resampled to At =
104 seconds and At = 5 x 104 seconds using the filters discussed in
Appendix C. Figure 7.1 shows representative data at At = 104 seconds
but where noise sources #2 ahd T3 have not had burst components
removed. Noise source #2 and T5 do not extend over the full period of
the experiment. This is due to a failure in the power supply regulator
for the #2 noise source and, apparently, an intermittent poor switch
contact in the analog channel of the T5 noise source (the alternate
channel was also not working properly). Spectral estimates for these

_sources are, therefore, based on 1.547 X 107

seconds for #2 and 1.763 x
107 seconds for T5.

It is now obvious that noise sources T1 and T2 have a common low
frequency component with an apparent period of very nearly one year.
Thfs suggests thaf these amplifiers (which are contained in a common,
plastic package, 747 dual operational amplifier) are influenced by some
external parameter other than voltage supply and temperature (such as
barometric bressure or humidity). Since this alleged parameter is not

among those recorded, no attempt has been made to remove this component.

The effects of this component will be discussed in later paragraphs.
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7.2 Power Spectral Density Estimates
Power spectral density estimates were made using these data at At =

10*

and At = 5 X 104 seconds (using 100 time Tags) after removing
temperature components for noise sources T1,...,75 (assuming temperature
coefficients of 0.047, -0.146, -.098, -.103, and 0.114) and using the
versions of #2 and T3 for which burst components had been removed. The
resulting spectral estimates are shown in Figs. 7.3,...,7.8 along with
the "best" estimates made for each of the other sample rates discussed
earlier. )

Figureé 7.3,...,7.8 have been'correcfea for a]iasiﬁg. This was.
done by "eyeballing" a straight 1ine (on this log-log scale) to the
estimates made at the next higher sample rate and subtracting, on the
linear scale, the aliasing which would occur due to this estimated
spectral density‘(taking into account fhe effects of the appropriate
dealiasing filters). Where the higher frequency estimates are "bumpy"
the slope and amplitude are estimated near the folding frequency since
the digital dealiasing filters insure that only the first octave
beyond the %K% folding frequency contributesvsignificant]y to the alias-

4

ing (except for the At = 10 seconds estimates). The At = 10" seconds

and 5 x 107

seconds T4 noise source estimates were made with no attempt
to remove the burst noise as was done for the higher frequency estimates.
The aliasing was, therefore, estimated by extrapolation from the lower
frequency estimates. It is clear in all of these figures thatlnot only
is the relative variance increased in the regions where aliasing was

significant, but that a significant bias may be introduced by inaccurate
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estimation of the higher freguency spectral density. Note that the
high pass filter used in the at = 0.1 second estimates has also been
accounted for.

Using Eq. 2.5.3:

relaetive standard deviation = %Jﬁ?‘ x 100%

(with N' =N - 0.3 M),

the relative standard deviation (in the regions where aliasing was not
significant) should be approximately 10% for estimates based on

sample periods less than At = 10 seconds, 11% for at = 108

seconds,
18% (26% for #2 and 24% for T5) for At = 104 seconds, and 41% (60% for
#2, and 56% for T5) for at = 5 X 104 seconds.

For the purpose of laoking for a Tow frequency break in the 1/f
trend, a 50% standard deviation proves not to be a great Tiability for
any of the six noise sources investigated. An error of up to two
standard deviations would result in an estimate between -« and 3 db
above the true value. It is, therefore. not particularly unlikely
that we should find estimates indicating a breakdown of the 1/f trend
when there is none, but very unlikely that the estimates would fall
along the f % trend when, in fact, the true (windowed) spectral
density is 3 db or more below the trend. None of the Figs. 7.3,...,7.8-
indicate a breakdown in the f % trend even down to 10'7 Hz, making such
a breakdown seem highly unlikely (unless there is some bias, see

Section 2.8 for example).

Noise sources T1 and T2,as mentioned previously, appear to have a
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large component (see Figs. 7.1, 7.2) with average power of (very
roughly) 0.5 vo?tz. Most of this power appears (from the time domain
plot) to be concentrated near a frequency corresponding to a 1 year
period (f = 3.17 x 10'8 Hz); Assuming the true power spectral density
of this component to be a de}ta function at 3.17 x 10“8 Hz yields a bias
of 51 db at f = 10‘7 Hz using the QZ sﬁectra? window on which all the
estimates presented here are based. The spectral density estimates of
T1 and T2 at 107/ Hz ave 51 db and 48 db. These estimates are, there-

7 Hz (the next

fore, probably dominated by this component. At 2 x 107
higher frequency estimate) a sine wave of this amplitude and frequency
would produce only a 33 db bias so that estimates above this frequency
may be meaningful depending on the exact spectral components of this
bias component).

The power spectral density estimates for the power supply voltage
and v ‘

monitors (v k)’ and the temperature channel of the T2

-check +chec

noise source are shown in Figs. 7.9, 7.10, and 7.11 for completeness.
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measured using the digital voltmeter while TT1, TT3, and TT4 were
sampled by the A/D converter giving us information regarding the
accuracy of the A/D converter). Kl’ Kés Ké, and K5 were determined
such that TT1 - K1 x 112, T13 - K3 x 112, T4 - K4 x TT2, and TT5 -
K5 x TT2 are approximately constant over 2000 samples at at = 104 sec;

These values were arrived at by estimating, for example, KT as

0 = <TT1 x TT2>
L <TT2%s

after first removing the sample means from TT1 and TT2. TTT - §1TT2 and
TT2 were then plotted (as in Fig. 7.12). A correction was then made to
obtain K} by observing the magnitude and polarity of the component of
M - R]TTZ which resembles TT2. The values arrived at were‘K} = 1f023,
Ky = .960, K4 = .957 and K = 1.02. Figure 7.12 shows TT}~KTTT2, 112,
TT3~K3TT2, TT4-K,
cancel the large narrow band component for TT1~K]TT2 almost completely.

T2, and TTS«KSTTZ° As can be seen, it was possible to
This is Feéssuring since these thermistors were mounted touching each
other, encased together in a high thermally conductiv  compound. The
remaining narrowband component may be explained as the quantization error
of the A/D converter. The step size of the A/D is ~ 10 millivolts.
Since the derivative of the thermistor output is usually Tess than 1
miTlivolt per sample, for At = 100 seconds, it is not surprising to find
that the quantization noise (with a peak to peak voltage of .01 volts)
is highly correlated with the signal being quantized. The cancellation
was less successful for the other thermistors which were mounted some

distance away from the T2 thermistor. In all cases the self noise of
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the thermistors (band Timited to f = 5 x 10"5 Hz) 1s less than .012°C
over this 7.6 month period with the exception of a possible trend
common to all five thermistors.

Figures 7.13,...,7.16 show the power spectral density estimates of
these temperature channel differences. Comparing these figures with
Figs. 5.15,...,5.19 we see that the thermistor noise is at least 25 db
below the power spectral density of the temperatures over these ranges.
This is quite sufficient since all estimates of the noise source temper-
ature coefficients are Tess than 0.2 and the effect of temperature on the
noise power spectral density estimates has already been shown to be
small.

The possibility still exists, however, that the large Tow frequency
component of temperature (10 log f ~ -60) is in fact common to all of the
channels (due to a ground Toop for example). The low frequency power
spectral density of temperature is assumed not to be due to power supply

variations since Vv are, by theoretical calculation, 54 db more

check
sensitive to power supply variations than the temperature measuring

channels. The power spectral density estimates of V, are, however,

+ check
the same order of magnitude as those for the temperature data (see Figs.
5.21 and 5.22).

The possibility that there is Tow frequency noise added to all of
the channels is rejected for the following reason. The noise source
channels are identical to the temperature channels (the final amplifiers

before Teaving the oven are even contained in the same integrated circuit

for the noise and temperature channel of each source), and should exhibit
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the same noise if it exists. Noise sources T4 and T5, however, have
power spectral density estimates which are Tower (at the Tow frequency
end) than that of the temperature channels.

Figures 7.13,...,7.16, therefore, establish upper bounds on both
the low freguency thermistﬁr noise and the measuring channel noise for

5 typical channels.
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7.4 Power Supply Coefficients

The output of the noise source amplifiers is not expected to be
entirely independent of supply voltage, although the component of output
noise due to supply voltage noise should be negligible based on typical
specifications given by the operational amplifier manufacturer; The
high degree of regulation which is performed prior to the supply lines
entering the oven and the high Toop gain of these regulators assures that
the supply voltage fluctuations (see Fig. 7.1) are dominated by the
internal noise of the regulator supp}y circuitry.

For noise source #2 thereare no data concerning the power supply
noise. This fact is not disastrous since the power supply noise is it-
self just a form of semiconductor noise resulting in an observed noise
which originates from a more complex semicoﬁductor soufce than
originally intended.

In the case of noise sources T1,...,T5, however, one would like to
assure that the contributibn due to the power supply (which is common
to all five noise sources) is in fact negligible to assure that the
noise data represent 5 statistically independent noise sources. It is

for this purpose that V~check and V were measured during the course

+check
of the experiment.

i

Assume that N(t) = n(t) + ks(t) and S(t) = s(t) + r(t) (where

N(t) is the observed noise, s(t) is either the + or - supply voltage
and r(t) is the reference supply voltage), and that n(t), s(t) and r(t)
are zero mean, stationary, statistically independent processes. A1l of

the values will be expressed in the units of volts at the appropriate
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measuring channel. We will also assume that the power spectral
densities of the processes are similar, Sr(f) ~ kTSS(f) ~ kzsn(f)g since
they are all semiconductor noise and that ki ~ 1 since s(t) and r(t) are
generated by regulators which employ similar components (see Fig. 4.4).
Under these circumstances an obvious estimator for k (given that

S(t) and N(t) are known for 0 < t < T) {s:

.
%-jf H(E)S(t) . dt
S - [Eq. 7.4.1]

%'J( s2(t) dt

0

=
i
[av]

T » , :
2 %r~[. k sz(t) +n(t)s(t) + n(t)r(t) + ks(t)r(t) dt

0 :

=
"

.
%f s2(t) + r(t)s(v) + r2(t) dat
0 [Eq. 7.4.2]

Taking the expectations of the numerator and denominator individually

yields:

H

under the assumption that k? 1.
The variance of this estimator would be extremely difficult to cal-
culate although a reasonable estimate of the accuracy may be chtained

by calculating the variances for the various terms in the numerator and
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denominator of Ea. 7.4.2 individually.

Let

An accurate estimate for k requires that

O’X
ETy?w‘ be made as small as

possible where prewhitening might be considered as a tool to achieve an

improved estimate.

ol —

._.4

0 0

Hi
-
o
<

—

:JM[
T2

-T

0" = ~§-) u(F) * s _(f) * Sr(f)g

where * denotes convolution and

sin’(«fT)

W(T) = 5

no

il

(T"!T}) RS(T)RF

T T
J{ s(t)s(o)r(t)r(r) dt de
R (t-) R (t-7) dt de

(1) drt

f=0

Since both s(t) and r(t) are semiconductor noise, a reasonable

anproximation to their apparent spectral densities might be:
i N

A

7]

0 ,otherwise

1 1
RSy

=4

5,.() =
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1 ]
T, Il < 50
S.(f) =

0y otherwise

The Tow frequency cutoff would occur due to the removal of sample
means from the original data.

These assgmgt%ens imply:

1/26t
1 1 2
f+T
S (F)%5_(F) <
r S 1
/20t f- T
YRR N J/‘ ot g
1 v v-f T-fv] '
= 1
~ T ..2_‘<'f<~l ...l
T—" =25t T
[ (1-204) (1 + T)1 0 < ¢ <%
_ 28
T
- 2 1 1
an[(1-22tF) (1 + TEN(TF - )]s < F <5 -
2
an(1 +TF) y 0<f<s
2AB
- S |
2
2n([T{]“~1)5%.E'f << 7%%

if T >> 2at. This yields (very roughly):

2 _ 1 e : )
oW = u(F) * s (F) * s (F) AB

f=0
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X ._____AB _ 1K 1
Efy] 2_%_{ Zy B méjﬁ_{
2 (B/f) df
']T'

The same calculation, however, assuming prewhitening
1

4 .
‘A,If{ S Bylfl < 57¢
Sp(f) - l , S_(f) = yields:
, S S
O’lfl > m O’!f[ > ZAt

1

‘ t 2y
2 _2 fA sin“(=fT) 1
= & ST A (o - f) df

2 Tr2f2 At

X
™ Y

.| _AB
~TNTat

[

and

°x i
BYNT YT

It appears, therefore, that prewhitening holds a clear advantage for large

values of T/At. T
The variances for terms such as y = -}uf sz(t)dt 'require more
0

information about the statistics of the process. If one assumes that

s(t) is a gaussian process then:
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T
cyz = ﬁg— jﬁ (T - d) gsz(d) do which for band-Timited white
0 A

—1

gaussian noise

| 1
Byl < o
5.(f) = |
o
0517] > 5o
implies

L2 G -
2 2B N N , 2AT
Oy ~ 'thE' for T »>> At or E{b’} ~ T for T >> AL

He are now prepared to place tolerance estimates on each of the

o

terms of Eq. 7.4.2 assuming prewhitening and that

: M lF] < e
SA(F) ~ SL(F) ~ koS () ~ :
| oslfl > 20t

K+ kgf Bt 2%]«{} %/ AL, kv%,%
k.2
21 zﬁl%’“ s ﬁjéf\i

For T = 2000 at {as will be used in the estimates made Tater).

~

k(1 = 0.1) = O.M#Uk?_ |
k -2

2+ 0.133

and if k2 > 5 as is suggested by careful comparison of Figs. 7.4,...,

~

7.8, 7.10 and 7.11 then we have k ~ k(1 = 0.1) = 0.06.
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The experimental datawere prewhitened at At = 104 seconds using the
standard prewhitening filter, 2039 data points were used for all noise
sources except T5 for which only 1752 points were avaiiab]e; The

resulting estimates (replacing summations for integrals in Eq. 7.4.1)

are:

" Noise Source k (+ supply) ﬁ.(-supp?y}

T1 0.014 -0.021
T2 0.002 - -0.001
T3 0.013 ©0.005
T4 -0.032 0.029
T5 0.033 - 0.042

Since all of these estimates are below the estimatederror of = 0.06
it seems safe to say (under all of the assumptions made in this
section) that the total spectral component due to both power supply
voltages Ties below the curve resulting from shifting the power

spectral density estimates for either V+check or V down 24 db

-check
(the spectral density estimate for either V_check or V+Check represents
the power spectral density for a sum of two power supply voltages).
Comparison of Figs. 7.11, 7.4,...,7.8 indicates that it is very
unlikely that power supply voltage contributes more than 10% to the
power spectral density at any given frequency. As a point of intereét,

the values of k indicated (ranging from |k| = 0.001 to 0.042) represent
power supply rejection ratios of -112 db to -80.0 db, and |k| = 0.06
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represents a supply rejection ratio of -76 db referenced to the input of
each operational amplifier. The manufacturer specifies[18] worst case
supply rejection ratios of -76 db and -74 db, and typical rejection
ratios of =90 db and -92 db for the 747 and 709 operational amplifiers
respectively. The above estimate of k = 0.06 corresponds almost

exactly with the manufacturer's worst case specifications, giving an
additional degree of confidence that the power supply noise contributes

less than 10% to the noise power spectral density at any frequency.
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Chapter VIII
CONCLUSIONS

How well does the f ¢ ﬁode? it the observed phenomenon and what
is the "correct" value of o? Having estimated the power spectral
densities of six noise sources over moge than 9 decades ¢f frequency,
one might hope to shed some light on this question. As can be seen in
Figs. 7.4, 7.5, and 7.6, a straight Tine fits the spectral density
estimates for T1, T2, and T3 quite well over many decades (the Tleveling
out into white noise is to be expected at high frequencies and the Tow
frequ&néy bias for T1 and T2 has already been discussed). These straight
line approximations yield o's of 1.16, 1.27, and 1.18. Noise sources
#2, T4, and T5 (in Figs. 7.3, 7.7, and 7.8), however, seem to defy the
“straight line model. If one approximates a straight line over a few
degades at a time, the slope, o, seems to increase monotonically with
decreasing frequency (just the opposite of what is needed to get finite
power) giving local values of o between 0.87 and 1.36 for #2, 0.87 and
1.24 for T4, and 0.971 and 1.24 for T5.

Another method of estimating o, which has the virtue of giving a
single value representing the overall trend, is to draw a line through
the end points. To avoid possible bias at the high and Tow frequency
ends, points were chosen at 10 Tog ¥ = -60 and 17. This method yields
values for a of 1.09, 1.05, and 1.05 for #2, T4, and T5.

‘The "best" estimates for noise sources #2, T1, T2, T3, T4, and 15

will be assumed to be o = 1.09, 1.16, 1.21, 1.18, 1.05, and 1.05. It 1is
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this author's prejudice that a value of o = 1.0 is a more "reasonable"
constant for a physical process than 1.12 (the average of the above
estimates). The fact that none of the above estimates fall below the
magic value of 1.0, however, Tends little support to this hypothesis.
It is, of course, possible that some unforeseen bias in the experiment
is responsible for an inflated value for «. It is also possible, on
the other hand, that the apparent increasing value of o with decreasing
freguency (observed in three of the noise source estimates) reveals the
true character of this process.

Perhaps more 1mportant than establishing a value for o, however, is
establishing bounds on the low frequency break in the 1/f characteristic
(if such a break exists). None of the noise sources (Figs. 7.3,...,7.8)

give any indication of a break even down to 10“7

Hz (note, however, that
spectral estimates for noise sources T1 and T2 ave certain1y not good
below 3 x 10 -7 Hz and questionable for hwnher frequencies).

A more carefu? statement which takes into account the variance of
the estimates, the Tow frequency bias due to the spectral window used
(see Section 2.8), and a particular form of low frequency breakdown
seems in order. It has already besen mentioned that the standard devia-
tion, o, of the low frequency estimates is nearly 50% in some cases.

~

Assume that none of the estimates for noise sources #2, T3, T4, and 15

et

(Figs. 7.3, 7.6, 7.7, and 7.8) fall more than 3 db below the 1/f trend
Tine (the placement of this Tine is highly subjective, although I
feel that this assumption holds for rather pessimistic placement for the

noise sources indicated), then the probability is very low that the
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expected value for the estimate could 1ie more than 6db below the trend
Tine (this would require an estimate more than 2¢ above the mean value).
Referring to Table 2.1, if the true spectral density is of the form
T?Tl;%?wm- then the probability that fc > 5 x 107 Hz is negligible. Ve
may cang?ude, therefore, that the true power spectral density (for noise
sources #2, T3, T4, T5) cannét (with reasonable probability) closely

resemb1et%f4%f7i:~at Tow frequencies with 10 log fé > - 63.

Spectral estimates for noise sources T1 and T2, however, are thought
to be dominated by some unknown parameter at the Towest frequencies. If
we assume that these estimates are good for f 3.10'6 Hz then the above
argument implies that the true spectral density is not likely to

resenble T?Tli"?;" with 10 Tog fc » - 55.23 (F_ > 3 x 107° Hz).

I consider both of these estimates to be rather conservative. The
f = 10'7 Hz estimate of T5 (Fig. 7.8) is nearly 3 db above the trend line,

which implies (for this case) that a break of the form 7 1 with

+fc

f 3‘10"7 Hz is very improbable.
Popcorn noise has been observed with waiting times greater than

10° seconds. This fact lends support to the hypothesis that 1/f noise

may result from a sum of many such components (see Appendix A for

example). Waiting time distributions for two popcorn components (having

3. 9.8 % 10%, and

estimated mean waiting times of 1.4 x 104, 4.6 x 10
1.6 % ]04 seconds) and spectral estimates of noise containing these
components show good agreement with previous estimates by Puckett[33 at
highér frequencies. Other popcorn components have been observed, however,

which indi  te the possibility of more complex behavior.
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Appendix A
STMULATED 1/f NOISE

One hypothesis as to the origin of 1/f noise is that it is the
sum of a Targe number of burst components. As has already been discussed,
the power spectral density of a random telegraph wave (which appears to

accurately describe popcorn noise) is

k 2
1 f
s(h) = [ e (e
fO fO
where
. 05!"‘12'
k-l = - 2 E
(1T +a)" =
T
a = ‘ , and
Ty
S S N
fo T 2r (T+ * T )

(see Eg. 5.7.1).
For simplicity, assume = = 1 = 1_ (it is clear that the following
argument is easily extended for T, #or_ if the a's are similarly dis-

tributed for all values of fo}. We have, therefore, for each burst

component
2
h™ 1 1
SO =
°© 1+ (?“3
0
where
1



‘ 262

Burst components have been observed with apparent time constants Targe
enough to account for 1/f noise down to the Towest frequencies measured.
This fact makes the hynothesis appealing since physical processes with
time constants on the order of 706 seconds are rather hard to come by
within a small integrated circuit. The question is, how does one choose
a physically realistic distribution for the burst amplitudes and time
constants to create a 1/ spectraT density.

[24]

Bernamont was probably the first of many[25’263 to recognize
that a 1/f spectral density could be obtained by the following method.
The physical model for burst noise which wiTT be used is apparent?y due
to C.A. Mead and R.J. whiﬁtiertg’ page 383. The theory supposes the
existence of trapping centers near the base emitter junction of the tran-
sistor (they could be Tocated in the oxide Tayer above the junction for
example) which are positioned in such a way as to modulate the flow of
current in the junction as an electron is trapped or released. The de-
tailed physics of the model is beyond the scope of this discussion. The
only point which is important to the following discussion is to note that
the probability (per unit time) of an electron tunneling through to a
trapping center (or leaving it) is proportional to e"2kX where x is the

thickness of the non-conducting medium which the electron must tunnel

through and k is a constant of the materials involved. This gives

f e e-2kx

0 where fo is the characteristic frequency of the burst component

created by this trapping center. If we assume that these trapping
centers are Tocated in the oxide layer (we are fgnoring the question of
how (or whether) a single electron trapped in the oxide layer might

cause such a macroscopic effect as popcorn noise[3]) an
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N oy 2 bx oy ‘ .
Sz(f) = Z 9 4n Cean{'xO t JhX) fz O T 3a0)
c
where
Xq = X
- 0
b= =
X
| T
Tim Sz(f) = 0 1 1 i
e xg oLk
0 T+ —-—2- e
c
X
.2 1
- h
) 82 %’ ] ‘ dx
" cosh(2kx + #n f')
Xq o c
- 02 1 -1 g'(€2kx1 - e2k%g)
=% gp tan R T T [Ref. 17,
' T+— ¢ e Eq. 1.490.1]
c -
"~ Let
~2kx, ~2kx,
. fmax - ce - ® fm'in = ce s then.
5 _
h foo-f
1im Sz(f) = ng %. tan”] fmax{ min
e o min'max , ¢
- f
2 [ 2
h h
- 0 1 -1 1 1 0
) F o = Mf)
bk f 7Cmin bt f Bk
L. ""'*"_F"' —%-»W
max
for fmin << fmax
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In the range f . << f . A(f) - 5 and 10 1og[A(f)/(—§-)j = -3 db

. = £
occurs at f fmin and 1 fmax so that

lim S_(f) = 1/f  is

Neroo
is a good approximation for al] fmin < f < fmax'
A Tow density of trappiﬁg centers'might also be expected to produce
a 1/f trend but with some ripple. If we assume equal amplitude burst
components spaced by factors of 8 in frequency (that is, spaced by
10 Tog 8 on the 10 Tog T axis) then the expected spectral density is:

N-1

s.(F) = ) =k [ 1+ ()
z ) f gd f
J=0 min min

2

ke are interested in the deviation of this spectral density from

1/f. let

H

D(f) Sz(f}/il/f) then
4 o ,

Ziim 14 (i)
gl f

D(f)
et g .
=0 min min

]

For Targe 8 (8 > 2 for example) and large N it is clear that only a few
terms need be evaluated for middle range frequencies.

Evaluating D(f) for 8 = 10 (one burst component per decade of
frequency) reveals a peak to peak ripple in the middle frequency ranges
of only about 4.5 db. For g = 2 (one component per octave of frequency)
the peak to peak ripple of D(f) becomes less than 0.0001 db. It is,

therefore, possible to explain a spectral density, which deviates from
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1/f by much less than the accuracy with which we might ever hope to

-10 10

measure, over 20 decades (10 to 10

Hz for example) as a sum of
only ~ 70 burst components (to estimate the spectral density of a data
array over only one decade to a standard deviation of .0001 db would
require ~ 1.9 X 1010 samples; ~ 600 years at At = 1 second).

At this point ve have a method for simulating 1/f noise over many
decades in the digital computer. It seems, therefore, to be an excellent
opportunity to test the spectral estimator used in evaluating the
experimental data by applying it to a data array‘with known statistics.
It may also be constructuve to observe this funétion in the time domain
as compared to the experimentally obtained data.

Producing a very long data record (so that the simulated noise
could be analyzed over several decades in exactly the same manner as
the experimental data) required a 1arge'amounf of computing time
(although not a particularly sophisticated program). A program was,
therefore, written for an EMR model 6130 cémputer for which no accounting
was required (the program required several hours of machine time).

The program 1isted in Figs. A.la and A.1b consists of a random number
generator subroutine which provides numbers drawn from an exponential
distribution (with variable time constant) and a main program which
keeps track of the switching times and states of each of the burst
components.

[20]

The random number generator is composed of two parts. A

sequence of random numbers, Uis which are uniformly distributed over the

range 1 to 230 is generated by the formula Ujpy = (au1 + ¢) 230 using

mod
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DOUBLE PRECISION
DIMENSION A(20),7
PI1=3,1415926
DT=1.0
HOZ=1
uo=5h78
U1=783
Tr=0.000
A(1)=2, OkDT/PI
Do 1 1-2,20
I AT)=A{1-1}+2.0

INTEGER UQ,UT,H02,DATA,AMP
(20

QFTA(2232)

Do 2 I=1, 20
AVP (1) =HO
2 CPLL NECt
DO 7 1=1,500
11=0
Do 6 J=1,2000
TT= TT+DT
DO :\"i 20
3 IF(T(K) GE,TT) GO T0 4
I1=11+]
CALL | ECZXR(CT A(K),UT,U0)
S IF(CT.GT.T. UF6) CT= } DD6
T(K) T(K)TCT
AP (1) =~ AMP (K)
: GO T0 3
4 ’ CONTINUE
DATA{Q) = AP(1)
0 5 K=2,20
DATA(S)=DATA{J)+ANP (K)
CONTINUE
DATA(2001)=1
DATA(2002) =11
UQIT?(G END=7,ERR=100} DATA
7 CONTINY
100 ENDFILE 6
STOP

5
&
A

P(T{1),A(1),U1,00)

oy o

FPigure A,l a Computor program to produce simulated l/f noise,




268

SUBROUTIRE K

{E HEGEXP(T,AA,X1,%0)
DOUBLE PRECISION DP,T,AA
INTEGER X0,X1
INTEGER Y0,Y1,C0,C1,A0,A1
A0=5
A1=4096
C0=12449
C1=9587
/1

L.DA Al
WPY X0
STE Y1
LDA  AD
MY X1
MOV E,A
ADD Y1
MOV ALE
AND - =877777
STA Y1
LDA RO
MPY %0
ADD Y1
MOV ALE
AND =$77777

MDDl
MOV . ALE
AND =$77777
STA Y1
LDA  AD
MPY X0
MOV E,A
ADD €O
STA YO
JLZ Y100
LDE Yi
JMp Y110

100 MOV ALE
AND =577777

STA YO
LDE Y1
MAD E.E
110 AND =$77777
STA Y1
/F X
’ X0=Y0
X1=Y1

IF(Y1.EQ.0) Y1=1
DP=DFLOAT{YT)
DP=DP/3.2768D4
DP=DLOG(DP)
T=-DP+AA

RETURN

Figure A,1 b Exponential distribution random number generator

program,
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the values a = 134217733 and ¢ = 314159265. The modulus 2°0 results

1

from the 16 bit word size of the computer and the method by which double
precision arithmetic was implemented by the program. The assembly
language sequence in the subroutine (Fig. A.Tb) is necessary to perform
the modulus 230 arithmetic since the FORTRAN compiler had no provisions
for double precision integers. A random number, tos drawn from an
exponential distribution is then found by evaluating ti = -1 zn(ui/ZBO)l
The main program then constructed an array of 106 points which is the sum
20 1deal burst components with characteristic frequencies f; #}%E-Z"i
for i=1,...,20.

This array was recorded on magnetic tape and is plotted in Fig. A.2.
The vertical scale in this figure assumes that the peak to peak magnitgde
of each popcorn component, h,‘is 0.025 volts. fn order to éccuratefy
simulate the conditions under which the eXperimenta] data were analyzed,
a bias of 1.0 volt (at this arbitrary scale) was added to the data. A
sampling period of At = 10 seconds was assumed for the initial data and

spectral estimates were made at At = 10,100,103, 104, and 5 X 104

4 points are uged for all spectral estimates except ~303

4 4

seconds (~10

points at At = 10" sec and ~200 pts at at = 5 x 10" seconds) using the

same resampling filters used with the experimental data. The expected

L2 = q
h 1
10 log 7= E —_

3‘— o
= -

spectral density is

H2

10 log S(f)

m

- 10 Tog f - 39.48 for h = 0.025 volts.
At 10 Tog f = -40, 10 Tog S(f) = 0.52. This agrees quite well with the
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estimates shown in Fig. A.3.
For power spectral density estimates over two decades of frequency,
the expected standard deviation is o~«~v 1%—9— S(f) where N' ~ N - 30.

Therefore
10 Tog (1 +.§%qg

10 log (1 - gtgﬁa

are expected to be

( 0.4 db
for N = 107,
-0.5 db
1.2 db
for N = 103 , and
~1.7 db
2.5 db
for N = 200
"‘6!3 db

Figure A.3 appears to agree quite well with these predicted variances
and demonstrates no unexpected biases (the low estimates at the high
frequency end of each estimation run are the result of the low pass
resampling filter frequency response).

The simulated data in the time domain (Fig. A.2) resemble the
experimental data to an extraordinary dearee (particularly after

filtering and resampling) even though it is composed of only 21 discrete
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levels at the base sampling rate (note, in particular, the resemblance
to noise source T5, the only source not demonstrating obvious popcorning,
in Figs. 5.1,...,5.7). This, of course, Teads to no conclusions except

that the sum of popcorn component hypothesis has not been shown to be
i i t H

inconsistent with the observed data.
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Appendix B
STANDARD DEVIATION FOR HISTOGRAMS

When attempting to estimate the probability distribution for a
sample function we often produce a histogram showing the number, n, of
samples falling in a given range of values. If we have N independent
samples of the function, then we assume that the actual probability of
the function taking on a value in this range for any given sample is
P~ %—.» This procedure is used several times in Chapter.V for estimating
the waiting time distribution of burst noise and the probability

distribution of the difference function,
L
D, =-%632::{H[(i -3 L)at] - LG - j)At]}
jz] . . ]
If the samples are independent, then

k samples falling in given N B

range out of N samples § k

(the well known binomial distribution).

| ]
efd = D k(ﬁ) (1 - )ik

i

k=0
N

- (N~k?i(k—1)! A N L
k=0
N-1

- CON(N - T m+1 NeT-m
W-T-m! m P (-
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H-1

k=0

= NP as we. expected.

N
— up el E N k N-k -

H-2
= NPwNZ?Z 4~§i; (Ngz) N(N-T) pm+2(1 _ P)N»Z-m
m=0

= NP - NOPZ 4+ N(N-T)P% = NP - NP2

]

%
T [HP(1 - P)]
In some cases we may wish to estimate 9 after fitting a curve to
the %—data for the various ranges considered. In other cases we will
¥
assume that our best estimate of P for each interval is %—in which case

we will estimate %y to be

Ny

- k
o = Lk(1 - gﬁ]
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Appendix C
DIGITAL DEALIASING FILTER

In Chapter II we require a digital low pass filter with a cut off
frequency (3 db point) of approximately 0.1 x é%%~ (at is the present
sampling period] so that the data may be resampled with a new sampling
period of 10 At. If we consider x(t) and y(t) to be the input and out-
put respectively of the filter, then the general form of the filter
which we wish to consider is

N1 N

"2
y(£) = 2 a x(t-kat) - D b, y(t-ket) [Eq. C.1]
k=0 k=1

Since the output at time t involves input and output values only at
times t-kat for k = 0, 1,..., it is sufficient to consider this contin-
uous filter and separately consider the effects of sampling y(t)

(which has already been dohe in Section 2.5), instead of considering
the input as a sampled function as is actually the case when the
filtering is performed in the digital computer.

If we assume that x(t) and y(t) are stationary processes then

N, N
:E: bk y(t-kat) = :E: ak<x(t—kat) where by = 1
k=0 k= '

[Eq. C.2]
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x(t-kat)x(t+o-kat)

TZTf k=3)at

[Eq. C.3]

[Eq. C.4]

N2 N, Ny
2{: j{: b b y(t-kat) y(t+*~3ét\ = Zi:j{“ 2,
k=0 j=0 k=0 j=0
NZ N N N1
ZZ bkb C (T+(I& -j)at) = Z Z 3a; C (T'(“J)A )
k=0 j=0 k=0 §=0
NZ NZ ( N] N
12Tf k-i)a
ADIDIETR WYY .
k=0 JZO k=0 J"O
N7 N~i ‘ '
Y e@wa(kwg)At
M2 = ) K0 50
Sx(f) &2 AAZ
> i2nf(k-j)at
bkbj e
k=0 i=0
N] |
>, A, cos(2nflat)
_ k=0
NZ ,
j{: B, cos(2rfkat)
k=0
Z ﬁ\% cosgk(wff\t)
= k=0 .
NZ
ék CGSZk(ﬁfﬁt)

k=0
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In order to assure stability of the filter we must insist that all
of the s-plane poles of the transfer function Tie in the Teft half plane.

Taking the Larlace transform of Eq. C.2 we have

[Eq. C.5]

k=0

If we let z = eST, then the poles of H(s) occur at the zeroes of

N, -k ‘ '
ji: bk z 2 and at z = 0. If zp (k = 1,...5N2) are the zeroes in the

z-plane, then the zeroces in the s-plane occur when

sT _ _1 ) e
e T s s T T[Wzki +ilarg z, £ n 2“}]

There are, therefore, an infinite number of poles in the s-plane
for each pole in the z-plane and they all 1ie along a vertical Tine in

the left half s-plane if and only if {zk§ <1 . The filter is stable if

N
2 N~k
and only if all of the zeroes of % by z - lie inside the unit
k=0 ‘
circle.
Equation C.4 demonstrates that for any real set of weighting coef-
ficients 3y and by (such that the bk satisfy the stability condition)

the squared magnitude of the transfer fun..ion may be written as a
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. ' . . 2 .
ratio of polynomials in cos™(nfat) where the numerator is of order N1

and the denominator is of order N,. Clearly, for all ratios of poly-

~no

nomials in cosz(ﬁfai) there cannot exist a set of weighting coefficients
yielding a filter with this magnitude squared transfer fuﬂction; Consider
for example, %&CQSZ(ﬁfét) which 1s negative for some real values of f.
It is possible, however, éo show that any ratio of polynomials in
cosz(ﬂfAt) with real coefficients and which is non-negative and has no
poles for all real valued f can be obtained as the ]H(f)!z of a filter
of the form of Eg. C.1.

It is sufficient to consider the problem of finding a set of real

vatued 2, such that

N N ' N ‘ I
ji: 8, emienfatk ji: 2, gienfaty b F(f) Eziz A coszk(wfét)
k=0 J=0 k=0

where the A, are real and F(f) > 0 for f real.
Let z = ¢ &7 4 tpen

‘ N VY 2k

F(f) = ji: M\ EF5E— [Eq. C.6]
k=0
N 4 k

3 e, (45l )

k=0

-

’ —
= ji: 2" Ak(x+1)h where x = ZZZ = cos (2nfat)
[Eq. C.7]
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N
= C Emg (x»xy) where C 1is a real constant. [Eq. C.8]
k=1

From Eg. C.7 we know that any non-real valued x, must occur in conjugate
‘u k o

N

pairs. Since C Eﬁ% (x4xk) > 0 for all real x such that -1 < x <1, any
k=1

real Xy such that -1 < X < 1T must occur in even multiples. Therefore,

all Xy must occur in conjugate pairs except real valued X such that

ixkl > 1. He will, therefore, order the XP such that
Ew% NC/Z
F(f) = C .&y_,%,. (}l“xryk) é (X"“chj)(x - AC J) [Eq. C.gj
k=1 Jj=1
where N is even, N+ N =N, x| are real and {erkl >
Y
| gﬁE 7477 2‘8%2 Mz )2 = 2477
Ff) = c Ll 2 T k) LA 7)) " e T e T
k=1 j=1
2
Ixc;j)
Nr [*~”-_
= o N TT 1 .y o8 - . -
=2 ¢C Yok E Lk 1 2V kY ek 1
k=T - !
- N_/2 )
"‘] [‘2 - < -
£ Xr,%:t‘% k7! Eﬁg ¥e,i ¥ Xe,iT
= J=1
2
2 2 -
z- - 2Re %e .3 XC,J-1 z + Xe, 3 £ xC’J~1




2
"2 D N 12 - "-] ‘ 2 -
z 5 -2 ne} xC;& * xc,j 1 z o+ 1Xc,j * XC;J 1
[Eq. €.10]
Clearly, we have succeeded in factoring F(f) into
N N
~\ "k k
P =
F() :E;: 8y 7 jé;; ay z
k=0 3=0
with real 2y if we can show that
\ Ny {' : )
- T 7 ) . 2
2 C il er,k + g% Xr,k -1 0L i~ Xcgj * XC§J-3 l
k=1 \ j=1

-N

is real valued and non-negative. But C = 2 EN vhare AN is real and

X @re real with lxr k} > 1 so0 it is_on1y necessary to show that
Nr

27l e ETE Kt o X0 >0
k=1

We know that F(f) > 0 for all real f. Therefore, by Eq. C.9 at

/2
}2




. . 2
Since eal and |x - -~ * -
i Xpp Tsr n "k . ( eri) and Xp i ek 1
have the same sign so that
5 A
X -1 >
r,k 20
N~k . . 2
z"" " have magnitudes %, tq) % -1

(see Eq. C.10) and we can always choose the

7
% +%4x

appropriate sign to achieve a stable filter (z«p?ann noles inside the

unit circle) except when lxk * x2—1 = 1. But this would regquire

a real valued -1 < % 2 T which would imply a real pole in lH(f)]z
(if F(f) represented the denominator of iH(f)[z) contrary to our
original assumption.
We have, therefore, shown that any
2R cos®(xfat)
TGO IRt 20

2
> B, COSZk(ﬂfAﬁ)
k=0

for all real f, with real valued ﬁk and éps and with no poles for

f real, can be realized by a stable filter of the form
i"l -;

() = 2 Ay x(e-kat) Z b, ¥(i-kat)
k=0

1], [22])

Two such filters (which can be found in the literature

are
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[R(A) ™ = PN
1+ tan #fAt
tan w1 AT
C
and
§ 2 ....... ‘ c-l .
[H(F)|™ = ey
1+ sin(afat)
sin ﬂcht

Both of these filters (which will be referred to as the "Tangent" and
“Sine" "Butterworth" filters) satisfy the criterion for being realizable
filters. The 3 db point is fc for both filters and they are easily
factored to obtain a set of weicghts. For f, fc << E%%-the filters behave
'near1y the same for a given N. For the tangent filter, however, N1 =

N2 = N while for the sine filter NZ = N and N1 = 0. For a given number
of arithmetic operations we can perform the filtering pfccess with a
"Sine Butterworth" filter with Il twice as large as for the "Tangent

Butterworth" filter (the "Tangant Butterworth", however, holds the

advantage for fC—~ g%%i- A filter with a 3 db cutoff frequency at

S - 23 n - _ 2 . .
fc = SEIE and ~30 db attenuation for = SoAiE can be2r8a11zed with
N =5 (for the "sine" filter we have 10 Tog tH(§§%§01 = 29.6 db and
2 £
10 Tog {H(ﬁé%}{ = -80.6 db). This filter requires only five multipli-

cations and additions per input sample but has an important disadvantage.

The impulse response is infinite. This means that the transient response
never goes to zero (although it dies off exponentially) so that great
care must be exercised in deciding how many data points must be dis-

carded at the beginning of the record after filtering so that the
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transient response of the filter will not significantly bias the spectral
estimates. A non-recursive filter (Eq. C.1 with NZ = 0) has a finite
impulse response. This assures that we will incur no bias due to tran-
sients if we discard the first ﬂl data points out of the filter. It
seems obvious that we will require N, i_?O for a Tow pass filter with

cutoff frequency of fc = gél . This suggests, on the surface, that a

greater number of arithmetic operations will be requived to filter the
data. For the non-recursive filter, however, it is necessary to calculate
the output samples only at the output sample rate. For a sample rate
reduction of one tenth, ﬁz could be as Targe as 50 and still require
only 5 additiaﬁs and multiplications per input sample.

The problem now is to find a suitable transfer function. For
simplicity, the class of ff?ters considered was limited fo symmetric

filters (a, = a, in Eq. C.1). This provides filters with the often
k N

-k
desirable proper;y.of Tinear phase (although this property is not
iméortant in this application).

Referring to Eq. C.5, the transfer function (after the delay is
compensated for by redefining t = 0) may be written

- (N-T)/2

ay 2 a cos(2krfat) , N odd

H(f) = ﬁ
N/2

2 E 3 cosl (2k=1)nfat] , N even [Eq. C.11]

L k= |
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= 1 . . : :

Mn(x) = E—Tn(xﬁx) where xg is defined by Tn(xo) = a (XQ >0and a > 1).
Then

ﬁﬂ(?) = ]

1 o 1

M (x) < = for - == < %X < =

. ] ]

M (%) has n roots in - =— < X < —

n Xg Xq

Consider the set of all polynomials of order n such that Pn(x) =

(«T)nPn(ux) and P_(1)

i1

1. Assurme that there exists a polynomial in this
set such that P (x) i.%‘ for all  |x] 5.l-. The difference polynomial
D(x) = Mn(x) - Pn(x) is at most degree n. D(1) = 0 and D(-1) = 0.

Figure C.1 shows an example of M _(x) with n = 8 and n+1 regions Ryseees

] - . Frly oy -
] Fn(x) must Tie in the union
: 1 1
() < — for < — , P (x
(x) < 5 for [x] <= P (x)
‘must pass through each of the regions giving nt+2 zeroes for D(x)
(including the two at x = 1), If, however, we have Pn(x) 5_%— for

1

|x] < —
%0

s Pn(x) could pass from region Ri to Ri+2 without entering
region Ri+1; This apparently results in only one zero of D(x) in this
interval instead of two. During this interval, however, D(x) does not
change sign even though it has a zero. It must, therefore, have a zero

£

of even order at this point again implyving at least n+2 zeroes for D(x).

However, D(x) is at most order n, which implies D(x) = 0 and ?n(x) =
M_o(x).
(%)

It has been shown, therefore, that for a symmetric non-recursive

Tow pass filter with N coefficients (normalized so that H(f = 0) = 1)

the peak value of [H(f)| for f_ < f f*%Zf may be minimized by choosing

c
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1 - : oy 1
H(f) = E'TN_] (XO coswfAt) where cos(waA») = gg—and TQ“§(X ) = a. For
a given value of f N may be increased until a sufficiently small value

a? - . .
of — is obtained to insure that the minimum value of N necessary to meet

the peak ripple criterion has been obtained.

We need a filter which has a gain of less than -30 db for TS%E
Therefore, XO = -%l??;+— and a 3,101 D 31.6228 where
cos Tﬁ

<

Tyq(xg) = a.

i

T]3(x0) = 31.8188. Therefore, a filter with N = 14 weights will give a

- T)}we find that

Tow pass filter with a gain of less than -30.05 db for f 3;?%Zf
1

Since the transfer function is H(f) = 5 €os (n arc cos(x0605wat))

(n = N-1) the n zeroes occur at

n arc cos (x0 cos nfat) = 5o T k=1,...,n

cos(nfat) = %~» cos (2;;1 %)
0

*0
2 4 2 2k-1 _
z -+(2-;7§ cos (*?n ?9>L +1 =90
0
Therefore n/2
C ﬁ 22+ 2«*%*(:05 > if n even
k=1 *g
H(z) = (n-1)/2 Qh
C(z+1) ETE 22 el 2 - ~—5 oS <Zén1 z+ 1] if n odd

k=1
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where the coefficients of the polynomial in z are the weights, a,, in
15N

Eq. C.1 (C is a normalizing constant).
If the polynomial i1s multiplied out for n = 13, Xq = L and

- COS T
10

normalized so that H(z = 1) = 1, the following coefficients are

obtained:
0.030172

I

ay = a]z = (,037455

ay = aqp 7 0.055338
ay = aqy 7 0.073744
a, = ag = 0.090395
ap = ag = 0.10304
ag = a5 = 0.10986

One‘may also specify the exact value of a which is desired and find
the value of n yielding a cutoff frequency as close as possible to the
desired value. There was an existing program available in the Univac
1108 at the Naval Undersea Center at the time the data analysis was
beginning which yielded the filter coefficients under these conditions.

It we specify a peak ripplte of -30 db then-a = 161‘5;
< h [ '

1/n ' ~1/n
X = %{(a + az_] ) + (a + %/ az»l ) ]: 1.0513 for n = 13.
fc = lé;éééfzﬁf . Since the cutoff frequency is so close to the desired

value, theoo coefficients were actually used in the data analysis:
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ag = ay3 7 0.030301
2y = aTZ = (0.037511

= = . V ER 1
a2 ai? 0.055371

a, = a10’ = 0.07374]

8 F 8 0~ 0.090352
ap = 38 = 0.102950
8 = ay = 0.109764-

The transfer function is plotted in Fig. C.2 with 2t = %. This plot was

«h)

made using Eq. C.3 and the actual coefficients used in the data analysis.

o

{

A filter is also required to reduce the sample rate from At = 104
seconds to At = 5 X 184 seconds when performing the spectral estimates
in the 1@"7 < f 5,30"5 Hz range. The parameters chosen were peak side
lobes of less than »30 db and fc = §%€‘(the frequency at which the peak

side Toba Tevel is first reached).

1
cos (

.
0 )

(S

20 Tog T7(XG) = 35 .

Therefore, choosing n = 7 yields an 8 weight filter with a peak side Tlobe

level of -35 db. The normalized coefficients actually used are:
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| |
| i
o
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i

One tenth sample rate reduction digital dealiasing
filter (At=0.5).



The transfer

|
éﬁ"]HZ.

292

g T ay = 03930277
ay = ag = .09505141
a7 A 7 .16073031
ag = 3y .20491551

function of this filter is plotted in Fig. C.3 for
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-30.0

-35 db at -

s s
i

L

Pigure C.3

-20.0

10 LOG FREQ

-10.0

One fifth sample rate reduction filter (At=0.5).
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