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ABSTRACT

Ocean discharge of treated sewage and digested sludge has been a common
practice for the disposal of municipal and industrial wastewaters for years. Since
the particles in the discharge cause much of the adverse effect on the marine en-
vironment, the transport processes and the final destinations of particles and the
associated pollutants have to be studied to evaluate the environmental impact and
the feasibility of disposal processes. The settling velocity of particles and the pos-
sible coagulation inside the discharge plume are among the most important factors

that control the transport of particles.

A holographic camera system was developed to study the settling characteris-
tics of sewage and sludge particles in seawater after simulated plume mixing with
possible coagulation. Particles were first mixed and diluted in a laboratory reactor,
which was designed to simulate the mixing conditions inside a rising plume by vary-
ing the particle concentration and turbulent shear rate according to predetermined
scenarios. Samples were then withdrawn from the reactor at different times for size
and settling velocity measurements. Artificial seawater without suspended particles

was used for dilution.

An in-line laser holographic technique was employed to measure the size distri-
butions and the settling velocities of the particles. Doubly exposed holograms were
used to record the images of particles for the fall velocity measurement. Images
of individual particles were reconstructed and displayed on a video monitor. The
images were then digitized by computer for calculating the equivalent diameter, the
position of the centroid, the deviations along the principal axes, and the orienta-
tion of particles. A special analysis procedure was developed to eliminate sampling
biases in the computation of cumulative frequency distributions. The principal ad-
vantages of this new technique over the conventional settling column (used in the
early part of this research) are that: (1) the coagulation and settling processes can

be uncoupled by use of extremely small concentrations (less than 2 mg/!) in the



—vi-

holographic sample cell, and (2) the individual particle sizes and shapes can be

observed for correlation with measured fall velocities.

Four sets of experiments were conducted with blended primary/secondary ef-
fluent from the County Sanitation Districts of Los Angeles County and the digested
primary sludge from the County Sanitation Districts of Orange County (proposed
deep ocean outfall) using different mixing processes. Experimental results show that
the sludge and effluent particles have very similar settling characteristics, and that
particle coagulation is small under the simulated plume mixing conditions used in
these experiments. The median and 90-percentile fall velocities and the fractions of
particles with fall velocities larger than 0.01 ¢m/sec of the digested primary sludge
and the effluent are summarized in the following table. The experimental results
from the conventional settling column are also included for comparison. In general,
the holographic technique indicates slower settling velocities than all the previous

investigations by other procedures.

Sample Description median w 90%ile w % with w

cm/sec cm/sec > 0.01 ¢cm/sec

Measurements by the holographic technique

Digested primary sludge, CSDOC 0.0004 0.003 2.5
Effluent, CSDLAC < 0.0001 0.001 1.7

Measurements by the conventional settling column (average)
Digested primary sludge, CSDOC 0.0002 — 0.002 0.04 — 0.05 14 — 43
(at 500:1 dilution)
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NOTATION
Symbol Definition
Roman symbols
A shape factor
A, area of a particle
a cross section area of the settling cell
B initial buoyancy flux
bu, velocity profile 1-width
C floc strength constant
Co initial particle concentration
C, solids concentration of the coagulating particles
C(z,t) particle concentration at depth z and time ¢
CFSTR continuous flow stirred tank reactor
CSDLAC County Sanitation Districts of Los Angeles County
CSDoC County Sanitation Districts of Orange County
D e diffusion coefficient of particles, % (2.1.1)
e impeller diameter (2.1.3) (3.1.2)
e diameter of the outfall pipeline (3.1.1)
D.P.S. digested primary sludge '
d ¢ maximum dimension of an object (3.2.1)
e particle diameter
dy volumetric average diameter
dequ equivalent diameter, the diameter of a circle with the
same area of the test particles
dmaz maximum stable floc size
E ambient density gradient, —% gg
Ey local kinetic energy flux of a plume
e void ratio of particles
Fp drag force

submerged weight of particles
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cumulative settling velocity distribution (based on particle volume)
focal length of the microscope objective
probability density function of fall velocity w (based on
particle volume)
conditional probability density function of fall velocity w for a
particuler particle size d (based on particle volume)

shear rate, \/g

gravitational acceleration constant

Ap
>

the initial volume distribution of particles inside the layer H
e depth of the liquid in a reactor (3.1.2)

e initial thickness of particles in the settling cell (4.1.3.1)
height of the observing window (holographic film)

an image function

e Boltzmann constant, 1.380 x 1071 erg/°K (2.1.1)

e proportionality constant, %lfé (3.1.2)

e coagulation rate constant, min~1! (5.2.1)

floc breakup rate coefficient

performance parameter characterizing the stirring arrangement
proportionality coefficient between the turbulence energy spectrum

and the diffusion coefficient
proportional constant

e Fulerian macroscale of turbulence
e length of the diffuser (3.1.1.2)

e distance between the microscope objective and
the TV camera (3.2.4)

e distance between the ‘water surface and the center of
the observing window (4.1.3.1)

turbulence integral scale

buoyancy length scale, %
A

length scale describing the height of rise of a plume in a
. . B1/4
stagnant and stratified fluid, W
characteristic length scale of particles
particle settling distance measured between two images
within a time At
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vertical and horizontal dimensions of the bounding box
enclosing the image of a particle

e initial momentum flux (3.1.1)

e overall magnification of the holographic system (3.2.4)

e number of particle with diameter in the size range d; to d; 4+,
inside a hologram (4.1.3.3)

the mass collected inside a settling column up to time ¢

total mass of particles added into the settling column

¢ floc breakup rate exponent (2.1.1)

e specific momentum flux of a buoyant jet (3.1.1)

magnification from the auxiliary viewing system

reconstruction magnification

recording magnification

magnification of the TV camera

lengths of the longest scan lines contained in a particle along
the directions of principal axes

e collision rate between particles in (2.1.1)

e rotation speed (3.1.2)

e far-field number, E—é (3.2.1)

e total number of particle in a hologram (4.1.3.2)

collision rate between primary particles and flocs

the horizontal dimension of a digitized image field

the vertical dimension of a digitized image field

stable floc size exponent

particle number concentration

power input to the reactor

probability density function of size d (based on particle volume)

initial volume flux

initial discharge per unit length, %

o7 +rp (2.1.1)
1/2
. ’:57/4 (3.1.1)
radius of flocs
plume Richardson number, 0.577
Reynolds number
radius of particles
radial distance from the axis of a buoyant jet
centerline dilution at distance z from the outfall
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e temperature (2.1.1)

T
e torque applied on the impeller shaft (2.1.3)
e tank diameter (3.1.2)
t time
tezp exposure time
U, ambient current
u fluid velocity
Upg pg-th central moment of a particle
u;q normalized pg-th central moment of a particle
Uy relative velocity between particles
Uy pipe shear velocity
u? mean square velocity fluctuation
u’? turbulent root-mean-square velocity
|4 volume of the fluid in the reactor
Va volume analyzed inside a hologram for particles of diameter d
Vi(t) total particle volume observed inside the window at time t
Viot total particle volume suspended inside the layer H on top of
the settling cell at time ¢t =0
W stability ratio
w settling velocity of particles
w(r, 2) time-averaged velocity profile of a buoyant jet
w(t) averge fall velocity of particles inside a hologram
recorded at time t
Wi (2) time-averaged centerline velocity of a buoyant jet
z mixed liquor suspended solids concentration
I,y the centroid position of a particle
Y0.5w,, lateral distance from the pluine axis to where w = 0.5w,,(2)
z e vertical distance from the plume exit (3.1.1)
e sampling depth from the water surface in (2.2.1) (4.1.1)
e distance between objects and the recording plane (3.2.1)
Greek symbols
a e collision efficiency (2.1)
e coagulation rate constant (2.2.4)
e entrainment coefficient (3.1.1)
oy entrainment coefficient of a pure jet, 0.0535 £+ 0.0025

entrainment coefficient of a pure plume, 0.0833 + 0.0042
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e coagulation rate parameter (2.2.2) (2.2.3)

e specific buoyancy flux of a buoyant jet (3.1.1)

coagulation rate parameter for the coagulation induced by
differential settling

coagulation rate parameter for the coagulation induced by shear

coagulation rate parameter for the coagulation induced by

Brownian motion
horizontal displacement due to the film movement

vertical displacement due to the film movement
time between two exposures
time between two adjacent frames
e density difference between particles and fluid p, — ps (2.1.1)
e density difference between seawater and sludge (3.1.1)
energy dissipation rate
effective mean energy dissipation rate
average energy dissipation rate
3/4
Kolmogorov microscale of length, ZT/Z
angle between the x-axis of the image plane and
the principal axes of a particle
time-averaged density anomaly along the plume axis
local width of the plume

e =1.16, Ab,, is the concentration profile %—width (3.1.1)

e wavelength of the illuminating light (3.2.1) (4.1.1)

kinematic viscosity of fluid

e dynamic viscosity of fluid

e volume flux of a buoyant jet (3.1.1)

density of fluid

density of particles

standard deviation of settling velocities of PSL particles (3.2.5)
second moments in the principal axes directions for

observed particles

2r2p2

9

power number, ngﬁS

angular velocity

relaxation time,



1. INTRODUCTION

The oceans have served as media for the disposal of municipal and industrial
wastes for many years (Duedall et al., 1983). At the present time, most municipal
wastewaters are treated to different degrees before the effluent is discharged into in-
land or coastal waters. The treatment of wastewater produces sewage sludge, which
contains much of the waste material and pollutants in the wastewaters. Disposal of

sewage sludge presents another potential environmental problem.

Several alternatives of disposal of digested sewage sludge are available, e.g.,
landfill, incineration, and ocean discharge (NRC, Commission on Physical Sciences,
Mathematics, and Resources, 1984). Landfill and incineration require prior extrac-
tion of water from the sludge mixture, which is an expensive process. Furthermore,
incineration can cause air pollution, and land disposal can lead to groundwater con-
tamination. For coastal areas, ocean disposal may sometimes be a more attractive
alternative, not only because it is less expensive than land disposal or incineration,

but also because the impacts on the environment may be less significant.

The environmental impact of discharging effluent or digested sludge into the
oceans depends on many factors such as the composition of the raw sewage, the

degree of treatment provided, the design of the outfall or barging systems, and
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the characteristics of the receiving water. Small particles cause much of the ad-
verse effects of marine disposal of treated efluent or digested sludge. For instance,
they decrease the light penetration into the water column (Peterson, 1974), an ef-
fect which is not only aesthetically displeasing but also can decrease the rate of
photosynthesis—the primary productivity of the oceans. Solid particles in sewage
are of particular concern because toxic metals and refractory organic compounds are
predominately contained within the particles or adsorbed at the surfaces of particles
(e.g. Morel et al., 1975; Faisst, 1976; Pavlou and Dexter, 1979). Oxidizable par-
ticulate sludge could deplete oxygen and increase dissolved trace metal and sulfide
concentrations in the water column (Jackson, 1982). Accumulation of particles on
the ocean bottom may alter the chemistry of the sediments, and concentrate organic
matter and toxic substances which are harmful to the natural benthic community.
Fine particles and the associated pollutants may also be carried away by currents
and taken up by zooplankton. Hence, we need to predict the fate of sewage parti-
cles and the associated pollutants in order to evaluate the environmental impacts

of ocean discharge and to help design the disposal systems.

The distribution of sewage wastes in the ocean after they are discharged is gov-
erned by many physical, chemical, and biological processes (Brooks et al., 1985).
The settling velocities of sewage and sludge particles are among the most impor-
tant factors that control the transport of particles and determine the impacts of the
discharge on the marine environment. (Kavanaugh and Leckie, 1980; Koh, 1982).
However, the settling velocities may be altered by particle coagulation in the plume
discharging into seawater. When sewage is mixed with seawater, the high ionic
strength of the seawater destabilizes the particles (Stumm and Morgan, 1981). If

particles are brought together by the turbulent mixing inside the discharge plume,
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they can stick to each other. This coagulation process can modify the size, shape,
structure, density, and the settling velocity of particles. However, both the parti-
cle concentration and the turbulence intensity decrease rapidly during the rise of
the plume. Consequently in the later stage of plume mixing, the small particle
concentration and the low turbulence intensity will prevent any further significant
coagulation. Hence, it is important to understand what the settling velocity dis-
tributions of sewage particles are, and how these distributions are affected by the

coagulation inside a discharge plume.

The objective of this dissertation is to study the settling characteristics of
sewage particles introduced into seawater with possible coagulation. A two-step
experiment was devised to simulate the particle coagulation inside the discharge

plume, and then to measure the settling velocities of particles.

A laboratory reactor was designed to simulate the mixing conditions in a ris-
ing plume. However, the conditions which affect the particle coagulation inside a
plume are too complicated to be faithfully reproduced in the laboratory. Based on
the analysis of different models of turbulence coagulation and floc breakage, it was
concluded that the most important factors which control the coagulation inside a
plume are the particle concentration and the turbulent shear (the square root of
the ratio of energy dissipation rate to viscosity of seawater). In the experiments,
an attempt was made to produce the correct time history of the energy dissipation
rate and dilution (or concentration) to be similar to that of a possible plume. As
the coagulating experiment progressed, samples were withdrawn from the reactor at
different times and diluted immediately with filtered artificial seawater to suppress
further coagulation.. Measurements of the settling velocities and the size distribu-

tions were then performed for these diluted samples (concentration < 2 mg/I).
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A conventional settling column was first used in this study to measure the set-
tling velocities of sewage particles, as presented in Wang et al., 1984 (see Appendix
A). With the solids concentrations used in the settling tests ranging from 50 to
250 mg/l, coagulation and settling took place simultaneously inside the settling
column. Experimental results showed a combined effect of settling and coagulation
which cannot be distinguished from each other. We concluded that the conventional
settling column is inadequate for our purpose. It was decided to use sludge samples
of sufficiently high dilution (> 10* : 1) during fall velocity measurements to avoid
the interference of coagulation. This high dilution ratio decreases the particle con-
centration and reduces the collision rate—hence the effect of coagulation. However,
due to the low solids concentration, conventional techniques for solids analysis, such
as the gravimetric and absorbance methods, are not able to provide measurements
with enough accuracy. Hence, a new experimental method based on a holographic
technique was developed to measure the settling velocities and size distributions for

sewage particles larger than 10 um.

Since sewage particles have very small settling velocities (<« 1.0 em/sec), a
special settling cell was designed to eliminate the influence of convection currents.
This settling cell consists of two parts: a rectangular lucite box with two parallel
windows made of high quality optical glass and a funnel on top. Samples were
introduced from the top and allowed to settle in quiescence by gravity. A collimated
laser light, travelling through the cell, interferes with the light scattered by the
settling particles. The interference patterns, recorded on a high resolution film,

were reconstructed to create the three dimensional images of particles for analysis.

The particle size distribution was obtained by counting the number of particles

and measuring their sizes inside a small volume in the settling cell. Particle velocities
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were measured from doubly exposed holograms on which double images of particles
were recorded. The travel distance and the time between two exposures were used
to calculate the fall velocity. The settling velocity distributions were then derived

from the size distributions and the fall velocity measurements of individual particles.

We conducted four sets of experiments with the effluent from the County San-
itation Districts of Los Angeles County (CSDLAC) and digested primary sludge
(D.P.S.) from the County Sanitation Districts of Orange County (CSDOC). Both
simple mixing and simulated plume mixing were used for particle coagulation. These
experiments illustrate the procedures for measuring the size and velocity distribu-
tions of sewage particles with the holographic technique. The results show that the
D.P.S. and efHluent particles have similar settling characteristics and that coagu-
lation appears to be insignificant under the conditions simulated. With the new
procedure, it is possible to study the settling characteristics in detail for different
sewage particles under different mixing conditions. Hence, this study contributes to
a better understanding of the ocean disposal process by providing basic information
on fall velocity which is needed for numerical modeling of the fate of particles (Koh,

1982).

The remainder of this dissertation is organized as follow: Chapter 2 reviews
the theoretical and ekperimental works on turbulent coagulation and settling veloc-
ity measurement. Chapter 3 explains the equipment design and the experimental
procedure. Chapter 4 presents the experimental results. Chapter 5 discusses their
implication and significance and compares them with the settling velocity measure-
ments by the conventional settling column and by other people. Chapter 6 contains
the conclusions and the recommendation for future work, including possible im-

provements in the techniques as well as research directions.



2. LITERATURE REVIEW

In this chapter, mechanisms that determine coagulation are studied and com-
pared to identify the dominant coagulation factors in the discharge plume and to
help set the simulation criteria. Possible configurations of the coagulating reactors

are reviewed and the selected design is outlined.

To study the settling velocity, we begin with a review of the existing techniques
for measuring the fall velocities of particles. Relevant research on estimating the
settling characteristics of sewage particles is reviewed. We then present our experi-
mental results of using the conventional settling column to measure the fall velocities
of sewage particles. Based on the review and our study, it was concluded that a
modified settling column with holographic technique for particle analysis is the most
suitable design. Hence, a review of velocity measurements using holography is given

at the end.

2.1 Particle Coagulation inside a Plume

There are two important factors in determining particulate coagulation, and
both have to be favorable for coagulation to occur. First, particles have to be

destabilized so that they can stick to each other upon contact. Second, particles
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have to be brought together by transport processes. The destabilization of particles
can be explained by physical models, i.e. double layer theory, and chemical models
(Stumm and Morgan, 1981). The destabilization effect can be expressed in term
of the collision efficiency a (which is the reciprocal of the stability ratio (W)) mea-
sured as the fraction of collisions which lead to permanent agglomeration. Particle
transport may take place as a result of Brownian motion, laminar shear, turbulent
motion, or differential sedimentation (Friedlander, 1977). The collision of particles
as a result of the transport process is expressed in terms of the collision functions,
which determine the particle collision rate under different transport mechanisms

(e.g. Valioulis, 1983).

In this dissertation, instead of studying the coagulation of sewage particles
under different chemical conditions and mixing hist_;ories, our objective is to under-
stand the coagulation of sewage particles under certain specified conditions, i.e., the
conditions inside the discharge plumes. Hence, in our experiments, we maintained
the chemical conditions similar to those in the ocean by using artificial seawater
(prepared according to Lyman and Fleming’s recipe in Riley and Skirrow, 1965) as
the coagulating medium. The same chemical species, the same pH value and the
same ionic strength as in real seawater were maintained. Furthermore, as a first
setup to understand the coagulation of sewage particles, the effects of naturally
occurring particles and organic matter in the real seawater were excluded, and the

artificial seawater was filtered through a 0.4-um Nuclepore membrane before use.

The mixing processes inside a plume are complicated and inhomogeneous. The
axial velocity, turbulent intensities (axial and radial), and particle concentration
vary across the width of a plume and decrease with the distance from the source

(Papanicolaou, 1984). Hence, the coagulation induced by the plume mixing is
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expected to be very complicated. Different coagulation mechanisms are examined
in the following sections. Based on the theories and experimental works on particle
coagulation, the dominant factors that determine the coagulation in a plume are

identified and employed to control the coagulation experiment.
2.1.1 Turbulence coagulation

Turbulence affects coagulation through two different mechanisms—collisions
induced by the motion of particles with the fluid, and collisions induced by the
motion of particles relative to the fluid (Saffman and Turner, 1956; Hidy and Brock,
1970). For particles with length scale smaller than the characteristics length scale
of small eddies (Kolmogorov microscale of length n = \ VTs) inhomogeneity in
the turbulence flow causes neighboring particles to possess different velocities, and
hence, induces collisions among particles. Secondly, particles move relatively to the
fluid because the inertia of particles is not the same as the equivalent volume of the

fluid. Again, this relative motion can induce collisions if particles are of different

inertia, e.g., different densities.
Let us consider small particles which have the length scale smaller than that
2
of small eddies (d < 7), and the relaxation time (72&.9% for small spherical

particles obeying Stokes’ law) less than the time scale of small eddies, 7 < \/g If

the distortion of the flow field due to the presence of particles is neglected, and the
turbulence is isotropic, the collision rate between particles of similar sizes is given

as the following equation (Saffman and Turner, 1956; Hidy and Brock, 1970):
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where
R =71y +rg; ry,ro are radii of particles
ni,no = particle number concentration
pf,pp = density of fluid and particles
2r;2 :
TP = Té pp, relaxation time (7 = 1,2)
€ = energy dissipation rate
N\ 2
When Reynolds number is large, <%> can be approximated by 1.3v~1/2¢3/2

(Batchelor, 1951).

In the above equation, the third term in the brackets represents the coagulation
effects induced by the spatial variation of velocities in the fluid (or the collisions
due to the motion of particles with the fluid). The first term shows the effects
of turbulent acceleration and the second term shows the effects of the gravity (or
the collisions due to the motion of particles relative to the fluid). The relative
importance of these different coagulation mechanisms in a turbulent flow can be
evaluated by comparing three terms in Eqn. 2.1.1. For particles with similar sizes,

the ratios are as follows:
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inertia of particles _ 0.6(pp — pf)%(r1 — r2)2\/€

~ 2.1.2

turbulent shear pfc Vi3 ( )

gravity ., 0-15(pp — ps)?g*(r1 — r2)? (2.1.3)
turbulent shear 61/p§ 1.

Before we use these ratios to estimate the relative importance of different co-
agulation mechanisms inside a plume, we must check if the assumptions made in
deriving these equations are satisfied by the coagulating conditions for the sewage
particles in a plume. The size of the sludge particles ranges from submicron up to
about 60 um, with majority of particles smaller than 10 um and volume-averaged
diameter around 20 pm (Faisst, 1976). The density range of particles is from
1.02 to 1.7 g/cm?® (Faisst, 1980; Ozturgut and Lavelle, 1984). The energy dissipa-
tion rate inside the plume is about 1 to 100 em?/sec® (Figure 3.1.1). If we take

3

ry —re = 10 um, and ¢ = 30 cmz/sec , we get the Kolmogorov microscale of

3 and

length and time as 125 um and 0.016 sec, respectively. For p, = 1.05 g/cm
d = 20 um, the relaxation time of particles is 2.3 x 10~° sec. These numbers satisfy

the requirements of the time and length scales in deriving the equations.

When the Reynolds number (Re) of the flow field is very large, there exists a
local isotropy for small scale eddies (Tennekes and Lumley, 1972). For sewage outfall
jets, the Reynolds numbers are in general larger than 1 x 10%, so the assumption
of local isotropy of the flow field can be applied. We can then calculate the ratios
between different coagulation mechanisms according to the above equations and get
0.0008 for Eqn 2.1.2, and 0.1 for Eqn. 2.1.3. Therefore, it is concluded that the

turbulent shear is the dominant one among these three processes.
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When particles get smaller, the collisions induced by their Brownian motion
become significant. Hence, Brownian coagulation should be considered for small
particles. The effects due to the Brownian motion and the turbulent shear can be

compared based on the collision time scales (Valioulis and List, 1984): (ndD)™!

<

-1
for Brownian motion, and (nds\/z) for turbulent shear, where n is particle

number concentration, d is the diameter of particles, and D = 317‘;3; d is the diffusion

coefficient of particles. The relative importance of the Brownian coagulation to

turbulent shear coagulation is:

Brownian motion D,/v

turbulent shear ~ d2,/e (2.1.4)

Under the conditions of sewage discharge, the typical temperature is about
10°C and the energy dissipation rate is around 30 ¢m?/sec® inside the plume,
turbulent shear will be the dominant coagulating mechanism for particles larger

than 0.5 um.

Finally, in addition to the turbulence-induced shear, mean flow shear can also
contribute to the collisions of particles. The mean velocity profile for a plume follows

the following equation (Papanicolaou, 1984):

w(r, z) = u)m(z)cz_so(’/'°')2 (2.1.5)

wm(z) = 3.85@ (2.1.6)
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where wy,(2) is the time-averaged centerline velocity, B the buoyancy flux, r the
radial distance from the axis, and z axial distance from the plume exit. Based on

this equation, we can calculate the maximum mean flow shear rate as:

ow ow ./ B
T = [ =304/ — 2.1.7
I Or 'maz I or r/z=0.08 z4 ( )

As mentioned before, the turbulent shear is proportional to 4/ 5 From dimen-
sional analysis, we have € ;B;, so the turbulent shear is proportional to 1/%.
The coagulation induced by these two mechanisms can be compared according to
the following equation:

mean flow shear p1/2

~ 2.1.8
turbulent shear B1/6;1/3 ( )

For the proposed deep ocean disposal of sludge for Orange County (Brooks
et al., 1985), B is 0.034 m*/sec® for a flow rate of 3.0 mgd (0.131 m3/sec), Eqn.
2.1.8 gives a value of 0.008 for z > 1 ¢m. The coagulation induced by the mean
flow shear is much smaller than that induced by the turbulent shear. Therefore, we
can conclude that the most important coagulation mechanism for sewage particles
inside a discharge plume is the turbulent shear. In the folloWing, theoretical and

experimental works on the turbulent coagulation are reviewed.

Argaman and Kaufman (1970) have developed a model for turbulent floccula-
tion. Their model is based on the hypothesis that particles suspended in a turbulent
fluid experience random motion which can be characterized by an appropriate dif-

fusion coefficient. The effective diffusivity is a function of the turbulence field,
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and can be expressed in terms of the mean-square-velocity-fluctuation, F, and
the particle size. The collision rate predicted by their model is as the equation:
Nir = 47rK8Rp3n1nFF, where K, is a proportionality coefficient expressing the
effect of the turbulence energy spectrum on the diffusion coefficient, n;,np are the

number concentrations of the primary particles and flocs, and Ry is the radius of
the flocs. Based on the experimental measurements, they concluded that u'? de-
pends on the total energy dissipation in the system. It can be estimated by the
equation: w? = K;G, where K, is the performance parameter characterizing the
stirring arrangement, and G is the rms velocity gradient which is related to the

average energy dissipation by G = 1/€/v.

Delichatsios and Probstein (1975) have also developed a turbulent coagula-
tion model by applying simple binary collision mean-free path concepts to calculate
the collision rate based on the statistical nature of the turbulent flow. The inter-
action among particles, the gravitational force and the breakup of particles due
to turbulence are neglected in their model. Particles are assumed to follow the
turbulent motion, and only binary collisions are considered because of the assump-
tion of low volume concentration (< 3%). The collision rate is calculated to be:
N = 1/2n?nd?u,, where u, is the the relative velocities between particles. They
assumed that u, is approximately equal to the root-mean-square relative turbu-
lent velocity between two points separated by a distance of the particle diameter.
Based on the Kolmogorov theory of isotropic turbulence, they derived the following

relations:
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u, = \/¢/15vd, d<n
u, = 1.37Ved, d>n (2.1.9)

u, ~ VeL, d~L

where ¢ is the energy dissipation rate, n the Kolmogorov microscale, L the Eulerian
macroscale of turbulence, and d particle diameter. They measured the coagulation
rate of colloidal particles inside a fully developed turbulent pipe flow. The experi-
mental results show good agreement with their theoretical prediction for particles

with sizes smaller than the Kolmogorov microscale.

Cleasby (1984) has reviewed some of the flocculation kinetic models for turbu-
lent flow and re-analyzed the experimental data of Argaman and Kaufman (1970).
He suggested that the important eddies that cause flocculation are about the size
of the flocculated particles. He also summarized the control parameters for floccu-
lation induced by different sized eddies. It is concluded that the root-mean-square
velocity gradient G = \/E/T (€ is the average energy dissipation rate) is a valid
parameter for describing the flocculation only for particles smaller than the Kol-
mogorov microscale of turbulence. For larger particles, €2/3 should be used to

correlate coagulation with turbulence.

As mentioned above, the size of sewage particles is smaller than the Kolmogorov
microscale, 7, inside a discharge plume. Based on different models on turbulent
coagulation, it can be concluded that the controlling parameters are the number
concentration of particles and \/E/'l/ (or the energy dissipation rate of the turbulence
since v is constant). However, although turbulent shear can bring particles together

to coagulate, it can also break up the agglomerates. Coagulation observed is actually
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a balance between particle aggregation and breakup. To better simulate the real
coagulation process, we need to understand the floc breakage mechanisms under
turbulence as well. In the following, we will survey some of the models of breakage

of flocs under turbulence.
2.1.2 Floc breakup by turbulence

Thomas (1964) has given a detailed discussion of the mechanisms of rupture
of solid aggregates in a turbulent flow. He postulated that the basic mechanism
leading to aggregate deformation and rupture can be ascribed to an instantaneous
pressure difference on opposite sides of thé floc. This pressure difference is created
by the random velocity fluctuation of the turbulence flow. The effect of floc breakage

increases with the energy dissipation rate, e.

Argaman and Kaufman (1970) have done experiments to illustrate that in

a stirred reactor, the average size of flocs is related to the mean square velocity

fluctuations (u'2) by the equation Rr = E_,:_;—, where Rp is the average size of the
u

flocs, K, is a constant. Considering the stripping of individual primary particles
from the surface of flocs as the most important mechanism of floc breakage, they
suggested lthat the rate of releasing primary particles due to floc breakage depends
on the surface shear, the floc size, and the size of the primary particles. The shear

stress depends on u'2, which is empirically related to the rms velocity gradient G.

Parker et al. (1972) have considered two mechanisms for floc breakup in the lit-
erature: surface erosion of primary particles, and bulgy deformation (floc splitting).
For the surface erosidn model, they argued that eddies which are large enough to
entrain a floc produce zero relative velocity and no surface shear. Eddies which

are much smaller than the floc result in little surface shear. Eddies with length
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scale similar to the floc diameter create the maximum relative velocity and maxi-
mum surface shear. This model better suits the inorganic chemical flocs which have

relatively homogeneous internal bonding and can be approximately as loose aggre-

gations of primary particles. This model predicts that the maximum stable floc size
follows the relation: dyq; = an, and the primary particle erosion rate follows the

equation: % = KpxzG™, where C is the floc strength constant, n is the stable

floc size exponent, n, is number concentration of primary particles, K is the floc
breakup rate coefficient, = is the mixed liquor suspended solids concentration, and
m the floc breakup rate exponent. They obtained n and m as 2 and 4 for inertial
convection range, and 1 and 2 for viscous dissipation range, respectively. For bio-
logical flocs such as activated sludge, they suggested the model of filament breakage
to explain the floc breakage due to tensile failure to yiefd two floc fragments. Again,
they derived the expression of the size of the maximum stable floc as dy,q: x G 1/2

for both inertial convective and viscous dissipation subranges.

Tomi and Bagster (1978ab) calculated the upper size limit of aggregates inside
a stirred tank under fully developed turbulent flow. They assumed that the yield
stress of an aggregate is independent of its size, and the flow field is characterized by
the average energy dissipation rate, €, and the viscosity, v. From both theoretical
and experimental studies, they showed that when both viscous and inertial effects
are important (dyaz ~ 1), the optimum floc size decreases with the intensity of

agitation by the relation: dy,q4; e 1/2

Tambo and Hozumi (1979) used clay-aluminum flocs to study the characteristic
features of floc strength. In the viscous subrange (dmqz < 1), the maximum stable
size was observed to follow the equation dyq. €, °-38~=0-33 where € is the total

mean energy dissipation rate and ¢, is the effective mean energy dissipation rate
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= 0.1 — 0.2€. Similar results were obtained by Leentvaar and Rebhun (1983). They
studied the strength of ferric hydroxide flocs and found out the dominant breakup
mechanism is the surface erosion process. Their experimental results follow the

relation: dyg.z &« €7, and v ranges from 0 to 1.

Summarizing the previous work on the breakage of flocs under a turbulent flow,
we can infer that the breaking effects depend on the length scale of the coagulating

particles and the energy dissipation rate.

Based on the above discussion of coagulation and floc breakage, it is concluded
that for sludge particles (d < 20 um), the energy dissipation rate and the particle
number concentration are the most important parameters in determining particulate
coagulation in a plume. Since the collision rate is a nonlinear function of the particle
concentration and the energy dissipation rate, the coagulation should depend on the
spatial distributions of these two factors (Clark, 1985). Hence, the better ways to
study the coagulation of particles inside a plume are either to sample the sewage

plume directly in the field or to generate a small scale plume in the laboratory.

Unless an adequate in situ test facility is available, field sampling is infeasible
because of the possible change of sample characteristics during the collection, trans-
portation, and storage before the laboratory analysis. Besides, we have no control
of the field conditions. There are so many variables involved in a field test that we
may not be able to understand and explain what is observed. Hence, a laboratory

scale experiment is preferred to start with.

The major difficulty of using a laboratory scale plume to simulate the coagu-
lation process is the change in the time scale. To simulate the fluid motion in a
discharge plume, the Froude number should be preserved and the Reynolds num-

ber should be large enough to maintain the turbulence. Under Froude similarity,
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the time scale should be proportional to the square root of the length scale. For
example, if the model is 100 times smaller than the real plume, the coagulation
time should be 10 times shorte;'. Since coagulation is a time-dependent process
(not related to Froude similarity), the change of time scale will affect the results
significantly. Hence, it is infeasible to use a small scale model of a plume to simulate
coagulation. What we need is really a coagulating device which can generate the
same particle concentrations and energy dissipation rate as in an actual plume under
the actual time scale. In the following, we briefly survey the design of coagulating

devices.
2.1.3 Coagulating reactor

Any apparatus which can create velocity gradients is a possible candidate for
use as a coagulating reactor. The stirred tank reactor (jar-test apparatus) and the
Couette reactor (concentric rotating cylinders) are widely employed in studying the

coagulation of different kinds of particles.

A stirred tank reactor consists of a container and a mixing impeller driven
by a variable-speed motor. A torque meter is coupled between the motor and
the stirring shaft to measure the torque. The power input to the reactor (P) is
calculated based on the equation: P = Tw, where T is the torque on the impeller

shaft, and w is the angular velocity. The average energy dissipation rate € and the

mean velocity gradient G are calculated as follow: G = \/g = ”pﬂph where V

is the volume of the fluid. These two factors, € and G, were used extensively to
correlate the coagulation data, and were also widely adopted as design parameters
for flocculating devices (e.g. Birkner and Morgan, 1968; Argaman and Kaufman,

1970).
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A Couette reactor is made of two concentric cylinders which can rotate relative

to each other. Laminar shear can be produced inside the annular gap. The mean
shear G can be calculated directly from the dimensions and the rotation speed of
these two cylinders (van Duuren, 1968; Hunt, 1980). If the gap between cylinders
is small, the Couette reactor can provide a nearly uniform shear rate. The settling
of particles during coagulating experiments with Couette reactor can be avoided by

using a horizontal axis design (e.g. Gibbs, 1982).

Fully developed turbulent pipe flow can also be used as a coagulating device
(Delichatsios and Probstein, 1975). The turbulent characteristics of pipe flow are
well known, and the flow is nearly isotropic and homogeneous at the core of the
pipe. The energy dissipation rate at the core of the pipe can be calculated from the

diameter of the pipe and the pipe shear velocity Uy (Hinze, 1975).

An oscillating grid is yet another way to generate turbulence in a water tank
(Linden, 1971). The turbulence characteristics have been measured in the labo-

ratory (Thompson and Turner, 1975; Hopfinger and Toly, 1976). The turbulent

root-mean-square velocity vV u'2, the turbulence integral scale I, and the energy dis-

—3
sipation rate € (€ \/';72 ) at a point inside the tank depend on the geometry, the
frequency and stroke of the grid, as well as the distance of the point from the grid.
At a short distance away from the grid, the turbulence intensity is nearly isotropic
and homogeneous across the planes parallel to the grid. The intensity decreases

with the distance from the grid.

Other possible coagulating devices include baffled mixers, small-bore tubes,
granular filters and fluidized beds. Detailed discussions of the reactor design can

be found in Ives’s work (1977).



-920 -

The turbulence intensity in a plume is both anisotropic and inhomogeneous.
None of the existing coagulators is capable of reproducing the plume turbulence
faithfully. In this research, we simplified the simulation by considering only the
spatial average of the particle concentration and the energy dissipation rate across
the width of the plume. We can calculate the average particle concentration and
energy dissipation rate as functions of the plume height based on the equations
governing the plume motion (Fischer et al., 1979; List and Morgan, 1984). Fur-
thermore, if we let the reference frame move at the centerline velocity of the plume,
the change of the concentration and the energy dissipation rate with respect to the
height of the plume becomes the change with respect to time. Then a coagulating
device which generates similar history of the spatially averaged concentration and

energy dissipation rate can satisfy our requirement.

This approach is intended to establish only order of magnitudes without allow-
ing for heterogeneous effects. The real turbulent conditions inside a plume involve
large fluctuations of velocity and concentration (with a positive correlation between
them) and fluctuating path lines along which the coagulation may not be repre-
sented by the mean streamlines. Furthermore, it may be noted that the time of
travel along mean streamlines is the minimum along the centerline, but approaches
a large value at the dilute (non-coagulating) edges of a plume. Here, the centerline
velocity was chosen to establish the time scale, although it may underestimate the

effective coagulation times for the outer parts of a plume.

Among all the reactors, the stirred tank with variable input-output flow, i.e.
the continuous flow stirred tank reactor (CFSTR), is the simplest design which ap-
proximately satisfies the requirements. Hence, a baffled stirred tank was selected

as a coagulating device in this study. For a stirred tank, the turbulence intensity
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and the average energy dissipation rate are related to the tank geometry and the
rotation speed of the impeller at large Reynolds number (Schwartzberg and Trey-
bal, 1968; Levins and Glastonbury, 1972; Giinkel and Weber, 1975). The power
characteristics of various kinds of impellers with vessels of diﬁerent. geometry have
been studied extensively (e.g., Rushton et al., 1950; Leentvaar and Ywema, 1979;

Foust et al., 1980). When the Reynolds number is larger than 1 x 10°, local isotropic

turbulence exists and the power number & is constant ( & = —133—5 D is impeller

pN*°D
diameter, and N is the rotation speed). These well researched data on the power

characteristics of the tank were used to determine the configuration of the reactor

and to calculate the energy dissipation rate.
2.2 Settling Velocity Measurements

The samples extracted from the coagulating reactor, whether coagulated or
not, were used to measure settling velocity distribution of the sewage and sludge
particles. In this section, the techniques for measuring the settling velocities are
reviewed first, followed by discussion of the previous measurements of the settling
velocities of sewage and sludge particles. A conventional settling column was used
in the early stage of this study, and the results are presented in Appendices A
and B. These results illustrate that the conventional settling column is infeasible
for studying settling characteristics of sewage particles independent of coagulation.
The problem arises because the initial concentrafions required by the measuring
techniques (typically greater than 50 mg/l) are high enough to induce significant
coagulation over the many hours duration of the settling experiment. To overcome

this difficulty, a holographic technique was developed as explained in Chapter 3.
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2.2.1 Experimental technique

Settling velocities of particles can be measured directly inside a settling column,
or estimated indirectly from size and density measurements of the settling particles

(Ozturgut and Lavelle, 1984).

There are two different methods to measure the fall velocities with a settling
column. One is to introduce particles from the top of the settling column filled
with water, and measure the travelling time and distance of each individual parti-
cle. Particles can be observed using a microscope (Gibbs, 1982), or photographic
technique (Chase, 1979; Kawana and Tanimoto, 1979), or holographic technique
(Carder, 1979). To measure the fall velocity distribution using this top-feeding
method, all particles have to be observed and either the number, or the volume,
or the mass of particles is recorded at a fixed distance from the water surface. For
example, an electrobalance can be mounted inside the settling column to measure

the collected mass as a function of time (Gibbs, 1982). The cumulative velocity

distribution F(w) is then calculated as M‘M(th:u), where M (t) is the collected mass
o

up to time t, M;,; is the total mass of the sample added into the settling column

and z is the distance between the balance and the water surface.

The other approach is to start with a uniform particle suspension inside the
settling column. If the particle concentration is low enough so that the interference
among particles can be neglected, the accumulative velocity distribution, F(w),
C (z,‘z/ w)
e

can be derived as: F(w) = , Where z is the sampling depth from the

water surface, C(z,t) is the particle concentration at depth z and time ¢, and Cj is
initial particle concentration. When particle coagulation takes place during settling,

the distribution curves obtained at different depths are not the same. McLaughlin
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(1958, 1959) suggested that the effect of coagulation is to increase the local mean

o
settling velocity and the rate of change of local removal, i.e. 9 g tz,t . Based on

his experimental results, the coagulation effect, which was measured by a multiple-

depth settling apparatus, was observed to increase with depth.

If the second approach is used, particle concentration is the only parameter that
needs to be measured. The measurements can be obtained by taking samples from
the column at fixed depths and analyzing the samples using a gravimetric technique
(Faisst, 1976), or an absorbance method (Hunt, 1980), or a Coulter counter (Oz-
turgut and Lavelle, 1986; Lavelle et. al, 1986; Tennant et. al, 1987). If the settling
velocities of individual particles are sought, a holographic technique can applied to
obtain tn situ measurements without withdrawing samples from the settling column

(Carder and Meyers, 1980).
2.2.2 Settling velocity measurements for sewage particles

Sedimentation of sludge or sewage effluent in seawater or salt water was studied
by Brooks (1956), Myers (1974), and Morel et al. (1975). These works have been
summarized and compared by Faisst (1976). He concluded that though the exper-
imental conditions and the solids-capture technique were different, the measured
settling velocities fall in the range from 1 x 107° to 3 x 10~ 2¢m /sec. Faisst also car-
ried out sedimentation experiments for different sludge samples with two different
settling apparatus—a shallow column (a standard 2-/ graduated cylinder) and a tall
column (a 10-/ plexiglass tube with side sampling ports). The shallow column tests
were performed using digested primary sludge (D.P.S.) from the County Sanita-
tion Districts of Los Angeles County (CSDLAC) at different dilution ratios (500:1,

200:1, and 50:1). Based on the sedimentation curves from previous studies and the
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shallow column tests, he concluded that increasing the dilution ratio decreases the

coagulation and, hence, the apparent sedimentation rate.

Faisst (1980) has also performed four multi-depth sampling sedimentation ex-
periments using sludges from the Hyperion Plant (City of Los Angeles), CSDLAC,
and the County Sanitation Districts of Orange County (CSDOC) with the tall col-
umn at 100:1 dilution. Particle coagulation during settling was confirmed by the
difference of fall velocity distributions observed at two different depths. The dis-
tribution curves shift in the direction of larger velocities at the deeper sampling
port. His results also show that the fall velocity distribution curves are different for
sludges from different sources. The median fall velocities range form 1 x 104 to

5 x 10~3 ¢cm/sec.

Herring (1980) has conducted settling velocity measurement for effluent from
CSDOC, CSDLAC and San Diego in 1-I graduated cylinders. He used a dilution
ratio in the order of 100:1, which is similar to the dilution ratio of the wastewater
plumes in the ocean. Unfiltered seawater was used in his experiment to provide
the interaction between natural particles and effluent particles. Because of the
very diluted particle concentration in his experiments, he used several cylinders
in parallel to measure C(z,t). Experiments were stopped at designated sampling
times, the 50 m! samples at the bottom of the ceils were removed by siphoning
and the particle concentrations of the remaining suspensions were measured by
gravimetric method. He concluded that about 40% particles by weight in the effluent
from CSDOC have fall velocities larger than 10~2 ¢m/sec. The percentage drops

to about 15 % for the efluents from San Diego and CSDLAC.

Hunt and Pandya (1984) studied the coagulation and settling of sewage par-

ticles with a Couette reactor under laminar shear. The sewage samples used were
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anaerobically digested primary and waste-activated sludge from the East Bay Mu-
nicipal Utility District, Oakland, California. They assumed that particles are coag-
ulated by a combination of Brownian motion, fluid shear and differential sedimen-
tation. These processes aggregate particles from the initial size up to a size where
settling becomes dominant. Particles are then removed from the fluid volume by

9C(z,t) aC(z,t)
0z

settling, i.e., —or = —BC%(2,t) = w . At different times, they mea-
sured particle concentrations at two different depths simultaneously to obtain the
rate parameter, (5, and the aggregate settling velocity, w. Their data indicate that
the concentration of sludge in the Couette reactor decreases following the second-
order kinetics. The sludge removal rate parameter, 8, has a range from 1.0 x 10~°
to 9.1 x 107° I/mg sec™? for G = 0 to 8 sec™! at an initial concentration of 100
mg/l. Settling velocities of aggregate are from 2.8 X 1073 to 1.1 x 1072 ¢m/sec

under the same conditions. Both # and w increase with shear rates as expected for

a suspension dominated by coagulation.

Ozturgut and Lavelle (1984) developed a different technique to derive the set-
tling velocity distributions for the fraction of the sewage particles with diameters less
than 64 um. Instead of measuring the settling velocity directly, they first measured
the wet density and the size distribution, and then calculated the settling velocity
distributions based on the Stokes’ law. This technique was used for particles with

densities lower than 1.4 g/ecm?® and settling velocities larger than 3.6 x 1075 ¢m /sec.

In their experiment, the effluent was first wet sieved through a 64-um mesh
sieve, and then settled for 77 Ar in a 12 cm high container. The material collected in
the lower 2 cm of the container (~ 187 mg/l) was then introduced into the top of a

density stratified column (% gg = 0.4 m~1). After 171 hr, samples were withdrawn.

The fluid density (equal to the density of the particles in it) was measured by a
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hydrometer, and the particle size distributions were determined by a Coulter counter

(1.0-64 pm).

For a 24-hr composite effluent sample from the Municipality of Metropolitan
Seattle, they found that 8.5% by weight of particles with diameter larger than
64 pm, and within which, 83.1% by weight with p < 1.4 g/em?. For'particles
smaller than 64 um, 27% by volume have p < 1.01 g/cm?3, 33% by volume have
1.02 < p < 1.4 g/em3, and 40% by volume have p > 1.4 g/cm3. For particles smaller

than 64 um, the median fall velocity (by volume) is around 1.5 x 10™2 em/sec.

2.2.3 Data interpretation for settling column measurements

with particle coagulation

If particles coagulate inside a settling column, the curves of %’%t) versus _t% cam

no longer be considered as the accumulative fall velocity distribution. Instead, these
curves illustrate a combined results of coagulation and settling. In the following,

different models for data interpretation are reviewed.

Using different approaches, Hunt (1980), and Morel and Schiff (1983) hawe

arrived at the same conclusion that the overall particle removal by coagulation and

settling has a second-order dependence on the particle concentration, i.e., %gﬂ =

—BC(t)%, where C(t) is the solids concentration at time t, and § is a constamt
characterizing the frequency of particle collision. In deriving this relation, Humt
assumed that a single coagulation mechanism dominates a subrange of particle
size: Brownian motion for the smaller sizes, shear for the intermediate sizes, and
differential sedimentation for the largest sizes. He also assumed that the particle size

distribution is in a dynamic steady state, which implies the existence of a constamt
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flux of particle volume through the distribution. This flux is equal to the rate of
formation of small particles by coagulation and the rate of removal of large particles

by sedimentation.

From a different point of view, Morel and Shiff considered the coagulation as the
rate-limiting step in the overall sedimentation process. It was assumed that small
particles coagulate but have zero net settling velocity; while big particles, formed by
coagulation, settle infinitely fast. Previous sedimentation column data by Brooks
(1956), Myers (1974), Morel et al. (1975), and Faisst (1979) were reanalyzed and
interpreted as coagulation kinetics rather than the distribution of settling velocities.

They derived a B of 2 x 10~ 7sec~mg—1l within half an order of magnitude.

Farley and Morel (1986) combined analytical, numerical, and laboratory studies

to examine the kinetic behavior of sedimentation in a settling column. They derived

an expression for the rate of mass removal of solids in the column as %}Eﬂ =

—B4sC%2 — B, CT° — BC1-3. The first term accounts for the coagulation induced
by the differential settling, the second for the shear, and the third for the Brownian

motion.

Their results from numerical simulation illustrated a nonuniform reduction in
the characteristic size distribution—the removal of large particles by settling is
faster than the replenishment from small particles by coagulation when total mass
concentration decreases. This result is inconsistent with Morel and Schiff’s assump-
tion in deriving the 2nd-order coagulation kinetic for sedimentation column (1983).
Their numerical simulation results also contradict Hunt’s assumptions (1980). The
coagulation volume flux is not constant across the size distribution, and the co-

agulation of particles within a small size interval is controlled by more than one
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collision mechanism as mass concentration is reduced. Their numerical simulation
confirmed that the characteristic rates of solids removal can be described by power
law dependencies on mass concentration and that the exponent is dependent on the

mode of coagulation.

Farley and Morel also performed settling column experiments under quies-
cent environment with particles of high density. Metallic copper particles(p =
8.9 g/cm?), and goethite (p = 4.5 g/cm?®) were used to test the proposed rate law
for total mass removal. The observed results are in good agreement with the pro-
posed power law prediction. The three sedimentation rate coefficients (85, Bsn,.and
B4s) were determined as functions of system parameters based on a semiempirical

solution which shows consistent results with laboratory observations.
2.2.4 Conventional settling column experiment

Conventional settling columns were used in the early stage of our research to
study the settling behavior of sewage particles in seawater (see Appendix A for
reproduction of Wang, Koh, and Brooks (1984) for detailed results). Two 10-liter
plexiglass columns, 9 ¢cm LD. x 2 m with five side-sampling ports, were used as
the settling apparatus. All experiments were performed under quiescent condition
without shear. Two different techniques were employed to measure the particle
concentration. One is the gravimetric method (Faisst, 1976,1980) which weighs the
collected mass of particles retained on the 0.4-um Nuclepore membrane (Nuclepore
Corporation, Pleasanton, California) after filtration. The other technique measures
the absorbence of chemically treated samples. The absorbence readings can then
be correlated to the mass concentration of particles (Dubois et al., 1956; Bradley

and Krone, 1971; Hunt, 1980).



- 929 —
Twenty-six tests were performed for different sludge and effluent samples in fil-

tered artificial seawater; results are presented as apparent fall velocity distributions,

ie., %’z;’—t) versus Log(%) (Appendix A). Based on these data, it can be concluded

that the apparent fall velocity distributions are affected by the types of sewage or
sludge used, the initial dilution of sewage, the treatment processes, and the time
when sewage was collected at the treatment plant. Effects from both settling and
particulate coagulation were observed to influence the downward transport of par-
ticles. Hence, the conventional settling column results are, in fact, measurements

of the combined effects of settling and particulate coagulation.

We also developed a simple conceptual model to illustrate that the conventional
settling column experiment is unable to distinguish the effects of settling from those
of coagulation. This simple model simulates a hypothesized settling and coagulation
process in a conventional settling column (see Appendix A). Only two types of
particles were considered: coagulating particles and settling particles. Coagulating
particles are small and with negligible settling velocities. Settling particles, which
are coagulated from smaller coagulating particles, are assumed to have a single
settling velocity. The expression of n** order kinetics with a constant rate coefficient
was assumed for the coagulating particles, i.e., the rate follows the expression:
ry = —dvg—l = aC", where r; is the coagulation rate, « is the rate constant, and C;
is the solids concentration of the coagulating particles. This simplified model shows
that the observed results from the conventional settling column can be interpreted
either as the pure settling of a group of particles with different velocities, or as

the settling of particles of a constant velocity which are coagulated from smaller

particles at the rate mentioned above.
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Different models for interpreting the settling and coagulation processes inside

the conventional settling columns were also developed by McLaughlin (1958, 1959),
Morel and Schiff (1983), Hunt and Pandya (1984), Lo and Weber (1984), and Far-
ley (1984). Although their model predictions agree well with their experimental
results, their models cannot be extended directly to field applications because of
much greater depths and settling times to reach the bottom. Since the experimental
conditions in the settling columns are different from those in the ocean, the result-
ing coagulation-settling process in the ocean may be quite different from what are
observed in the laboratory. It is difficult to incorporate the parameters such as 3,
which are derived from the laboratory experiments based on the settling column
model, to describe the transport processes in the ocean. For more reliable fall veloc-
ity data, it is essential to design an experimental setup which can measure settling

velocity distributions independently.

Dilution can decrease particle number concentration, thereby reducing the col-
lision rate. In our settling velocity measurements of digested sludge, samples with
low particle concentration, i.e., high dilution ratio (with total dilution ratio > 104
and concentration < 2 mg/l), were used to prevent coagulation. This extremely
low solids concentration renders the traditional gravimetric and absorbance meth-
ods infeasible. Among the techniques for measuring low particle concentrations, the
Coulter counter was discarded because of the possibility of breaking flocs during
sampling and measurement. Among the tn situ measuring methods, the holographic
technique was preferred to photographic and microscopic examination because it can
provide a larger depth of field. Hence, an in-line holographic camera system was
applied for measuring the settling velocities. In the following section, a brief review

of velocity measurements using the holographic technique is given.
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2.2.5 Velocity measurement by holographic technique

Holography is a photographic process which is used to record and regenerate
three-dimensional information. A hologram records complete information of a light
wave field, i.e., both amplitude and phase (Collier et al., 1971; Caulfield, 1979).
What is recorded by a hologram is basically an interference pattern resulting from
the interference of two coherent light waves: a reference wave, and an objective wave
reflected or scattered by the test object. During the reconstruction, a hologram acts
as a diffraction grating, through which the light diffracts and regenerates two three-
dimensional images of the original test object. These images can then be analyzed
in detail. There are considerable amounts of research focused on the fundamental
principles of this technique and its application. Recent reviews provide useful guides

to this technique (Thompson, 1974; Trolinger, 1975; Thompson and Dunn, 1980).

The holographical technique provides a number of useful features for studying
the dynamics of particles. It can simultaneously record a large three-dimensional
particle field with information on sizes, shapes and spatial positions of individual
particles. Compared to conventional photography, it provides a larger depth of
field without sacrificing the resolution. Motion analysis, i.e., estimating the velocity,
acceleration and trajectory of particles, can be easily done by using multiple-exposed

holograms (Brenden, 1981; Stanton et al, 1984).

Different methods proposed for velocity measurements with holographic tech-
niques can be classified into four categories (Boettner and Thompson, 1973). The
first type allows the particles to move during the recording so that the resultant
images show streaks with length proportional to the velocity of particles. The sec-

ond method is to record series of holograms at preset time intervals. Coordinates
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of particles with respect to a fixed reference point can be derived from every holo-
gram; the displacements and velocities of particles can then be calculated based
on the positions of particles in different holograms and the time between recording
(Carder, 1979). The third method is to use the double-exposure technique to record
the sample volume twice on a single hologram. The reconstructed holograms show
double images of every particle. The velocities of particles can be calculated from
the time between exposures and the relative distances between the double images
(Trolinger et al., 1968, 1969; Fourney et al., 1969; Boettner and Thompson, 1973;
Belz and Menzel, 1979; Brenden, 1981). The fourth technique is the same as the
third one during recording process, i.e., to record doubly exposed holograms. How-
ever, instead of analyzing the reconstructed images, the displacements and velocities
are measured on the optical Fourier-transform plane (Ewan, 1979ab, 1980; Malyak

and Thompson, 1984).

Since holograms record the interference patterns, the visibility of the inter-
ference fringes can be degraded by the movement of the object during recording.
Without the special design such as the synchronized moving reference beam (Dyes
et al., 1970), the observation of the streaks can be difficult. Furthermore, it cannot
measure particle size and shape. The last approach works well for spherical par-
ticles of uniform size or for particles of some known size distribution. However, it
cannot be applied directly to the irregular and nonhomogeneous sewage particles.
The third method is better than the second one because it requires less time for
data analysis. Hence, doubly exposed holograms were used to measure the settling

velocities of sewage particles in this study.
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2.3 Summary

To measure the settling velocity distribution of sewage or digested sludge par-
ticles in seawater, it was decided to used a double-exposure holographic technique.
This technique permits direct measurement of individual particle velocity without
the ambiguity of settling column data caused by coagulation during the tests. Co-
agulation in this research is simulated separately in a special mixing reactor before
the settling measurements. The experimental setup and procedures are presented

in detail in the next chapter.
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3. EXPERIMENTAL SETUP AND PROCEDURES

In this chapter, we discuss the experimental techniques for studying the settling
characteristics of the sewage particles in seawater under the influence of coagula-
tion. When sludge is mixed with seawater after being discharged through a pipeline,
the strong turbulence, the relatively high concentration of suspended solids at the
beginning of the plume rise, and the high ionic strength of seawater together pro-
vide the opportunity for particle coagulation. This coagulation process may modify
the size, shape, structure, density, and, hence, the settling velocity of sludge parti-
cles. However, both the concentration and the turbulence intensity decrease rapidly
during the rise of the discharge plume. Consequently in the later stage of plume
mixing, the low solids concentration and turbulence intensity prevent any further

significant coagulation.

From the above discussion, it is clear that coagulation may play a major role
in determining the distribution of the settling velocities of sludge particles. Hence,
experimental techniques have to be designed to study the possible change of fall
velocity distribution as a result of coagulation in the plume mixing. In the past,
a settling column was used extensively as an apparatus to measure the fall veloc-

ity distributions of a variety of particles including sewage particles (Brooks, 1956;
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Myers, 1974; Morel, 1975; Faisst, 1976, 1980). It was employed again in this study
and proven to be inadequate for our purposes (see Appendix A). A new experi-
mental design that approximately simulates the coagulation inside the rising plume
and then measures the settling velocity distribution was developed in this study.
The design of the new experimental apparatus and procedures are discussed in this

chapter.
3.1 Design of the Coagulating Reactor

As discussed in the previous chapter, the conditions which determine the co-
agulation of sewage particles inside a discharge plume are too complicated to be
faithfully reproduced in the laboratory. Among all the parameters which affect the
coagulation, only the most important ones—time, dilution and energy dissipation
rate—were controlled for the simulation. One should be aware that what happens
inside this coagulating reactor does not reflect exactly that inside a real discharge
plume. Nonetheless, this experiment does provide a basis for comparison and makes
it possible to predict the behavior of particles in the field based on the laboratory

study.

3.1.1 Time history of the dilution and the energy dissipation

rate of a discharge sewage plume

To simulate the coagulation inside a rising plume, first we need to know how
the dilution and the energy dissipation rate change with depth. Two outfall systems
were selected for simulation: one was the proposed sludge disposal plan of Orange
County (Brooks et al., 1985), and the other was the existing efluent outfall of Los

Angeles County. The case of sludge discharge is discussed next.
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3.1.1.1 Proposed sludge outfall for CSDOC

When sludge is discharged from the end of an outfall pipe, it rises and mixes
with surrounding seawater in the form of a buoyant jet. Due to the ambient density
stratification, the plume stops rising after reaching its neutral buoyancy and is
then carried away by ambient current. The dilution ratio of a sludge plume at
this equilibrium height is so large (> 10% : 1) that particle coagulation becomes
insignificant and the settling characteristics of sewage particles remain practically
unchanged afterwards. Hence, our laboratory coagulator was designed to simulate

the mixing history of a sewage plume from the pipe exit to the equilibrium height.

For the proposed Orange County sludge outfall, the ambient density gradient is
approximately linear (E = —%% =~ 1.5x 1076 m~1), and the ambient current, Uy,

has a median speed around 7 ¢m/sec. It is presumed that the digested sludge will be

diluted with effluent to a concentration of about 10,000 mg/!, and that the relative

density difference, %, between seawater and the sludge mixture at the exit of the

outfall will be 26.5 x 10~3. The diameter, D, of the outfall pipe will be about 18 in
(0.457 m). The design flow rate, @, of sludge-effluent mixture will be selected in the
range from 3.0 to 12.0 mgd (0.131 to 0.526 m2/sec), corresponding to a buoyancy

_ 2
flux, B = g%’ZQ, of 0.0340 to 0.137 m*/sec® and a momentum flux, M :%%g, of

0.105 to 1.69 m*/sec?. Following Wright’s work (1977, 1984) on the fluid dynamics
of a buoyant jet in a stratified cross-flow, different characteristic length scales were

calculated for the discharge plume based on the design parameters. It was found
M?3/4 . . Bl/4 .
that “giyz > Tanging from 1.00 to 4.00 m, is much smaller than W, ranging

from 27.9 to 39.4 m, indicating that the buoyancy flux will dominate the buoyant
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jet in the near field, well before the plume reaches its equilibrium height. Hence,
considering a sludge plume driven by only the buoyancy flux, the effects of the
ambient current were compared with the effects of the ambient density gradient by

the use of the characteristic buoyancy length scales, {; and ;. The result is that

B1/4

L' = W = 27.9 — 39.4 m is substantially less than I, = = 99 — 399 m,

&
Ui
which suggests that the general behavior of this sludge plume in the near field is

the same as that of a buoyant plume in a nonflowing stratified field.

Based on the above discussion, the equations that govern the motion of a verti-
cal turbulent buoyant jet in a density-stratified environment were used to calculate
the dilution and the energy dissipation rate inside a plume. The equations are

(Fischer et al., 1979):

d
a('/rbfvwm) = 2maby,wn, (3.1.1)
d (o o 252
E(Ebwwm) — 1A%, (3.1.2)
d A2b2 w0,
= <_____”9 - :’/‘\’;" ) = —gEnblwy, (3.1.3)
with the initial conditions:
[702wm)2=0 = Q' = 2Q (3.1.4)
[gbﬁ,wfnJ =M (3.1.5)
ot
g ——b,w 0m} =B 3.1.6
1+ A2 m R ( )

In these equations, z is the vertical distance from the exit of the pipe, w,,(2) is

the time-averaged vertical velocity on the axis of the buoyant jet; 8,,(2) = B“—pg—é
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is the time-averaged density anomaly caused by the jet along the axis of the jet;
A = 1.16, where b,, is the velocity profile %—-width and Ab,, the concentration profile

%-width; Q is the initial volume flux; Q' = 2Q is the flow flux of the plume at

the end of zone of flow establishment; M is the initial momentum flux; B is the
initial buoyancy flux; E = _Plo%/z_} is the ambient density gradient; and « is the

entrainment coefficient calculated from the following equations:

2
a = ajerp [ln <g§> (—é—i)

_upr [4\/5,\2 <gbw0m>:| 2 (3.1.8)

R = =
ms/4 |1+ 22\ wl,

(3.1.7)

where R, is the plume Richardson number with the value of 0.557, «; is the en-
trainment coefficient of a pure jet with the value of 0.0535 & 0.0025, and ¢, is the
entrainment coefficient of a pure plume with the value of 0.0833 £ 0.0042, u is the

volume flux, 8 the buoyancy flux, and m the momentum flux at distance =.

The time for the sludge plume to travel from the pipe exit to the equilibrium
height can be estimated by multiplying both sides of Eqn. 3.1.2 with w,,, taking
derivatives with respect to z, and multiplying with w,, again. Together with Eqn.

3.1.3, we have:

—b2 w2 ) = —2(1 + A?)gEb3 w2, (3.1.9)

By solving Eqn. (3.1.9), we obtained the expression of travelling time to be

V2(1 :—rz\z)gE'

The travelling time, which depends only on the ambient density



gradient, is 370 sec in this case. Equations (3.1.1) to (3.1.3) can be simplified again

as follows:

d:;" = —2041;:—: + 2g)\2% (3.1.10)
% = 2a— g\? b:;;,,m (3.1.11)
d;;" S 7;2’\2 E - ZaZ—: (3.1.12)
with the corresponding initial conditions -
[Wim]z=0 = 2Q—A,4 (3.1.13)
(bolso = 22:4 (3.1.14)
[0m]z=0 = ij;—z& % (3.1.15)

These equations were solved numerically to give w,,, b,, and #,, as functions

of the distance 2. The independent variable, distance z, can be converted to time t

by substituting t = f g—fn for the corresponding 2. The average dilution was then

2
calculated using Wb‘”me t. The energy dissipation rate was estimated from the

A3
equation derived for a turbulent plume by List and Morgan (1984) as: GFAI = 0.25,

t It is preferred to use centerline dilution instead of the average dilution for sludge
outfall. Hence, the dilution history used in this study is equivalent to the centerline

dilution history of a sludge outfall with the same buoyancy flux but smaller initial

concentration as 5600 mg/l (= ﬂ(i_o%ﬂ)
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where € is the local mean dissipation rate, A is the local width of the plume, and
Ej is the local flux of kinetic energy in the plume at height 2. In this study,
we used ¥ A = 2b, and Ex = 0.57b2w?, = (0.5w2)(nb2w,,). The calculated
time history of dilution and energy dissipation rate are plotted in Figure 3.1.1.
Because of the many assumptions, these curves can only be considered approximate

repreéentatives, intended to establish the correct order of magnitudes.

3.1.1.2 EfHuent outfalls of CSDLAC

The largest of the three multiport efluent outfalls of Los Angeles County at
Whites Point was used as the basis for simulation; the inside diameter is 120 in
(3.05 m), and there are 743 discharge ports along a line diffuser. The length of the
diffuser, L, is 4440 ft (1354 m), the depth of discharge ranges 165 to 196 ft (50.3 to
57.9 m), and the design average flow, Q, is 341 ft3/sec (9.66 m3/sec) (Fischer et al.,

1979). The suspended solids concentration of the effluent is about 60 mg/l. If we

assume g’ = g% is 0.26 m/sec?, the buoyancy flux B = g’% is 0.00185 m?3/sec®.

Under non-stratified (winter) conditions, the time for the plume to travel to the
ocean surface was estimated to be 270 sec by dividing the average depth of the

diffusers by the centerline velocity, w,, = 1.66B1/3 = 0.204 m/sec, of the plume.

* If w? is integrated across the plume, assuming a Gaussian profile, the result is
Ey :%bﬁ,wfn, which would have been a better value than %bﬁ,wf’n used here. Hence
the € used in this study may be three times too large and the coagulation rate may
be too large by a factor of /3. However, the definite effects on coagulation are still
unresolved due to the inhomogeneity of turbulence shear inside the plume and the

coagulating reactor as well as the difference in turbulence structure of the plume

and the available laboratory reactors.
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Figure 3.1.1 Time history of plume mixing calculated for the proposed deep sludge
outfall for the County Sanitation Districts of Orange County, Q =

0.131 m3/sec, B = 0.0340 m*/sec®, and M = 0.105 m*/sec?, (a)

dilution versus time, (b) energy dissipation rate versus time
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The dilution ratio was calculated according to the solution for a two-dimensional

plume in an uniform and motionless environment:

(3.1.16)

where S, (2) is the centerline dilution at distance z from the outfall; g’ = g%ﬁ , where

p is the density of the effluent and Ap the density difference between the ambient

fluid and the effluent; and ¢ =T is the initial discharge per unit length. Eqn. 3.1.16

0.63g't
Bl 3

a plane plume. Since the thickness of the sewage field above a diffuser was found

was rewritten as S. = by combining with the relation w,, :%z 1.66B1/3 for

to be 30% of the depth under the unstratified situation (Koh, 1983), this plume
formula should be used to calculate the dilution only to the height of 70 % of the
water depth (z = 38.5 m, t = 190 sec), and the dilution beyond 38.5 m should

remain roughly constant at the calculated value of S = 250.

The energy dissipation rate was estimated from the result of the energy bal-
ance of a plane plume derived from the turbulence model by Hossain and Rodi

(1982). The average energy dissipation rate approximately follows the equation

3

———youi_)'t"u ); where w,, is the velocity at plume axis, yo.5.,, is the lateral

€~ 0.013 <
distance from the plume axis to where w = 0.5w,,,. Assuming a Gaussian profile for
the velocity, we obtained yo.5w,, = 0.83b,,. Therefore, with b,, = 0.1162, 2 = wy,t

and w,, = 1.66B1/3, this equation was rearranged as follows:

3 3 2/3
€~0013—2m_ — 0,013 Ym _ 0378

0.83b,, 0.83(0.116) wy, t (3:1.17)
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The resulting dilution ratio and the energy dissipation rate as functions of time

are shown in Figure 3.1.2. Although these approximate relationships represent only
one condition (mean flow, no stratification, and rise along the centerline), they give
the correct order of magnitudes. The outfall diffuser was idealized as a simple line

plume neglecting initial momentum flux and individual jets before merging.

The above calculations show that the dilution ratio increases and the energy
dissipation rate decreases with time for both outfall systems. The next step is to
design a laboratory scale reactor inside which the time history of particle concentra-

tions and energy dissipation rates are simulated according to the above calculations.

3.1.2 Design of a CFSTR with variable input flow rate

and stirring speed

A continuous flow stirred tank reactor (CFSTR) was designed to generate the

desired dilution and mixing history. For a stirred tank, the dimensionless power

2
number & =——5P , in general, depends on the Reynolds number (Re =ND~ ,
pN3D v

the Froude number, and the geometry of the mixing device, where N is the rotation
speed of the impeller, D is the impeller diameter. The geometry of the mixing
device is defined by the shape and the diameter of the impeller, the diameter of the
tank, the height of the liquid, the position of the impeller inside the tank, and the
number and the width of the baffles. If geometric similarity of the mixing device is
preserved and vortexing is prevented by baffles, the power number depends only on
the Reynolds number (e.g. Rushton et al., 1950). The average energy dissipation

rate inside the tank is expressed as:

kN3D®
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Figure 3.1.2 Time history of plume mixing calculated for the existing 120-:n efflu-
ent outfall for the County Sanitation Districts of Los Angeles County,
Q = 9.66 m%/sec, B = 0.00185 m*/sec®, (a) dilution versus time, (b)

energy dissipation rate versus time
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where N is the rotation speed in rps, H is the depth of the liquid, T is the tank

diameter, and k :4—7? is a proportionality constant.

Since the power characteristics, ® versus Re, of various kinds of impellers with
vessels of different geometry have been studied extensively (e.g., Rushton et al.,
1950; Leentvaar and Ywema, 1979; Foust et al., 1980), Eqn. 3.1.18 was used to
calculate the average energy dissipation rate. The configuration of the reactor was

determined by weighing a number of requirements.

The volume of the reactor should be larger than 2000 m! to provide enough
samples for later settling measurements. Most of the reactors studied before have

equal diameter and height, so the diameter of the reactor should be no less than 14

D

cm. Furthermore, larger T ratio provide better mixing for a stirrer tank. If 7112 is

set to be at least 1/3, D should be larger than 4.7 em. Under the condition T =
H = 3D > 14cm, we calculated the energy dissipation rate to be ¢ = 0.047® N3 D?
from Eqn. 3.1.18. In order to meet the required energy dissipation rate, which
ranges from 0.1 to 100 ¢cm?/sec®, and, at the same time, maintain high enough
Reynolds number to keep flow turbulent (small ®N3 and large N), an impeller
with relatively small power number should be used. Therefore, a two-blade paddle

was chosen for its small power number and its simple structure.

The dimensions of the reactor and the impeller were designed to be T = H =
3D = 6 in (15.24 ¢m) (Figure 3.1.3). Based on this configuration, the power
number ® is constant and equal to 1.8 and € = 2.16 N3 for Re > 5 x 102, and the
corresponding rotation speed and average energy dissipation rate are 1.9 rps and
14.8 cm?/sec® respectively. When Re < 5 x 103, the power number is no longer
constant, but varies with Re. For Re ranging from 102 to 5 x 10% (N from 0.038 to

1.9 rps), power number  changes from 1.6 to 1.8. To obtain the energy dissipation
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rate at different rotation speed in this Re range, we first calculated the Reynolds
number, then read the power number from the @ versus Re curve, and applied Eqn.
3.1.18 to get €. The result is shown in Figure 3.1.4. The linear regression line shows
that the relation between the energy dissipation rate and the rotation speed of the
impeller follows the empirical equation: € = 1.91N3-°5 where € is in cm?/sec®, and

N is in rps.

A Bodine motor (Model 527, Bodine Electric Co., Chicago, Illinois) with a
Minarik adjustable speed controller (Model SL-15, Minarik Electric Company, Los
Angeles, California) provides a range of rotation speeds from 7.5 to 250 rpm, cor-

responding to an energy dissipation rate ranging from 0.0034 to 148 cm?2/ sec.

The dilution ratio or the particle concentration inside the reactor was controlled

by adjusting the flow rate of the dilution water into and out of the reactor. The flow

rate was calculated based on mass balance as: V <%%‘tg), where V is the volume

of the reactor, and S is the dilution ratio at time t. The required flow rate as a
function of time is shown in Figure 3.1.5 for the case of sludge disposal of CSDOC

and the case of the effluent outfall of CSDLAC respectively.

Based on the dilution history, the computed flow rate in the first 30 seconds is
so large (or the residence time so short) that most of the particles are flushed away
before they are well mixed. This makes the dilution higher than what it should be.
This large inflow of dilution water also generates more turbulence than is needed.
Hence, instead of starting with a pure sludge sample inside the reactor and diluting
the sample with a huge quantity of seawater, dilution for the first 20 seconds was
achieved by injecting a small sludge jet into a reactor full of seawater. The paddle
was then turned on to mix the surface layer resulting from the sludge jet with

the rest of the water in the container. The mixture inside the reactor reached the
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3.1.3 for: CSDOC (—), CSDLAC (- - -)

desired dilution at the end of 30 seconds. After the first 30 seconds, the flow rate
and the rotating speed of the paddle were adjusted every 10 seconds according to

the pre-calculated history.

The required flow rate after the first 30 sec ranges from 85 down to 0.2 cm?/sec.
Filtered artificial seawater, which was stored in two 5-gal carboys, supplied the dilu-
tion water to the reactor through plastic tubing. The dilution water, flowing down

by gravity, went separately through two valves and flowmeters in parallel before
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entering the reactor. The input flow was controlled by adjusting two Whitey regu-
lating valves (Whitey Co., Highland Heights, Ohio) according to the reading of the
connected flowmeters. The larger flowmeter (Model FP-1/2-27-G10/27, Fisher &
Porter, Warminster, Pennsylvania) covers the range from 10 to 100 ml/sec and the
smaller one (Model FP-3/8-25-G-5/36, Fisher & Porter) from 0.1 to 10 ml/sec. The
clean seawater entered the reactor at the bottom through a diffuser to minimize the
disturbance and to ensure a uniform inflow. After mixing with the sewage suspen-
sion inside the reactor, the excess mixture left the container over the circular weir
(Figure 3.1.3). The reactor was made of lucite for visual inspection. A photograph

of the complete system is presented in Figure 3.1.6.
3.1.3 Calibration of the coagulating reactor

The two flowmeters were calibrated with artificial seawater by measuring the
volume of water collected within a certain period of time. Calibration results are
shown in Figure 3.1.7. Rotation speed of the variable speed motor was calibrated by
counting the number of revolutions per minute for the slow speed range (< 120 rpm)
and by using the strobe light for the fast speed range (> 100 rpm) (Figure 3.1.8).
The dilution history of the modified mixing process was checked by measuring the
suspended solids concentrations of samples withdrawn from the reactor at different
times. As shown in Figure 3.1.9, the dilution history was very close to the designed

value.
3.2 Design of the Settling Experiment—Holographic Technique

The major difficulties in designing a system to measure the settling velocities of
sewage particles are the slow settling velocities (< 0.1 ¢em/sec), and the small par-

ticle concentrations (< 2 mg/!) required to prevent the interference of coagulation.
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Figure 3.1.6 Photograph of the coagulating reactor
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Figure 3.1.8 Calibration of the variable speed motor

The holographic technique makes it possible to work with very dilute suspensions.
At the range of the fall velocities considered, 0.0001 to 0.1 c¢m/sec, both the tem-
perature variation and the process of introducing particles into the settling cell
can create disturbances which may be of a magnitude similar to, or even greater
than, that of the settling velocities of particles. Special experimental designs and

procedures used to overcome these problems are presented in this section.
3.2.1 Design of the holographic camera system

An in-line Fraunhofer (far-field) hologram is a record of the interference pattern

of the collinear coherent background and the Fraunhofer diffraction pattern of an
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object formed in the far-field (e.g. Thompson, 1979). An in-line Fraunhofer holo-
gram is created by passing a coherent light through a volume of particles; part of
the incident light is diffracted by the particles and the remainder passes through the
volume unscattered. The unscattered (reference) light interferes with the scattered
(object) light, and the resulting interference pattern is recorded on a photographic
medium. In our experiment, an in-line holographic system was preferred over other
holographic configurations for its simple arrangement, which requires fewer optical
components. An in-line system is also less sensitive to vibration, and puts less con-
straints on the coherence of the light source, and the resolution -of the recording

material (Cartwright et al., 1980).

3.2.1.1 Design considerations

Several design criteria must be satisfied to make good in-line holograms. A
sufficient amount of light, at least 80%, must pass through the sample volume un-
diffracted to serve as the reference beam (Trolinger, 1975), which implies the appli-
cable particle size range and number concentration are limited. For a monodisperse
system, the number concentration should be kept lower than 3 x 10® /em™2 for
100 pm particles and 3 x 10° /em™2 for 10 um particles (Witherow, 1979). The

distance, 2z, between objects and the recording plane should meet the far-field re-
quirement, i.e., 2 2%3, where d is the maximum dimension of the object, and A
is the wavelength of the light (Thompson, 1974). Although the far-field number,
N =%é, can be as high as 2058 (Witherow, 1979), the practical rule is to use N
less than 100 (Trolinger, 1975).

Spatial coherence of the reference beam is critical in obtaining large, high

resolution holograms, while temporal coherence of the object and the reference
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beams is needed in providing large depth of field. The coherence length of the
illuminating light should be longer than the maximum path difference between
reference and object beams, which can be estimated for an in-line system as 16 N\
(Cartwright et al., 1980). A holographic system should be designed to ensure that
the spatial and temporal coherence of the illuminating beams are not the limiting
factors in determining the resolution, the dimension, and the depth of the field
of the holograms (Thompson, 1979). The single mode operation of a laser, which
results in a Gaussian beam intensity profile and a uniphase wavefront, provides the
highest degree of spatial and temporal coherence (O’Shea et al, 1978), hence, can

usually satisfy the coherence requirement.

If the spatial and temporal coherence of illumination are not the limiting factors
as mentioned above, the resolution of holograms depends on the resolution and the
dimensions of the recording material (e.g. Thompson, 1974). ’j?he film must be
able to record a sufficient portion of the Fraunhofer diffraction pattern associated

with particles—the central maximum and, in general, three side lobes of the fringes.

Hence, the half width of the film should be at least equal to 4Nd :4—:}&, and the

required resolution of the film can be estimated from the maximum angular spatial

frequency as —8% (e.g. Cartwright et al., 1980).

In addition to the requirement on the resolution, the interference pattern must
remain stationary during recording. The movement of the fringes by a small fraction
of the spatial period could reduce the contrast of the recorded fringes and deterio-
rate the image quality upon reconstruction. Since the positions of the interference
patterns are determined by the relative phases of the objective and reference light
waves at the recording plane, all the optical components that can affect the path

length of the waves should remain still within a small fraction of the wavelength
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of the illuminating light (< 0.5A) (Kurtz et al., 1979). This requirement on high
stability can be satisfied by using an isolation table, or short recording time, or
both. The displacement of individual particles during the recording should be less
than one-tenth of its diameter, which puts an upper limit on the exposure time,
tecy Sl%’ where v is the velocity of particle with diameter d (e.g. Thompson et

al., 1967).

3.2.1.2 Holographic camera system—recording

From the above discussion, we estimated some of the design parameters, such as
far-field distance, the dimensions and the resolution of the film, and the maximum
exposure time for different particle sizes (Table 3.2.1). If we considered particles
with dimension from iO to 250 um, the far-field distance should be arranged between
2.0 to 32 ¢m. The half width of the recording film should be larger than 6 mm and
the resolution of the film should be higher than 2500 lines/mm, so a 35 mm high
resolution holographic film was chosen as the recording material. Furthermore,
the exposure time should be less than 310 sec. Based on these parameters, we
determined the diameter of the beam and the power of the laser, and selected other
optical components such as the lenses, filters, shutter, film holder, and mounting
units. An in-line holographic camera system was then constructed to record the
motion of sludge particles during settling. Figure 3.2.1 shows the block diagram of

this system, and Figure 3.2.2 shows the configuration of the recording system.

All optical components of this system are mounted on a 3 m long optical rail
manufactured by Melles Griot (Irvine, California). A 10 ftx20 inx1 ¢n aluminum
jig plate is used as the support for the whole system. A 5 mW He-Ne laser (Uniphase

Model 1105P, Uniphase Co., Sunnyvale, California) is used as the light source to
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Table 3.2.1 Design requirements of the holographic camera system for various

particle diameters

Particle  Far-field Film Film Half Maximum Maximum Maximum
Diameter Dista.npe Resolution  Width tezp; tezp, texp

(Note 1) (Note 2)  (Note 3) (Note4) (Note5) (Note 6)

(um) (em) (lines/mm)  (mm) (sec) (sec) (sec)

5 0.001-8.1 5026 30.0 1.47 1.64 1.47

10 0.004-32.5 2500 1.5 0.73 13.12 0.73

25 0.025-206 1005 6.0 0.29 205 0.29

50 0.1-813 500 3.0 0.15 1640 0.15

75 0.22-1856 335 2.0 0.10 5540 0.10
100 >04 251 1.5 0.073 13100 0.07
250 > 2.5 100 1.0 0.029 25600 0.03

2
Note 1 Required far-field distance = Ndx, N = 0.25-2058 (allowable range), A =

Note 2
Note 3

Note 4

Note 5

Note 6

632.8 nm

Minimum required film resolution = 87”

Minimum required film half width = 4Nd, N = 3%, z is assumed to be
6 cm

Calculated from the settling velocity of particles: te;p, = Tgﬁ’ where

w = i—gﬁ(pp — pw)d?, pp = 1.05 g/em?®, and p,, = 1.025 g/cm?®

2
Calculated from the Brownian motion of particles: tezp, = 7(%—17, where

D is the diffusion coefficient of particles

The smaller one of tezp; and tesp,
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F: Neutral density filter (to control the exposure level of the hologram)
S: Spatial filter (to clean the laser beam): comprises a microscope objective
(f = 1.0 mm) and a pinhole (10 um)
L,: Collimating lens (to expand laser beam)
H: Holographic film (mounted inside a 35mm camera during recording and
mounted on the x,y,z-translating stage during reconstruction
L2: Magnification lens for small particles (not included in this study)
O: Microscope objective (to focus and magnify the reconstructed images)

Figure 3.2.1 Schematic diagram of the optical arrangement to record and recon-

struct holograms
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Figure 3.2.2 Photograph of the recording system

Figure 3.2.3 Photograph of the reconstruction system
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provide both objective and reference beams. A set of neutral density filters (optical
density = 0.4, 0.6, and 1.0, Melles Griot) is used to adjust the exposure level of
the recording film according to the speed of the films and the concentrations of
the samples. A spatial filter (Ealing Co., South Natick, Massachusetts), which
comprises a microscope objective (focal length = 4.0 mm) and a pinhole (diameter
= 10 pum), is included to filter out stray light and to maintain a smooth beam

irradiance distribution, which is crucial in making good holograms.

During the recording of holograms, the parallel laser beam from the He-Ne
laser was focused by the microscope objective of the spatial filter and filtered by the
small pinhole at the focal point of the objective. This focusing process converted
the parallel beam to a divergent beam. Since a parallel beam (plane wave) has the
advantage of maintaining a constant magnification ratio across the whole hologram,
this filtered divergent beam was again collimated back to a parallel.beam of 50 mm
diameter by a collimating lens (focal length = 190 mm, diameter = 2 in (5.08 c¢m),
Optics for Research, Caldwell, New Jersey). This parallel light beam then travelled
through the settling cell. Part of the beam was scattered by particles in the cell and
became the objective beam. The unscattered portion of the laser light, serving as
the reference beam, interfered with the object beam, and the interference patterns

were recorded on the films as holograms.

Three different Kodak films, SO-253, SO-173, and 649F, with resolution equal
to or higher than 2500 lines/mm were used to record the particle field (Gladden
and Leighty, 1979). A 35mm (Nikon FE) camera body with a focal plane shutter

was used to hold the film as well as to control the exposure time. The holographic
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films were processed within 8 hr after exposure. The developing chemicals and pro-
cedures followed the manufacturer’s recommendation (Eastman Kodak Company,

1976, 1984).

3.2.1.3 Holographic camera system—reconstruction

Figure 3.2.3 shows the configuration of the recording system. The same laser
beam was used to reconstruct three-dimensional images from holograms. The set-
tling cell was replaced by an x,y,z-translating stage (Daedal,Inc., Harrison City,
Pennsylvania) for mounting holograms. The laser beam, travelling through the
hologram, was diffracted to regenerate two three-dimensional images, a real and a
virtual image, of the particles inside the settling cell at the opposite sides of the
hologram. The real image was used for hologram reconstruction. The reconstructed
images of particles were focused using a focusing unit, which consists of a microscope
objective (10X magnification, Zeiss, West Germany) and a video camera (Panasonic
PK-400, Panasonic Company, Secaucus, New Jersey). The microscope objective is
used to magnify the particle images, and the video camera is used to catch the
images for display. Since the television (TV) monitor cannot accept signals directly
from the video camera, a video cassette recorder (VCR) is connected between the

camera and TV monitor.

Both the microscope objective and the camera are mounted on a 75 ¢m long
optical rail (Melles Griot), which, in turn, is mounted on the 3 m rail. This setup
enables us to change the relative position of the objective and the camera, or to
move them as a unit at fixed separation. The distance between the video camera

and the microscope objective determines the magnification ratio of the display and
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the size of the field of view. The longer the distance is, the larger the magnification

ratio and the smaller the field of view, and vice versa.

In our experiment, focusing images of particles in the reconstructed three-
dimensional holograms was achieved by adjusting the three micrometers on the
X,y,z-translating stage and the position of the 75 em rail. In general, we started
with the micrometers at a special (zo,y0, 20) setting. With the x and y setting of
the micrometers unchanged, we moved the z-micrometer or the 75 ¢m rail through
a predetermined depth, Az, to search for the images of particles. After this small
volume, AzAyAz, was examined, we advanced to the next x-y frame by adjusting
the x and y-micrometers and went through the same depth Az. This procedure was
repeated until either a sufficiently large number of particles was measured or the
whole hologram was examined. The size of the viewing volume was then calculated
from the position readings of the micrometers and the rail. The size and velocity
of particles were either measured directly on the TV screen or measured with a

computer analysis program.
3.2.2 Image analysis system

Although it is possible to analyze the reconstructed images of particles directly
on a TV screen, this manual analysis is inefficient and time-consuming. For par-
ticles of irregular shapes, manual examination can provide only a rough estimate
of particle size. It is also inevitably subject to human error during the analysis.
To improve the accuracy and the speed of data analysis, fully or partially automa-
tized reconstruction systems have been utilized by various people (e.g. Bexon et al.,

1976; Belz et al., 1979; Haussmann and Lauterborn, 1980). Those systems basically
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include a computer, a video camera for image scanning, a video I/O interface for

digitizing and displaying images, and some image processing software.

The state-of-the-art in computing and image acquisition technologies allows
real-time processing of focused images reconstructed from holograms. However, it
is still difficult to automatically focus the images of particles. One approach is to
digitize successive x-y planes along the z direction. If there is an image of a particle
within a AzAyAz volume, the plane where this particle is in focus can be identified
by comparing the image brightness, edge gradients, etc. in successive planes (e.g.
Payne et al., 1984). This procedure demands a lot of processing and storage. Hence,
Stanton et. al. (1984) developed a non-image plane scheme for analyzing spherical
particles which requires only three x-y planes to be digitized along the z-direction.
However, since sludge particles have very irregular shape and complicated boundary
configuration, which make the image processing difficult even at the in-focus plane,

we decided to focus images manually and then digitize them for computer analysis.

The image processing system developed in this study is for digitizing, storing,
and processing the focused images to automatically calculate the size and velocity
of particles. A low cost frame grabber DT2803 (Data Translation, Inc., Marlboro,
MA) with spatial resolution of 256x256 and 64 gray levels is used as the video I/O
interface. It consists of a high speed (1/30 sec) flash A/D converter for image input
and eight software-selectable input look-up tables which can be programmed for

specific applications.

The frame grabber digitizes the color video signals (in NTSC format) after
filtering the signals through a 3.58 MHz filter. Each screen is then formated into
240 lines, each line into 256 pixels. The intensity of each pixel is represented by

the corresponding gray level. The range of possible shades of gray is quantified
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into 64 levels which is encoded with 8 bits. Hence, each pixel occupies a single
byte of memory space. The 64 kilobyte on-board frame-store memory is mapped
into the PC memory area where it can be accessed over the PC bus. The digitized
images can be displayed on the monitor after passing through user-selectable output

look-up tables and a D/A converter for color or monochrome output.

A Compaq portable personal computer (Compaq Computer Corp., Houston,
Texas), which is an IBM PC compatible with 256K RAM and two floppy disk drives,
is used as the processing host. Video signals from the TV camera are first divided
into two, one of which is connected to the input jack on the digitizing board. The
output digitized images from the board and the original video signals that do not
go through digitizing board are connected by a 75 @ VCR/TV/FM switch, which
is then connected to the TV monitor (Figure 3.2.4). By selecting the setting of the
switch, we can decide which image, original or digitized, is displayed on the TV

monitor.

Either the original images or the digitized images can be used to manually
focus the images of particles. After the image of one particle is in focus, simple
thresholding is applied to the whole screen to filter out the background noise from
the input image. Thresholding is an operation which maps a gray level image into
a binary one. Assume that the intensity of the input image varies from 0 to N. A
“threshold ”is an intensity level and the intensities higher than the threshold are
mapped to a single intensity (say 1) and the intensities lower than the threshold
are mapped to another intensity (say 0). The intensity threshold is changed in
real time by redefining the contents of the selected output look-up table. Switching
alternately the display of the thresholded and the original images, we can determine

the optimum threshold for a particular image, and then use a cursor on the screen
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board
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Figure 3.2.4 The image processing system

to mark the region occupied by the particle that is to be analyzed by the image

analysis program (Figure 3.2.5).

The thresholding operation for locating particles was chosen over other image
processing techniques, such as convolutions, for its speed, simplicity in implementa-
tion, and the fact that it provides the best possible results for our application. As
mentioned before, sludge particles do not have well defined shapes, and their image
boundaries can be very complicated and fussy. Images of small particles (with di-
mension less than 20 um) may become very hard to distinguish from background
noise, partially because of the low resolution of the imaging components, i.e., film,
TV camera, and digitizing board, and partially because of the speckle effect of the

holograms.



Figure 3.2.5 Photographs of the double images of a D.P.S. particle, A,=849 um?,
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Transform techniques, such as low and high pass filtering for region and bound-
ary detection, have limitations in determining the shapes for irregular particles.
Low-pass filtering attenuates high-frequency information. It averages out the noise,
but at the same times blurs the edges. High-pass filtering, which makes high-
frequency information more prominent, enhances the edges as well as the noise.
Image processing routines based on edge detection and edge tracing have also been
developed. However, experience showed that edge tracing takes a much longer time
than thresholding to locate sludge particles, and it does not necessarily give better
results. Especially for particles with complicated shapes, tracing routines had dif-
ficulties in following the boundaries and gave poor estimates on the size and shape

of particles.

An image processing software module was developed in Turbo Pascal specially
for this research. The module provides the options of continuously digitizing the
camera input, acquiring and analyzing a single frame, acquiring and storing a single
frame into the disk, retrieving data from disk, and analyzing and displaying the
images of particles onto the screen. After simple thresholding was used to find the

boundary of particles for the reconstructed images, the software module calculated,
. . . 44,
for every particle, the area (Ap), the equivalent diameter (deq, = {/—= ), the
T

directions of the principél axes (0 = the angle between the major principal axis
and the horizontal axis on the image plane), the vertical and horizontal lengths of
the bounding box (leny,leny), the maximum dimensions along the principal axes
(maz,, mazy), and the second moments in the principal directions (afnajor, o2 ).

For doubly exposed holograms, this image analysis program also calculated the

positions of the centroids and the displacement between the centroids for the double
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images of particles to estimate the settling velocities. The detailed calculation

procedures are summarized in Appendix C; an example is given in Figure 3.2.5.

3.2.3 Size and velocity measurements using the in-line

holographic camera systems

Singly exposed holograms were used for counting the number of particles and
measuring their sizes inside a small volume in the settling cell. The total volume
analyzed was calculated from the travelling distances of the micrometers on the
X,y,z-translating stage. Particle size distributions were derived from these measure-

ments.

Doubly exposed holograms were used to measure the settling velocities of parti-
cles in the following manner: After sludge samples were introduced into the settling
cell, particles were left to settle by gravity in a quiescent medium . As particles
travelled downward through the observing window, doubly exposed holograms were
recorded. The time between two exposures, At, was measured by manually starting
and stopping a stopwatch when the two exposures were made for each film. The
reconstructed holograms showed double images of every particle recorded. Dis-
placement between the two exposures was measured, and the settling velocity was
calculated as the quotient of travel distance divided by the time between the expo-

sures.
3.2.4 Calibration of the holographic camera system

The overall magnification of the holographic system, i.e. the ratio of the size
of the particle image displayed on the TV screen to its actual size, is given by

M = m,m;m,, where m, is the recording magnification, m; the reconstruction
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magnification, and m, the magnification from the auxiliary viewing system, e.g.
microscope, enlarging lens, and the electronic magnification of the camera (Bexon,
1973). A parallel beam (plane wave) is used in both the recording and the recon-
struction of holograms in our system, so m, and m; are both unity. The magnifica-
tion of the TV camera is fixed, so the only factor that can affect the magnification

ratio of the image is the distance between the microscope objective and the TV
. ... . _ L—-f
camera. Hence, the magnification is given by M = m, = mqpy 7 where L.

is the distance between the microscope objective and the TV camera, f the focal
length of the objective, and mry the magnification of the TV camera (Figure 3.2.6).
In addition to the magnification ratio, a scaling factor that relates the particle size
as calculated by the analysis program (in number of pixels) and the real physical

scale of the particles (in pm) needed to be calibrated.

Standard polystyrene latex particles (PSL, Duke Scientific Corp., Palo Alto,
California) with sizes of 100, 50, 20 um were used to calibrate the magnification ratio
and the scaling factor as functions of the distance between the objective microscope
and the video camera. The microscope objective is fixed on one end (~ 0 mm)
of the 75 ¢m rail, and the camera is moved along the rail to change the distance
between these two. The adjustable distance is about 57 ¢m corresponding to the
positions of the camera on the 75 e¢m rail from 80 to 650 mm. Although larger
distance provides higher magnification, the deterioration of the images with the
increasing distance limits the usable distance ranges (camera position from 110 to
250 mm). The optimum position of the TV camera was found by experience to be

170 mm.

Singly exposed holograms were recorded and analyzed for several suspensions

of PSL particles. For every particle size, at least 100 particles were observed and
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Figure 3.2.6 The magnification of the auxiliary viewing system

measured with the image analysis system at the optimum setting, which was used
most often (TV camera at 170 mm). The measured sizes were compared with the
manufacturer’s data for PSL particles to give the magnification ratio as 390 + 5 %
and the scaling factor as 4.26 + 2 % for this particular setting (Table 3.2.2). The
standard deviations of size measurements for 100, 50 and 20 um PSL particles are
the same as those specified by the manufacturer, which suggests that the errors
in the size measurements by this holographic system are very small. The magni-
fication ratio and the scaling factor for other settings were derived by comparing

the measured dimensions of the same set of particles against those measured at the
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Table 3.2.2 Calibration of the scaling factor for image analysis

Diameter (um) Measured valuest Scaling Measured
mean m—gaﬁ mean I_n_eaa_n factor number
99.1 4.8% 22.889 4.8% 4.33 177
4904 5.1% 11.613 5.2% 4.25 153
19.1 5.8% 4.552 6.7% 4.20 100

t in number of pixels

Scaling factor =4.26 + 2%

standard setting (Figure 3.2.7a), and the scaling factor as a function of the camera

position is shown in Figure 3.2.7b.
3.2.5 Design of the settling cell

The settling cell consists of two parts: a rectangular lucite box (6.35 ¢mx7.62
¢mx10.16 c¢m high, 492 ml) with two parallel windows made of high quality optical
glass, and a funnel on the top (Figure 3.2.8). To minimize the disturbance and the
convection current resulting from the act of introducing the sample and from tem-
perature variations, water inside the settling cell was stratified to suppress vertical
mixing. Seawater of different densities was prepared by adding different amounts
of sodium chloride to the artificial seawater. Six solutions with density from 1.021
to 1.028 g/ cm?® were used. Stratification was established by carefully feeding these
solutions into the cell. Possible vertical mixing during the feeding process was min-
imized by transferring the salt solutions onto a plastic plate floating on the water
surface. The stratified cell was left for at least 8 hours to stablize, resulting in a den-
sity gradient of about 0.07 m~! in the vertical direction along which the particles

settle.
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Figure 3.2.8 Photograph of the settling cell
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The same caution was exercised when introducing sludge samples into the fun-
nel, i.e., samples were transferred onto the floating plate instead of into the water
directly. The small diameter of the funnel neck, about 1 em, also helpéd speed
up the die off of the turbulence. Furthermore, since the bulk density of samples
is larger than that of seawater because of the suspended particles contained in the
samp:le, this density difference will also influence the settling velocities of particles.
Hence, the temperature of the samples was raised about 2°C to compensate for this
effect and to prevent convective overturning in the funnel. The distance between
the water surface, where samples were introduced, and the measuring window was

about 18 ¢m in the settling cell.

To verify that the above procedures can effectively diminish convection currents
so that we can observe the undisturbed settling velocities, a calibration process was
performed with standard PSL particles of known density (p = 1.05 g/ecm3) and
size (10, 20, 30, and 40 um). Since these PSL particles are spherical, their settling

velocities can be calculated according to Stokes’ law, w :ﬁApdz. The diameter

and density values specified by the manufacturer were used in the calculation. The
settling velocity measurement was done at a temperature of 20 + 0.5°C, so the
kinematic viscosity of seawater at 20°C, i.e. 0.011 ¢cm?/sec, was used. The density
of seawater was measured as 1.025 g/cm?3, so the dynamic viscosity p was calculated

to be 0.0113 g cm™!sec™! (1.025 x 0.011).

Both the calculated and measured fall velocities are summarized in Table 3.2.3.
Calibration results illustrate that the settling velocities, which range from 1x1074 to
1x 10~2 ¢m/sec, measured by this experimental setup match closely the theoretical
predictions. The crosses in Figure 3.2.9 show the mean values of d and w for large

samples (N ~ 30 — 100) and the length of the tick marks corresponds to +o. The
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Table 3.2.3 Calibration of the settling velocity measurements with PSL particles

Diameter, um | Calculated w#, em/sec | Measured w, cm/sec | Measured
o o o

mean pess mean hean t mean Thean number
99.1 48% 0.012 9.6 % 0.0112 7.0 % 27
494 5.1% 0.0029 10.2 % 0.0031 2.0 % 83
19.1 58% 0.00044 11.6 % 0.00042 7.5 % 95
96 52% 0.00011 10.4 % 0.00013 15.0 % 42

t calculated from the o of particle diameter

1 calculated from Stokes’ law with p, = 1.05 g/em® and p,, = 1.025 g/cm?

mean standard deviations of the settling velocity measurements for PSL particles
are within reasonable agreement with calculated values based on the diameters
and densities given by the manufacturer. It is thus concluded that the convection

currents were eliminated.
3.2.6 Experimental error

If we assume that there is no image distortion during the recording and re-
construction processes, the error in the size and velocity measurements can be
attributed mainly to the fluctuation of the analog signals during image scanning,
image focusing, and edge determination during thresholding. It is difficult to de-
compose the error effect induced by each individual process, so the combined effect
was examined by repeating the size measurements for the same particle. Due to
limited resolution of the digitizing board, errors in size measurements are higher for
the smaller particles than for the larger ones. Errors in size measurements can be
as high as 10 % for particles around 10 um, and about 5 % for particles larger than

20 um.
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The maximum errors in velocity measurements were estimated using the equa-

tion:

d(w) _ dll,) | d(A1)

3.2.
w ly At (3:2.1)

where w is the settling velocity, I, is the measured settling distance within a time
At. Similarly, we repeated the measurements of the distance between two images of
the same particles and obtained the maximum d(l,) to be 2.6 um. During recording,
At was adjusted to make [, larger than 100 um. Hence, the expected maximum

error from the distance measurement should be less than 3 %.

As mentioned before, At was measured by a stopwatch, which was manually
operated to record the time difference between two exposures. Special tests were
performed to estimate d(At). Under complete darkness, a stopwatch was set in
front of the 35 mm camera with a flash. The same procedure for recording doubly
exposed holograms was repeated except that the film was rewound between the
two exposures. When the film was exposed by flash, the time on the stopwatch in
front of the camera was recorded on the film. Then, At was derived from the time
difference between that recorded on the film and that measured by the stopwatch

in hand.

The maximum d(At) was found to be 0.1 sec. The range of At used in the
d(At)

settling test was from 1 to 200 sec. Therefore, the expected maximum —Ap Was

10 % for fast settling particles (w > 5 x 102 ¢m/sec), which required short time
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Table 3.2.4 Expected maximum error in fall velocity measurements for different

velocity range

w;(cm/sec) igi”—) Td(Att) d(zzf)
> 5.0 x 1072 3% 10 % - 13%
2.5 x 1072 3% 5% 8 %
1.0 x 1072 3% 3% - 6%
2.0 x 1073 3% 1% 4%
1.0 x 1078 3% 0.5 % 3.5 %
1.0 x 1074 3% 01% ' 31%

between exposures, and decreased to less than 0.5 % for particles with fall velocity

smaller than 1 x 102 ¢m/sec (Table 3.2.4).

Since fall velocities depend on the fluid viscosity (w oc =), which changes with
temperature, another source of error is the temperature variation during settling
analysis. For this study, temperature of the seawater inside the settling cell was
not controlled and the change in temperature during experiment was observed to
be within +£0.5°C. For seawater with salinity 34°/,,, the dynamic viscosity p

decreases from 0.010698 to 0.009757 g ¢cm~lsec™! for the temperature increase

from 20 to 24°C (Riley and Skirrow, 1975). Hence, the corresponding ﬂlﬁ—d for

+0.5°C temperature change in this range is about 2.4 %, which is small enough to

be considered secondary.
3.3 Experimental Procedure

The experimental procedure can be divided into three steps: sample prepara-
tion, coagulation experiment, and settling experiment (Figure 3.3.1). In the follow-

ing sections, we discuss these three steps in greater detail.
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3.3.1 Sample preparation

At this stage, raw sewage samples, taken from the treatment plant, were pre-
pared for the coagulation experiment; the suspended solids concentration and par-
ticle size distribution were measured to provide initial conditions of the coagulation
experiment. Sludge samples were first filtered through a 0.5-mm nylon screen to
remove coarse material to avoid clogging the 6-mm sludge injecting tube in the coag-
ulating reactor during the feeding process. The solids concentrations were measured
by vacuum filtration of the diluted samples separately through two Nuclepore mem-
branes with different pore size, 10 um and 0.4 um. This filtering process measured
the mass of total suspended solids (i.e., the mass retained on the 0.4 ym mem-
branes) as well as that of the solids with diameter larger than 10 um, which is the
resolution limit of our holographic camera system. The initial size distribution for
particles larger than 10 um was obtained by recording and analyzing singly exposed

holograms of diluted sewage samples.

For the proposed sludge outfall for Orange County (CSDOC), it was not pos-
sible to closely simulate the expected plume behavior because many engineering
design decisions have not been made by CSDOC, and an application for a dis-
charge permit has not been made. In the Clean Water Act Amendments of 1987,
the legislative authority was given for discharge of only 50 % of the sludge solids
from CSDOC plants, or approximately 70 metric tons (dry solids) per day. The
concentration of the solids at the end of the pipe will depend on (a) the initial
concentration of solids in the mixed sludge and (b) how much efluent is premixed
with the sludge to maintain the desired flow characteristics in the pipeline. If the

discharge was to be 3.0 mgd (0.131 m3/s), then the solids concentration would have
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to be 6,200 mg/l (0.62 %) to yield a throughput of 70 tons/day. For these exper-
iments, the initial solids concentration of sludge was taken as 10,000 mg/!, and
the samples were diluted with deionized distilled water as needed to achieve this
value. For example, if the suspended solids of a sample of digested -primary sludge
is 25,000 mg/l, then 1.5 parts of deionized distilled water are added to achieve the
required dilution ratio of 2.5. (The suspended solids in the treated effluent used for

pre-dilution at CSDOC may be neglected.)

When the deep outfall project is designed, it may be necessary to redo these
tests with the designated. discharge conditions, both with respect to concentration
and buoyancy-driven mixing in the plume- (i.e. the dilution history). However, the
concentration chosen is believed to be upper limit while the flow discharge may well
be higher than 3 mgd, depending on the pipe diameter selected. Considering the
combined effects of initial concentration and time histories of dilution and turbulent
shear, the scenario chosen probably results in more coagulation effect than will occur
in the future prototype discharge; nevertheless, the tests should be repeated when

prototype candidates are established.

The effluent from CSDLAC has much less solids concentration (~ 60 mg/l),
and does not contain those coarse materials that can clog the injecting tube. Hence,
the effluent sample was not treated through the nylon screen, nor was it diluted for

the coagulation experiment.

For the case of the proposed outfall of digested primary sludge for CSDOC, the
length of the discharge pipeline is designed to be about 12 km long and the average
velocity inside the pipe (0.46 m in diameter) is about 0.79 m/sec for 3 mgd (0.131
m3/ sec) discharge. The travelling time for the sludge inside the pipeline is about

4.2 hr (=12000/0.79=15190 sec) Hence, the diluted sludge was stirred with the
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paddle at 190 rpm (€ ~ 64 ¢cm? /sec®) for about 4.2 hr to simulate the transporting
process inside the outfall pipeline. For the effluent outfall of CSDLAC, the length
of outfall is 7440 ft (2268 m), the pipe diameter is 120 ¢n (3.05 m), and the design
flow rate is 341 ft3/sec (9.66 m3/sec). The corresponding travelling time is about
half an hour (2268/1.32=1718 sec), so the effluent was stirred at the same speed

for about half an hour before the coagulation experiment.
3.3.2 Coagulation and sampling

At the beginning of the coagulation experiment, the coagulating reactor was
filled with filtered artificial seawater. A small amount of the pre-processed sludge
sample or raw effluent sample was then injected into the reactor from the bottom
of the reactor as a small vertical buoyant jet, which entrained and mixed with the
surrounding seawater when rising up to the surface. Because the density of the
surrounding seawater is higher than that of the sewage, this sewage jet formed a
diluted sewage layer occupying roughly the upper half of the reactor when the in-
jection procedure was completed; the same was also true for the sludge. The paddle
was then started to generate the turbulence needed for mixing and coagulation. To
ensure complete mixing before any overflow over the weir, the inflow of seawater
was delayed for a few seconds. At the end of this time period, the rotation speed of
the paddle and the flow rate of the dilution water started to follow the predesigned

values.

The initial injected sewage volume was determined in such a way that the di-
lution ratio after the complete mixing of the injected sludge and the seawater in
the reactor was the same as that calculated for a particular plume at the corre-

sponding time. For example, to simulate the sludge disposal process proposed for
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Orange County, 40 ml of sludge sample was injected into the reactor during the
first 20 sec of the experiment. The stirrer started at the end of the first 20 sec
to mix the surface layer with the clean seawater in the reactor for 10 sec, and the
flow of dilution seawater was started at the end of the first 30 sec. According to
the calculated mixing history, the dilution ratio is 67 at 30 sec. The total volume
of the reactor is 2600 ml, so 2600 ml/67 ~ 40 ml sludge is needed to achieve the
desired dilution ratio. After the initial jet mixing stage, which was the first 30 sec
in the case with sludge samples, the flow rate of the dilution water and the rotation
speed of the paddle were adjusted every 10 sec following the pre-calculated schedule

(Figure 3.1.1). The whole coagulation process lasted for 6 min and 20 sec.

In simulating the coagulation for the effluent outfall, about 90 m! of effluent
was injected into the reactor during the first 20 sec. Stirring started at the end of
the first 20 sec for another 20 sec before the dilution water started. This resulted
in a dilution ratio of 30 at the end of the first 40 sec (lower than the design value,
55, at the end of the first 40 sec), and the whole coagulation process lasted for 4

min and 30 sec.

As the experiment progressed, samples were withdrawn from the reactor at dif-
ferent times. Since the coagulated flocs are very delicate and fragile, special caution
was exercised in sampling. For sludge, samples were withdrawn from the center of
the reactor with wide-mouth pipettes (opening diameter > 1 ¢m) and transferred
into containers filled with filtered artificial seawater. Samples were diluted immedi-
ately to a concentration less than 2 mg/! to suppress further coagulation. Effluent
samples, with very small initial concentration (60 mg/! as compared to 10,000 mg/!
for sludge), required a large volume of water, 2 I, which is about 77 % of the reactor

volume, to be withdrawn for the subsequent size and settling velocity measurements
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for each sample. Hence, to get the coagulation history at several time instants for
eflluent samples, the coagulation experiments were repeated many times. Each time
the experiment was stopped at a prespecified sampling time. Water in the reactor
was then siphoned out from the reactor through a plastic tubing, with 0.5 in (1.3
c¢m) inside diameter, directly into storage bottles without further dilution. These

samples were then used for size and settling velocity analysis.
3.3.3 Settling experiment

To obtain the fall velocity distribution, every sample has to go through three
different analyses: filtration, size distribution measurement, and settling velocity

measurement.
3.3.3.1 Filtration

The purpose of filtration is to obtain the total solids concentration and the
percentage of solids (by weight) with diameter larger than 10 um. Samples of known
volume were filtered separately through 10-um and 0.4-um Nuclepore membranes.
Filtration results from the 0.4-ym membranes gave the mass of all suspended solids,
while the filtration results from the 10-um membranes gave the mass of particles
with diameter larger than 10 um. The ratio of the measured masses on 10-um and
the 0.4-um membranes was the fraction of solids in the sewage with diameter larger

than 10 um.

The mass of the particles left on the membrane, or the solids loading, is critical
in this filtration process. If the solids loading is too high, the pores on the membrane
may be clogged and retain particles which otherwise will pass through. On the

other hand, if the loading is too low, the accumulated mass may not be measured
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accurately. The accuracy of the weighing process determined the minimum solids
loading. By weighing the same membranes several times, we obtained the maximum
difference among measurements to be less than 0.05 mg. This finding suggests that
the accuracy of the weighing process is within 0.05 mg, :so the collected solids
mass should be kept higher than this value to ensure enough accuracy. The solids
loadings that will clog the membranes can be estimated from the manufacturer’s
data (Faisst, 1976), or tested directly by filtration. Our experience indicated that
the optimal range of the solids loading was around 0.5 mg for the 10-um membrane
and between 1 and 2 mg for the 0.4-um membrane. Hence, for sludge and effluent

samples, the volume used for filtration was adjusted to fit these ranges.

3.3.3.2 Size distribution measurement

To obtain the size distribution of particles large;r than 10 pm of sewage samples,
samples were first diluted to a concentration of less than 0.5 mg/l before being
introduced into the cell for holograms recording. Dilution is necessary because that
the images of particles get cluttered, and become hard to distinguish at high particle
concentration. After the samples were introduced into the cell, singly exposed
holograms were recorded. A small volume in the settling cell was reconstructed
and the size of a large number of sewage particles inside this volume was measured.
The size of the volume was calculated using the reading of the micrometers on the

X,y,z-translating stage.

3.3.3.3 Settling velocity measurement

For the settling experiment, a density-stratified settling cell was prepared well

in advance. Layers of water with slightly decreasing salt concentration (and density)
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were carefully added into the cell, which was then left to stabilize for at least
8 hr before the experiment (see Sec. 3.2.5 for details). A sludge sample of 20 ml
(concentration ~ 2 mg/l), or an effluent sample of 40 ml (concentration ~ 0.5 mg/I),
was introduced from the top of the cell. A timer was started after the feeding of

the samples to monitor the elapsed time.

Recording of holograms started three minutes after the sample was introduced.
Doubly-exposed holograms were recorded according to the pre-calculated schedule
(Table 3.3.1). The elapsed time and the time between the iwo exposures were
recorded for every hologram. At the beginning of the settling experiment, particles
with relatively high velocities were observed in the recording window. Hence, holo-
grams were recorded fairly frequently (at a rate of one hologram every 30 sec), and
the time interval between two exposures on the same film was small (< 1 sec). As
the experiment progressed, particles with increasingly smaller velocities were ob-
served, and both the time interval betweer exposures and the recording frequency
decreased. The whole experiment lasted for 48 hours, and covered a velocity range

from 1 x 10~* to 0.05 cm/sec.

The size and velocity measurements were carried out by examining the re-
constructed images of particles from the recorded holograms. After the images of
particles were focused manually, the image analysis program automatically per-
formed thresholding of the focused images and calculated various measurements,

such as size and velocity, of particles as described in Sec. 3.2.2.
In presenting the experimental data in Chapter 4, the equivalent diameter,

4A . . .
dequ = P  was used to classify particles and to correlate particle sizes and
T

their settling velocities. Results from the settling measurements are presented in
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Table 3.3.1 Time schedule for recording holograms for settling analysis

Attt sec tt, min
~1 2'30", 2'45", 3!, 3'15", 335", 355"
4'15" 4'40", 5'05", 530", 600",
1-1.25 6'40”, T7'20", 8’
1—-1.6 8'50", 9'40"
1-2 10'30"”, 11'30"
1-25 12/30", 13'45", 15'
1-3 16'15"”, 17"45", 19'20"”
1—4 21/, 23/
1-5 25’ 27'30", 30’
1.3 —-6.3 32/30", 35'40", 38'50"
28 42, 46
2 — 10 50, 55
2.5—12.5 60, 66, 72, 178
3-15 84, 92
4—20 100, 110, 120
5— 25 130, 142.5
6 — 31 155, 170.5, 186
8 —40 201.5, 221.5, 241.5
10 — 50 261.5, 286.5, 306.5
13 — 63 331.5, 363, 394.5
16 — 79 426, 466
20 — 100 506, 556, 606
25 —125 656, 718.5
31 — 156 781, 859, 937
40 — 200 1015, 1115, 1215
50 — 250 1315; 1440
63 — 313 1565, 1721, 1877
80 — 397 2033, 2231, 2429
100 — 500 2627

t Time interval between double exposures

1 Time at which holograms are taken (measured from the

time when samples were placed into the funnel)
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two ways: the w — d graphs, which show the relations between particle sizes and the
settling velocities, and the distribution curves (probability density functions and
cumulative distributions). The procedures used to derive the fall velocity distri-
butions are discussed in Sec. 4.1. For w — d plots, d.q. is used as the abscissa.

In addition, several lines calculated from the Stokes’ law, w = A<J Apd?

18 equ> With

different values of AAp are depicted in the same graphs, in which A is the shape

factor of particles. The use of deg,, and A will be discussed in detail in Chapter 5.
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4. EXPERIMENTAL RESULTS

In this chapter, the technique used to derive the size and fall velocity distribu-
tions from the experimental data is first introduced. The experimental conditions

and results are presented next.
4.1 Data Analysis

In this section, the detailed reconstruction procedures required to obtain reli-
able size distributions within the shortest time are introduced, followed by a dis-
cussion of the method used to calculate the probability density function of particle
size from the experimental data. The next is a description of the technique for

calculating the fall velocity of individual particles from the holograms.

There are two different ways to calculate fall velocity distributions from the
experimental data: (1) Fall velocity distributions can be derived using only the
data from settling velocity measurements, i.e., the settling velocities of individual
particles. (2) They can also be estimated by combining the separate measurements
of size and fall velocity. The procedures to calculate velocity distributions éccording

to both methods are addressed.
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Both size distributions and fall velocity distributions are calculated based on

particle volume.
4.1.1 Size distribution

Singly exposed holograms were recorded and analyzed to provide information
on size distributions based on particle volume for different samples. Similar to the
particle size analysis by microscopy, time and operator fatigue limit the number
of particles that can be counted by hologram reconstruction. To maximize sam-
pling reliability and minimize the number of measurements, a procedure known as
“stratified sampling” was employed (e.g. Yamate and Stockham, 1979). Basically,
“stratified sampling”means that since number concentration of smaller particles is
higher than that of larger ones, a smaller volume is analyzed for sizing smaller

particles, while a larger volume is used for larger particles.

The above procedure is necessary even if counting every particle in the holo-
gram could be accomplished through patience and tedious work. As mentioned in
the previous chapter, we can move either the 75 ¢m rail or the z-micrometer in

the z direction to focus the images of particles within a particular x-y frame. The

distance, Az, over which a particle can be observed, is roughly proportional to %‘E,
where d is the size of the particle and A the wavelength of the illuminating light
(Stanton et al., 1984). Hence, even though the 75 ¢m rail with 1 mm position accu-
racy is sufficient for particles with dimension larger than 30 um, the z-micrometer,
which has position accuracy of 10 um, should be used in focusing the images of
smaller particles with smaller Az. The 75 ¢m rail can be moved much more easily
and faster than the micrometer. Analyzing larger particles with this rail saves time

since a larger volume needs to be examined.
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The reconstruction volume of each hologram is about 10.6 em?3. For each holo-
_ gram, we first scanned through a émall three-dimensional volume in the hologram
(0.2 to 0.8 ¢m?®) by adjusting the x,y,z-micrometers with the 75 ¢m rail at a fixed
position. All particles inside this volume with equivalent diameter equal to or larger
than 10 um were measured until the total number exceeded 200. Following the same
observation procedure, we went through another volume of about 0.7 to 3.2 cm?®
searching for all particles larger than 20 ym until we had more than 100 particles.
Then with the z-micrometer fixed, the 75 ¢m rail and the x,y-micrometers were
used to examine a volume of about 1.4 to 7.0 em? for particles larger than 30 um.
It took one to two days to analyze one singly exposed hologram to obtain the size
distribution of a particular sample. The total volume examined ranges from 3.0 to
10.0 ¢m?®, and the total number counted ranges from 400 to 800 for each hologram

analyzed.

We measured the equivalent diameter and recorded the appropriate sample
volume of each group of particles based on the above analysis. To construct the
size distribution, we divided the possible size range from 10 to 250 um into 14
subranges. Each subrange covers the diameter ranging form d; to d;,, and d;’s
were determined in such a way as to maintain A Log(d;) = Log(d;+1) — Log(d;) =

constant between adjacent subranges. Hence, using 10 steps per log cycle we have:

d; (um) =10*+0160-1 5 =115 (4.1.1)

If V3 is the examined volume for particles with diameter d, the probability
density function, p(d;), of the size distribution based on particle volume can be

calculated according to the following equation:
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> (d%/Va)

d;<d<d;i:
(dj+1—d;) D (d3/Va)

total

p(d;) = (4.1.2)

4.1.2 Settling velocity of individual particles

Settling velocities of individual particles were measured from doubly exposed
holograms. Upon reconstruction, double images of particles were focused; the aver-
aged equivalent diameter and the distance between the centroids of the two images

were measured.

When the doubly exposed hologram was recorded, the shutter, not the film,
had to be rewound between two exposures to reactive the shutter. This process
may slightly change the position of the film in both vertical (0 to 20 um) and
horizontal directions (0 to 200 um). For each hologram, the double images of
dust particles on the optical windows were also analyzed to give the vertical and
horizontal displacements due to the film movement, i.e., Al, and Al,. Since the
settling of particles induces only the vertical displacement of images, the horizontal
displacement must result from the film movement. The vertical displacement due
to the film movement should be added to or subtracted from the vertical distances
measured between two images in calculating fall velocities. If the film movement
increases the settling distance, the vertical correction, Al,, is negative, and vice
versa. Taking [/, as the distance measured between two images and At as the time

difference between exposures, we can calculate the settling velocity as:

l, + Al,
W= ——

~ (4.1.3)
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4.1.3 Settling velocity distribution

One of the main objectives of our experiment is to obtain the settling velocity
distributions based on the particle volume for different types of sewage particles.
From the settling velocity measurements described in the previous section, we ob-
tained the information on both sizes and fall velocities of a group of particles. If
these particles are representative, we can derive the fall velocity distribution based

on particle volume directly from the measurements as:

> &
w; Swlw;4+g
f(wi) = i —w) 5 & (4.1.4)

total

However, this equation gives a biased result because the probability of sampling
particles of a certain size and velocity is not uniform for all velocity and size ranges,
but depends on the fall velocity of particles, the initial position of particles in the
settling cell, and the time of recording holograms. Hence, the size and fall velocity
distributions, as calculated directly from the observed particles in the measuring
window from settling velocity measurements, are different from the true distribu-
tions of the samples that are introduced into the settling cell. In the following, we
discuss this biased sampling probvlems in detail as well as the procedures used to

counteract the sampling bias in the velocity distribution data.

4.1.3.1 Sampling problems

There are two important length scales and three time scales which work to-
gether to determine the range of the velocities that can be measured using this

holographic technique. The length scales are the vertical dimension of the recorded
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field (A = 1.5 ¢m) and the distance between the water surface and the observation
window (L ~ 18 ¢m). The time scales are the time between two exposures on the
same frame, At, the time between two adjacent frames, At¢, and the time ¢ when

holograms are recorded.

Currently the camera system is under manual control; there is a low limit on
At and Aty. The shortest At is about 1 sec, and the shortest Aty is about 30 sec.
Particles with velocities fast enough to travel the entire recording field between
two exposures (~ 1.5 ¢m/sec) will be lost or exposed only once on films. This
implies that particles with velocities faster than 1.5 ¢m/sec cannot be measured.
Similarly, particles with velocities fast enough to travel across the entire recording
field between two successive frames (~ 0.05 ¢m/sec) may or may not be observed.

Hence, we can catch some of the particles in this category, but not all of them.

Although the time interval between frames was continuously adjusted to min-
imize the chance of recording the same set of particles twice, it is still possible for
particles with settling velocities less than 0.05 e¢m/sec to stay in the field of view
long enough to appear in two successive frames and, hence, to be counted more than
once. Particles having such slow fall velocities that they fail to reach the observing
window before the end of the experiment will not be recorded. At the present time,
the settling experiments lasted for 48 hr and the smallest observable velocity is

about 1 X 10™* ¢m/ sec.

Another difficulty in obtaining representative samples arises from the separa-
tion of particles during settling because of different fall velocities. Let us assume
that particles start to fall down from an uniform layer of thickness, H, at the top
of the settling cell at time ¢ = 0 as shown in Figure 4.1.1. For particles with fall

velocities in the range of w to w + Aw, the thickness of this layer increases with
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Figure 4.1.1 Settling of particles in the cell
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time according to H + tAw. During the settling of particles, particles are also re-
arranging themselves inside this layer—particles with velocities closer to w tend to
cluster on the top of this layer, and particles with velocities closer to w+ Aw on the
bottom of this layer. Hence, the particle concentration inside this layer decreases
accordingly. However, the sampling volume, ha (a is the area of the cross section
of the settling cell), does not change with time. Therefore, the number of particles
that can be recorded by a hologram depends not only on their initial concentration,

but also on the time when the hologram is recorded.

4.1.3.2 Settling velocity distribution derived from the

measurement of settling velocity

From the discussion above, we conclude that velocity distributions calculated
from Eqn. 4.1.4 are incorrect and a different technique used to derive unbiased fall

velocity distributions is needed and will be introduced here.

Consider Figure 4.1.1 which depicts a group of particles with total particle
volume of V;,; suspended inside the layer H on top of the settling cell at time
t = 0. The volume distribution of particles inside the layer H is described by g(z),
and fOH g(2)dz = 1. We assume these particles have a fall velocity distribution,
f(w), which is independent of the position z. Then, at time t, the total particle
volume that will be observed within the recording field, i.e., from z = L — 0.5k to

z = L+ 0.5h, can be calculated according to the following equation:

H (L—2+0.5h)/t
Vi(t) = /O Vi 9(2)dz /( £ (w)duw (4.1.5)

L—2z—0.5R)/t
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where L is the distance between the water surface and the center of the observing

window, and h is the height of the sampling volume. If we assume that f(w) does

not change dramatically over the velocity range from L=z = 0.5k y, L~ 2 t+ 0.5k ,

it can be approximated by f (Lt——é> . Then Eqn. 4.1.5 can be simplified as:

v = Vi ® [ o7 (177 ez (1.16)

To further simplify the above equation, it is assumed that the initial distri-

bution of particles inside the layer h is nearly uniform, so g(z) z%{—. Hence, we

have:

h 1 /H <L—z>

Vio(t) 2 Vit — = dz
L(t) vy @, f ;
(4.1.7)
h
— Vtot ? f(w(t))

where w =L —=0.5H ?‘SH.

For a doubly exposed hologram recorded at time ¢, we measured the size and
velocity of every particle with diameter larger than 10 um. If there are N particles
in a hologram, we can calculate Vi (t), w(t), and the corresponding probability

density function, f(w(t)), according to the following equations:

N
vi(t) =) d? (4.1.8)

N
Zw,‘ (4.1.9)
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Viot f(w(t)) = VL(t)% (4.1.10)

Since w is observed directly from the holograms, it is not necessary to explicitly

specify L and H in the above analysis, provided H << L, as it is.

Repeating the above computations for all holograms that were analyzed (typi-
cally 40 to 60 holograms for one sample), we got a curve of V3o f{w) versus w. We
then integrated this curve to get V¢, and normalized the Vy,: f(w) curve by Vi, to

get the cumulative probability function, F(w) = [ f(v)dv.

Finally, the velocity range from 1 x 10~ to 0.05 em/sec was divided into 27
subranges in such a way to keep constant ALog(w;) = Log(w;+1)— Log(w;). Hence,

we have:

w; (em/sec) = 1074+0-1(-1) ;=1 28 (4.1.11)

Based on the F(w) curve derived from the settling experiment, we applied an
interpolation method was applied to get F(w;). The probability density function,
f(w;) for a special velocity range, w; to w;;1, can then be calculated using the

following equation:

(4.1.12)

4.1.3.3 Conditional settling velocity distribution derived from

the measurement of settling velocity

As mentioned before, a single settling analysis for one sample lasted for 48 hr.

If more than one sample is withdrawn from the preceding coagulating experiment for
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testing, some of them have to be stored for several days before the settling test, and
the possible change of the samples during the storage is a major concern. Since it
took only minutes to record holograms for size analysis, our experimental procedure
was to record singly exposed holograms for all samples immediately after they were
withdrawn from the coagulator. The settling measurements were then conducted
after the size measurements. If it is assumed that the fall velocity distribution
of particles within a particular size range, i.e. the conditional probability density
function f(w | d), does not change with time, the fall velocity distributions can be

derived based on the independent measurements of size and fall velocities.

The analysis in Sec. 4.1.3.2 can be repeated for a small size range, d; to d;1,
to provide the conditional probability density functions for this size range. If there
are M particles with diameter in the size range, d; to d;, inside a hologram, the

corresponding equations to calculate the distributions are as:

M
Vi (8) =) d} (4.1.13)
1=1

1 M
D) =+ Y wi (4.1.14)

t

Vtot,dj f(w(t) , d]) = VL,dj (t)ﬁ (4.1.15)

F(wit | dj) — F(w; | d5)

(4.1.16)
Wit1 — Wy

Flws | d;) =

This resulting conditional probability density function, f(w;|d;), will now be used in
conjunction with the size distribution measured from the single exposure hologram

to give fall velocity distributions of different samples.
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4.1.3.4 Settling velocity distribution derived from the

measurements of size and settling velocity

The fall velocity distribution of a sample can be derived from the separate
measurements of sizes and velocities. The size distribution is calculated according
to Eqn. 4.1.2, and the velocity distribution within a certain size range according to

Eqn. 4.1.16. The combined results give the fall velocity distribution as follows:

flw) =Y fwi | dj)p(d;)(djs1 — dj) (4.1.17)
J .

This result now includes adjustments for the systematic biases of the hologram

procedure. There are still, of course, the usual random sampling errors. This result

is finally integrated to obtain cumulative distributions F(w;).
4.2 Experimental Results

Four sets of experiments using different sludges and different mixing processes
were performed. The experimental conditions and related parameters in mixing and
settling measurements are summarized in Table 4.2.1. Samples used in this study
were the digested primary sludge (D.P.S.) from CSDOC and the efluent mixture
(comprised of 46 % primary effluent and 54 % secondary effluent) from CSDLAC.
Simple mixing, i.e., one dilution and one stirring speed for a short period, was
used for particle coagulation in Runs 1 and 2. The coagulating reactor was used to

simulate the special mixing history in the plume (plume mixing) in Runs 3 and 4.
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Table 4.2.1 Summary of experimental parameters for the settling measurements

of sludge and effluent particles (Concentrations given are suspended

solids in the samples tested.)

No. Sludge Coagulation Size Settling velocity
sample distribution measurement
la D.P.S. Simple mixing 10° : 1 dilution 10% :1 dilution
(CSDOC) ~ 250 mg/! ~ 0.3 mg/l in seawater
~ 25,000 mg/l for 20 min ~ 2.5 mg/l
1b  Same as above Same as above — 10* : 1 dilution
~ 250 mg/l in distilled
water, ~ 2.5 mg/!
2 Effluent Simple mixing ~ 0.47 mg/! ~0.47 mg/l
(CSDLAC) ~ 2.82 mg/l
56.5 mg/! for 25 min
3 D.P.S. (CSDOC), Plume mixing
t = 0", 10000 mg/l  ~ 0.2 mg/l 1.50 mg/!
t =20", 250 mg/! ~ 0.2 mg/l 2.74 mg/l
t =1'20",60 mg/l ~0.2mg/l 1.88 mg/!
t =2'30",23 mg/l ~0.2mg/l —
t =3'50",20 mg/l ~0.2mg/l —
t =5'40",20 mg/l ~0.2mg/l 2.47 mg/l
t =6'20",20 mg/l ~0.2mg/l —
4 Effluent (CSDLAC), Plume mixing
t=0",58 mg/l 0.29 mg/! 2.9 mg/!
t =40",2.14 mg/l  0.43 mg/l —
t = 120", 1.03 mg/l 1.03 mg/! —
t =2'10",0.56 mg/l 0.56 mg/l 0.56 mg/l
t = 320", 0.70 mg/l 0.70 mg/l —
t = 4'30"”, 0.68 mg/l 0.68 mg/l 0.68 mg/l
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4.2.1 Run 1—Digested primary sludge (CSDOC), simple mixing

The first run was conducted with digested primary sludge from the County
Sanitation Districts of Orange County. It was done before the special reactor was
built for simulating the mixing and dilution history in a plume; instead the mixing
was done with a magnetic stirrer at constant dilution. The experimental conditions
of this run were as follows: A sample of 20 ml D.P.S. was added to a flask with
2 [ artificial seawater. The solids concentration of this suspension was 250 mg/!.
This suspension was stirred with a magnetic stirrer for 20 min. Two samples were
withdrawn and diluted with artificial seawater and distilled water respectively to
a total dilution ratio of 10 : 1 for settling velocity analysis. Another two samples
were taken from these two diluted samples and diluted further to 10° : 1 dilution

in seawater and distilled water respectively for size distribution measurements.

4.2.1.1 Size distribution

Particle size measurements were performed for the sample diluted in seawater
only. Sixty-five particles were observed in the 10-to-20 um size range inside a volume
of 0.40 cm?, 315 in the 20-to-40 um size range inside a volume of 2.08 ¢m3, and 156
for diameter larger than 40 um in a volume of 3.87 ¢m2. The probability density

function p(d) was calculated according to Eqn. 4.1.2. Instead of presenting the
result as p(d) versus d, it is plotted as p(d)Ad versus Log d (Figure 4.2.1). The
’ A(Log d) I 4t

total area under this curve is unity (3 p(d)Ad = 1), and the area integrated over

a particular size range represents the ratio of volume of particles in that size range
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Figure 4.2.1 Size distribution (d > 10 um) of the D.P.S. (CSDOC) after coagu-
lation with a magnetic stirrer at 250 mg/l for 20 min, measured by

holographic technique

to the total volme. The median diameter (for particles > 10 um) falls between 50

to 63 um in this case.

4.2.1.2 Run la—Settling velocity distribution measured

in seawater

Thirty-six holograms were analyzed for the settling experiment of coagulated
D.P.S. in seawater; the equivalent diameter and fall velocity of 755 particles were
measured. The relationship of w versus d is plotted in logarithmic scale to cover the

wide velocity and size ranges (Figure 4.2.2). The fall velocity distribution estimated
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from the settling velocity measurements alone (according to Eqn. 4.1.8 to 4.1.12)

is plotted in Figure 4.2.3. The result shows the 50% settling velocity for particles

larger than 10 um as 3.5 x 1073 e¢m/sec.

The conditional velocity distribution shown in Figure 4.2.4 was calculated on

the basis of Eqn. 4.1.13 to 4.1.16, and %"{IJT‘?%)’E was used instead of f(w) in the

figure to provide better illustration. For all size ranges, the velocity distribution
covers a wide range and the median velocity increases with the size. The settling
velocity distribution was derived from the size distribution (Figure 4.2.1) and ve-
locity measurements (Figure 4.2.4) by use of Eqn. 4.1.17 is shown in Figure 4.2.5.
The 50% fall velocity is about 1.8 x 102 ¢m/sec for the particles larger than 10

um.

4.2.1.3 Run 1b—Settling velocity distribution measured

in fresh water

Thirty-eight holograms were analyzed for the settling test of the same sludge
sample in fresh water and 643 particles were measured. The same procedures as
in Sec. 4.2.1.2 were used to 6btain different settling curves. Figure 4.2.6 shows
the w — d relationship, which is quite similar to that observed in seawater. Fall
velocity distribution est‘imated from the settling test alone is shown in Figure 4.2.7,
which gives the 50% velocity as 4 x 1072 ¢m/sec. The conditional fall velocity
distributions are plotted in Figure 4.2.8. If we assume that the size distribution
is the same as that in seawater, we can use the size distribution obtained in Sec.
4.2.1.1 to compute the velocity distribution as in Figure 4.2.9, which shows the 50%

velocity as 2 x 10~2 e¢m/sec.
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4.2.2 Run 2—Effluent (CSDLAC), simple mixing

The solids concentration of the efluent mixture was 57 mg/l. In this run,
52.5 ml efluent was first diluted with 1 ! artificial seawater to a concentration of
about 2.82 mg/l and stirred for 25 min with a magnetic stirrer. Samples were then
withdrawn from this suspension and diluted to a total dilution of 100:1 for both

velocity and size measurements.

4.2.2.1 - Size distribution

A volume of 2.31 ¢em® was analyzed for particles of equivalent diameter from
10 to 20 um, and 150 particles were observed. For particles larger than 20 um,
179 particles were measured inside a volume of 10.16 ¢m®. The computed size
distribution based on particle volume is shown in Figure 4.2.10. The median size is

between 50 to 63 um.

4.2.2.2 Settling velocity distribution

For the settling velocity distribution, 52 holograms were analyzed and 310
particles were measured. Figure 4.2.11 depicts the w — d relationship, which roughly
covers the same region of the graph as that covered by sludge particles. Figure
4.2.12 shows the fall velocity distribution derived from the settling measurements
alone; the 50% velocity is 1 X 102 cm/sec for particles larger than 10 um. Figure
4.2.13 shows the corresponding conditional velocity distributions for different size
ranges. Figure 4.2.14 illustrates the velocity distribution derived from both the size
and velocity measurements. A much smaller 50% velocity, 2.8 x 10~3 c¢m/sec, is

obtained.
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Figure 4.2.10 Size distribution (d > 10 um) of the efluent (CSDLAC) after coag-
ulation with a magnetic stirrer at 57 mg/l for 25 min, measured by

holographic technique

4.2.3 Run 3—Digested primary sludge (CSDOC), plume mixing

The coagulation process used in Run 3 followed the calculations based on the
buoyant jet equations with the input variables chosen approximately to correspond
to a possible future deep sludge outfall for the Orange County (‘Figure 3.1.1 and
3.1.9). Coagulation was allowed to happen under the controlled condition in the
coagulating reactor. The mixing scenario lasted for 6 min and 20 sec. To study
the effect of the coagulation on the particle size distribution, a set of samples were

taken from the reactor at intervals during the coagulating process (t = 0", 20",
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120", 2’30", 3'50”, 5'40”, and 6'30"). All samples were diluted immediately to a
concentration less than 2 mg /! with filtered artificial seawater. These samples were
used for settling and filtration measurements. The samples used for size measure-
ments with the holographic technique were prepared by further diluting the 2 mg/i

samples to a concentration less than 0.5 mg/I.

Settling velocity measurements were performed for the samples withdrawn at
0", 20", 1'20", and 5'40". The solutions used to construct the density stratification
inside the settling cells at ¢ = 0" were prepared by adding different amounts of
sodium chloride to small volumes of deionized distilled water. For the rest of the
samples, artificial seawater was used as the basis for preparing the solutions used to
produce the stratification inside the settling cells. Since it took at least one week
to analyze one set of settling data, only the holograms recorded for the‘samples

withdrawn at 0” and 5'40” were examined.

4.2.3.1 Size distribution

Since the holographic camera system has a resolution limit of 10 um, gravi-
metric analysis was used to examine the size change during the plume mixing for
particles less than 10 um. Each sample was filtered separately through five Nucle-
pore membranes of different pore sizes: 10 um, 5 um, 3 um, 1 um, and 0.4 um.
The mass collected on the membrane was kept in the range of 0.5 to 1 mg to avoid

clogging effects while maintaining 90% accuracy in the weighing process.

The mass captured on each filter represents approximately the total mass of
particles that are larger than the pore size of the filter. These filtration results were

then used to construct the cumulative size distribution based on the mass of the
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particles (Figure 4.2.15). Studying the size distributions obtained for samples ex-
tracted at different times from the reactor, we concluded that there is no significant
size change through the coagulation process within the sampling error and the error
range of the filtration technique. For all samples, the particles with diameter larger

than 10 um comprise about 60% of the total mass.

Seven singly exposed holograms recorded for samples withdrawn at different
times during the mixing were analyzed. The examined volume, the number of
particles measured, and the approximate dilution ratio are summarized in Table
4.2.2. Figure 4.2.16 shows the size distributions for particles larger than 10 um.
The results, consistent with the ﬁltration'data, show very little change in particle

size distributions at different times. The median size is around 25 um for all samples.

4.2.3.2 Settling velocity distribution at ¢t = 0"

For fall velocity analysis of a sample before dilution and mixing (¢t = 0”),
60 holograms were examined and 493 particles were measured. Figure 4.2.17 il-
lustrates the w — d relationship. The fall velocity distribution calculated directly
from settling measurements is shown in Figure 4.2.18, which has a 50% velocity
of 2.1 x 1073 e¢m/sec. The corresponding conditional probability density func-
tions, f(w; | d;), are depicted in Figure 4.2.19. The velocity distribution calculated
based on Eqn. 4.1.17 is shown in Figure 4.2.20, which gives the 50% velocity as

7.6 x 1074 cm/sec.

4.2.3.3 Settling velocity distribution at ¢t = 540"

For settling velocity analysis after the simulated plume dilution and mixing

(t = 5’40”), 53 holograms were analyzed with 543 particles measured. The same
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times of plume mixing, measured by gravimetric technique
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Table 4.2.2 Summary of the number of particles and sample volume measured for
the hologram recorded for each sample taken at different times during

plume mixing experiment of the D.P.S. (CSDOC).

time 100um<d<20 ,u;[ 20um <d<30um d>30um dilution
: N V (em?) N V (ecm?) N V (em?) ratio

0 133 0.281 185 1.537 92  4.390 1.2 x 10°
20" 124 0.225 168 1.082 99 3.258 1.0 x 10°
1/20" 124 0.263 154 1.073 94 3.239 1.0 x 10°
2/30" 127 0.298 161 1.627 81 4.449 1.3 x 10°
3'50" 04 0.285 146 0.928 99 2.381 6.2 x 104
5'40" 119 0.241 221 1.458 64 2.340 1.0 x 10°
630" 137 0.350 159 1.576 82 4.138 1.3 x 10°

procedures as in Sec. 4.2.3.2 were repeated to obtain different settling curves. Figure
4.2.21 shows the w —d relationship, which is very similar to that observed at ¢t = 0.
Fall velocity distribution from the settling experiment alone is shown in Figure
4.2.22, which gives a 50% velocity of 2 x 10™2 ¢m/sec. The conditional fall velocity
distributions are plotted in Figure 4.2.23. Together with the size distribution at
540", we obtained the velocity distribution as in Figure 4.2.24, which shows a 50%

velocity as 1 x 1072 ¢m/sec.
4.2.4 Run 4—Effluent (CSDLAC), plume mixing

The purpose of Run 4 was to simulate the ocean discharge process of the ex-
isting 120-in diameter effluent outfall of Los Angeles County by controlling the
dilution and the mixing intensity inside the coagulating reactor (Figure 3.1.2). The
solids concentration of the mixed effluent was only 58 mg/l; to provide enough par-
ticles for gravimetric and holographic measurements, the dilution ratio was slightly

decreased and stopped at 100 after 190 sec (Figure 4.2.25). The solid line in Figure
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Figure 4.2.22 Settling velocity distribution (d > 10um) of the D.P.S. (CSDOC)
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ment alone: (a) density distribution, (b) cumulative distribution
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Figure 4.2.25 Revised dilution history of the plume mixing experiment for the ef-
fluent (CSDLAC): original design (—), revised design (- - -), and

experiment measurements(X)

4.2.25 shows the original dilution schedule, the dash line the revised dilution sched-
ule, and the crosses the experimental measurements. The stirring rate still followed

the designed value, and the coagulating experiment lasted for 4 min 30 sec.

Six samples were withdrawn from the reactor at t = 0", 40", 120", 2'10",
3’20”, and 4’30”. Dilutions measured for these samples are shown in Figure 4.2.25.
These samples were analyzed for size distributions using both the holographic and
filtration techniques. Settling velocity measurements were performed for the sam-
ples withdrawn at 0", 2/ 10”. , and 4/30”. These settling tests were conducted only for
a duration of 8 hr in the settling cell (48 hr in previous runs) in order to minimize
the storage time, hence, the possible deterioration of other samples waiting to be

tested. The measurable velocity range was then reduced to the range of 5 x 10~4
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to 0.05 ¢m/sec. Based on the previous settling velocity measurements, the volume
fraction of the particles larger than 10 um but with fall velocity from 1 x 10~4 to
5 x 10™* em/sec ranges from 2 to 15%. These particles were not measured in this
experiment. Due to limited time, only the holograms recorded for the 4’30” sample

were analyzed.

4.2.4.1 Size distribution

Since the solids concentrations of the effluent samples were too low to provide
enough volume for multiple filtration processes with membranes of different pore
sizes as described in Sec. 4.2.3.1, only 0.4 and 10 um membranes were used here.
The filtration results, which gave the percentage by weight of particles larger than
10 um, showed insignificant changes among samples taken at different times—about

20% solids by weight were larger than 10 um for all samples.

Table 4.2.3 summarizes the volume examined, the number of particles mea-
sured, and the approximate dilution ratio for all the holograms analyzed. Figure
4.2.26 illustrates the size distributions based on particle volume for particles larger
than 10 um at different times. Again, no significant change in size distributions

was observed. The median diameter ranges from 26 to 28 um.

4.2.4.2 Settling velocity distribution at ¢ = 4/30"

For the settling experiment of the sample withdrawn at ¢t = 4’30”, 59 holograms
were analyzed and 97 particles were measured. The w — d relationship as shown
in Figure 4.2.27 is similar to those obtained in Runs 1, 2 and 3. If we assume
that particles with velocity smaller than 5 x 10~ ¢m/sec can be neglected, the

velocity distributions for particles larger than 10 um and the velocity distributions
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Table 4.2.3 Summary of the number of particles and sample volume measured for

the hologram recorded for each sample taken at different times during

plume mixing experiment of the effluent (CSDLAC).

time 10um <d<20um 20um<d<30um d>30pum dilution
N V (em?®) N V (ecm?) N V (em?) ratio
0" 150 0.669 165 3.249 37 10.287 200
40" 239 0.759 149 2.667 35 6.373 130
1/20” 309 0.446 145 1.115 108  3.209 48
210" 145 0.233 140 1.339 (i 4.115 57
210" 150 0.233 177 1.872 74 3.518 57
210" 162 0.233 170 1.287 83 3.331 57
3/20" 250 0.714 145 2.008 75 5.107 108
4'30" 150 0.268 164 1.607 90 4.341 86

for different size ranges are shown in Figures 4.2.28 and 4.2.29 respectively. Figure
4.2.28 shows the 50% velocity of 1.2 x 1072 em/sec. The fall velocity distribution
derived from both size and velocity measurements is presented in Figure 4.2.30,

which shows the 50% velocity of 1 x 1072 em/sec.

4.3 Summary

In summary, four sets of coagulating and settling experiments were performed
using the digested primary sludge from CSDOC and the effluent from CSDLAC.
Simple mixing with a magnetic stirrer was used for particle coagulation in the first
two runs. Plume mixing, which was simulated inside a laboratory scale reactor,
was used for the other two runs. These experiments illustrated the procedures for
measuring the size distributions and the settling velocity distributions of effluent
and sludge samples using the in-line holographic camera and the associated analysis

system developed in this research.
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times of plume mixing, measured by holographic technique
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Figure 4.2.28 Settling velocity distribution (d > 10um) of the effluent (CSDLAC)
measured in fresh water at ¢ = 4’30”, derived from the settling mea-
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Figure 4.2.30 Settling velocity distribution (d > 10um) of the effluent (CSDLAC)
measured in fresh water at ¢ = 4’30”, derived from the measurements
of both size and velocity: (a) density distribution, (b) cumulative

distribution
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For size measurements with the holographic technique, equal-area diameter
was used as the equivalent diameter for particle classification. Currently, the small-
est equivalent diameter that can be analyzed using this holographic camera system
is 10 um. Particles that are smaller than 10 pym have very small fall velocity
(<1 x 107% ¢m/sec). Hence, settling is no longer the controlling process in deter-
mining the fate of these particles. In order to determine the mass concentration
of these unmeasured particles for proper interpretation of the measured fall veloc-
ity distribution of the particles, samples were filtered through 10 um Nuclepore

membranes.

It is concluded from our experimental results that there are no significant
changes in the size distributions observed at different times during the simulated
plume mixing. For the the digested primary s]udge_from CSDOC, the mass fraction
of the particles larger than 10 um remains roughly as 60 %, and the median diam-
eter of these particles is around 25 um. For the efluent from CSDLAC, particles
with diameter larger than 10 um have a m<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>