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ABSTRACT

Picosecond time-resolved rotational coherence spectroscopy is developed as
a probe'df excited state rotational level structure and alignment. The mea-
surement technique employs a combination of supersonic cooling by molecular
beam expansion, coherent picosecond pulsed laser excitation, and time-resolved
and polarization-analyzed detection of spectrally dispersed fluorescence. The
requisite measurement system response time of approximately 50 picoseconds is
attained using time-correlated single photon counting and a microchannel plate

detector.

In the case of purely rotational coherence (PRC), i.e., when rotation may be
treated in the rigid rotor approximation, analysis of the polarization-analyzed
fluorescence provides direct information about the rotational constants and
structure of the molecule’s excited vibronic state. This method of structural
determination of excited states has the inherent advantages over conventional
frequency-domain spectroscopy of sub-Doppler resolution and insensitivity to
ground state structure. As a result, it is particularly valuable in investigations
of large molecules and complexes. Analyses of PRC measurements on eight
different molecular systems are detai'led in this thesis. These provide illustrative
examples of various aspects of the technique while permitting the derivation
of new information about the excited states of six of the eight molecules or
complexes studied. Principal among the findings are values of the sum of
rotational constants B' and C' of the t-stilbene S, electronic state (B' + C' =

0.5132 - .0008 GHz) and of all three S, rotational constants of anthracene.

~ We also repoft measurements of time-resolved and polarization-analyzed
fluorescence as a function of excess vibrational energy in the S, electronic states
of both t-stilbene and anthracene. We are able to distinguish the contribution
of purely rotational coherence from the contributions of purely vibrational (or
rovibrational) coherence to the evolution of fluorescence from the vibrationally

excited molecule. Our results provide a test of the extent of coupling between



| vibrational and rotational motion and its influence on intramolecular vibrational
energy redistribution. |
Measurements of polarization-analyzed fluorescence of dissociation products
demonstrate that rotational eoherence of the reagent can be transferred to its
fragménts. In order to interpret the results of these and related experiments,
a classical model of fluorescence anisotropy in prompt, impulsive dissociation

reactions is developed.
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Chapter 1

Introduction
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A primary determinant of chemical reactivity in polyatomic molecules is the
extent to which energy deposited in 'one of the many degrees of freedom remains
. localized or is redistributed.! For this reason, understanding the mechanisms and
time scales of energy flow has been a goal of fundamental importance in chemical
phjrsics. Experimental studies of redistribution processes in isolated molecules,
particularly in excited electronic states, have focused on the vibrational degrees
of freedom in an effort to quantify the roles of density of states, coupling
sirengths, and mode and symmetry restrictions in the onset of intramolecular
vibrational energy redistribution (IVR).? Ultrafast pulsed laser and molecular
beam techniques have made it possible to trace in real-time the consequences of
dynamic behavior in isolated molecules and have thereby contributed greatly to

these investigations.®

As clear indications of the involvement of rotational degrees of freedom in
redistribution processes came to light in the early 1980’s,* a number of experi-
ments were undertaken to illuminate the nature of the interactions. Fluorescence
polarization measurements, both steady state® and time-resolved,® ":® were moti-
vated by the understanding that coupling between vibration and rotation which
“results in a breakdown of the rigid rotor approximation will affect the degree of
polarization anisotropy.® The extremes of complete separability of vibration and
rotation and complete randomization of vibrational-rotational energy, within the
constraints of angular momentum conservation, constitute the so-called regular

rotor and statistical rotor limits of molecular rotation, respectively.

The time-resolved polarization studies presented in this thesis began with
the objective of cl#rifying the role of rotations in the well documented IVR
behavior in the S, electronic states of the molecules ¢-stilbene and anthracene.?
In the early course of this work, polarization transients related to free regular
rotor rotation rather than to vibration-rotation coupling were observed. The ori-
gin of these transients is purely rotational coherence or, in other words, coherence

within a superposition of multiple rigid rotor-like rotational quantum statcs.!?



Although fluorescence depolarization as a probe of molecular rotational diffusion
in liquids had long been known!! and studied extensively using laser excitation
on the nanosecond and picosecond time scales,’? there had been no analogous
studies of the free rotation of isolated molecules. The characteristics of rotational
dephasing due to free rotation had received some theoretical attention in the
1960%s,'? but the expected dephasing rates were not accessible to measurement
with the techniques of the day. By the time the above-mentioned investigations
of the role of vibration-rotation coupling in IVR were undertaken, improvements
in laser and molecular beam apparatus had brought the picosecond and sub-
picosecond realm of molecular rotation into the reach of direct experimental
observation. In order to correctly extract from polarization experiments on those
time scales effects originating in nonrigid rotation, it therefore became essential
to understand the manifestations of rigid-rotor rotation associated with purely
rotational coherence (PRC). The advancement of this understanding has been
the primary goal of this thesis. Based on the knowledge acquired, it has then
been possible to examine fluorescence polarization measurements of vibrationally

excited molecules for evidence of deviation from regular rotor behavior.

Beyond its use as a diagnostic for rotational involvement in IVR, studies
of molecular alignment also play an important role in the field of unimolecu-
lar and bimolecular reaction dynamics. When a reaction is initiated from an
anisotropic population of precursors, details of the dynamic interactions may
be manifested in preferential product alignment or angular distributions. The
extraction of these details from experimental observations has been the subject
of much interest.* For reactions, as for isolated molecules, the effect of rotation
must be accounted for in the analysis of alignment sensitive observables. In
particular, the interpretation of product fluorescence anisotropy requires an
understanding of the consequences of rotation of both reactants and prodncts
and the correlation between the two. Each isolated phase of this rotational

evolution can be treated classically in a manner which is formally equivalent
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| to the classical treatment of purely rotational coherence. In conjunction with
studies of dissociation dynamics in our laboratory,!® time-resolved fluorescence
anisotropies of dissociation products have also been measured. In order to
interpret the results of these and similar measurements, a classical model of
the evolution of alignment and angular momentum in an impulsive dissociation

reaction has been developed.

In addition to the prcecding dynamic implications, the opportunity for a
completely distinct and unexpected application of time-resolved polarization
measurements was presented by one aspect of our observations. This was the
presence of intensity recurrences or rephasings at times related to the structural
parameters of the excited state.’® Frequency resolution and assignment of the
individual rotational lines of vibronic transitions has long been employed for the
precise determination of the rotational constants of excited electronic states of
small molecules. In order to extend this technique to larger molecules, whose
spectra have denser rotational structure, ultra-high resolution lasers and strongly
collimated molecular beams to reduce the Doppler linewidths are required.'” For
sufficiently dense spectra, as measured on the scale of the natural linewidth, due
. either to size, asyminetry, or direction of the transition moment, this technique
is not applicable. Purely rotational coherence spectroscopy is found to offer an
alternative, effectively Doppler-free, time domain approach to the determination
of excited-state rotational constants. Due to the nature of the phenomenon of
PRC, this approach has criteria for applicability completely different from those
of the frequency domain measurement. In particular, because the time scale
of recurrences lengthens as the rotational constants get smaller, the technique
is readily applicable to large molecules. A major focus of the work presented
in this thesis is demonstration of the practical utility of PRC spectroscopy for
determination of excited-state rotational constants and structures. Results have
shown that the usefulness of the technique is not severely limited by requirements

of symmetry or dipole direction and that the information obtainable is compa-
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rable and complementary to that derived from high resolution frequency domain
spectroscopy. Moreover, PRC recurrences have now been observed by a variety of
. detection schemes, including multi-photon ionization,!® fluorescence depletion,!®
and laser induced fluorescence.?’ These facts and the inherent advantages of the
technique suggest it can find broad application in the study of excited electronic
states of large molecules.

Briefly, the organization of the remaining chapters is as follows. Chapter 2 is
intended to give the reader a thorough grounding in the theoretical foundation
of PRC. Section I of that chapter gives an overview of the phenomenon and
describes the principle features of the quantum mechanical treatment, which has
been fully developed elsewhere.!® Section II takes a detailed look at the classical
treatment of alignment phenomena. In Part A, a general classical derivation of
polarization anisotropy is given. Application both to isolated, stable molecules
and to dissociation products, under the restriction of symmetric top motion,
is the subject of Part B. Section III focuses on the implications of molecular
asymmetry both for the observable characteristics of PRC and for its numerical
calculation from the quantum mechanical expression. Chapter 3 is devoted
to a description of the experimental apparatus and procedures employed in
" the measurement of time-resolved and polarization-analyzed fluorescence. The
methods of analysis of this data, principally involving comparison and fitting
* to numerical simulations of PRC signals, is described in Chapter 4. Finally,
experimental results are presented and discussed in Chapter 5. The arrangement

of that chapter is detailed in its own introduction.
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Chapter 2

Theory of Rotational Coherence and Alignment

Portions of this chapter are taken from the following published articles:

“Purely Rotational Coherence Effect and Time-resolved Sub-Doppler Spec-
troscopy of Large Molecules. II. Experimental,” by J. S. Baskin, P. M. Felker,
and A. H. Zewail.

Reprinted with permission from The Journal of Chemical Physics, Volume
86, p. 2483. Copyright 1987 American Institute of Physics.

and

“Determination of Excited-State Rotational Constants and Structures by
Doppler-Free Picosecond Spectroscopy,” by J. S. Baskin and A. H. Zewail.

Reprinted with permission from The Journal of Physical Chemistry, Volume
93, p. 5701. Copyright 1989 American Chemical Society.
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I. Purely Rotational Coherence in Symmetric Top

Molecules

As an introduction to the theory of purely rotational coherence (PRC), we
describe here a simple, physically intuitive picture of the phenomenon. 1t is
baéed on the fact that the properties (e.g., time and polarization dependence) of
PRC fluorescence signals can be understood as arising from the classical motion
of each molecule-fixed transition dipole as the molecules of the sample rotate
freely in space. This classical motion, coupled with the quantization of angular
momentum, reproduces the quantum mechanical manifestations of PRC both

qualitatively and, to a great degree, quantitatively.!

For example, Figure 1 illustrates the classical rotation of a rigid prolate
symmetric top of moment of inertia I, about the figure axis and I, about any axis
perpendicular to it. (We designate the unique axis of the top by the term figure
axis instead of symmetry axis since the latter has more general applications. The
figure axis of an accidentally symmetric top need not even be a true symmetry
axis.) This can be described as consisting of two motions: 1) a precession or
nutation of the figure axis about the total angular momentum vector J, at
angular frequency w, or frequency v, = w,/(27); and 2) a rotation about the
figure axis of the body at angular frequency w,. Although the first motion is
commonly referred to as precession, nutation is the more proper tcchnicﬂ term
when the motion is not induced by the action of a torque. Fig. 1 shows the
position of the body at two different times separated by half of the nutation
period. The angle 8 between the figure axis and J remains constant so that
the component of J along the figure axis (= K ) has constant magnitude. The

frequencies v, and v, are given by®

1 = Jh 4B

1 = 1 1 Kh (4rA 47B\
vy = §~7~r~|J| cosG(}mw }:;): W(“ﬂﬁ“““‘ﬁ“) =2(A - B)K (1.2)

a
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where J and K are the magnitudes of J and K, respectively, in units of & and
the definitions of the rotational constants B = fi/(4nl}) and A = h/(4nI,) have
been used. (For an oblate top, v, simply changes to 2(B — C)K.)

Thus, it is seen that a dipole that is parallel to the figure axis partakes
only of the nutational motion, sweeping out a cone in space at the frequency
vy = 2BJ. As a result, the radiation from this dipole in any given direction
returns to its original value at the period 1/(2BJ). It is clear then that the
intensity may be modulated only by the nutation frequency, and possibly higher
harmonics thereof, but not by the rotation frequency. By contrast, when the
dipole is perpendicular to the figure axis, it undergoes both nutational and
rotational motion so frequencies based on both v, and v, may appear. For v,,
only the second harmonic, i.e., 4(4 — B)K, is relevant since a rotation about
the figure axis of 180° returns the dipole to its original direction. Both the
time dependence and polarization dependence of the fluorescence from individual

molecules can be derived from this model.

In practice, the measured fluorescence signals to be considered in this thesis
arise from excitation by a linearly polarized pulse of macroscopic samples con-
. taining molecules in a large number (typically thousands) of different rotational
states. At t = 07, the dipoles of the excitation transition are partially aligned
along the direction of the excitation polarization. The molecules thereafter
undergo various forms of the motion described above, producing their own indi-
vidual modulation or beat patterns with a wide range of modulation frequencies
determined by the angular momentum and the excited state rotational constants
B'and A'. The alignment and synchronization imposed by the excitation pulse
and the postulate that J and K may assume only integral values then lead to
the following quantitative picture of the macroscopic behavior of PRC when the
dipoles of the excitation and detection transitions have the same orientation
in the molecule: 1) For parallel transitions (dipole parallel to the figure axis),

a total spatial realignment or rephasing of dipoles occurs at the fundamental
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nutation frequency 2B’, since all molecules nutate at some multiple of that
frequency. 2) For perpendicular transitions, rephasings occur at 4(4' — B'),
which is twice the fundamental rotation frequency, as well as at the fundamental
nutation frequency 2B’, but these rephasings are only partial unless the two
freQuencies’ are commensurable. Recurrences in fluorescence (or absorption)
intensities associated with such patterns of dipole rephasings constitute the
principle observable consequences of PRC in symmetric tops. The exact nature
of the recurrences will depend on the fluorescence component detected. For
example, in the cases described above, the major recurrences will clearly be
positive in the fluorescence component with polarization vector parallel to that
of the excitation pulse (henceforth referred to as parallel fluorescence). If, on the
other hand, the excitation and detection dipoles are perpendicular to each other,
parallel fluorescence will display negative recurrences. In each case, recurrences
of opposite phase will appear in the perpendicular component of fluorescence.
These properties and specific cases will be discussed in more detail in Section II

of this chapter.

The preceeding picture of PRC as a consequence of the orientational evo-

- lution of isolated molecules has its quantum mechanical analog in the evolving
character of a coherent éuperposition of rotational eigenstates. This superposi-
tion is prepared by the coherent excitation of multiple excited clectronic state
rotational levels from a single ground state rotational level, as permitted by the
appropi’iate electromagnetic transition selection rules and the laser bandwidth.
Since these excited state levels may in turn emit to certain common ground state
levels, quantum interference effects (quantum beats) are expected in fluorescence
when the detection does not resolve the separate emission channels®. In this case,
the fluorescence will be modulated at frequencies corresponding to the energy
splitting between the interfering excited state rotational levels, with amplitudes
which depend on the particular excitation/emission channels involved. Since

fluorescence polarization also varies with rotational state, the resultant beat
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pattern is detection polarization dependent. This is a common feature of all
quantum beats arising between rotational levels, such as Zeeman* or Stark®
. quantum beats. In those cases, however, the heats appear only in the presence
of an applied field and correspond to a precession of the molecules induced by
the torque on a permanant dipole.

For a rigid prolate symmetric top molecule, the rotational levels in the

excited state have energies E given by
E/h=F(J',K')Y=B'J'(J' +1)+ (A" - B)K'? (1.3)

where J' and K' are the quantum numbers for total angular momentum and
projection of angular momentum along the figure axis, respectively. Selection
rules for electric dipole excitation are AJ = 0,%1, AK = 0 for parallel dipole
transitions and AJ = 0,+1, AKX = =1 for perpendicular dipole transitions.
For the present considerations, selection rules on the magnetic quantum number
(i.e., the quantum number for the z component of total angular momentum),
M, are not of concern, since M does not affect the rotational energy. Thus, for a
given vibronic transition from a single ground state (J,, K;) level, three and six
different excited state levels may be reached for parallel and perpendicular tran-
. sitions, respectively, when the laser coherence width Av,_, is sufficiently broad.
This process is illustrated for a parallel transition in Fig. 2, which is reproduced
from Ref. 1. € is used to designate the polarization of the excitation pulse.
Emission paths for detection polarization &, || € are also shown explicitely,
showing the sharing of final states that is essential to quantumn interference. The
upward pointing arrows represent the possible use of alternate probe schemes
in which the second transition is absorption rather than emission. The three
energy differences, and hence possible beat frequencies, between the three states
comprising the parallel transition-induced superposition state are always multi-
ples of 2B', whatever the initial (Jy, K ) level. This may be easily confirmed by
consideration of Eq. (1.3) for AK = 0. Five of the fifteen differences between

the six energy levels for a perpendicular transition take on identical values, so
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at most ten distinct frequencies may be involved. Again, three are multiples
of 2B', the fourth is a multiple of 4(4' — B'), and the six others are sums and
differences of the fourth frequency and each of the first three. These last are

not, in general, multiples of any combination of molecular constants.

The actual beat frequencies depend, for both dipole directions, on the
initial (J,, K,) level involved, so that the rotational beat patterns arising from
different initial states will be different. The frequencies present in the rotational
gquantum beat patterns of individual molecules are found to match closely those
of the fluorescence modulations derived from the classical rotational motion.
For example, Fig. 3 shows the expected parallel fluorescence intensity when the
(J, = 6,K, = 3) rotational level of a symmetric top molecule with rotational
constants approximating those of t-stilbene is excited by a delta function pulse.
This M quantum number has been summed over to obtain this intensity, so that
it corresponds to an average over spatial orientations rather than to a true single
molecule. The fundamental nutation period of {-stilbeneis 1/2B' = 1.95 ns, and
the pertinent transition dipoles are both assumed parallel. The signal is seen
to repeat exactly with the 1.95 ns period. It also shows a major quasi-periodic

“oscillation resulting from the superposition of beat frequencies at J,-2B' = 12B'
and (J, + 1) - 2B’ = 14B'. This pair of frequencies is the quantum analog of
the single classical nutation frequency of the J; = 6 molecules. The smaller
recurrence also has its classical equivalent due to the fact that the figure axis
is approaching a complete reversal of direction at the midpoint of its nutation

trajectory (see Section II).

Since commensurability of the frequencies of individual molecules is a shared
characteristic of quantized classical fluorescence modulations and quantum beat
patterns, previous comments on the effect of thermal averaging on the former
apply equally to the latter. Thus, although signals such as that of Fig. 3
are not observed experimentally, macroscopic recurrences at the fundamental

frequencies 2B' and, for a perpendicular transition, 4(A' — B') do appear in the
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fluorescence intensity. Numerous examples of such thermally averaged signals
may be seen in later sections. |

In the quantum mechanical description of PRC, the simple consideration of
rotational selection rules and energies has been sufficient to derive the modula-
tion frequencies which may appear in the fluorescence signal. To confirm other
properties predicted by the classical picture, such as the phase dependence of
recurrences for given dipole directions and detection polarization, a detailed
calculation is required. Derivation of the appropriate quantum mechanical ex-
pressions has been given in Ref. 1 employing a density matrix formulation. An
alternate derivation is given in the remainder of this section, permitting a simple
statement of the basic equation for PRC beats. Reduction of this basic equation
to the specific analytical expressions given in Ref. 1 can be done, but it involves
fairly laborious algebraic manipulations. In the treatment of Ref. 1, powerful
tensor algebra and symmetry properties could be exploited to carry out this
reduction efficiently.

Consider a polyatomic molecule in which we assume the electronic (g,),
nuclear (g, ), and rotational (a,#,v) coordinates are completely separable. Ig-

noring spin, the total wavefunction of the molecule can be written as follows:

71b = ¢el(qa) '¢vib(qa) ' ¢rot(a$ﬂ1’y) . (1'4")

In the electric dipole approximation, the composition of the coherent superpo-
sition prepared in an excited electronic state by the excitation pulse is governed
by the transition dipole matrix element {1, |d |4,). Here the operator dj is the
component of the electric dipole moment d along the direction of polarization of
the linearly polarized excitation. The nuclear contribution to the electric dipole
gives no contribution to the transition dipole for a transition between electronic
states, since it does not operate on the orthogonal electronic wavefunctions.
It is sufficient, therefore, to let d be the electric dipole due to electrons only:

~

d=)Y,—e-7,. If this operator in the chosen molecule-fixed coordinate frame
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has components d/”, 1 = z,¥, z, then dy is given in terms of these components

and the direction cosine operators relating the two reference frames by
de = Z dI™ cosfy; = d™ cos O, + é;" cos O, + d™cosfy, . (1.5)
i

Substituting Equations (1.4) and (1.5) into the dipole matrix element, one
finds

W’owx ) = Z (/ Plib, Yuiby d”'vib) (/ Proto €08 Ixs Yror, d"rot)

X </¢:100zim¢’=11 chl) - (1.6)

The first integral is the standard vibrational Franck-Condon factor, fpo. The
electronic integral is the i*® component of the transition dipole moment, des-
ignated by d™. The integral over rotational coordinates is referred to as the
direction cosine matrix element. For symmetric top rotational wavefunctions”:®
this matrix element is a function of the initial and final values of the rotational

quantum numbers J, K, and M. In the notation of Ref. 8,

/¢:otg cos f; ¢rot1 dTyo, = (Jo Ko My| cos 0, | T, Ky M, )
= (éxi)JoKoMoiJ1K1M1 ’ (1'7)

Then Eq. (1.8) reduces to

(oldxc|¥1) = fro Z(‘I’Ki) JoKoMoi KMy % (1.8)

1]

Explicit expressions for (i’ i) are given in Ref. 8 in which the

JoKoMo;Jy K1 My
symmetric top figure axis is the z axis, and angular momentum is quantized
along the space-fixed Z axis. The electric dipole rotational selection rules for
electronic transitions simply state the combinations of parameters for which
these expressions are nonzero.

The superposition state excited from a single ground state, for given transi-

tion dipole moment and excitation polarization directions, may now be specified.
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The Z axis is chosen in the direction of the excitation polarization without loss of
generality. It is assumed that a delta function excitation pulse at ¢ = 0 accesses
a single upper vibronic state (|S;v,) in Fig. 1) and that all |J, K, M,) rotational
states for which Zi(@z,-)h

excitation bandwidth., The rotational wavefunction in the excited state at ¢t = 0

m -
KoMoi Jy K1 My d™ is nonzero are within reach of the

is then

"J)rot(o) = fFC Z (Z(@Zi)JuKONIQ;JlKlMldim) |J1K1M1> ' (1'9)
JL K My i

If the sum in parentheses is abbreviated by M 2{;031}, the time evolution of the

superposition state is given by

Yrot(t) = fre Z Mz{'oﬂ} |, Ky M) exp

( 'E(JI’K17M1)
J1 K My

—1 5 t) (1.10)
where E(J,,K,,M,) is the energy of the eigenstate |J,K; M,). In the absence
of applied fields, £ does not depend on M;.
The fluorescence intensity of polarization L from this superposition state
to the state |J,K,M,) is proportional to |(1/)mt(t)|¢f£|JzK2M2)|2, and the total
“detected intensity is
I Kor Moy t) o 3 [(hron ()14 10, 6, 5)

J2 K3 M,

(1.11)

The emission dipole need not be the same as the absorption dipole, as indicated
by the prime on the dipole operator. The range of J, is always J, — 2 to J; + 2.
The maximum ranges of K, and M, are K; — 2 to K, + 2 and M; — 1 to
M, + 1, with the chosen convention of excitation polarization. On substituting
Eq. (1.10) in Eq. (1.11), one finds the final expression for the polarization-
analyzed fluorescence intensity for arbitrary dipole and detection polarization

directions:
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IL(]07K01M01t) &

2

S M (g, K, M,y 7, K M) exp(th)

E(J,,K ,M :
o 3013 mE ) B exp (z'—-——_—-—-——( Lo ‘)t) (1.12)
JoKaM; |y Ky M,
132} .
where (M') Yis equal to >, (%;;) KMy KMy %

The origin of the PRC modulations may be easily recognized in Eq. (1.12).
For certain values of J,, K,, and M,, the interior sum over excited-state rota-
tional quantum numbers has more than one term with nonzero coefficient. (In
a representation like Figure 2 or 3, such a final state is one that is reached by
more than a single path.) When the square modulus is taken in these cases,
one obtains not only time independent diagonal contributions but also time
dependent cross-terms with frequencies fixed by the energy differences between
contributing excited states. Each cross-term is complex, but it is paired with its
complex conjugate so that their sum is real. Since the total intensity is given by a
square modulus, it is positive as well. The terms contributing to the sum depend
“on the directions of the transition dipoles and of the detection polarization, so
that when these change, the beat modulations change accordingly.

Equation (1.12) is the expression for the true single molecule PRC intensity,
showing the dependence on all three rotational quantum numbers of the initial
state. Such an equation must be used when the rotational energy depends
on M as well as J and K. The results of Ref. 1 for field-free single initial
rotational levels are obtained from this equation by summing over M,. For
actual comparisons with experiment, a further weighted summation over all

populated rotational levels of the ground state is required.
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II. Classical Time-dependent Fluorescence Anisotropy of
Symmetric Top Molecules
A. General derivation

This section begins with a derivation of the time evolution of probe signal
intensities following excitation of an isotropic sample by a linearly polarized
delta function light pulse. The nature of the molecular motion following exci-
tation remains arbitrary in this derivation. The consequences of symmetric top
motion will be examined subsequently. The probe process of primary interest is
polarization-analyzed fluorescence detection, but probing by a properly chosen
polarized excitation/detection sequence is equally suitable. The derived time-
dependence will be applicable to the latter case when the signal observed is
proportional to the total population of the terminal state of the pump/probe

excitation sequence.

Many facets of the present derivation, and many of the conclusions drawn,
can be found in an extensive literature of theoretical treatments of molec-
ular alignment phenomena. These have treated fluorescence of both stable

9-20,1

molecules and of dissociation products,?!~%* as well as dissociation frag-

25-31 and Doppler profiles.’? In many cases both

~ment angular distributions
classical and quantum mechanical derivations have been given, demonstrating
that the classical treatments give very satisfactory results for most situations
of practical interest. Previous treatments have often been adapted to special
cases, dealing with, e.g., time-integrated fluorescence, rotational diffusion in
liquids, linear molecule rotation, or specific transition dipole directions. The
derivation here of classical time-resolved and polarization-analyzed fluorescence
is intended to be general enough to admit application both to stable molecules
and photodissociation products. Particular attention is given to all factors which

may influence measured fluorescence evolution, since direct comparison with

experimental results is the ultimate goal.

We describe first the nature of the experiment to be considered and define
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the physical parameters and nomenclature. An initially isotropic population of
ground-state molecules forms the sample under study. We designate a molecule
in this sample by M;. ¢, is & unit vector designating the direction of polarization
of the linearly polarized excitation pulse. Excitation (as well as detection) is
assumed to be via an electric-dipole allowed vibronic transition, with a transition
dipole moment ci; whose direction is fixed in the molecular frame. The instant of
excitation defines ¢ = 0. Because the probability for absorption of the polarized
pump pulse is dependent upon the orientation of ci; relative to €, there will
be created at this instant an excited-state population (M}) with a well-defined
spatial alignment. At some later time ¢, a transition of the molecule M, is
probed, where M, is either equal to M} or is one of its photoproducts. The
instantaneous transition probability of each M, is determined by the orientation
of the dipole moment d; of the probe transition to the probe polarization vector
& Thus the time evolution of alignment of dipole moments d, in the sample
will be reflected in a time-dependent polarization anisotropy of the signal. In
order to calculate the time dependence of the probe signal as a function of probe
polarization, the rotational motion of each dipole must be traced continuously
from ¢t = 0, the moment when the alignment of the population is created by the

" excitation pulse.

As in previous treatments it will be shown that the quantity governing
the polarization dependence of intensities is 5, the time dependent laboratory
angle between the evolving direction of d, and the direction of d, at ¢ = 0.
Final intensity expressions derived here and elsewhere are distinguished by the
specific distribution of 5(%) in the ensemble. Note that the classical treatment of
molecular rotational motion that is employed here corresponds in the quantum
mechanical description to coherent excitation spanning all rotational branches of
the pertinent transitions. In a branch resolved excitation and detection sequence,

no such time evolution is manifested.

As initial conditions for the pump/probe experiment, we assume that a
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very large number N of M; molecules in a single vibronic state are accessible
to the pump laser. The normalized rotational state distribution is given by
ps({i}), where {i} represents any complete set of rotational coordinates for M.
This leads to an expected population P;({:}) = N p;({i}) in rotational state
{i} . The molecules have transition moments and angular momenta distributed
uniformly over 4m steradians, though these distributions are not, in general,
independent of each other. Since absorption of a photon can change the angular
momentum or any of its components by at most A, in the classical limit the
rotational state of M7 will be assumed identical to that of M;. The orientational
evolution which is pertinent to the pump/probe process is completely expressed
in the function n(#) as defined above. This is evident since interaction of the
radiation fields and the molecules is solely through the dipoles. Therefore, we
may treat each subset of M, molecules characterized by a specific n(t) as a
distinguishable final state, and designate the set of parameters on which 7(t)
depends by ({f}). Note that since ({f}) must specify all rotational motion
after ¢t = 0, in the case of dissociation it may depend on the rotation of M} as
well as of M;. The designation “final” might then be more properly replaced
by “post-pump.” Intensities calculated for each {f}-state will be referred to as
" state-resolved since they may exhibit classically distinguishable evolution, but
no direct correspondence to quantum-mechanical states is implied. Finally, we
~ define p;_,; as the branching ratio from initial to final state, giving the expected

fraction of those molecules excited in state {i} which yield fragments in state

{f}

To derive the probe signal intensity from molecules characterized by arbi-
trary {f} and for an arbitrary sequence of pump/probe polarizations, we refer
to the geometry of Fig 4. The probe polarization vector é, is rotated from
¢, by an angle delta in the laboratory. Since the population excited by the
pump pulse must have cylindrical symmetry about €, at all time, the choice of

azimuthal orientation of €, about €; is arbitrary. We write first the probability
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for absarption during a delta-function pump pulse by a molecule in state {i}

with d, as shown. In the linear or low intensity regime

Pe = C,({i}) cos’ a = ?3%{1& (1 4 2P,(cos a)) (2.1)

where Pg(af) = 3(32% — 1) is the second order Legendre polynomial and C, is a
constant of proportionality which is independent of the laboratory orientation
of the dipole. C, will depend in general on the specific vibronic transition and
the characteristics of the pump pulse, and may depend on the initial rotational
state, particularly when the frequency spread of rotational transitions is as great
as, or greater than, the pump bandwidth. Explicit indication of this and other
functional dependences will generally be dropped in the following equations for
readability.

We require next the conditional probability p,.,, for detection of probe
absorption or emission by M, in state {f} with dipole (fz at time £, given that
it was excited by the pump at ¢ = 0. For the particular dﬁz orientation shown,

we may write

Cpr ({f}, t)
3

ppr/a(t) = Cpr({f}ﬁt) cos? = (1 + 21’2((30S B)) (2'2)

where, again, the first term has no angular dependence, but may depend on the
rotational state. This probahility should be interpreted as follows: if, of all M,
in the specified {f} rotational state, a large number n have dipoles oriented,
at time ¢, in the indicated direction, the number of detected probe transitions
expected from these molecules in a single measurement (single probe pulse or
single fluorescence channel width) is np,,./,(f). Note that the population n does
not depend on vibronic state, so it changes in time only as the dipoles rotate.
If the probe process is absorption, C,, is determined by the same factors as C,
but now may vary in time since the vibronic state of the fragment may be time

dependent. When the probe is fluorescence detection in a direction normal to &,,

C,. depends on the spontaneous emission strength (probability for a downward
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transition) at wavelengths within the spectral window of detection, and also
accounts for the solid angle of fluorescence collection and detection efficiency.
In this case, C,, must be time-dependent since the probability of the fragment
remaining in the excited vibronic state decreases with time. In the simplest case,
the probability per unit time for emission by an excited M, will be constant

and C,, will decay exponentially, as it may also for an absorption probe from

r
an excited state. However, for either type of probe, the vibronic state of the
fragment may also be subject to nonradiative evolution (as, for example, when
the vibrational character of the molecule is altered by intramolecular vibrational
energy redistribution) leading to temporal changes in absorption or emission
strength at the probe wavelength. A special case of this type is the spectral shift
of a probe transition caused in the early stages of dissociation by the proximity
of the two fragments.?? Similarly, in the case of predissociation, the spectrum
will shift from that of M3 to that of M, when the separation of fragments occurs.
Such a time dependence may be a function of {f} but cannot depend on the
orientation of the molecule in the lab frame.

The probability for excitation of M, in state {3} with dipole J; as shown,
creation of M, in state {f}, and detection of a probe transition at a time ¢ for

“which the angle between cf;(O) and d, is 77, can be found by combining the above

results and averaging over possible directions of J;:

Paipr(t) = PaPisg <3’pr/a(t)> &

¢, Cplt)
T3 Pimr Ty

(1+2P,(cos @)) (1 + 2P,(cos ﬂ)>¢' . (23)

Each value of ¢' is weighted equally in this average since the azimuthal orienta-
tion of the molecule about J; at t = 0 was isotropic. The average in Eq. (2.3)
may be carried out simply by referring to Figure 3 and applying the addition

theorem for spherical harmonics to P,(cos3).3* This gives

Patpr(t) = % Pinrs Cp;(t) (1 + 2P,(cos @)) (1 + 2Py(cos ) Py(cosv)) . (2.4)
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The total number of transitions expected from molecules in the state {f}
when the sample is probed at time t is found by multiplying Eq. (2.4) by
- P;({i}), averaging over the uniform initial distribution of dj, and summing
(or integrating) over initial states. Multiplication by hv,,, where v, is the
probe transition frequency, then gives the detected energy. The state resolved
average probe intensity over the spatial and temporal extent of the probe beam
or detector, will be proportional to this energy with a proportionality constant
C completely determined by the characteristics of the probe. Thus,

I6 ({f}) t) =C z PJ({Z}) hypr<pa+pr(t)> . (25)
{i}

(@) an

Following the average of P,(cos<) over phi, one obtains

Li({f},t) = (ZPJ({z = p,_,,) hv,, p;(t)

{i}

X < (1 + 2P,(cos a)) (1 + 2P,(cos §)Py(cosn)P,(cos a))> (2.6)

RXax

where terms which cannot depend on the initial state have been factored from

the summation. The notation a,, recalls that the remaining average is part

L 2L sinadadg.

of the original average over a sphere: (...) (o ;

1$)ax -
" This average is zero for Py(cos @) and } for Pj(cos ). Furthermore, note that

if P;({f}) is defined as the total number of M, fragments created in the state
{f}, one has

- O
P;({f}) = %}: P;({i}) 3 (1 + 2P,(cos a)> e Pig
=) P ({z}) 5 Piog s (2.7)
{i}

which is precisely the sum appearing in Eq. (2.8). If the remaining alignment
independent factors C kv, 3C,(t) are combined into a single function a({f}:1t),

the final generally applicable intensity expression can be written

I ({f}’t) = PJ({f}) a({f}yt) [1 + %‘Pz (cos 5)P2 (COSW({f}at))] (2.8)
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where the complete functional dependence of each term is indicated. The

macroscopic signal is then obtained by a sum over all product states:

1) = S LY - (29)
{7}

From these equations, several well-known general properties of the polariza-
tion-analyzed intensities are immediately evident. These deal specifically with
intensities measured at § = 0°, 54.7°, and 90°, designated I, I,, ;. (magic
angle intensity), and I,, respectively. (It is assumed in the following that
the detection efficiency, and hence C,.(2), is independent of §. In practice
this condition is often not met and data collected at different angles must be
normalized to compensate for this bias.) First, from Eq. (2.8) one finds I} +
2I, = 3P;({f})a({f},t), which is independent of the orientational evolution
of the population. Physically, this reflects the equivalence of all directions of
perpendicular polarization, and the fact that the sum of intensities from a dipole
emitter measured with polarizations along any set of three orthogonal axes is
independent of the orientation of the dipole. Secondly, because P, (cos(54.7°))
is zero, Iy g0 = P, ({fDe({r}t) = %—(I“ + 21, ), and hence is also insensitive
to orientational effects. Thirdly, applying the general definition of polarization
anisotropy (r = (I — I, )/(I; +2I})) to the state resolved intensities, one finds

the simple relations

r({f},t) = 0.4 P,(cosn(t)) (2.10)

and
L({fh1) = B({fD) e({fh1) (1+ asr({51,1)) (211)

where a; has the value 2P,(cosé). Eq. (2.10) shows that the initial anisotropy
is equal to 0.4 in the usual case that the pump and probe dipoles have the
same orientation in the molecule-fixed frame. It also shows that the anisotropy

of an isotropic sample has a minimum value of —0.2 which it reaches at times

n

when 7(t) = %, meaning that every d; has reached a position such that it
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is perpendicular to the direction of cfl at ¢ = 0. Finally, the anisotropy of
the macroscopic intensities [Eq. (2.9)] is given by a weighted sum of the state

- resolved anisotropies:

r(t) = ZPj({f})a({f},t)r({f},t)/(ZPj({f’})a({f'},t)) - (212)

{r} {r'}

Since the anisotropies contain all available information about the dipole
orientation, it will be convenient in the following discussions to restrict our
attention to Equations (2.10) and (2.12) whenever possible. If the intensity for
arbitrary delta is required, it may he recovered from the anisotropy by use of

Eq. (2.11) or, for the macroscopic intensity, by

Is(t) = (1 + agr(t)) x (}: P; ({f})a({f},t)>
{7}
= (1+ a57(t)) % Iggp0(2) (2.13)

where Equations (2.9), (2.11), and (2.12) have been used. From the experimental
point of view, Eq. (2.13) confirms the sufficiency of measuring only the two
principal polarization components, I;y and I, because both Iy, 7. and () can
‘be derived from them. k

A simplification of practical utility is achieved in the above equations when
separability of the state and temporal dependence of a({f}, t) according to the
perscription a({f},t) = B({f}) A(t) is assumed. This can usually be considered
a reasonable approximation, in which B({f}) reflects the strength of the probe
transition for the particular rotational state, and A(%) depends only on the
evolution of the vibronic state. (This assumption is actually less restrictive than
it might appear since A(t) need be constant only over those rotational states
for which B({ f}) has a substantial amplitude.) When the above separation is
made, A(t) may be factored from all final state sums. In particular, the weights
in Eq. (2.12) reduce to P, ({f})B({f}), which are related to time-integrated

spectroscopic data, and the time dependence of »(t) is completely attributable
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to the rotational dynamics manifested in 5(t). A full characterization of the
intensities depends additionally onlj on the measurement of the macroscopic
magic angle intensity, which is in this case equal to A(%) to within a multiplicative

constant.

For all calculations presented in this thesis, it will be assumed either that a
common temporal envelope A(t) characterizes all pertinent rotational states or
that the sum in Eq. (2.9) may be separated into at most two parts to account
for contributions from two different population components having different A4’s.
It is further assumed that B depends only on the position of the transition
frequency of each state within the spectral window of the probe, and there-
fore depends only on the energy of the state. This spectral sensitivity is then
determined from the overlap of the rotational band contour with the probe
pulse bandwidth in absorption or the monochromator bandpass in fluorescence.
The spectrally broad picosecond or femtosecond pulses used in the time-resolved
experiments will typically span the entire rotational contour with approximately
constant intensity. Thus, uncertainty in B, even in the abscence of satisfactorily
resolved and assigned time-integrated spectra of congested rotational bands, will
usually not be of great concern. In the classical picture being developed here, it

would appear that the final state weights in Eq. (2.12) could be changed arbi-
trarily by varying the choice of B to obtain many different forms of macroscopic
anisotropy. This is actually not the case, however, since time dependence can
only be observed when the probe pulse coherently spans multiple branches of

the rotational band contour, as mentioned at the beginning of this section.

‘Eq. (2.10) reveals the central role played by the function 7(t) in the evolution
of the signals we wish to calculate. We now derive the form of this function for
the specific case that all motion of the dipole J;. for t > 0 is associated with
the free rotation of a symmetric M,. This situation applies both for excitation
of a stable symmetric M; and for very rapid dissociations that give rise to a

symmetric fragment M,.
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Symmetric top rotation was described in Section I of this chapter and illus-
trated in Fig. 1. Referring again to that figure, we recall that the motion is char-
~ acterized by a constant total angular momentum vector J and a constant angle ©
between J and the figure axis. A complete specification of the orientation of the
top> in a space-fixed frame can be given by means of a commonly employed?® set
of Euler angles (©, @, ¥), as shown in Fig. 5. To be consistent with the definition
of the angle ® defined in Fig. 1, the space-fixed frame (X,Y, Z) is chosen with
the Z axis along J while the z axis of the molecule-fixed frame coincides with
the figure axis of the molecule. Since the directions of the pertinent angular
momentum and of the principal inertial axes may change in a dissociation, we
reserve the use of capital letters (J, (©,®, ¥)) for the description of M,, while
7 and (6, ¢,%) will apply to M,.

Using the Euler angle description, the form of (%) for symmetric M, can
be easily derived. We first determine the motion relative to the space-fixed X,
Y, and Z of the principal axes of M,. This is described by a uniform change in
¢ at rate w, (nutation about j) and in 4 at rate w, (rotation about the figure

axis). The equations of motion of unit vectors along the top axes are therefore

2(t) = (cos(thy + wyt) cos wyt — cos §sin(thy + wyt) sinw, 1) X

+ (cos B sin(1hy + wyt) cos wyt + cos(t, + w,t)sinw, 1) ¥

+ sin @ sin(vhy + wyt)Z | (2.144)
§(t) = (—sin(¢hy +w,t) cosw,t — cos d cos(thy + wyt) sinw, t)f(

+ (cos 8 cos(thy + wyt) coswyt — sin(, + w,t) sinw,t)Y

+ sin 8 cos(vy + w,yt)Z (2.14b)

#(t) = sinfsinw,;t X —sinfcosw,t¥ + cosf Z (2.14¢)

where the arbitrary value of ¢, has been taken as 0. The classical angular
frequencies are as given in Section 1: w; = 47 B | j and w, = 4n (B~ B )j cos ¥,

where now B) and B, are the rotational constants of the molecule about its
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figure axis‘ and about any axis perpendicular to it, respectively. Note that the
frequencies in this form are also valid for oblate tops, for which B =C and w,
. is negative. For now, no distinction need be drawn between the dimensionless
4 = |71/h in these expressions and the quantum number j associated with the
eigénvalue 7(7 + 1) of the angular momentum squared. This correspondence
must be treated more carefully, however, when recurrences are considered.
Given the projections of Jl and d; on the M, principal axes, it is now

straightforward to calculate

Cdydy(t) 1 . . .
con(n(t) = BB — L (4,5(0) + 43300 + 4,50))

: (dh@(t) T dyi(t) + d,,s(t)) (2.15)

by using Equations (2.14) to reduce the time-dependent basis vectors to a
common lab-fixed frame. d; and d, in Eq. (2.15) are the amplitudes of vectors
d, and d,. Note that while both d?; and d, must be expressed in terms of
projections on the M, principal axes, because ci; is associated with a transition
of M;, there need be no symmetry restrictions on its components even for a
rigorously symmetric M,.
.B. Applications

i. Isolated stable molecules

Our principal interest in discussing the anisotropy of isolated stable mole-
cules undergoing free rotation is to establish a connection between the theoretical
development of the preceding section and the results of previous classical and
quantum mechanical treatments.?3:20 We demonstrate thereby the validity of
the present formalism and develop further insight into its implementation in
treating specific cases. Comparisons with quantum mechanical results available
in the domain of stable molecules permit an objective assessment of the appli-
cability of the classical model, which may, by extrapolation, serve as a guideline
in applications to dissociation.

According to the preceding derivation, Equations (2.10), (2.14), and (2.15)
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provide a complete prescription for calculation of the state-resolved probe signal
anisotropies. The latter two equations show that these may be functions not
only of time, but also of j (through the frequencies), 6 (both explicitly and
through w,), and 1,. Thus the pertinent final state coordinates for symmetric
top motion are ({f}) = (j,6,%,). As an example of an elementary though
important application of these equations, consider the case of J; and J; parallel
to the figure axis of M,. The relation of the two transition moments to the
M, figure axis is designated by the notation (J,|). With tfl = d, - 2(0) and
d,(t) = d, - 5(t), application of Equations (2.14) and (2.15) leads to the following

expression for cosn(t):
cosn(t) = sin® f cosw,t + cos? 8 . (2.16)
Substitution into Eq. (2.10) gives the state resolved anisotropy

L (7,6,%0,1t)

3. 6 . 3 1
= gsm40 cos® w,t + E,)—sm2 8 cos® 8 cosw,t + E cos* § — 5

1
= —1-6(3 cos? § — 1)2 + gsin2 8 cos® 0 cosw,t + % sin® 6 cos(2w,t) . (2.17)

Expressions equivalent to Eq. (2.17) were derived classically for this special case
in both Ref. 1 and Ref. 20.

A unique aspect of this expression is traceable to the fact that rotation
about the figure axis has no effect on the motion of a parallel dipole. As a
result, » depends neither on the rotation frequency w, nor on %;. Absence of a
dependence on 1, means that the same anisotropy is displayed by all fragments
occupying a common energy level: =, (4,8,%,,t) =, ,(4,6,t).

Eq. (2.17) is an analytical expression of the behavior which was predicted
in the discussion of Section I. The anisotropies are seen to be periodic with the
nutation period 2mw/w; = 1/(2B, j), independent of . The initial anisotropy

is equal to 0.4, as expected. A situation of particular interest and simplicity is
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that of § = 3 which applies to all linear M, when electronic and spin angular

momenta may be neglected. The anisotropy then reduces to!2:2°
. )
7,18 55%) = 0.1+ 0.3 cos(2jwy,q1) (2.18)

which oscillates at twice the nutation frequency. Here w; has been replaced
by jw,o where w,, = 4rB, in order to show the dependence on j explicitly.
Wy Will be referred to as the fundamental nutation frequency of the molecule.
For a linear molecule without electronic or spin angular momenta, nutation and
rotation are interchangable terms since there is no rotation about the figure axis.

Eq. (2.17) may also be compared with the results of the full quantum
mechanical treatment.! Eq. (2.12) gives the anisotropy after averaging over
an isotropic sample, so comparison with the M summed quantum results is
required. As stated above, Eq. (2.17) gives both r  (,6,%,,t) and = ,(4,6,1),
and therefore corresponds to the quantum result for energy level (j,k = jcos8).
For example, Fig. 6a shows the case of I} o 1 + 2r(t) for j = 6 and 6 = =/3,
i.e. £ = 3. The B rotational constant was chosen to permit direct comparison
with Fig. 3. The two plots begin in a similar fashion but diverge near half
the fundamental nutation period. Use of j = v/6-7 = 6.48, corresponding to
‘the actual total angular momentum of the quantum level of Fig. 3, also fails
to exactly reproduce the quantum behavior at long times.? This discrepancy
can be resolved, as pointed out in Ref. 20, by replacing the classical frequencies
wy = jw,o and 2jw,o by 3ljw.g + (7 + 1)w,,] and (25 + 1)w,,, for integral j.
These are the exact quantum beat frequencies for the (||,||) dipole case, as easily
found from Eq. (1.3). When this substitution is made, the I; shown in Fig. 6b
results, While not identical to the quantum result, this calculation reproduces
the recurrence behavior of Fig. 3 quite well. From comparisons such as this, one
is lead to conclude that the classical treatment can be useful even at very low
values of angular momentum.

For all other dipole cases, it is found that the classical state resolved

anisotropy depends on %,. For symmetric M,, 4, specifies only the rotational
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‘phase of the M,-fixed frame in the jfixed reference frame at { = 0 and does not
affect the energy. Comparison of the classical results with quantum mechanical
energy level resolved expressions for other than the (||, ||) case therefore requires
application of Eq. ( 2.12) with the summation over states limited to an integration
over 9, only. The weight accorded to each state is P; ({f})a({f},t). When it
is assumed that a({f},t) = B({f}) A(¢) and that B depends only on the rota-
tional energy, as discussed previously, a({ f},t) may be factored from Eq. (2.12)
and canceled. For the thermal samples under consideration, the rotational state
populations Pj(j, 6,1,) also depend only on the rotational energy. Thus the
general classical expression for the anisotropy of the (j,8) energy level involves

an integration over 4, with uniform weighting:

r(j,8) = 51.7; /0 " r,8,1,) - (2.19)

r(7,8,%,) is found using Equations (2.10), (2.14), and (2.15) as before.

The classical anisotropy as a function of energy level has been derived
according to this formula for the four distinct symmetric top principal axis
dipole cases: (||,|)s (||,-L), (L,]]), and (L,L). These are found to agree exactly
with the high j limits of the quantum expressions for these cases, which were
| given explicitly in Ref. 1. In particular, the (L, L) case can be derived by letting
both J; and J;, lie along either the z or y molecular axis. Choosing z one finds,

after some simplification,

éosn(t) = £(0) - &(t) = — cosfsinw, t sinw,t + cosw,t cosw,t+

(1 — cosw,t)sin? @ sin, sin(tp, + w,t) . (2.20)

When this is substituted into Equations (2.10) and (2.19), the following result

is obtained:

3 3
T, = :}6(3 cos? @ — 1)? + o cos® 6 sin® § cosw,t + 0 sin® 8 cos(2w,t)

+ _8% sin § cos(2w,t) + :1%(1 + cos 0)? sin? 6 cos((w; + 2w, )t)
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+ '4%(1 — cos )% sin® 8 cos ((w1 - 2w2)t) + 1_2-6(1 + cos 6)* Cos(2(w1 n wz)t)
+ %(1 — cosf)* cos(2(w; — w,y)t) . (2.21)

One finds again that the detailed calculation confirms the properties expected
from the simple considerations of Section I. Modulations of the anisotropy are
due to both nutation and rotation but only the first harmonic of the rotation
frequency appears.

While Eq. (2.21) agrees exactly with the high j limit of the (L, 1) case
given in Ref. 1, it is in disagreement with the high j expression for this case
given in Eq. (12) of Ref. 20. For comparison with that result, the last four terms
of Eq. (2.21) can be rewritten as

ot %(1—4:054 6) cos wyt cos(2w,t)+ %(1+6 cos? B+ cos* ) cos(2w,t) cos(2w,t)

3 3
T 6 sin® 8 sinw, tsin(2w,t) — 55 05 6(1+cos? 8) sinw, ¢ sin(2w,t) . (2.22)

The last two terms in Eq. (2.22) are omitted in Ref. 20 with the explanation
that terms in sin(2w,t) cancel in the ensemble average. As pointed out, because
2w, o« k, sin(2w,t) is an odd function in k, and positive or negative k are
‘equally probable. The terms associated with positive and negative k£ do not
cancel, however, because cos™ § = (k/j)" is also an odd function of k for odd n.
Thus, each complete term is even in k, and the identical anisotropies calculated
for positive and negative k add constructively rather than cancel. Such must
be the case physically, for the choice of a positive reference direction for the
specification of k is completely arbitrary for any particular molecule.

We now consider calculation of the macroscopic anisotropy, based on the full
summation over final states indicated in Eq. (2.12). The evaluation of Eq. (2.12)
must in general be carried out numerically for a Boltzmann distribution in the
stable molecule problem. The general features of the resulting anisotropies can,
however, be illustrated fairly accurately by a situation for which an analytical

solution is possible. This is the case of a linear or diatomic M, when it is assumed
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that the product of P; and B, expressed as a function of the one dimensional
variable j, is a Gaussian centered at j, with half-width at 1/e of 4j. Considering
~ first 7, = 0 and j continuously distributed over 0 to +o00, upon substitution for
r(7,1) from Eq. (2.18), the integration of Eq. (2.12) can be carried out exactly
to give

o0 a2 o L
'r'“‘"(t) :/ e"‘((J“Jo)/M) (0.1 + 0.3 cos(2jwn0t)) dj/(/ e“((]“]o)/m) dj)
0

0

= 0.1 + 0.3¢~(&fwnot)? | (2.23)

Thus, the initial anisotropy of 0.4 decays nonexponentially with a rotational
coherence time of 7, = (Ajw,,,) " to the asymptotic value of 0.1. Allowing only
integral 7 does not alter the dephasing time even if 47 is as small as 2 or 3. Two
differences are noted, however. First, the asymptote in the discrete case increases
to 0.1 4 .15/ (EJ e“(j/“j)a) because the constant contribution to the anisotropy
(of 0.4) associated with j = 0 is no longer of infinitesimal measure. Secondly,
full recurrences in the anisotropy occur at times ¢ = n/(4B ) for integer n.
(The asymptote above is less than the time average of r(¢) because of these
positive recurrences.) These features are suggestive of expected distinctions
between the quantum mechanical and classical behavior, but they should not
‘be considered quantitatively accurate due to the approximate nature of the
classical to quantum frequency correspondence. Of primary importance to us
here is the fact that comparisons of measured and calculated early time behavior
will be sensitive to the choice of a discrete or continuous distribution of angular
momenta only for aj < 5.

| If the above Gaussian distribution is displaced to a nonzero center frequency
Jo, the integration can still be carried out if the distribution is extended to —oo.
This gives a result which approaches the integral of the actual distribution, which
is truncated at j = 0, for j, > 4j and also provides a good approximation for

Jo = 4&J. One finds in this case a damped oscillation of the anisotropy:

t) = 0.1 4+ 0.8 cos(23,w._,t)e” jwaot)’ .
P 0 2jowpot)e (49¥not) 2.24
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The coherence decay rate as revealed by the damping of the oscillations is pro-
portional to aj, as before. The initial decay of the anisotropy is now determined

. primarily by j, and is faster than before, since j, > aj. For example, a diatomic
thermal distribution at a high enough temperature so that the most probable j is
much greater than 1/2 can be reasonably approximated by a Gaussian for which
Jo ™~ 1.13a7. When these values are substituted into Eq. (2.24), the initial decay
of »(t) is followed by a clearly discernible dip below the 0.1 asymptote before
the coherence is completely lost. The basic properties of the time dependence
of r,  displayed in Eq. (2.24), although derived for a diatomic M, and an ideal
distribution of angular momenta, can nevertheless be recognized in the behavior
of more complicated systems.

If the Gaussian distribution in Eq. (2.23) is replaced by the high j, one di-
mensional Boltzmann distribution 2je~843"/(ks7) for a diatomic at rotational
temperature T, the macroscopic 7, (t) can be given exactly by expanding the
exponential and cosine, and integrating term by term. The result is expressible

as a series expansion in the product (¥8%)#%, as recognized by Gordon.!? One
finds

= P (kpT\"
Py =01 4+04: D (-1 3. 20m D (-’_37-) £7. (2.25)

n=0
Thus, the time evolution of the signal scales as 1/T/(k,T) o (TB)~3. This
scaling has also been shown to be valid to good approximation for thermal
distributions of nonlinear molecules.’

ii. Time dependent alignment of dissociation products

In this subsection, we are concerned with the time evolution of product
alignment under collisionless conditions following a unimolecular dissociation
or “half-collision,” which is initiated by pulsed laser excitation. The systems

considered dissociate into atom + molecule, i.e.,

hv

M, M! —— M,+A . (2.26)

M, may range from a diatomic to a large polyatomic, under the restriction,
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however, that only symmetric top motion will be treated in detail. The reaction
is illustrated in Fig. 7 for a single molecule. &, é,, J;, J;, and § have been
previously defined. In the particular case shown, d: and J; are both parallel to
the figure axis of M,. The time cvolution of alignment of the dipole moments
(d;) of the product molecules will be reflected in a time-dependent polarization

anisotropy of the signal.

Two types of dissociation process will be considered in this thesis: those
for which the initially excited state is bound, such as the various types of
predissociation; and those for which the initial excitation is to an unbound
state of the system, as to a repulsive electronic potential surface. In the case
of predissociation, a finite time t; is required for transition from the initially
excited state to an unbound state of equal total energy. In the second type of
process described above, {; = 0. We will refer henceforth to any case for which
t4 is negligible on the scale of rotational motion as prompt dissociation. In it,
the motion of free M] can be ignored, resulting in a much simpler treatment.
The results may also serve as a useful approximation for cases in which ¢, is not
completely negligible but still short compared to the period of rotation of the

_parent M,.

In order to calculate the time dependence of the probe signal as a function
of probe polarization for the reaction described by Eq. (2.26), the rotational
motion of each dipole must be traced continuously from ¢ = 0, the moment
when the alignment of the reactant population is created 'by the excitation
pulse. This requires a knowledge not only of the free motion of M} preceeding
dissociation (¢ < t;) and that of the free M, following complete separation of the
fragments, but also a knowledge of any motion occurring while the fragments
are in close proximity, during which time the partition between potential, trans-
lational, and rotational energy is still evolving. Such a detailed calculation
is possible only when the interaction potential of the fragments is precisely

defined. Single particle trajectory calculations of this type for specific model
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potentials, similar to those carried out in the investigation of product rotational

energy distributions,??:36:37

may be instructive, revealing unique consequences
~ of the final state interactions. However, the data available on excited electronic
potential surfaces is often insufficient to warrant such a precise treatment on
a case by case basis. To permit a simple, unified treatment of the generic fast
dissociation reaction, it will be assumed here that the duration of the “transition
state” between reactant and free product is negligible when compared with the
rotational periods entering significantly into the calculation. In this “impul-
sive dissociation” approximation, only the initial geometry, the direction of the
impulse in the molecular frame and the available energy E' need be specified.
Failure to achieve detailed quantitative agreement between the predictions of
this simple model and experimental results may serve as an indicator of the
importance of final state interactions in the particular system under study.
Referring again to Fig. 7, we now define those quantities specific to the
dissociation problem. The position occupied by A within M,, relative to the
center of mass of M,, is designated by 7. In the impulsive approximation adapted
here, M, acquires an angular momentum j instantaneously at ¢;. The transla-
tional motion of the fragments in the M} center of mass frame is characterized
'by separation of the centers of mass of M, and A with equal and opposite
linear momenta, along trajectories which are displaced from each other by the
impact parameter b. The energy difference E' between the internal energy of M}
and that of the products appears as kinetic ehergy of rotation and translation.

Conservation of total angular momentum yields the condition

-

j+L=7 (2.27)

where L is the angular momentum of separation of A and M,, referred to as
the orbital angular momentum of the products. L is determined completely by
b and the velocities of separation.

In prompt, impulsive dissociations, only M, rotation is important, so 7(t)

is determined as it was for stable molecule rotation by the three parameters j, 8,
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and 9,. The classical state resolved anisotropies 7(j,8,v,,t) are thus identical
for the two cases. It is only the different weights in the summation of Eq. (2.12)
. which distinguish the two. The divergence will begin in general even with the
integration over 1, to find the anisotropies of individual energy levels, for, while
Py is uniformly distributed over 2x for a thermal distribution of stable molecules,

the distribution of ¥, following dissociation will normally be very nonuniform

(vide infra).

In one case, however, differences in the distribution of 4, are unimportant.
This is the (]|, ||) dipole case, for which it was found that »(j,8,,,1) is indepen-
dent of ¢,. Consequently, r, (7,0,t) following prompt, impulsive dissociation is
identical to that for the excitation of an isotropic sample of stable, freely rotat-
ing symmetric top molecules, as given in Eq. (2.18) and previously derived.!2?
Even in this simple case, macroscopic anisotropies can differ substantially if the
distribution of dissociation products over rotational energy levels is not similar

to a thermal distribution.

In all other situations of interest, values for the weights in Eq. (2.12) are
required. Pj(j,0,¢0), the distribution of final rotational state populations, is
again the factor of greatest concern. It is this distribution that establishes the
link between time-resolved anisotropy and the geometric and dynamic details
of dissociation. These details determine the state-to-state branching ratio p;_,,
which appears in the general expression for P; [Eq. (2.7)]. P; itself is most
generally only an intermediate product of the calculation of 7(¢) using Equations
(2.7) and (2.12). In certain cases, however, P; may be derived from measured
distributions of dissociation products. These measurements give the populations
of rotational energy levels, P{(j,8), leaving only the %, dependence of the full
distribution to be determined. When this dependence is known or can be ap-
proximated (as, e.g., for (}|,||) dipoles) the time evolution of the macroscopically
observable anisotropy will be completely determined by P}(j,8) and the spectral

window opened by the probe. However, even in this case, the dynamic origins
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of P; are of fundamental interest. In the remainder of this section, P; will be
related directly to the three physical sources of M, rotation: initial rotation of
- M,, the torque applied by repulsion between M, and A as they dissociate, and
initial vibration of M,.

When ‘a rotating rigid body falls apart without release of internal energy
(E' = 0) the kinetic energy and hence the velocities of all its constituant parts are
conserved. In the present context, M, and A will separate with the instantaneous
relative velocity of their centers of mass, and M, will have angular momentum
7, determined by the instantaneous angular velocity o, of M, at ¢ = 0. With
II' and II representing the inertia tensors of M, and M,, respectively, one has

@y = (')~ J and therefore
7, =TT . (2.28)

(For a linear My, for which the inertia tensor is not invertible, the inertia tensors
may be replaced by the scalar moments about the perpendicular axes.) In this
general form, Eq. (2.28) is understood to require the evaluation of all terms
relative to parallel cartesian coordinate axes at ¢ = 0. However, it is more
“convenient and appropriate to represent J and I in the M, principle axis frame
‘(frame 1), while y’and II are naturally represented in the M, principle axis frame
(frame 2). Using the subscripts 1 and 2 to indicate the reference frame of the

representation, one may write

7 =L (U(,) " UT) (UT)
=, U(I',)""J, (2.29)

where U is the matrix of the unitary transformation from frame 1 to frame 2.
'y and I, are both diagonal with diagonal elements I; and I, i = 2,y,2. As
a simple example of the use of Eq. (2.29), when II' and II are diagonal in the
same reference frame, a fraction I,/I! of the M; angular momentum along the

ith coordinate axis is transferred to M,.
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The unitary matrix U may be given explicitly for principal axis coordinate
systems of M; and M, which are applicable for all symmetric top M, as well as
for any system in which the atom A lies in a symmetry plane of M,. In these
situations the choice and/or labeling of axes of the M, coordinate system can
be made in such a way that the atom A lies in its yz plane. We are concerned
primarily with symmetric M,, for which, as usual, the figure axis is taken as
the z axis. The principle moments of inertia of M, are I, I, and I,, and the
components of the vector 7 locating A in the M, frame (with origin at the M,
center of mass) are (0,y,, 2, ). From these data, the inertia tensor of M, relative

to an axis system with axes parallel to the M, principle axes may be written

I, + pr? 0 0
I, = 0 I+ pzi —pyazy (2.30)
0 —pyaza I +p}

where p is the reduced mass of M, and A. With the axes of the M, principle

axis frame labeled so that I} > I}, the principle moments of M, are

I = I, + pr?

1 2y 1

Iy - 'Z—(Iy +Iz +;L'I" ) + 5\/1‘”2 + (ZMyAZA)z

I = 2T+ I+ urt) — 2y fu + (2uyazy)? (2.31)
z = 9\l 2 T H 9 ”’QA A .

where w = I, — I, + p(z2 — y2). Finally, defining D, as

D, = \/(,u.yAzA)2+ %(w:&:\/w2+(2y,yAzA)2>2 , (2.32)

the transformation matrix U, composed of the eigenvectors of I',, is

1 0 0
U= |0 &2 BRI} (2.33)

= ;zA BYALZA
0 "}%‘_Jr D

The corresponding equations of transformation for matrix A and vector i are

A, =UA,UT , 7 =Uy7, . (2.34)
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If we consider next a stationary rigid M, which is split apart by an impulsive
force, the resulting angular momentum of M, can be calculated by invoking
conservation of energy and momentum. Recall that #locates A in the M, frame
(Fig. 7). Taking f as a unit vector in the direction of the force on M,, { a
unit vector in the direction of # x f (i.e., in the direction of the torque on M,),

by = |r" x fl, and p the reduced mass of A and M,, 7, is given by

} 2B T
7= (W] — mf) t. (2.35)
wbI T (]I t) <1
Frame 2 is the natural frame of representation for all quantities in this equation.

When a rigidly rotating molecule dissociates impulsively, the final angular

momentum of M, is composed of two independent contributions:
=7+ (2.36)

with 7, and 7; calculated by Equations (2.29) and (2.35). The key to this inde-
pendence is the assumption of impulsive dissociation under which all interaction
is complete before any relative motion of the products can occur. Note, however,
that although j; does not depend directly on J, if the assumption of rigidity
-is relaxed, the initial rotational motion may affect 7, indirectly by inducing
distortion of M, and thereby changing the direction of f.

Vibrations of M, that involve displacement of A affect the final rotation
of M, in a more complicated manner. The j produced from a given J may
be different at each point of the vibrational trajectory due to varying geometry,
instantaneous angular velocity of M,, and available vibrational potential energy.
In the cases we will consider, the vibrational energy initially in the M,~A bond
is small compared to the total kinetic energy of the products. In view of the very
approximate nature of the impulsive dissociation mechanism used to determine
the partitioning of most of this energy between rotation and translation, a

detailed treatment of the small vibrational contribution is not warranted here.

The constant sum of kinetic and potential vibrational energy will simply be
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incorporated into E' and partitioned as determined by the resulting “effective”
impulse. The effect of initial geometry on 7, and on j; in particular, can be major,
however, so the distribution of geometries associated with vibrational motion
may not be neglected in general. A simple model of the role of vibration can be
realized by averaging the rigid body dissociation described by Eq. (2.36) over
a distribution of positions of A along the appropriate coordinate. We therefore
proceed to derive the P; arising from a single fixed geometry, bearing in mind
that a final vibrational average may be required to yield the final distribution.

Writing Bq. (2.36) as 7= I(I')~1J+J;, we see that for fixed 7, the mapping
of initial J to final J'is one-to-one. (This is true in three dimensions only if both
II' and I are invertible, but similar results are applicable in two dimensions for
linear molecules.) Thus p;_,; is simply a delta function corresponding to the
mapping defined by Eq. (2.36). That is, in the discrete formulation of Eq. (2.7),
the desired population P;(j) is

-

Pi(3) = %2 P, (7)) (2.37)

where J(j) is found by inverting Eq. (2.36):
J=0T'G-5). (2.38)

As discussed in connection with Eq. (2.28), Eq. (2.38) can be written in a form
more suitable for calculations with speciﬁcatién of the representation used for
each quantity:

Ty =W UL (3, - jia) - (2.39)

If the angular momentum is to be treated as continuously distributed, the
population functions P,(J) and P,(j) are defined so that [ffP;d%] = N for
a nonlinear molecule and [[[ P;d% = N, (j, = 0) for a linear molecule, and
likewise for P;. In this case, when applying the change of coordinates from J to j

space defined by Eq. (2.38), the absolute magnitude of the Jacobian determinant
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of the transformation must he included in Eq. (2.37) to account for the change
in volume element.

In the calculations to follow, we will consider only situations for which the
initial angular momentum distribution is thermal. The correct high J limit for

M, of arbitrary structure is
- N )
PJ(J) = "7—;@-6 (E(j)/kT) (2.40)

where E = h(B,J2 + B,J} + B,J?) for J in the M, principle axis frame and
the classical rotational partition function Q is equal to \/ﬂk3T3/(h3 B, B, B,)

for nonlinear M, or kT'/(Bh) for linear M,. To facilitate the transformation to

j space, E/kT may be written as

E(J)/kT = (:Fj;)2 (2.41)

— (VB 0 0
F=ylzm| O , 0 . (2.42)
o o0 /B,

With the definition G = W', UM, !, Equations (2.37), (2.39), (2.40), and (2.41)

where

‘may be combined to give the explicit dependence of product population on the
vector J, following dissociation of a thermally equilibrated sample:

Pi(7) = 52 2gewe (~(BGE - FGR,F) IIGI]. (249

The Jacobian determinant, |G|, of the linear transformation is a constant.
Equations (2.43), (2.35), and (2.12) constitute the general framework for

calculation of the anisotropies of dissociation products. Specific examples of

such calculations are discussed in Section IV of Chapter 5.
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I11. Purely Rotational Coherence of Asymmetric Top
Molecules

In the first two sections of this chapter, a detailed picture of rotational
coherence in symmetric top molecules was developed. By restricting the discus-
sion to symmetric tops, the major features of the phenomenon could be revealed
with a minimum of complication. However, because most molecules are not
symmetric tops, the quantitative analysis of experimental results is principally
dependent on a detailed understanding of rotational coherence in asymmetric
top molecules. Such is clearly the case for the measurements discussed in Section
IT of Chapter 5. The rigorous quantum mechanical theory of PRC in asymmetric
tops was developed in Ref. 1. Later in this section, we will review the details of
this theory as they relate to the implementation of efficient simulation and fitting
procedures used in the analysis of our experimental data. First, we attempt to
give some physical insight into the way in which asymmetry alters the by now

well-known characteristics of PRC as manifested in symmetric top molecules.

Consider again the picture of PRC as developed in Section I and based on
the classical rotation displayed in Fig. 1. For a prolate symmetric top such as
‘the one pictured, the figure axis, as the axis of smallest moment of inertia, is the
a axis. When the two principal moments of inertia about axes perpendicular to
the a axis differ, the axis are designated b and ¢ according to the convention
I, < I, < I,. The rotation of the asymmetric top is naturally more complicated
than that shown in Fig. 1, with the degree of deviation depending both on
the degree of asymmetry and the direction of J in the molecule. When J is
near either the a or ¢ axis (corresponding to the highest and lowest rotational
energies, respectively, for the given J = |f|), the motion is very close to that
of a symmetric top with the role of the figure axis played by the principal axis
nearest J. The nutation frequencies in the two limits differ, however, as they
depend on the average of the moments about the axes perpendicular to the

effective figure axis. Moreover, for a range of intermediate energies determined
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by the degree of asymmetry, the motion is very irregular, with no principal axis
maintaining even an approximately constant angle with J. This leads to a loss
- of commensurability of the periodicities associated with different initial states
so that the regularly spaced sharp recurrences seen following thermal averaging
in the symmetric limits are expected to broaden (initially) and diminish as the

asymmetry increases.

Considering the problem from the quantum mechanical perspective, we
recall that PRC recurrences in symmetric tops were a consequence of the regular
spacing of rotational energy levels. Asymmetry shifts rotational levels away from
this regular spacing, with the shift strongly dependent on the corresponding
symmetric limit K value. This produces just the result expected: quantum
beats from different initial levels are not commensurable, and the frequencies
are associated in some sense with the direction of .7 relative to the principal
axes of the molecule. Macroscopic recurrences will be weakened accordingly. In
fact, strictly periodic recurrences are not expected since no single frequency will
be shared by all molecules of the sample. However, simulations have shown that,
even for fairly large asymmetries, the equal spacing of clearly defined nutation-
‘like recurrences is retained to good approximation. In contrast, distinct, periodic
rotation recurrences are seen only for very small asymmetries. We will refer to
the (quasi-) periods associated with these two types of recurrences as 7, and 7,,

respectively.

Due to the incommensurability of beats in the asymmetric top, the rela-
tionship between excited-state rotational constants and PRC recurrence periods
is no longer trivial. In the following, approximate expressions for the rotational
energies of an asymmetric top are used to investigate this relationship. Because
it is based on rotational energy expansions that are accurate at low J only, this
treatment is only applicable to samples at low rotational temperatures, such as

those encountered in molecular beam experiments.

For low values of J, it is possible to represent the energies of an asymmetric
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rigid rotor in power series expansions in J(J + 1) and the asymmetry parameter
b = 3(C — B)/[A - }(B + C)], which goes to zero in the prolate symmetric
limit.?8 (An equivalent expansion in b* = }(4 — B)/[C — 1(A + B)] is preferred
when the molecule is near oblate. The discussion below is based on the prolate
case.) Energy levels are each designated by a value of K from 0 to J with two
levels for each nonzero K. From these expansions, the following conclusions may
be drawn: 1) For small b, the energy expressions are approximated by those of a
symmectric top with B replaced by B = %(B + C). A first estimate of rotational

constants is thus provided by the modified symmetric top relations
B'+C'~1/m (3.1)

and

4[4’ — %(B' +CY) ~1/m . (3.2)

2) Leading corrections to the symmetric top-like expressions are of second order
in b for all levels, except for a first-order splitting of the K = 1 levels. Since a
pure level splitting (i.e., without displacement of the average energy) results in
quantum beat frequencies symmetrically displaced from the unperturbed value,
it will affect recurrence amplitudes but have little effect on recurrence periods
in thermally averaged PRC signals. Therefore, the b terms are the first terms
capable of causing deviations from the expressions given above.

Including expansion terms up to 5%, but neglecting asymmetry splitting,

one obtains the following expression for rotational energy:

E/h=F(J,K)=[B+ -j;(A ~ B)R|J(J +1)+ (4~ BY(1 - —gbz)l{"

+ gn(K)(A ~ BRI + 1) (3:3)

which can be written

F(J,K)= B*J(J +1)+ (A— B)'K* + f(J,K) . (3.4)
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The function n(K) is equal to 1/(K2?—1) for all K other than 1, while 5(1) = -—%.
It may be noted that B* is equal to B + ABK as defined by Herzberg in his
_ discussion of asymmetric top spectra.?®

Without the term f(J, K), these energies would lead to recurrence periods
given by 1/(2B*) and 1/[4(A — B)*] by analogy with the symmetric top. Un-
fortunately, f(J, K) plays a significant role and the effect of its dependence on
both J and K defies any simple expression.

Consider for example the spacings between adjacent J levels at fixed K,

which are responsible for the symmetric top nutation period. These are
.1 _
A, =F(J,K)-F(J-1,K)=[2B* + (KA - B J%J  (3.5)

and

A¥,, =[2B"+ %n(K)(A — D)o (J +1)})(J +1) . (3.6)

With an effective rotational constant B g defined by

Bog(d,K) = B* + {n(K)(4 — BYR(I? + 7 + )
SBAIA-BR 4+ T+ @)
these may be written
AY 47 = [2Beg(J, K) - 6(J, K)]J (3.8)
and
A i1 = [2Beg(J,K) + 8(L, K)|(J +1) (3.9)
where
§(J, K) = }in(zc)(A _ B (2T +1) . (3.10)

These two splittings and their sum, 2B,g(J, K)(2J + 1) + é(j, K), are then
the beat frequencies associated with the quasi-nutation of the molecule in the

single level with initial quantum numbers J and K. These frequencies are not
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‘exactly cémmensurable due to §(J,K), but this last term is generally very
small relative to 2B,g(J, K). Thus, the single level rotational coherence will
. be nearly periodic with a fundamental frequency given to good approximation
by 2B,;(J,K). The primary contribution of §(J, K) will be simply to slowly
damp the recurrences.

Of more concern than the effect of §(J, K') is the fact that B, g is a function
of J and K. Because of this, single-molecule rotational coherences at many
different fundamental frequencies will contribute to the macroscopic PRC signal.
This is precisely the circumstance that the qualitative description at the begin-
ning of this section led us to anticipate. Macroscopic recurrences will still be
seen, however, when the fundamental frequencies of a substantial fraction of the
sample population lie close enough together that peaks in the corresponding beat
patterns partially overlap and reinforce each other. The resultant frequency 1/7,
will then be a weighted average of the frequencies 2B,4(J, K) of the contributing

levels, or
1/7y = (2Bg(J,K)) = 2B + —;-(A - B)¥® [1 + (n(K)J? + T + %))] (3.11)

where the angle brackets denote the required average. If we define a parameter
a by
1 1

o=+ 2 (ENT + T+ ) (3.12)

and approximate (4 — B) in Eq. (3.11) by (4 — 1/(27;)), we may give the
following correction to Eq. (2.1):

B'+C'=1/r —a[A' —1/(21,)]b* . (3.13)

We refer to the second term of the right-hand side of this equation as the
asymmetry correction. A similar correction could, of course, be derived for the
rotation period given by Eq. (3.2). A clear example of rotation recurrences
has not been seen experimentally, however, so there has been no practical

requirement for such a correction. PRC simulations indicate that Eq. (3.13)
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accounts well for the dependence of the asymmetry correction on b. The practical

application of this equation will be discussed after consideration of the parameter

- Q.

- Due to the nature of the superposition process, the weights in the average
of Eq. (3.12) are not simply determined by the level populations and intensities,
so an analytical evaluation of @ appears impossible. For tlie purpose of making a
reasonable estimate of its value, we note that n(K) is always positive unless K =
Oorl. (Recall that p(K) = —-1,-1/4,1/3,1/8,1/15,..,,for K =0,1,2,3,4,....)
The large size of 7(0) makes the frequencies of K = 0 levels differ greatly both
from those of all other K levels and from each other for different J, minimizing
the possibility of constructive interference. The contribution of K = 0 is further
reduced by its single weight. For K = 1, due to the rapid increase with J of
the asymmetry splitting, constructive (in-phase) addition of beats from its two
components alternates with out-of-phase addition (for changes of a few quanta
or less in J in the asymmetry range considered), so many K = 1 levels have
little or no potential of contributing to PRC recurrences. And again, as for
K = 0, peaks that do appear are relatively unlikely to overlap with the peaks
of higher K level beats because of the size and sign of . These considerations
suggest, and simulations confirm, that the prominent macroscopic recurrences
in asymmetric top PRC are associated with the K > 2 manifolds. Thus, the
quantity <7;(K)(J2 +J+ %)) may be well approximated by <(J2 +J)/(K? ~ 1)>

J and K in the above average are both low integers with J > K > 2. For
J < 15 individual terms range from 1.08 up to 70, yielding an average always
greater than, but of the order of, 1. For the molecules and conditions relevant to
the experimental studies in Chapter 5 of this thesis, values ranging from ~ 2 to 8
have been derived by comparison with PRC simulations. The higher values are
associated with the more prolate molecules as might be expected due to the low
population of high K levels. By contrast, for oblate tops the largest populations
are found in levels with K = J, and a value of {(J? + J)/(K? — 1)) = 1.6 was



49

derived from a PRC simulation for a set of rotational constants much nearer the

oblate symmetric top limit (5* = —0.167).

If the average (n(K)(J? + J + 3)) were 0, Eq. (3.11) tells us that 1/7
wonld be equal to 28 + 1(4 — B)b? = 2B*, as predicted from Eq. (3.4) when
f(J, K) is neglected. However, from Eq. (3.12) and the fact that the average is
greater than 1, we conclude that the asymmetry correction is actually at least
twice as large. The result for the prolate top is a recurrence period 7, such that
7, < 1/(2B*) < 1/(2B). For the oblate top, the corrections are of opposite sign,
since A' is replaced by C' in Eq. (3.13), and C' — 1/(27,) is negative,

Although « is found to be molecule and temperature dependent, Eq. (3.13)
may still be of practical value. From PRC simulations covering the range
of rotational constants and temperatures of interest in our experiments, we
found that the empirically determined asymmetry correction was given to within
~ 50% accuracy by Eq. (3.13) with a = 3. From this result we conclude that,
given an experimentally determined recurrence period and approximate values
of A' and b, one may apply Eq. (3.13) with & = 3 to quickly obtain a fairly good
idea of the size of the asymmetry correction. It can then be decided whether a
full PRC simulation is required. For many of the experimental determinations
of rotational constants discussed in Chapter 5, the estimated correction was
much smaller than the experimental error, and no simulation was required.
Uncertainties in A' and b further reduce the accuracy of Eq. (3.13), but these
uncertainties are equally present in asymmetry corrections determined from
simulations. Simulations can be advantageous in reducing these uncertainties

only if one attempts to fit the PRC beat pattern.

We now turn to a detailed examination of the calculation of simulated PRC
signals in asymmetric tops. The principle of these calculations is identical to
that developed in Section I and expressed in Eq. (1.12). The only difference
will be that the rotational eigenstates take a different form, giving different

direction cosine matrix elements [Eq. (1.7)] and different rotational energies.
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The rotational energy eigenstates of an asymmetric top are designated by the
quantum numbers J and M, which have the same meaning as for symmetric tops,
and an index 7: |JTM). As for symmetric tops, the energy does not depend on
M. There are 2J 4 1 energy levels with gqnantum number J, which converge in
the symmetric top limit to the levels associated with each of the 2J + 1 values
of K from —J to J. For convenience, the index 7 is also taken to run from —J
to J. Because the eigenstates of the symmetric and asymmetric top are both
also eigenstates of the total angular momentum and the Z component of angular
momentum, the symmetric top eigenstates { |JKM) : K = —J...J} form a
basis for the subspace of asymmetric top eigenstates with the same J and M.
The matrix elements of the asymmetric top Hamiltonian in the chosen (either
oblate or prolate) symmetric top basis are easily derived.*® The coefficients of

the expansion
7

[JJrM)= > a(JTK)|JKM) (3.14)
K=-J

are elements of the eigenvectors of this matrix and depend on the relative sizes
of the rotational constants. For computational efficiency, an alternate basis
of the (JM)-subspace which is closely related to the symmetric top |JKM)
“basis is actually used to calculate the a coefficients. In this alternate basis, the
(2J 4+1)-dimensional Hamiltonian is block diagonal with four blocks of dimension
~ (2J + 1)/4. The eigenstates of each block are associated with a different
rotational symmetry species. (See below.)
Serving as the basis for our asymmetric top PRC simulations is the fol-
lowing expression for the time evolution of polarization-analyzed and thermally

averaged fluorescence derived in Ref. 1:

Z .f(‘I(),Jl,J{a?O,fJaT{)
AP 4

Er — Ep
X exp (mz"-r-‘i-—ﬁ--—ﬁt)] e” 7. (3.15)

. G(T,)e Fro/ksT
I(t,ﬁl,fz,T)O(Z ( 0) Q [

To
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The subscript 0 in this equation denotes quantities associated with the ground
or initial state, while the subscript 1 refers to the excited state. The terms
~ preceeding the hracketed quantity represent the summation over the ground
state manifold I’y = {J,7}, with the contribution of each level scaled by
its statistical weight, G(T'j), and its thermal population. (Magnetic quantum
number summations have already been carried out in this equation.) @Q is simply
the rotational partition function. Within the brackets is a summation over all
pairs of excited state rotational levels which are reached via excitation from
a given ground state level. Each such pair gives rise to an interference term
which is modulated at a beat frequency proportional to the energy difference
between the levels. Multiplication by a single exponential excited state decay
envelope, where v is the radiative lifetime of the excited state, is also indicated.
Other forms of vibronic state temporal evolution may also be used, however,
as discussed in Section II of this chapter, and demonstrated in Section III of
Chapter 5.

The dependence of the intensity on time (¢) and on sample rotational
temperature (T') are shown explicitly in Eq. (3.15). Only the angle between
the excitation and detection polarization directions (€, and é,, respectively),
‘is important and appears in the expression for the Fourier amplitudes of the
interference terms:

F(Jos J1sJ1, 70, 15 T1) = Z Z Z Z Z Z Dt()qu)(‘?saH’O)
, q19} 929 L1 K 1K, KI'K!" KoK)
(__1)J0+J1+J{+K1+K1’+K{,+L‘+Q1+Q:(QJO +1)(2J, +1)(2J; +1)(2L, +1)

a‘U(JUTUKD)a’U(JDTOKK'))‘ZI(‘IITIKI)O’](J{T:{Ki)a’](JlTlKi’)a’l(J{TiK;”)

1,91 1"“1'1 1,92 1;’”“1; 1 1 Ll) ( 1 1 Ll)

i Hah (Ql -Q, O Q, —Q; 0

( L, 1 1>(JJl 1 Jo>(.7{ 1 J,,)
Gh-46 -6 )\-K, ¢ K,J\-Ki ¢ K;

J N L, I Jy Iy
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Primes serve in this equation to distinguish quantities associated with the two
interfering excited state levels. Unprimed and double-primed terms indicate one
~ level, while single and triple primes indicate the other. The Euler angles (¢,4,0)
fix the relative orientation of €, and €. However, the element Dgﬁ“) (¢,6,0) of
the Wigner rotation matrix does not depend on ¢ and is equal to the Legendre

polynomial P} (cos#). The components of the transition dipoles in a spherical

1,9i

vector representation are u;"*,gq; = —1,0,1 where i = 1 and 2 for the excitation

and detection transition, respectively. The sums over q(-')

;| are then equivalent

to the sums over dipole components (i in Eq. (1.9)) implicitly contained in
Eq. (1.12). @, and @, are indices which determine the polarization state of the
excitation and detection pulses: 0 for linear polarization and +1 for right- and

left-hand circular polarizations.

The subscripts on the eigenstate expansion coefficients indicate that the
rotational eigenstates of the ground and excited electronic states will in general
be different due to differing rotational constants. Under the assuinption of
negligible vibration-rotation interaction, the rotational levels of any molecule
may be classified according to their behavior with respect to C, rotations about
.the principal axes of inertia. The resulting rotational symmetry species are
designated ++, +—, —+, and —— in Dennison’s notation,*! and rotational levels
for a given J are divided approximately equally among the four. These speccics
are distinguished by restrictions on the properties of the a; coeflicients, and
through them, the radiative selection rules are implicitly contained in Eq. (3.16).
Specifically, only even or only odd K terms that are either symmetric or anti-
symmetrie in K may contribute to the eigenstates of a given species. It is easy
to see from these properties and the fourth and fifth 3-7 symbols in Eq. (3.16)
that only certain combinations of species will yield nonzero amplitudes for a
given dipole component. In fact, each Cartesian component of the dipole will
induce transitions connecting each species with one of the other three. Thus,

transitions from the state |JTM) may occur to about 1/4, 1/2, or 3/4 of the
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6J + 3 rotational levels satisfying the J selection rule (AJ = 0,£1) when the
dipole has respectively, one, two, or three nonzero components along principal
. axes of the molecule. In this rigid rotor limit, the point group of the molecule will
play a role only through restrictions which symmetry may place on the direction
of the transition dipole. It is appropriate to point out here that computation
times for PRC frequency spectra, which increase as the square of the number of
transitions, become significantly longer for off-axis dipole moments.

In practice, all experiments for this thesis were performed with linearly
polarized excitation and detection. Thus in the programs employed for simula-
tion and fitting, such as those in Appendix II and Appendix III, the values of
@, and @, are set equal to zero. Either of the first two 3-7 symbols then shows
that f is zero unless L; is 0 or 2. The fourth and fifth 3-j symbol permit us
to make the substitutions ¢, = K; — K, and ¢} = K} — Kj, eliminating the
independent summations over the g,’s. Likewise, the sixth 3-j symbol requires
that ¢ = —K!" + K! + g,. Noting furthermore that (—1)%¢ is a constant
for any summation over a specific rotational state (from the symmetry species
properties), and, as a result, that (——1)K1+K'1‘ is always equal to 1, we may
reduce Eq. (3.16) to a form which more closely resembles that employed in the

‘ computer implementation. This is

F(Tos Jiad} s, 7y 1) = (= 1)t it it Ko7, 4 1)(20, + 1)(2J] +1)

LK ~Ko |y 1 Jo
[z ag(Jomo Ko)ay (Jy7 Ky )py (_K] K, - K, Ko)]

KpK1
! 1t gty 1L,K—KY Jl' 1 gy
[K;{, ao(JoToKg)ay (Jym Ky )py ("Ki K! - K! K|
[+ Rt
2
1 1 L J, J! L
Z (2L1+1)PL1(C059)( 1) { 11 1}
i 0 0 0 1 1 J,
J J! L
22 R (B ™)

L KK —a Ly 1 1 .
%: Mo " Ko (K{' n K{" K{” _ Ki: —q 4 . (3.1 )



54

The (K,, K,) sums, primed and unprimed, are completely contained in their
respective brackets. Note that these sums over the dummy K variables differ at
~ most by a sign when I, is equal to I']. They can also be shown to be pure real

or pure imaginary.

The evaluation of Eq. (3.17) has been greatly accelerated by utilizing the
properties of the expansion coeflicients. For example, it can be shown that
f(JosJys I, 70,74, 71) and f(Jy,J1,Jy,7,71,7) are real and equal, so that only
one of the two must be calculated. This fact also ensures that I is real and
modulated only by cosine terms. It is, of course, self-evident that I is real
when it is expressed in the form of Eq. (1.12), so the demonstration thereof for
the above equations serves only as a test of the correctness of the equations

themselves.

The proof that f(Jy,Jy,J1,7,71,71) and f(Jy,J1, I, Ty, 71, T;) are real and
equal can be conveniently carried out in two steps, showing first that the two
f’s are complex conjugates of each other, then showing that f is always real.
The proof relies on the fact that for a given Jyr, — J;7; transition, only a
single Cartesian component of the transition dipole produces a nonvanishing
_contribution to the (K, K 1) sum. Thus, the properties of f depend only on the
particular set of dipole components responsible for the two interfering excitation
channels. There are nine such sets: (z,z), (z,y), etc. In practice, the ordering
of the components is unimportant, and the three diagonal cases, in which both
excitation tramsitions are induced by the same dipole moment, can be treated
together, leaving six distinct cases to consider. (The above sets of excitation
components should not be confused with the dipole pairs discussed in Section
IT and Ref. 1 which refer to the excitation/detection sequence of principal axis

dipoles.)
In the same way that the equality of f(J,, J;, J1, 7,73, 71) and f(Jy,J1,Jy,
Ty, T1, Ty ) makes it possibly to restrict the I';T"} sums to J; > J, and 7{ > 7, for

Ji = J,, it can be shown that the (K,, K,) sums need be carried out only over
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positive K, terms, since negative K, terms are simply related to them. (K, =0
must be accounted for separately.) The 3-j symbols restrict K; to K, or K +1,
so the above restriction on K|, yields a time savings of about 50%.

Finally, quantities which appear repeatedly in the course of PRC calculation
have been evaluated once in advance and stored in memory for recall. The (K,
K,) sums, which each depend on only one of the two excited states, provide
one example in which repetitive calculations are avoided in this manner. Values
from a single storage array are called by both primed and unprimed versions of
the sum, with a sign change when needed. An even larger economy has been
realized by calculating all of the very small number of distinct g, sums before

beginning the ground state manifold summation in Eq. (3.15).
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Figure Captions

1.

Classical motion of a rigid symmetric top. The top is shown at two times
separated by half a nutation period. The total angular momentum vector

J and its component K along the figure axis are indicated. w, and w, are

the angular frequencies of nutation and of rotation about the figure axis,

respectively.

2. Level diagram illustrating the quantum mechanical origin of purely rotational

3.

4.

5.

coherence in a symmetric top molecule. The particular pathways shown are
those appropriate to the case of parallel excitation and detection transition
dipoles and detection polarization (€,) parallel to excitation polarization

(€). (This figure is reprinted from Ref. 1.)

Purely rotational coherence signal for parallel detection (I} associated with
a single ground state rotational energy level of a i-stilbene-like symmetric
top. The scheme of excitation and detection is shown explicitly in the upper
righthand corner of the figure. Summation over all equally weighted M,
states has already been carried out. Thus this signal is that to be expected
for excitation of an isotropic sample of molecules, and not of molecules in
a single quantum state. The calculated signal is strictly periodic with a

period of 1.95 ns, corresponding to the fundamental nutation period.

Geometric relations and angles in the lab-fixed frame used in the derivation
of Eq. (2.8).

Euler angles specifying the orientation of the molecule-fixed reference frame
(z,y, 2) relative to the space-fixed frame (X,Y, Z). For our purposes, 7 is
‘always choscn to coincide with the angular momentum of the molecule, and

z with the molecular figure axis.

6. a) Classical time-resolved parallel fluorescence intensity for an isotropic distri-

bution of symmetric top molecules with angular momentum 64 and 6 = #/3.
The intensity is calculated from Equations (2.17) and (2.11). It is strictly
periodic at the nutation frequency w; = 6 - 2B’ where 1/(2B') = 1.95 ns.



60

b) Time-resolved parallel fluorescence intensity based on Eq. (2.17) with
6 = =w/3, but with the two classical frequencies replaced by the three
quantum mechanical frequencies associated with the ground state level

7 = 6. See text for details.
7. VGeometry of the dissociation problem M; — M, + A. The pump pulse, with
polarization &,, excites the dipole d, of M, at left. After dissociation, the

dipole d,, of fragment M, is probed with probe polarization ¢, (right).
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Figure 1
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Figure 2

Purely Rotational Coherence: Single Molecule
(Symmetric Top)
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Figure 3
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Figure 4
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Figure 6
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Figure 7
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Chapter 3

Experimental

Portions of this chapter are taken from the following published articles:

“Purely Rotational Coherence Effect and Time-resolved Sub-Doppler Spec-
troscopy of Large Molecules. II. Experimental,” by J. S. Baskin, P. M. Felker,
and A. H. Zewail.

Reprinted with permission from The Journal of Chemical Physics, Volume
86, p. 2483. Copyright 1987 American Institute of Physics.

and

“Determination of Excited-State Rotational Constants and Structures by
Doppler-Free Picosecond Spectroscopy,” by J. S. Baskin and A. H. Zewail.

Reprinted with permission from The Journal of Physical Chemistry, Volume
93, p. 5701. Copyright 1989 American Chemical Society.
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I. General Apparatus

Measurements of time-resolved and polarization-analyzed fluorcscence of
jet-cooled molecules, to be presented in Chapter 5, form the experimental basis
of this thesis. The experimental apparatus employed for these measurements
is described in the four subdivisions of this section. In Fig. 1 are represented
schematicly all components of the experimental system, except for those re-
lated to polarization selection and analysis. Reference is made to this figure
throughout Sections A, B, and C. Details concerning polarization aspects of the

experiments are considered in Section D,

A. Ultraviolet Excitation Source — Laser system and Second Har-

monic Generation

The first requirement of our experiments was the generation of picosecond
pulses of tunable ultraviolet light. A Spectra Physics Model 171 argon ion laser
in mode-locked operation served as the primary energy source in the generation
scheme. Mode-locking refers to the creation of a regime in which a single short
light pulse circulates in the laser cavity.!»? If such a regime can be established,
at each reflection of the circulating pulse from the partially transmissive front
‘mirror, or output coupler, a fraction of its energy is transmitted, resulting in a
periodic train of output pulses. The temporal separation of these pulses is equal
to the time required for the circulating light pulse to make one round trip in
the laser cavity. This time is given by 2L/c, where L is the effective (optical)
length of the laser cavity. For the 1.8 meter length of the 171 laser, the round

trip time was approximately 12 ns.

The mode-locking element used in our laboratory was a prism located near
one end of the laser cavity (ML, for mode-locker, in Fig. 1). A radio frequency
transducer attached to one side of the prism was driven at a resonant frequency
of the prism to set up an acoustic standing wave across the path of the laser
beam. The result was a diffraction grating of temporally periodic diffraction

efficiency. Mode-locking was accomplished by precisely synchronizing the cavity
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round trip time (by adjustment of the cavity length) with the periodicity of
the low-diffraction or high-transmittance windows of this grating. Since there
are two of these windows for each full cycle of the acoustic wave, the required

driving frequency was around 7(12ns)~! — 41 MHaz.

The duration of mode-locked pulses depends not only on the characteristics
of the mode-locking element but also on the characteristics of the gain medium.
Pulsed operation at a period of 2L/¢ requires lasing at not one, but a series
of frequencies at a frequency spacing of ¢/(2L). The infinite sinusoidal waves
associated with each of these longitudinal cavity modes are “locked” together
(hence the name mode-locking) to produce pulses in the time domain. By
the Fourier relation between the frequency and time domains, the sharper the
temporal pulse, the more modes required to produce it. Thus the spectral
breadth of a region of positive gain sets a lower limit on the pulse width that
may be obtained for lasing in that region. The optimal combination of power
and short pulse duration among argon ion lasing transitions is found in the 514.5
nm line. In our laboratory, 150 to 200 ps pulses and average powers of .5 to .8
W were typically attained for operation at this wavelength. Mode-locking was
also achieved at the strong 488 nm transition, but due to the narrowness of the

gain profile, pulse widths less than 1 ns FWHM could not be produced.

The argon ion output described above was used to synchronously pump a
Spectra Physics Model 375 tunable dye laser with Spectra Physics Model 344
cavity dumper (DL and CD in Fig. 1). The dyes Rhodamine 590 and DCM
provided coverage of the wavelength range 597 nm to 722 nm needed for these
experiments. The dye was dissolved in a solvent of sufficient viscosity to produce
a stable laminar sheet when forced into air from a thin metal nozzle. When the
pump beam was focused into this sheet, the dye absorbed the 514 nm light;
lasing at longer wavelengths could then occur to any one of the unpopulated
higher-lying ground state levels of the dye. Tuning was accomplished with a

three-plate birefringent filter, alone or in combination with an ultra-fine tuning
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etalon. Synchronous pumping, achieved by matching the pulse round-trip time
in the dye laser cavity to that of the pump laser, served to mode-lock the dye
laser. The slow build-up and rapid depletion of the gain of the dye, coupled
with the broad bandwidth of the dye gain, resulted in dye laser pulses that were
muéh shorter than the pump pulses. Pulse widths were not directly measured

in the course of these experiments, but typical values for a system of this type

are about 15 ps FWHM.3

In the dye laser configuration shown in Fig. 1, the four mirrors forming
the doubly folded cavity, including the two end mirrors, were full reflectors.
Light pulses could only be extracted from the cavity by the cavity dumper, at
a repetition rate selectable from single shot to 4 MHz. The active element of
the cavity dumper was an acousto-optic cell, located at the focus of the second
confocal arrangement of mirrors in the dye laser cavity (as shown). The light
pulse circulating in the cavity traversed this cell twice in each round trip. At
intervals determined by the selected repetition rate, an acoustic wave train was
sent across the cell, diffracting energy from the cavity into the exit path of the
laser. Interference of the light diffracted on the two passes through the crystal
helped to produce efficient dumping into the primary dumped output pulse and
to suppress dumping of adjacent secondary pulses. Secondary pulses were always
present, but their intensities relative to the primary pulse was usually less than

11:200. Reduction of the laser repetition rate by cavity dumping was indispensible
when working with molecules having fluorescence lifetimes of the order of or
longer than the inherent mode-locked pulse separation. Cavity dumping also
significantly increased the energy of individual output pulses, which was of great
value in increasing the efficiency of second harmonic generation (see below). The
cavity dumper was normally operated at a repetition rate of 4 MHz, with output

pulses in the five to ten nanojoule range.

Ultraviolet pulses were produced from the visible pulses which exited the

cavity dumper by second harmonic generation!'%% in a lithium iodate (LiIO,)
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crystal (SHG in Fig. 1). The generation of harmonics of a monochromatic signal
by transmission through a nonlinear medium is a general phenomenon. Thus
. passage of light through a crystal of nonlinear susceptibility results in an output
containing harrﬁonics of the driving frequency. Even harmonics are produced
only when the response is anisotropic. This means that ultraviolet light is gener-
ated as visible light propagates through a noncentrosymmetric nonlinear crystal.
Because of dispersion within the crystal, the propagtion velocities of the visible
and ultraviolet light are generally different, and infinitesimal contributions to
the ultraviolet are created with continuously varying relative phase. Interference
between these contributions is typically constructive for very short path lengths
only, and the effectiveness of the conversion process is severely limited. However,
for certain birefringent crystals the directions of propagation and polarization
may be chosen to make the two propagation velocities equal, This process
is referred to as phase-matching.! All ultraviolet contributions then have zero
relative phase and add constructively to produce a greatly enhanced resultant.
For all excitation wavelengths needed in our experiments (298 nm to 361 nm),
phase-matching could be achieved by angle tuning one of two appropriately cut
1 cm thick LilO; crystals. Conversion efficiencies of several percent were typical
‘and depended quadratically on the intensity of the visible light. The bandwidth
of the ultraviolet pulses was determined to be no greater than 5 cm™! without

1

and 2 crn™! with the etalon in place, based on spectrometer scans of scattered

laser light.

The second doubling crystal was designed to permit generation of second
harmonic light down to the shortest wavelength for which phase-matching in
LiIO, is possible. This blue doubling limit is reached when the propagation
direction of the incident beam is perpendicular to the optic axis. Since the
dependence of phase-matched wavelength on angle in this wavelength region was
not accurately known to the crystal supplier (Cleveland Crystals), measurements

were performed in our laboratory to determine the optimum angle of cut for such
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a crystal. In these measurements, the blue limit for phase-matching in LilO, at
room temperature was found to be 293 nm. Since the range of the first crystal
- ended at 315 nm, a tuning range for the second crystal of 293 to ~ 320 nm was
desired. The measured (internal) phase-matching angles at these wavelengths
differed by ~ 26°. This range corresponds to a range of external angles of
incidence of £25°, which could be reasonably accommodated by choosing a wide-
angle mounting cell. It was therefore specified that the crystal be cut so that the
normal to its optical faces and its optic axis form an angle of 90 — 26/2 = 77°.
Although the doubling range is centered at ~ 305 nm, the wavelength that is

phase-matched at normal incidence for this design is 298.3 nm.
B. Samples, molecular beam apparatus, and expansions

Samples of trans-stilbene and anthracene with stated purities > 96% were
obtained from commercial sources (Aldrich, MCB, Pfaltz and Bauer). Extensive
earlier work on these molecules carried out in this laboratory®®7%#? demon-
strated that further purification had no effect on observed characteristics of the
samples in the spectral region of interest. Fluorene was purchased from Aldrich
with purity > 98%. Residual impurities in the sample were of no concern, since
‘only the strong S; «— S, 03transitions of fluorene and the fluorene-Ar, van der

Waals complex!® were investigated.

These samples were studied in the form of cold isolated molecules prepared
by expansion in a continuous supersonic jet. The apparatus consisted of a sample
reservoir and nozzle mounted horizontally within a translatable, heated metal
jacket on the axis of a cylindrical vacuum chamber. The expansion of the seeded
carrier gas occurred through a pinhole in the nozzle. For expansions under low
backing pressures, the reservoir and nozzle were formed of Pyrex tubing, and the
carrier gas was introduced via a simple double o-ring compression fitting. The
thick-walled capillary tube forming the nozzle was drawn out and sealed, then
sanded down to reopen a pinhole in its tip. Pinhole diameters were measured

by optical microscope and ranged from 60 to 80 microns. For backing pressures
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exceeding 100 psig, a stainless steel sample reservoir was used. The nozzle on
this reservoir was formed by a screw cap designed to hold commercially available
- drilled metal disks with a metal to metal seal. Pinhole diameters from 12} to

50 microns were used.

Experiments on bare (i.e., uncomplexed) molecules were generally con-
ducted using neon at a pressurc of approximately six atmospheres. The choice
of backing gas and pressure were dictated by the need to achieve maximum
cooling of rotations.'**? Helium complexes with ¢-stilbene were formed using
backing pressures of pure helium up to 45 atm. For the formation of van der
Waals complexes with argon, neon was again used as the principle carrier gas
with low concentrations of argon mixed in. The mixing was regulated by means
of a supersonic needle valve which allowed continuous variation of the argon
concentration. The advantage of this arrangement was the ease with which
observed complex signals could be optimized and checked for their dependence
on argon concentration, an important clue to stoichiometry. It must be noted,
however, that due to mechanical instabilities a constant mixing ratio over the

course of lengthy experiments was often difficult to maintain by this method.

The temperature of the nozzle assembly was controlled by two independent
coils of heating wire: one extending over the full length of the sample reservoir
and one in the immediate vicinity of the nozzle only. Thermocouples were
attached to the metal jacket surrounding the sample tube both at its front
edge, to monitor the nozzle temperature, and near the center, where the bulk
of the sample is located. Cited sample temperatures refer to readings of this
second thermocouple and ranged from 120 C to 180 C for the solid sample
compounds discussed in Chapter 5. Heater settings were chosen to maintain the
temperature reading at the nozzle approximately 50 C higher than that of the
reservoir. If this was not done, clogging of the nozzle tip by solidified sample

became a problem.

The vacuum chamber in which the nozzle assembly was mounted was 12 in.
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in diameter and 36 in. long. An Edwards 18B4A 12 in. oil vapor booster pump,
backed by a Kinney KT150 single stage mechanical pump, was connected to a
. right angle pneumatic valve mounted on the end of the chamber, downstream
from the molecular beam. With this pumping arrangement, the background
pressure was maintained below a few millitorr under normal operating condi-

tions, and always less than 20 millitorr.

After leaving the LilOj; crystal, the remaining visible and newly created
ultraviolet laser beams reached a mirror of high reflectance at the ultraviolet
wavelength. This mirror directed the ultraviolet beam upward through é, Brew-
ster angle quartz window into the vacuum chamber (see Fig. 1), while permitting
a major part of the visible beam to pass on undeflected. A final quartz lens in
the vacuum chamber focused the ultraviolet excitation beam tightly into the
expanding free jet. The distance X of the laser from the nozzle was continuously
adjustable with a value of two or three mm used for the typical experiment.
Pertinent expansion conditions, including X, the nozzle diameter (D), the reser-
voir temperature, carrier gas, and backing pressure were routinely recorded and
will often be cited in Chapter 5 as specific results are presented. In many cases
checks for collisions or hot band formation were made by studying the effects of

changing backing pressure or X/D.
C. Fluorescence detection

Fluorescence from the interaction region of the crossed molecular and laser
beams was collected at right angles to both beams by an f/2 collimating lens
and focused by a second lens onto the entrance slit of a microprocessor controlled
0.5 meter Spex spectrometer (see Fig. 1). In order to trace the time evolution
of fluorescence intensity the technique of time-correlated single photon counting
(TCSPC)'? was implemented as follows. At the exit slit of the spectrometer,
single photons were detected by a Hammamatsu 1564U microchannel plate pho-
tomultiplier. The photomultiplier output pulses were amplified, discriminated,

and used to trigger the start channel of an Ortec Model 457 biased time to
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pulse height (amplitude) converter (TAC). The stop channel was supplied hy
the similarly processed output of a fast photodiode detecting the visible laser
. pulses (PD in Fig. 1). For each valid sequence of start/stop pulses received, the
TAC, as its name implies, gives an output pulse of amplitude proportional to the
time hetween the two input pulses. The amplitude of the TAC output following
detection of a fluorescence photon in our experiments was therefore a measure,
on a time scale with an offset fixed by various optical and electronic delays,
of the time which clapscd between the passage of the excitation pulse and the
emission of the photon. By feeding the TAC output pulses to a Tracor Northern
Model TN-1706 multichannel analyzer (MCA) in pulse height analysis mode, the
desired histogram of photon emission times was produced. After accumulation
of a sufficient number of counts per channel, the data were transferred to a DEC

PDP 11/23 computer for storage and analysis.

The time base for our measurements was calibrated by detecting visible
dye laser pulses at the full 82 MHz repetition rate of the argon laser. This
procedure and other observations bearing on the accuracy of absolute time
interval measurements will be described later in this chapter. Biasing of photon
detection to early times (pulse pile-up) can occur in TCSPC when there is a
| significant probability for collection of two or more photons for a single excitation
pulse. This could be avoided simply by maintaining detection count rates below
40 KHz. In practice, saturation of the microchannel plate imposed a more
stringent upper limit to detection rates of several kilohertz only. The flow of
emitting molecules out of the field of view of the collection optics could also
cause a gradual loss of signal at times exceeding 10 ns. These transit time
effects could produce at most slight, systematic distortions of detected signal on
the time scale of rotational coherence measurements. These were generally of

no concern.

The temporal instrument response for the system was measured by ad-

vancing the tip of the nozzle into the path of the laser beam and detecting
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the scattered laser light. In our efforts to minimize the response width, it was
observed that the disparity in optical path lengths for different paths through the
spectrometer could contribute significantly to the response time. For example,
rays of 300 nm wavelength light which traverse opposite edges of our 76,800
groove grating have transit times differing by 77 ps in first spectral order. There-
fore, during these experiments, a mask was placed immediately in front of the
grating to reduce by more than two-thirds the width accessible to illumination.
Figure 2 shows the vptimmum respouse of 40 ps FWHM obtained for the detection
system described above, with the grating mask in place. Response widths were
more typically around 60 ps. Since the measured response was observed at
times to be very sensitive to certain variables of the measurement procedure
(spectrometer slit widths and grating position, and exact scattering geometry)
and these factors were, in general, necessarily different for response and decay
measurements, the measured response may be expected in some cases to differ
from the one actually operative for the decay collection. Broadening due to long
term instabilities is an additional impediment to precise determination of the
effective response width for lengthy experiments. For accurate characterization
of decays, the response of the system was measured both before and after the

‘transient measurement.
D. Polarization measurements

Our basic objective in experiments discussed in this thesis was to separately
detect compounents of fluorescence having polarizations oriented at selected an-
gles with respect to the excitation polarization. The high degree of linear polar-
ization required of the excitation source resulted naturally from the process by
which the ultraviolet pulses were generated. A soleil compensator was used to
orient the excitation polarization perpendicular to the direction of fluorescence
collection, as shown in Fig. 3. Analysis of the fluorescence into components was
provided by a Glan-air prism polarizer placed before the entrance slit of the

spectrometer. This device is formed by cutting a rectangular parallelepiped of
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the birefringeant mineral calcite into two right triangular prisms, then mounting
the two halves with a thin air gap between the faces of the cut.* Light entering
. along the normal to an uncut face of the polarizer crosses & triangular wedge
of calcite to the air gap. For a proper anglc of cut, the angle of incidence
of ﬁhe light on the calcite-air interface lies between the critical angles of the
ordinary and extraordinary rays, as determined by their respective indices of
refraction, n, and n,. The ordinary ray is then totally internally reflected while
the extraordinary ray is transmitted across the gap and continues across the
second wedge to exit the prism undeviated. This mechanism of polarization
selection has a very high extinction ratio and relatively high transmittance, but
it also has the disadvantage of a limited acceptance angle. If light falls on the
gap at too large an angle, both components are reflected while if the angle is too
small, both are transmitted. The cut-off angle, which depends on n,, and the
leakage angle, which depends on n,, change with wavelength, but the acceptance
angle, which is the difference between them, is about nine degrees throughout
the ultraviolet. Since this angle surpassed slightly the acceptance angle of the
f/7 spectrometer, no unanalyzed light could reach the detector when the prism
was correctly positioned. At the upper end of the wavelength range, this entailed
' biasing the prism normal slightly from the optical axis of the collection system

in order to maintain a field of view symmetric about that axis.

The effect of the finite angle of fluorescence collection on mixing of polariza-
tion components was shown empirically to be minor by measuring decays with
both our standard two lens f/2 collection optics and a single lens arrangement
of f/7 with no apparent effect on results obtained. An indication of the polar-
ization selectivity of the complete excitation/detection system was provided by
measurements of scattered laser light. These tests showed the system adequate
to provide a detection bias toward the selected polarization of no worse than 30

to 1.

An alternative but equivalent arrangement has also been employed for the
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‘detection of perpendicular fluorescence in which the compensator is removed,
leaving the excitation polarization parallel to the direction of fluorescence col-
. lection. Both polarization components propagating along the collection axis are
then perdendicular to the excitation, and the prism analyzer may be removed.
Not only is twice as much light available in this configuration, but transmission
losses in the prism of about 40% are climinated, resulting in a significant increase

in signal at the detector.
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I1. Time base calibration

One major application of rotational coherence spectroscopy developed in
- our laboratory is the measurement of rotational constants of molecules in excited
electronic states. The accuracy of rotational constants so measured depends
fundamentally on the accurate determination of the time scale of our experimen-
tal apparatus. Many calibration methods of varying degrees of accuracy have
been developed and applied to time measurement systems of this type.’* In this
section we describe in detail a calibration procedure suited to the equipment and
accuracy demands of our experiments. Tests undertaken to verify the accuracy

of the established time base are also discussed.

The full time range of the TAC-MCA combination during all experiments
described in this thesis was 16 ns or less. To calibrate the detection system,
an easily reproducible phenomenon with a time dependence on this time scale
was needed. The pulse trains from either of the two synchronously mode-locked
lasers used in our experiments provided just such a calibration standard. The
repetition rate of the argon ion laser was locked to twice the frequency of the
acoustic wave in the mode-locker crystal as described in Section I of this chapter.
‘The driving signal for the mode-locker was derived from a stabilized frequency
source which also governed the dye laser cavity dumper. The accuracy of the
displayed mode-locker frequency was confirmed by its agreement to better than
10 ppm with the dye laser repetition rate measured by a Hewlett-Packard Model
5340A frequency counter (accounting for reduction of the latter rate by cavity
dgmping). These considerations show that the average separation of laser pulses

produced by the system could be determined to 5 digit accuracy.

To perform a calibration of the 16 ns time range, scattered laser light was
collected and recorded in a calibration file showing two well defined laser pulses.
The separation in channels of the recorded pulses was then equated to the true
separation calculated from the mode-locker frequency. Under the assumption of

strict periodicity of the laser pulses and both stability and linearity of the TAC-
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MCA combination, uncertainty in the measured channel separation became the
limiting uncertainty in the time base calibration. Repeated calibrations showed
that the estimation of pulse positions by eye was sufficient to give an upper
limit of half a channel width uncertainty in the typical measurement of an 800
channel separation, equaling a relative uncertainty of less than 0.07%. When two
recorded pulses were regular in shape and extended over several data channels,
their separation could be more precisely established by determining the shift in
channels required to bring one pulse into congruence with the other. In such
cases, a clear degradation of the overlap of the pulses occurs for changes of less

than 1/5 channel in the shift.

The most convenient choice of pulses to use in the calibration were visible
dye laser pulses. In particular, the dumped primary and following secondary
pulse could be measured by simply scattering laser light through the normal
fluorescence detection optics. (Visible instead of ultraviolet light was detected
because secondary pulses are virtually eliminated from the ultraviolet by the
quadratic power dependence of second harmonic generation.) Detecting dye
laser pulses instead of argon ion pulses for the calibration offered the advantages
of minimum pulse widths as well as simplicity of implementation. Disadvantages
included the difference in detected pulse intensity and possible distortion of
the suppressed pulse. This latter is due to the inequivalent positions occupied
by the primary and secondary pulses within the cavity-dumped pulse train
and raises the possibility that their average separation (as measured in data
accumulated over hundreds of millions of pulse pairs) is shifted from the average
separation of all mode-locked pulses. However, if a variation in separation of
pulse maxima were induced by interaction with the cavity dumper acoustic wave,
the observed separation should change with changes in the phase and timing
of the cavity-dumping rf signal relative to the circulating cavity pulses. The
negative outcome of attempts to observe such an effect was taken as evidence

that any deviations from constant pulse separation is not detectable within the
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current precision of our measurements. Cavity dumped pulses were therefore
used for all calibrations. The large difference in intensities of the pulses was

. typically reduced by detuning the phase and timing of the cavity dumper.

The validity of the assumptions of stability and linearity mentioned above
has also been investigated. Both the short- and long-term stability of the time
base were tested by frequent calibration. The results showed that variations
over spans of days and months often did not exceed the uncertainty in a single
calibration. Periods of fluctuation and abrupt changes of the order of one percent
have been observed, however. Therefore, for measurements requiring the> highest

degree of accuracy the time-base was calibrated before and after the experiment.

If cither the TAC or MCA has a nonlinear response, a calibration of the
system establishes only an average time scale, while the true local time scale
will vary from position to position. Since the time interval over which PRC
recurrences were measured was often much different from that of the calibration
standard, recurrence periods derived on the assumption of linearity may be
subject to systematic error. Preliminary linearity tests were performed by
measuring at different positions in the calibration range the delay associated

“with a short cable. These showed no nonlinearity to the .5% level.

After measurements of recurrence periods on a number of molecules were
completed, it became clear that measurement errors due to other sources could
be limited to about 0.1%. It was therefore desirable to ascertain the linearity
of the time base to a similar degree of precision. A standard test of linearity
consists of measuring the arrival times of randomly distributed photons.!® Since
these events occur with equal probability in each time division of equal length,
the number of counts accumulated in each channel is a measure of the duration
to which that channel corresponds. In order to clearly demonstrate deviations
from linearity of the order of 0.1%, count totals of approximately 10% would be
required. Since the typical window of observation in our experiments (~ 16 ns

per laser pulse) recorded only about 1/15 of all events (see below), & count total
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of 10% in each of the 1000 observed channels would entail detection of 1.5 x 10*°
random pulses, assuming no loss of events due to electronic dead time. At the
maximum count rate of the TAC of 140 kHz, as determined by the 7 us duration
of the reset sequence, this signal would require a collection time of 30 hours.
Even if our interest is restricted to trends on a scale of hundreds of picoseconds
(tens of channels), collection times of several hours are needed. Mareover, a
large percentage of start pulses are lost at the maximum count rate, leading to
severe pulse pile-up distortion. These circumstances rendered it impractical to
carry out extensive linearity studies. For a limited investigation of long range
nonlinearity, we used a high gain photomultiplier as the random pulse generator
at count rates of ~ 30 kHz. Even at these rates, the influence of pulse pile-up is
not negligible at the 0.1% sensitivity level. Pulse pile-up effects must, therefore,
be considered in the analysis of our linearity measurements. The calculation of
these effects is described next.
In the TCSPC technique, events are timed relative to the periodic stop pulse
(of period T') from the laser; therefore, the measurement system time coordinate
(t') is limited to the interval (0,7). Only a segment of this interval, between
t; and t,, is actually observed. The probability density over t' for the arrival
“of a photon from a source uncorrelated with the laser is a constant p, = 1/T.
If f is the expected number of photons per laser cycle, the number of photons
arriving in any real time interval at has a Poisson probability distribution with
expectation fat/T,

(f at/T)N
N! )

The probability that no photons arrive is then p(0;at) = exp(—f at/T). The

p(N; at) = exp(~f at/T) (21)

probability density p,.(t) for a photon that arrives in a given cycle to successfully
trigger the start channel of the TAC at time ¢' is the product of p, and the
probability that the electronics are not “dead” at that time. The latter is the
probability that no other photon has arrived since the last stop pulse (¢ = 0) or

the last resetting of the electronics (#' — t;), whichever is more recent. Because
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the reset process, which lasts many complete laser cycles, begins with a stop
pulse, t; is expected to have a fairly constant value. When ¢, is not in (¢,,1,),
the same one of the two times, either 0 or ¢,, is more recent for each ¢' in the

observation window. Calling this time £, we have

po(t) = 7 exp(—f(t' ~ t,)/T) (2.2)

for t, < t' < t,. The probability for a recorded event is thus not constant but
falls monotonically at a rate determined by the photon arrival rate f/T. The

fractional change in p, from ¢, to t, is

L%lﬁ‘ = (pe(ta) = Po(11)) /2, (t;) = exp(—f(t; —,)/T) — 1 . (2.3)

T
This expression, being independent of ¢,, applies to the cumulative distribution
of recorded events, even if ¢, varies from photon to photon, as long as it does
not fall between ¢, and #,. For small f, the exponential may be expanded to

give

~ —f(ty —4,)/T . (2.4)

Two independent linearity tests as described above were carried out on our

. detection system for one of the time ranges used in our experiments. Thesc
showed no deviations of the local time scale from the average scale exceeding
.25%. However, a least squares fit to a straight line of the test of highest signal-
to-noise, corrected for the influence of pulse pile-up by equation (2.4), showed
a trend of deviations above and below the mean channel count that was about
equal to the standard deviation of the measured values (.18%). If such a trend
were present during a recurrence measurement made over the first half of the
calibration range, the derived period would be about 0.1% too long. This error
is greatly reduced when the measurement spans the full range of the calibration.
Results of many of the measurements discussed in Chapter 5 appear to support
the presence of such a bias. The linearity tests described here confirm that

errors introduced by this effect are not outside the uncertainties estimated from
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all other sources, but also indicate that a fuller characterization of the system
linearity is essential to push the acéuracy of the technique beyond the current

level.

When the time range was shorter than the laser 12 ns pulse separation,
an indirect method of calibration was required. The most convenient was the
insertion of a calibrated cable in the pulse circuit to delay the measured position
of the scattered laser pulse by a known length of time. The cable delay was
measured on a longer time scale which was itself calibrated against the laser
repetition rate. The accuracy of the average time scale established ‘by this
simple and rapid method was estimated at .25%. Alternatively, when the MCA
conversion gain was set at 2048 channels, a time range between 6 and 12 ns
could be calibrated by using the MCA digital offset to shift the observed time
“window” from the fundamental to the secondary pulse, thereby permitting the
total channel separation of the two pulses to be determined. The fact that the
two pulses were not recorded simultaneously reduced the accuracy with which
the absolute separation could be determined, but the larger number of channels
between the pulses resulted in a relative error comparable to that achieved by

the direct calibration.

From comparison of calibrations at different settings on the MCA, it also
appears that the MCA conversion gain results in a precise scaling of the time
range, suggesting that experiments on at a conversion gain setting of 2048 may
be calibrated in the usual manner by decreasing the conversion gain to 1024 for
the calibration. This procedure was not used here, however. By contrast, the
time range settings of the TAC are very approximate and a calibration of one
range may be in error by up to 5% if applied to another range based on the

nominal scaling.

We note here one other novel calibration technique which has already been
employed in our laboratory on a time range of 4 ns. This is the utilization of

rotational coherence recurrences themselves as the time standard. The recur-
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rence period of ¢-stilbene has been used to calibrate measurements of short time
phenomena in the fluorescence of f-stilbene or its van der Waals complexes.1®
. An accuracy of 1% or better is easily and conveniently obtained. This accuracy
is more than adequate for characterizing fast fluorescence rises and decays. The
potential for the use of recurrences of other molecules in this manner is great. A
molecule like I, for example, whose recurrences have now been observed,!” dis-
plays time markers at a separation of approximately 600 ps, or 300 ps when the
out-of-phase recurrence is included. This separation is well-known (to at least
6 digit accuracy, if centrifugal distortion is neglected) and is discretely variable
as a function of the excited vibration. Smaller molecules have correspondingly
shorter recurrence spacings and could be used to calibrate even shorter time

ranges.
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Figure Captions

1.

Overview of the experimental arrangement for the measurement of time-
resolved fluorescence of jet-cooled molecules. Key to symbols: ML — mode-
locker; DL - dye laser; CD - cavity dumper; SHG -~ second harmonic
generation; PD — photodiode; MCP - microchannel plate; TAC - time
to amplitude converter; and MCA -~ multichannel analyzer.

Temporal response of the fluorescence detection system to scattered laser
pulses. The spectral resolution is ~ 2 cm™!. A mask restricts the width
of the spectrometer diffraction grating accessible to illumination. The long
trailing edge is typical of the microchannel plate detector.

Detailed sketch of the experimental arrangement for polarization selective
excitation and detection of fluorescence of jet-cooled molecules. &, is the
polarization vector of the excitation pulse. €, is the polarization compo-
nent of the collected fluorescence that is selected by the prism analyzer
for detection. Two possible orientations of é, are shown. MCP is a mi-
crochannel plate photomultiplier. Pulse processing and timing electronics

are incorporated in the “photon counter” black box.
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Figure 3
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Chapter 4

Data Analysis

Portions of this chapter are taken from the following published articles:

“Purely Rotational Coherence Effect and Time-resolved Sub-Doppler Spec-
troscopy of Large Molecules. II. Experimental,” by J. S. Baskin, P. M. Felker,
and A. H. Zewail.

Reprinted with permission from The Journal of Chemical Physics, Volume
86, p. 2483. Copyright 1987 American Institute of Physics.

| and

“Determination of Excited-State Rotational Constants and Structures by
Doppler-Free Picosecond Spectroscopy,” by J. S. Baskin and A. H. Zewail.

Reprinted with permission from The Journal of Physical Chemistry, Volume

93, p. 5701. Copyright 1989 American Chemical Society.
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In this chapter we give a detailed account of the various procedures employed
in the interpretation of our measurements. Methods applied to extract excited-
state parameters from measurements of polarization-analyzed fluorescence are
described first. Details pertinent to the calculation of the van der Waals molecule

potential energy surfaces discussed in Section II B of Chapter 5 are then given.

The nature of purely rotational eoherence lends itself to two semi-indepen-
dent types of analysis. The first is the determination of recurrence periods
and the second is the fitting of data to numerical simulations. For the first, the
optimal time range for data collection includes many recurrence periods. For the
second, resolution of details of recurrence shapes and amplitudes is of primary
importance and a shorter time scale is usually preferable. A full description of

the procedure employed for each of these methods of analysis follows.

Rotational recurrence periods and associated error bars were determined in
the following manner. Recurrence positions in a measured decay were located by
inspection, and uncertainties corresponding roughly to 90% confidence intervals
were estimated for each one. Short fluorescence lifetimes were first removed
to prevent biasing of the positions. This was accomplished by multiplying the
data by e!/” where 7 was the measured lifetime. A weighted least squares fit to
the estimated positions yielded the recurrence period. The quoted uncertainties
were found conservatively by considering the maximum and minimum periods
consistent with the error bars on the extreme recurrences. For the values
reported here, these conservative error estimates have been reduced only when

warranted by the good agreement between a series of independent measurements.

Fig. 1 presents an example of a rotational coherence measurement used to
determine the recurrence of ¢-stilbene. The decaying curve is the measured signal
with the polarization analyzer set to select parallel fluorescence. Also shown at
the top of the figure is the same data after elimination of the decay. In this,
the regularly spaced in-phase recurrences may be located and their positions

accurately measured. On the hasis of a single measurement of this type, the
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PRC recurrence period of t-stilbene could he determined with an uncertainty as

low as ~ 4 ps.

As seen in Section III of Chapter 2, precise values for the rotational con-
stants of asymmetric tops are not given directly by PRC recurrence periods
as in the symmetric top case. Even the approximate expressions derived in
that section do not permit the determination of independent B'and C' values
without some additional constraint (such as the assumption of planarity). To
extract as much potential information as possible from the experimental data
therefore requires comparison with numerical simulations designed to accurately

reproduce the conditions of the measurement.

The fundamental component of these simulations is the expression derived
by Felker and Zewail’ and discussed at length in Chapter 2. There are three
important assumptions involved in each PRC simulation in this thesis, which
are: 1) The initial ground state population distribution is assumed Boltzmann.
2) A rigid-rotor rotational Hamiltonian is assumed. 3) The possibility of axis
switching in excitation is neglected. By this last, we mean that the equilib-
rium principle axes of inertia of the ground and excited states are assumed to
.coincide.? It should be kept in mind that any of these assumptions may lead to
inaccuracies since they need not be justified in all cases. Further limitations are
placed on the accuracy of the calculations by the finite temporal and frequency
resolution, frequency bandwidth, and range of ground-state rotational levels
included. However, checks were made to ensure that the choice of these param-
eters had no significant influence on the results., Typical values used for final
calculations were 4 ps and 1 MHz for temporal and frequency resolutions and 50
GHz for the frequency bandwidth. The temporal resolution used during fitting
was that of the measured data, either 8 or 16 ps. The frequency bandwidth
was also set at 35 GHz during preliminary fitting. This lower value had no
noticeable effect after convolution with our ~ 50 ps response. An energy cutoff

was set for the inclusion of ground-state rotational levels. This was preferable to
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a simple limit on J, since the overlap of J manifolds is very pronounced in many
of the molecules studied. It was found that simulated intensities reached their
asymptotic values when ground-state levels with J, up to 25 —~ 35 (depending on
temperature and molecule) were included in the summation. Again, preliminary
ﬁtti‘ng was done with somewhat lower ground state limits, chosen to give about

99% of the asymptotic intensity.

The contributions of minor isotopic species due to the natural abundance of
13C have also been considered and will be discussed in relation to the #-stilbene
results in Chapter 5. These contributions can be important but were negligible

for the purposes of the present work.

The calculations of PRC intensities requires, in principle, the specification
of 11 parameters: the rotational temperature, six rotational constants (4",
B", C", A', B', C'), and the directions of the absorption and emission dipoles
(0y,¢1,8,,05). The ground-state structure exerts an influence on PRC in two
ways: the ground-state energies determine the initial state distribution, and the
eigenstates govern the transition strengths to each upper state. However, it has
been found that results of simulations are quite insensitive to the exact values
‘of the ground-state constants, as might be expected since the beat frequencies
responsible for the appearance of recurrences depend only on the excited-state
energies. Thus, it is sufficient in practice to specify a single set of rotational
constants. In addition, in the cases considered in Chapter 5, a single electronic
transition is involved in both ahsorption and emission, implying a single tran-
sition moment. This reduces the effective number of simulation parameters to
six. The computer fitting routines that have been employed in the data analysis
for this thesis treat only four of these six as variables, leaving the transition

moment fixed.

To perform the least-squares fitting, calculated intensities were convoluted
with an instrument response function and compared to the experimental data.

This comparison entailed the introduction of two additional fitting parameters: a
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scaling factor to adjust the simulation amplitude and a time shift to synchronize
the temporal evolution of the two files.

The experimental data could be fit either in the form of parallel fluores-
cence or of polarization anisotropy. As discussed in Chapter 2, the fluorescence
polarization anisotropy is defined as

_ L) - 1,.()

where Ij(t) and I (#) arc the fluorescence intensities with polarizations parallel
and perpendicular, respectively, to that of the excitation. The anisotropies
presented have been calculated by the formula

[Fy(t) — BLy| - a[F (t —t') — BL ] (2)
[.F”(t) - BL“] + Ba[F_J_(t o t') — BL_L}

R(t) =

where F(t) and F | (%) are the measured decays, BL| and BL, are their respec-
tive dark current imposed baselines, and a and ¢’ are two adjustable parameters.
Here the upper case R is employed (following the notation adopted by Negus
et al.?) to emphasize that the effects of limited temporal response are directly
incorporated into R(%) and must be accounted for when comparing results with
theory. The value of ¢ was chosen to reproduce the theoretically expected!
asymptotic value of the anisotropy, and t' was adjusted by consideration of
the decay rises and very early behavior of R(¢). The need for these parameters
arises from unavoidable changes in detection efficiency and time origin which are
coincident with the change of detection polarization (i.c., the physical rotation of
the analyzer). They may also, of course, be used to compensate for systematic
detection bias (particularly the polarization dependence of the spectrometer
grating efficiency) and drifts in the detection system or the excitation power.
Because R(t) near ¢ = 0 (taken as the instant that the decay amplitudes
depart their baseline values) is very sensitive to small changes in t' as well as
suffering from very low signal to noise, precise early time anisotropy values could

not be derived. In Fig. 2 is shown, for example, the effect of small variations
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in the value of ¢’ on R(0) in a measurement of the polarization anisotropy of
t-stilbene fluorescence. Note, however that values of R(t) at longer times are
relatively insensitive to the choice of ', so that, in particular, the positions and
amplitudes of recurrences are well determined. Similarly, apparent R(0) values
are strongly affected by even small response drifts, which again have negligible
impact on R(%) at other times.

Methods employed to find the best-fit PRC parameters to a given set of
data included a simple grid search of likely regions of the parameter space and
optimization routines either without constraint or constrained by the condition
of planarity. In choosing initial values for the rotational constants, two generally

applicable relations were useful. The first is
AT'>C0'-B, (3)

which holds (to very good approximation) for any set of rotational constants.
(This relation is not rigorous for effective rotational constants; i.e., A~! may be
slightly smaller than C~! — B~ as a result of averaging over the vibrational
state.) The second depends on the measured nutation recurrence period (7;)
and is by now well known:

B+ C'~1/m (4a)
if the molecule is prolate or
A"+ B' '~ 1/m (4b)

if it is oblate. The rotational constants of the ground state could either be held
fixed at predetermined values or be equated to the excited-state values. A x?
test was used to judge the goodness of fit. Poisson statistics apply to decays
collected by single photon counting. For R(%), approximate expressions? based
on Eq. (2) were used to characterize the distribution, which is not Poisson. The

standard deviation of each anisotropy value was given by

3a
[.F” -_— BL“ = 2G(FJ~ o BL_L)

G'Rz

E \/(FL — BL, Y F, + (Fy — BLy}*F, . (5)
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When parallel fluorescence was fitted, the decay lifetime was eliminated
from the fitting process by multiplying the data by e*/7, with a corresponding
adjustment of weights used in the x? calculation. The measured response with
which the simulation was convoluted was also multiplied by e?/7. The rational
for this was as follows. We may write the fluorescence intensity as a product
I(t) = A(t)e~t/7, where all evolution within the excited state is represented in
the function A(¢) and e™*/" accounts for the excited-state population decay. If
the temporal response of the detection system is 5(t), the measured signal is

then the convolution F(t) = I(t) o §(¢), or

-+ o0 + oo
F(t) = /I(twt’)S(t’)dt’:e“t/T /A(tmt’)et'/TS(t')dt’. (6)

Thus the function F(t)e!/™ that we wish to fit is equal to the convolution of
A(t) with e*/7S(t). The precision of the lifetime measurement is not critical
to this process. Since the PRC signal is known to vary around a constant DC
level, it is only necessary that no long range trends appear in the residual of the
exponential fit to the data.

The Fortran program ATFIT2 in Appendix III is the most general fitting
routine employed in the analysis of experimental data discussed in this thesis.
In ATFIT2, all three excited state constants are varied independently, along
with the rotational temperature and the parameter T0 that fixes the temporal
synchronization of the data and the simulation. The amplitude scaling can also
be optimized, but it was found that no significant improvement in x? could
be obtained by varying the scale from that determined by normalization of
the two files. The ground state rotational constants are held at predetermined
values in this program. The gradient of the x? function in the parameter space
of the five remaining adjustable parameters was determined analytically by
calculations in which each parameter was displaced above and below its current
value. For efficiency, the dependence of ¥* on TO was determined by shifting

a single simulated data set plus and minus one channel. This is generally a
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very gross adjustment, and a finer step may be worth the extra computation
time involved. Since the temperature enters only in the final step of the PRC
_ frequency spectrum calculation, spectra for three different temperatures were
obtained at essentially the price of one computation.

The minimization algorithm used in ATFIT is not completely effective
when parameters are correlated. A particular problem was presented by the
correlation between TO and the absolute magnitude of the rotational constants
as a set. To see this, note that PRC frequencies, even for the asymmetric top,
are linearly proportional to the rotational constants. Thus, multiplication of
all constants by a scaling factor 5 results in a scaling of the PRC time domain
signal by 7. Since the experimental data cover a fixed time range which is
positioned relative to the simulation by the parameter T0, T0 must be adjusted
when the simulation time scale is expanded or contracted. For a given TO, the
program ATFIT was found effective at optimizing the shape of the PRC pattern;
that is, the correct ratios of rotational constants was determined. However,
to find the optimum scaling factor and the corresponding T0, the program
ATGRID1 was used. In this program, the simulation time scale and TO0 were
varied simultaneously in such a manner as to maintain the center of the data at
“a fixed position in the simulation. The plot numbered 1 in Fig. 22 of Chapter
5 is an example of such an optimization. The value of TO was decreased by

37 ps, or about 2% channels, over the range of the plot to compensate for the
contraction of the simulation time scale.

For many of the most time-consuming calculations of asymmetric top PRC
intensities, a near-symmetric treatment was used. This treatment is based on
the fact that the asymmetric top eigenfunctions [J7M) must transform smoothly
into symmetric top eigenfunctions as B and C (or A and B) converge. Thus,

only a single coefficient in the expansion of each eigenfunction,

J
|JJrM) = > a(JTK)|JKM), (7)
K=—J
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can have appreciable amplitude for small asymmetries. In the near-symmetric
treatment, all other coefficients are assumed negligible in the evaluation of
Eq. (3.15) of Chapter 2. This has much the same result as applying the approx-
imate selection rules AK, ,, = 0,41 where K, stands for K, or K, the
designation of the closest symmetric top limit. In this approximation, the only
consequence of asymmetry is the shift in rotational energies that causes changes
in PRC beat frequencies. This treatment was used regularly for preliminary
fitting and off-axis dipole calenlations and was found to give satisfactory results
even for moderately large degrees of asymmetry while providing a substantial
(> 50%) savings in computer time. Near-symmetric and full asymmetric cal-
culation options are provided in the program ATFIT, to be selected at each

execution.

The evaluation of Eq. (3.14) of Chapter 2 (disregarding the exponential
decay factor) is essentially a Fourier transformation from the frequency to the
time domain. Recalling that f(J,,J;,J, 75,7, 7) = f(Jy, I}, J1, 79y 71, 71) » the
direct calculation requires the sum over all distinct frequencies w of A cos(wt)
at each temporal data point. The amplitude A is either f or 2f, depending on
whether J; and 7, are different from J; and 7; or not. In practice the frequencies
are recorded in an array of finite resolution so that the calculated frequencies
must be rounded to the nearest value in the periodic grid. (For symmetric tops
this actually need not introduce any limitations in accuracy, since all frequencies
fall exactly on a grid of spacing 2B'.) If the number of distinct frequencies of
significant amplitude is called INU, and the number of time points NPTS, the

number of cosine evaluations is INU.NPTS.

Since values of either INU or NPTS or both may be in the thousands,
it is natural to consider alternative implementation of this transformation by
a fast Fourier transform (FFT) algorithm. In an FFT the calculation time is
proportional to Nlog(N) where N is the number of equally spaced points in either

the time or frequency domain, since both must be equal. When the frequency
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and time résolutions are designated by v, and CT respectively, the total time
range involved in the FFT calculation (= N.CT) is equal to 1/v,,,, and the
_caleulated temporal function is periodic with this period. Since this periodicity
is a necessary consequence of the chosen frequency resolution and the associated
rouhding of frequencies, the calculated function near the end of the time range
may be completly unrelated to the true function. Since signal differences of less
than 1% are important in PRC analyses (see Chapter 5), the useful part of the
calculated timme range will, in fact, be quite small. Consider, for example, a
modulation term of true frequency v. If this frequency falls midway between
two grid values, it will be recorded as »' such that |v — v'| = 1u,,.. The true

2" res*
and calculated intensities will be I = Acos(®) and I' = Acos(®'), where the

phase @ = 27vt or the phase difference is
ad =yt . (8)

The maximum intensity difference for a given (small) a® is equal to 4-a®. An
upper limit on A® of .02 will insure that the calculated intensity does not differ
from the true intensity by more than 1% of the total amplitude of the modulation
(= 24). Since the unmodulated intensity is typically from 1.5 to 3 times greater
than the sum of all modulation amplitudes, and the average frequency defect
|v—2'| s, in general, smaller than v,.,, calculations with the above limit placed
on A® can be expected to accurately reproduce features of 1% amplitude. From

Eq. (8), tis equal to a®/(7rv,,,). We find then that data from an FFT calculation
may be expected to be reliable for ¢ < .02/(7v,,,), or less than 1% of the entire
calculated time range. Comparison of actual calculations at different frequency
resolutions showed that limited resolution introduced errors of about 3% of the
signal at 5% of the time range, and < .1% at 11% of the range.

As the preceeding considerations demonstrate, the time range of the FFT
calculation must be a factor of 20 or more longer than the time range of interest.

This determines an upper limit for the value of v,,,). For detailed comparisons

with experimental results, the temporal resolution must be a multiple of the



103

experimental value. This establishes a minimum frequency range of 1/CT. A
further restriction is the limitation of N to integral powers of 2. In contrast,
each parameter can be set independently at an appropriate value for the direct
calculation. Thus the direct calculation gains a factor of at least 20 by the fact
that the time range can be set as needed. Similarly, 1/CT is typically much
higher than the range of frequencies that need otherwise be included. Another
factor that reduces the advantage of the FFT is the sparseness of the frequency
array. In the direct calculation, the time loop is not executed for frequencies
with amplitudes below a minimum threshold. Depending on the resolution
and span of frequencies, this may reduce the time for the direct calculation
by another order of magnitude relative to the FFT. From a comparison in which
only 2% of the FFT time range was considered useful and 388 temporal data
points were required, the FFT transformation was found to be about 30% slower
than the direct method. For larger NPTS, the FFT computation time scales as
NPTSlog(NPTS). Assuming that the frequency array is already sparse, as it is
in our calculations, direct calculation for larger NPTS scales as NPTS, since the
smaller v, that is required does not significantly affect the value of INU. An
improved FFT algorithm or a higher error tolerance would change the balance
in favor of the FFT, but the advantage is not expected to be significant for
calculations of high accuracy. On the other hand, direct transformation has
the general advantage that PRC signals for various time ranges, resolutions,
and starting times can be calculated from a single frequency spectrum, without
regard for the values of the frequency domain parameters. Note also that
caleulation of the frequency spectrum itself consumes more than half of the
computation time, so further gains in transformation speed have diminishing

returns.

Because the PRC calculation begins with the calculation of a Fourier spec-
trum, comparison of experimental data and simulation in the frequency domain

could greatly improve the efficiency of PRC fitting. This procedure has not
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been investigated. Problems to be addressed include proper weighting of the
least square sum and the effect of temporal shifts between the data and the
‘measured response.

In some cases, the influence of noise on our measurements has been tested
by t.he addition of random noise to simulated data. Poisson statistics were
assumed for this purpose. An algorithm due to Knuth® was used to generate
Poisson distributed data for low count totals. A more efficient algorithm was
used to calculate Gaussian noise for count totals above 15, since for such values
the Poisson distribution differs negligibly from a Gaussian distribution with
standard deviation equal to the square root of the expectation value.

Another technique of assessing the polarization dependence of our data
was applied to certain decays measured at high excess vibrational energy whose
temporal evolution was quasi-biexponential in nature. In such cases, individual
decays were fit to a biexponential decay law using a nonlinear least squares
fitting algorithm and accounting for convolution with the measured response
function®. The behavior at early time of these decays is well characterized by
the fast lifetime and fast-to-slow amplitude ratio obtained as parameters from
such a fit. Measurements of fluorescencepolarized parallel, perpendicular, and
at 54.7° (magic angle) to the excitation polarization were compared on the basis
of their respective fit parameters to determine the eﬁ'ect; if any, of polariZation
anisotropy transients on this early time evolution.

In Section IT B of Chapter 5, we discuss calculations of the binding potentials
of t-stilbene-rare gas van der Waals complexes. These calculations consisted of
summing simple isotropic atom—-atom potentials representing the interaction of
each rare gas atom with all other atoms of the complex, including other rare
gas atoms in the higher complexes. The structure of the parent molecule was

assumed fixed. The two-body potentials were of the form

Vi) = 4|5 - 3 5] ©)

where r is the separation of the two atoms. This potential has a minimum
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energy € = —A/(20°%) at separation o. The parameters 4 and o are functions of
the species of the two atoms. Values of A and o for homoatomic interactions of
carbon, hydrogen and rare gas atomns have been derived from experimental data
of various types.”®91% Those values which are pertinent to our calculations are
givén in Table I, along with the corresponding well depths.

The combining rules proposed in Ref. 8

A =./4, A and o zm (10)

13 I 5 Sl I 4 1J 2

may be applied to the data of Table I to obtain parameters for C-RG and H-RG
interactions. C-RG parameters derived in this manner from the data of Ref. 7
were used in the calculation of tetracene-rare gas van der Waals potentials by
Ondrechen et al.!! These derived parameters, and H-RG parameters used in
the same calculations, are given at the top of Table II. Our initial potential
calculations were based on these parameters, as explained in Chapter 5. Also
given in Table IT are parameters used in later calculations which are based on
Eqg. (10), the C-C and H-H values of Ref. 10, and the rare gas data of References
7 and 9. Since these latter two references are reasonably consistent on the neon
and argon data, the values of Ref. 7 were used throughout. We note that the
‘upper and lower sets of H-RG parameters differ substantially. Data from Ref. 8
were cited in Ref. 11 as the basis for the upper values, but these data could
not be found. In any case, the results of our calculations were not qualitatively

affected by the choice of H-RG parameters.
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. Table I. Homoatomic 8--12 potential parameters

A o €]
(Kcal A®/mol) (&) (em™1)

Ref. 7

c-C 344.0 3.81 19.6

Ne-Ne 143.9 3.18 25.2

Ar-Ar 1508 3.87 83.2
Ref.o

He-He 28.6 2.97 7.31

Ne-Ne 153.6 3.11 290.7

Ar-Ar 1580.6 3.76 97.8
_ Ref. 10

C-C (Aliphatic) 370.4 4.12 13.3

C-C (Aromatic) 500.4 3.70 34.6

H-H 45.5 2.93 12.6
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Table I1. Heteroatomic potential parameters derived from homo-

atomic parameters by the combining rules of Eq. (10)

A o €]
(Kcal A% /mol) (A) (em™1)

Parameters used by

Ondrechen et al. (Ref. 11)

C-Ne 222 3.49 21.7
C-Ar 741 3.84 40.4
H-Ne 168 3.24 25.4
H-Ar 560 3.60 45.0

Alternate parameters

C(Aliphatic)-He 102.9 3.54 9.1
C(Aromatic)-He 120.7 3.34 15.3
C(Aliphatic)-Ne 230.9 3.64 17.4
C(Aromatic)-Ne 270.8 3.43 20.1
C(Aliphatic)-Ar 769.1 4.00 33.1
C(Aromatic)-Ar 901.9 . 3.78 53.6
H-He 36.1 2.95 9.6
H-Ne 80.9 3.04 17.8

H-Ar 269.6 3.40 30.6
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Figure Captions

1. Example of a parallel fluorescence measurement used in the determination of
the PRC recurrence period of t-stilbene. The data are shown as measured
and after suppression of the fluorescence decay. (Deviations from exponen-
tial decay at long times, due presumably to ion feedback in the microchannel
plate detector, have also been compensated for in the flattened data.)

2. Experimental fluorescence anisotropies (R(t)) as a function of the temporal
alignment parameter ' described in the text. Temporal resolution for
the measured decays was 8 ps per data point. Fluorescence intensities at
times intermediate to the measured data values are approximated by linear
interpolation. ¢ = 0 marks the position of the initial rise of fluorescence
intensities above background level. The maximum value of R(?) is indicated

at left for each curve.
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Figure 1
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Figure 2
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Chapter 5

Rotational Coherence Measurements
and Comparisons with Theory

Portions of this chapter are taken from the following published articles:

“Purely Rotational Coherence Effect and Time-resolved Sub-Doppler Spec-
troscopy of Large Molecules. II. Experimental,” by J. S. Baskin, P. M. Felker,
and A. H. Zewail.

Reprinted with permission from The Journal of Chemical Physics, Volume
86, p. 2483. Copyright 1987 American Institute of Physics.

and

“Determination of Excited-State Rotational Constants and Structures by
Doppler-Free Picosecond Spectroscopy,” by J. S. Baskin and A. H. Zewail.

Reprinted with permission from The Journal of Physical Chemistry, Volume
93, p. 5701. Copyright 1989 American Chemical Society.
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I. Introduction

In this chapter are presented experimental observations of the manifesta-
- tions of rotational coherence in a variety of molecules and under a variety of
conditions. The apparatus and procedures emplaoyed in the measurement and
analysis of all data presented in Sections II, III, and IV A were fully described
in Chapters 3 and 4 of this thesis. All measurements in these sections were on
samples cooled by supersonic expansion. In Section IV B, measurements from
another laboratory are compared with predictions of the theory developed in

Chapter 2.

The goal of Section II is to demonstrate the practical capabilities of pi-
cosecond time-resolved fluorescence measurement for the extraction of precise
molecular parameters of excited electronic states of polyatomic molecules. In
each of subsections A through D, we present detailed analyses of purely rota-
tional coherence (PRC) measurements on a different molecule (or related group
of molecules). Special features of each case permit us to explore many different
aspects of the PRC phenomenon, such as the influence of molecular asymmetry
and arbitrary transition dipole directions. New information is derived about
“the rotational constants and structures of six of the eight molecules studied. In
figures accompanying these discussions, the characteristic decay of fluorescence
intensities will in some cases be suppressed (by multiplying the data by e¥/T,
where 7 is the measured lifetime) in order to facilitate the visual comparison of

those features relevant to PRC.

Section IIT explores the interaction of vibrational motion and rotational
coherence in t-stilbene and anthracene. Polarization-analyzed measurements
permit contributions to the time-dependence of fluorescence due to intramolec-
ular vibrational energy redistribution to be separated from those due to evolving
ensemble orientation. Experimental results are compared with a model in which
strict separability of vibrational and rotational motion is assumed, relying on

the knowledge of PRC in these two molecules that was gained in the studies of
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Section II.

Observations of rotational coherence in #-stilbene following the photodis-
sociation of the jet-cooled van der Waals complex #-stilbene-He are discussed
and analyzed in Section IV. Again, the PRC studies of hoth t-stilbene and #-

stilbene-He in Section II provide a point of reference for the interpretation of

our data.
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II. Determination of Rotational Constants and Structures

A. t-Stilbene 0%

The experiments presented in this subsection were carried out exciting ¢-
stilbene to its S‘, vibrationless level at 3101.4A (32234 cm~1). Stilbene is a
highly favorable choice for the study of purely rotational coherence due to its
intermediate size, its geometry (near-symmetric top), and the direction of the
transition dipole involved (approximately parallel to the long axis®®), These
factors lead to polarization anisotropies that are readily observable, as we first
illustrate by a selection of measured fluorescence decays and simulations in
Figures 1 through 7. Experimental conditions and simulation parameters are
given in the accompanying captions.

The results displayed in Figures 1, 3, and 4 were obtained detecting
polarization-analyzed fluorescence to the S, vibrational ground state. The
noteworthy feature of all these decays is the presence of periodic transients, or
recurrences, which are detection polarization dependent. As can be seen in
Fig. 1, these recurrences have opposite phase in the parallel and perpendicular
decays while they are absent entirely for magic angle detection. This last fact
indicates that the transients for parallel detection have twice the absolute
amplitude of those for perpendicular detection (since I ,,x I} + 2I1, as
discussed in chapter 2). For this reason only parallel decays are shown in the
following Figures.

| In Fig. 2 are displayed simulations employing parameters chosen to
closely reproduce measurements under our standard expansion conditions (see
below). A detailed comparison of experiment and simulation in order to derive
accurate parameters for the ¢-stilbene S, state will be undertaken later in this

section. For now, we need only note that the qualitative agreement of these
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decays with those experimentally observed at the t-stilbene origin (Fig. 1) is

excellent.

Figure 3 attests to the persistence of polarization-dependent recurrences
in t-stilbene fluorescence out to times of at least 14 nanoseconds (greater than
five fluorescence lifetimes). Here also the strict periodicity of the transients (to
within experimental uncertainties) and their alternating pattern is clearly
observed. In order to achieve the signal-to-noise needed to reveal the later
recurrences, several independently measured decays were added to produce
the data in this figure.

An example of the influence of carrier gas pressure on our observations is
shown next in Fig. 4. Two atmospheres and six atmospheres were the backing
pressures employed for the top and bottom decays, respectively. The carrier
gas was neon in both instances. All other conditions were identical. As the
comparison reveals, the higher backing pressure produced a significant
enhancement of the recurrence amplitudes. At a given pressure, the use of
neon rather than hélium as carrier gas also appeared to provide a noticeable
though lesser enhancement of the recurrences. Based on these observations,
Six atmospheres of neon was established as the expansion regime employed
whenever possible for the experiments described in this chapter.
Measurements at yet higher backing pressures of both neon and helium have
been carried out, but the results have not differed substantially from those
produced at six atmospheres.

For the simulations of Fig. 2, a rotational temperature of 2K was
assumed. In Fig. 5 an expanded view of the Tror = 2 K simulation is compared
to one for which Tror = 10 K, all else remaining unchanged. The effect of
increasing temperature is in good agreement with the trend in Fig. 4, in which

lower backing pressure, which is known to provide less effective rotational
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cooling,* was seen to produce less prominent recurrences. This effect is easily
understood within the framework of rotational coherence. As higher ground
state rotational levels are populated, more beat patterns with higher
modulation frequencies contribute to the thermal average. The result is
incréasingly fast dephasing of the recurrences.® Convolution of these sharper
recurrences with the detection response leads in turn to smaller apparent
amplitudes, as observed here in both experiment and simulation.

Figure 6 presents a selection of decays recorded once more for 07
excitation, but now detecting other than resonance fluorescence. The first and
second decays result from detection of spectrally resolved emission bands at
—~204 and -218 em ™1, respectively; for the third, spectral resolution is low and
a number of bands contribute. Details of the detection conditions are given in
the caption. In all cases the basic character of the polarization anisotropy
remains unaltered from that displayed for resonance detection. Similar
recurrences have also been seen in the region of totally unresolved
fluorescence 10000 cm~! below the excitation energy. There is at most a slight
loss in recurrence amplitude in decays measured for detection of broad band
ﬂuorescence to distinguish them from spectrally resolved decays. Even this
difference has not been conclusively established, in light of the many variables
which may contribute to such an effect.

Rotational coherence depends on the transition dipole direction but is
otherwise independent of vibronic transition as long as the separation of
rotational and vibronic wavefunctions is valid. This separation is assumed for
all simulations presented in this thesis and, in particular, dictates that
simulations for all parallel transitions in the 0°) dispersed fluorescence
spectrum of ¢-stilbene would be identical to those of Fig. 2. That no detection

wavelength dependence is seen experimentally is therefore consistent with
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(and lends stréng support for) both separability of rotational and vibrational
motion at the energies in question and the assignment of all detected bands
‘as essentially parallel-type. Note, however, that since the frequencies of
rotational beat components are determined solely by the rotational energy
levels in S|, the period of recurrences is always rigorously independent of
detection band in the symmetric top limit. (For asymmetric tops, changes in
recurrence period as a function of detection could conceivably arise through a
modification of the averaging that determines the agymmetry correction, as
discussed in section 2, ITII. Such changes are expected by their nature to be
exceedingly small.)

To complete the qualitative comparison of theory and experiment, we
present in Fig. 7 polarization anisotropies formed (as described in Chapter 4)
from the data of Fig. 1 and the simulations of Fig. 2, respectively. Several
noteworthy features of rotational coherence, which are not apparent upon
examination of the decays themselves, may be readily observed in this figure.
An example is the prominent early time anisotropy which is largely concealed
in the rise of the fluorescence intensities. For a perfect symmetric top
ﬁndergoing parallel transitions, our considerations have shown that the
manifestations of rotational coherence are strictly periodic with period 1/(2B).
The full calculation indicates that the true molecular anisotropy due to
rotational coherence is equal to 0.4 at times n/(2B'), n = 0,1,2,... . The R(t)
values seen at early times in Fig. 7 are close to this value. That subsequent
peaks are much smaller is due both to limited temporal response and
asymmetry. Even when r(t) is strictly periodic, returning to 0.4 at regular
intervals, R(t) away from t = 0 will not return to its initial value. Thisis a
consequence of the existence of a discontinuity in the probability of emission at

the instant of excitation which is not found at the recurrences. Asymmetry
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resultsin a further reduction of recurrence amplitudes, as discussed in Section
1T of Chapter 2. In Fig. 7 this damping is most evident for the out-of-phase
recurrences and, as seen, is well accounted for by the simulation.

Also evident in Fig. 7 is the non-zero baseline value of R(t). (The time
axis defines B = 0 for the experimental anisotropy.) This is equal to the
steady state branch-averaged anisotropy as discussed further in Chapter 2.
Values of the residual anisotropy have been calculated elsewhere® for both
symmetric and asymmetric tops. From the rotational coherence simulation in
Fig. 7, we find a residual anisotropy of 0.075. This is identical to the value
derived from Fig. 1 of ref. 6a for a symmetric top with a ratio of rotational
constants of 10.4, corresponding to the assumed A’/ 3 (B’ + C’) of our
simulation. An independent determination of the residual anisotropy was not
made experimentally.

The preceeding comparisons have firmly established the correspondence
between our experimental observations and the theoretically predicted
manifestations of purely rotational coherence.® The basic structure of the
observed transients and their polarization and temperature dependence are
séen-to be in good accord with theory. Our purpose now is to use the
information contained in these measurements to improve our knowledge of the
t-stilbene S, electronic state to the fullest extent possible. Specifically, we 1)
account for the influence of asymmetry and possible nonlinearity of the
measurement system time base in deriving a value of B’ + C’, and 2) fit
measurements to PRC simulations in an effort to establish values for all three
excited state rotational constants. Since the results of these fits are found to be
inconsistent with any reasonable ¢-stilbene structure when an a-axis polarized
transition is assumed, the consequence of varying the direction of the

transition moment in the simulations is investigated.
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For the precise determination of the recurrence period 11 of the S ,0° level
of t-stilbene, we consider only fluorescence decays following S,0°; excitation
that were measured on a directly calibrated time scale and also display four or
more distinct recurrences. Eleven such experiments were carried out over the
course of a year. Calibration of the time scale, as described in Section II of
Chapter 3, was performed the same day for the majority of these
measurements, and within five days for all others. A daily calibration was not
deemed necessary for the latter since no variation in the time base was
detected between successive calibrations over an extended period. A weighted
average of data from all 11 decays served as the basis for the recurrence period
of 1948.4 ps reported in ref. 7.

Although an uncertainty (90% confidence limit) of from around 4 to 11 ps
is estimated for the period derived from each single decay considered above,
including the uncertainty associated with the time calibration, all 11 values
lie between 1942 and 1952 ps, and only three are outside the range 1947.7 =
1.6 ps. The small scatter of these values demonstrates the precision of the
measurement procedure and suggests that the unavoidably subjective
ﬁncertainty estimates are in most cases conservative, as intended. Additional
evidence of this precision is found in seven decays of comparable quality to
those above, but which were measured on a time scale that could not be
directly calibrated. The recurrence periods derived from them (now ignoring
the substantial uncertainty in the absolute calibration) also fall withina = 5
ps range, with the scatter about the mean again typically less than half of the
estimated uncertainties. These observations appear to amply justify the 90%
confidence limit of 2.5 ps quoted in ref. 7 for the ¢-stilbene recurrence period.

The value of v, given above was derived with no consideration jgiven to

possible nonlinearity of the measurement time base. In fact, our data do
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suggesta correzlation between measurement range and measured period which
is consistent with other indications of a slight systematic nonlinearity as
discussed in Section II of Chapter 3; that is, measurements over earlier
portions of the calibration range tend to yield longer periods. Even if this
trend is real, its effect is at the limits of our measurement precision and can
therefore introduce no great error. Nevertheless, it is preferable in general to
minimize any possible bias that such a nonlinearity might produce by ignoring
measurements centered far from the center of the full calibration range. When
this is done in the present case, the derived recurrence period is shortened by
about 1 ps, the exact amount depending on the particular restricted set of
measurements used., The weighted averaged of one such set results in a value
of 1, of 1947.7 £ 2.5 ps, which we take as the final experimental recurrence
period of t-stilbene. As before, the quoted uncertainty is justified by the small
variation among many measurements, including those over only part of the
calibration range.

To derive an accurate value of B'+ C’ from this period, the effect of
asymmetry must be considered. This was not taken into account in earlier
treatments.” As the following discussion will indicate, 2.6 GHz and —0.0054
may be taken as reasonable values for A’ and b. Based on these values, both
application of Eq. (3.13) of Chapter 2 (with ¢« =3) and analysis of PRC
simulations show that the asymmetry correction combined with the above
value of tj results in a B'+ C' near 0.5132 GHz. The additional uncertainty in
B’ + C' arising from the uncertainty in this correction is no more than 0.0001
GHz, giving a final value of B’ + C' of 0.5132 + 0.0008 GHz. This value
applies to 2C14H 2 and is uneffected by the presence of 13C isotopes (see below).

The preliminary values of the individual rotational constants of S
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t-stilbene used in the simulations of Figs. 2 through 7 were deduced by visual
comparisons of the widths and amplitudes of recurrences. In this process the
transition dipoles were held fixed along the a inertial axis. Note that A’ was
left fixed for these simulations at a value (2.676 GHz) calculated from an

experimental ground state structure,® while the geometric constraint,
A-lso-l_pg-! (2.1

actually requires that A’ be less than 2 GHz to be consistent with the proposed
B'and C' of 0.273 GHz and 0.240 GHz. Or, from the opposite perspective, the
proposed B’ and C' are too widely separated for the assumed A’

Fits of data to PRC simulations assuming an a axis dipole have now
been carried out and are in basic accord with the above values, i.e., a relatively
large separation of B’ and C' is needed to reproduce the measurements. For
example, we show in Fig. 8 a measurement of the first out-of-phase and first in-
phase recurrence in the parallel component of stilbene fluorescence (with the
fluorescence decay suppressed) and the corresponding best fit, planar
molecule, a axis polarized PRC simulation. The weighted residual is shown
above the data; the reduced chi-square value of 1.04 indicates the generally
satisfactory quality of the fit. The resulting parametersare T = 28 K, A’ =
2.182 GHz, B' = 0.2716 GHz, and C' = 0.2416 GHz. (The short time-scale of
this experiment was not calibrated directly but determined by setting B' + C’
= 0.5132 GHz.) When the constants were not constrained by planarity, a
slightly better fit was found by further separation of B’ and C' to 0.2730 GHz
and 0.2402 GHz without reducing A’'. This latter is again a physically
unrealizable set of constants, as seen from relation (2.1).

The fit of Fig. 8, as others in this thesis, was carried out using the
constants for a single isotopic species, in this case 2C14H,,. Since the seven

distinct species of 12C;3!°CH12 comprise 13.3% of the total sample, have
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recurrence peﬁods ranging up to ~ 22 ps longer than that of the principal
isotope, énd may have small enough spectral shifts to contribuate to the
observed signal, their effect must be considered. (Multiply substituted isotopes
make up only 1% of the total and can be ignored.) At long times, accumulated
phasé differences will disperse the recurrences of the minor isotopes and the
observed recurrences should have amplitudes approaching ~ 86% of those of a
single species. Simulations confirm that this limit is reached after five or six
periods but also show that the isotope effect on the fluorescence intensity over
the time range shown in Fig. 8 is negligible. This justifies the fitting
procedure used. The shifts in recurrence peaks (< 2 ps at all times) induced by
the inclusion of minor isotope fluorescence in the simulations results in an
inconsequential change (< 0.1 ps) in the apparent recurrence period from that
of 12C14H;9.

Despite reasonable success in reproducing the measurements with
simulations based on the assumption of an a axis transition moment, one
serious deficiency becomes evident upon closer scrutiny: the derived rotational
constants are incompatible with the basic chemical structure of stilbene (a,p-
diphenyl-ethylene). Thisfact is most easily appreciated through consideration
of Fig. 9, which shows the general structure of ¢-stilbene. (Figure 9 is
specifically the planar geometry of S; ¢-stilbene as calculated by Warshel? but
with regular hexagons substituted for slightly distorted phenyl rings. ) The in-
plane inertial axes are indicated. It should be clear that, regardless of the
particular bond angles chosen, the a axis must pass approximately through the
centers of mass of the phenyl rings. This is true because the rings constitute
the bulk of the molecule’s mass, and the parallel axis theorem indicates that
the rings’ contribution to the moment of inertia is minimum for such an axis.

In consequence, as long as the molecule is planar (see below), the A rotational
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constant will be determined principally by a single quantity, the lateral
dimension of the rings, represented by L in the figure. (The ethylene carbons
can never be far enough from this axis to make a large contribution to ,.) For
the pictured structure, with ring carbon bond lengths of 1.419A, A’ is
approximately 2.6 GHz. Values in the literature for phenyl C-C bonds!?do not
vary by more than 2% from the given value for either ground or excited
electronic states. Thus to produce an A’ from a planar structure that is more
than 5% smaller than 2.6 GHz requires increases in either bond lengths or
hond angles which are completely unreasonable. Therefore, A’ cannot
reasonably be smaller than ~ 2.5 GHz and, from relation (2.1), B' and C’ cannot
differ as much as suggested by the a axis fits of PRC data. (A’ will also be
reduced by a nonplanar geometry which results in an angle between the a axis
and the plane of one or both rings, but this will generally reduce the difference
in B' and C' rather than increase it as required. Also, recent spectroscopic
studies'!!? strongly support a planar structure of t-stilbene in both Sg and S).

From the detailed analysis of PRC measurements, coupled with
geometric constraints on the rotational constants of ¢-stilbene, we have
éoncluded that the experimental results are not adequately reproduced by the
a axis treatment so far attempted. The problem, simply stated, is that
measurements of ¢-stilbene PRC recurrences. are consistently smaller, at a
given width, than can be produced by simulations based on a reasonable
stilbene structure. From measurements such as that of Fig. 3, it may be seen
that there is no substantial decrease in recurrence amplitude over at least four
or five recurrence periods. This suggests that the inconsistency is due not to
the action of some unforeseen damping of recurrences with time but to an

effect which contributes more or less uniformly at all times.
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Further éupporl: for this conclusion may be found in the behavior of the
stilbene PRC signal at early times. No potential causes of recurrence damping
(such as asymmetry or collisions) will have any effect on the initial anisotropy
decay so that anomalous behavior at this time must be attributed to the
inﬂﬁence of other factors. For experiments with a measured response of 40 ps,
the manifestations of the initial decay in stilbene are sufficiently apparent to
be used for this purpose. Since it is found that, even at early time, the a axis
dipole simulations predict a more prominent PRC effect than actually
observed, the discrepancy cannot be totally accounted for by any damping
mechanism. (Ionization experiments with improved temporal response!®
permit an even better comparison of early time behavior. The large
discrepancy between the observed and simulated initial decays in those
experiments appears to strengthen the conclusions reached above; however,
the fact that the excitation and probe transitions are different introduces
additional degrees of freedom that make a direct comparison impossible.)

Two possible experimental causes of an apparent uniform reduction in
recurrence amplitudes are incomplete polarization analysis and an unstable or
i.naccurately characterized response. Since each will necessarily play some
role, a perfect agreement with the simulations should not be expected.
However, attempts to determine the magnitudes of these effects have led us to
conclude that they are not large enough to totally account for the differences
between experiment and simulation in ¢-stilbene. The fact that no similar
discrepancies have been encountered in fitting fluorene-argon and anthracene
measurements provides additional evidence for this conclusion.

Since the a axis is not a symmetry axis of stilbene, another possible cause
of the observed discrepancy is a transition dipole with a significant component

perpendicular to that axis. The dipole is at most restricted to the ab plane in
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the likely casel that the ¢ inertial axis is a Cg axis.!? Even if the transition is
very nearly a axis polarized in zeroth order, a hybrid band could result from
mixing of the S; state with another low lying excited state, of which there are
many.? It is pertinent, therefore, to consider the effect of an off-axis dipole on
the simulations and determine if such a dipole may succeed in reconciling
theory with experiment.
An obvious consequence of an off-axis dipole is a transfer of intensity
from the parallel-type recurrence pattern associated with the a axis to a
perpendicular-type pattern which consists, in general, of low amplitude
features, as will be seen in the case of anthracene. In addition, beat patterns
unique to the off- axis dipole case will result from interference between levels
reached via transitions induced by different dipole components. In any case,
the relative amplitudes of the nutation recurrences will surely be reduced and,
importantly, this effect will be felt fairly uniformly in time beginning at t =
0%, in qualitative agreement with the experimental indications.
To determine if this qualitative agreement with the experimental
evidence will translate into quantitative agreement as well, simulations were
“carried out using rotational constants A’ = 2.6 GHz, B’ = 0.269 GHz, and C’
= 0.244 GHz, which were derived from the structure of Fig. 9. This structure
serves as our best estimate of the structure of stilbene in its S; state for the
following reasons: 1) it differs only slightly from the theoretical structure of
Ref. 9; 2) it comes quite close to reproducing the measured B’ + C' (which the
exact S1 structure of Ref. 9 does not); and 3) its asymmetry is close to the
maximum reasonable value, which the fits of PRC recurrence lineshapes
strongly favor. This last point, which requires the choice of a planar structure,

11,12

conforms with the spectroscopic evidence of planarity and is supported by

PRC measurements on the stilbene-Ne; van der Waals complex (see Section 1.
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B.ii of this'ch;apter). The simulations based on this structure confirm the
expected reduction in recurrence amplitude as the angle 6 between the
transition dipole and a axis is increased. Even at 6 = 30° at which value the
nutation recurrences retain little more than half of their original amplitudes,
the xiew polarization dependent structure which appears remains far too small
to be observed at the signal-to-noise of the present experiments. Furthermore,
at temperatures of 2 to 3K, the ratio of amplitudes of the first in-phase
recurrence to the first out-of-phase recurrence varies only slightly as 6 ranges
from 0 to 30°. Thus parameters which reproduce the experimentally
determined amplitudes of both of these recurrences may easily be found by the
following procedure: first, the temperature corresponding to the measured
recurrence ratio is found; then 0 is adjusted to yield the desired absolute
recurrence amplifudes.

When this procedure is applied to the stilbene PRC measurement of Fig.
8, a temperature of 2.3K and a value of 8 = 21° are obtained. In Fig.10, a
simulation produced using these parameters is compared with the data of
Fig. 8. Though optimization of all degrees of freedom has not been carried out
due to the time intensive nature of the computations, the satisfactory
agreement is evident. To appreciate the improvement which this simulation
represents over that of Fig. 8, it must be recalled that the rotational constants
used for the latter are not compatible with the structure of stilbene. Even
then, the simulation overshoots the positive recurrence peak by an amount
(3.6 0) that is expected to occur in random noise only once in about 6300 data
points. By contrast, the largest residual of the 300 point fit in Fig. 10 (—2.63
o) is expected once in 233 points.

By applying the above procedure to other sets of data, both larger and

considerably smaller values than 21° are indicated for the angle 8. These
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results may be 'explained in part by noise, but it is also likely that variable
experimental factors at times play a significant role in reducing recurrence
amplitudes. Therefore, the value of 21° derived in the example above should be
considered an upper limit rather than an accurate estimate of 8.

One question which remains to be answered is whether the hypothesis
that the stilbene dipole deviates significantly from the a axis is compatible
with other experimental evidence. The polarization of the 8; « Sg transition of
stilbene in dilute mixed crystal has been studied.? In these experiments, high
resolution absorption and fluorescence spectra were recorded for stilbene in a
crystalline solution of dibenzyl, whose crystal structure is known.!* Stilbene
absorption was detected for a single direction of polarization in the ac plane of
the dibenzyl crystal, parallel to the long axis of the dibenzyl molecules.
Without knowing both the sensitivity of these experiments and the exact
orientation of the stilbene molecules in the dibenzyl crystal, the bounds that
this result places on the dipole direction cannot be determined. However, by
assuming the same orientation of the phenyl rings for both svilbene and
diphenyl in the diphenyl crystal, an estimate can be made of the sensitivity
required to detect a b inertial axis component of a given magnitude. Using the
data from Ref. 14 and the stilbene structure of Fig. 9, the projections of the
stilbene molecule and its inertial axes on the ac crystal plane can be found.
With thé foreshortening of the b axis in projection, the sensitivity in
absorption to a dipole component along that axis is reduced by about a factor of
four. Thus a dipole at an angle of 11° to a in the ab inertial plane (not to be
confused with the ab crystal plane) would show a 100 to 1 absorption ratio for
polarizations parallel and perpendicular to the a axis projection. For an angle
of 21° the ratio drops to 25 to 1. It seems reasonable to assume then, that these

experiments are not incompatible with a value for theta of the order of 10°.
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In sumrhary, the small amplitudes of PRC recurrences observed in the
polariza‘tion-analyzed fluorescence of ¢-stilbene cannot be reproduced by
“simulations based on both a reasonable excited state molecular structure and
an a axis polarized S « Sy transition. In addition, it has been shown that, at
least qualitatively, the observations may be accounted for within the
limitations of the present treatment by an off-axis direction for the transition
dipole. However, considering the variability among measurements and
recognizing that experimental factors will in general cause an overestimation
of 0, these results make it possible only to set an upper limit on the actual
value of 6 and do not exclude the possibility that all or part of the amplitude
reduction is due to other causes. For example, deviations from the conditions
underlying any or all of the assumptions listed in Chapter 4 have not been
considered here at all and remain possible contributors. Also, evidence
obtained recently through high resolution fluorescence excitation studies of ¢-
stilbene! does not appear to support the hypothesis of a hybrid band, but does
show anomalies conisistent with our own observations. In particular, the
investigators report that they are unable to assign a series of lines seen in the
partially resolved rotational structure of these spectra to a normal
perpendicular transition. This was interpreted as evidence for the operation of
unusual rotational selection rules. On the other hand, theoretical treatments
indicate that a weak perpendicular band is expected to lie very close to the S,
« S transition,® and this could be the source of the observed anomolous lines.
Whatever the origin, the additional intensity associated with those lines
provides a possible explanation for the reduced amplitudes of PRC recurrences.
PRC measurements with improved signal-to-noise and more precise
characterization of experimental influences may be important for

distinguishing such possibilities. A precise measurement of the steady-state
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fluorescence anisotropy could also help to resolve the question of dipole
direction, since the ratio of parallel to perpendicular fluorescence intensity
changes by six % as 0 varies from 0 to 20° for the assumed rotational constants.

In concluding the discussion of PRC measurements on stilbene, it is
appropriate to comment on one aspect of the PRC technique which is
highlighted by the high resolution stilbene spectra of Ref. 15, Despite a
resolution far greater than the natural linewidth of stilbene; these spectra
could not be assigned due to their complex structure and congestion. How
then, can PRC measurements permit a precise determination of B’ + C'? Two
separate factors may be cited as important contributors to this result. First,
PRC probes only the excited state level structure, while spectra show transition
frequencies which depend on both ground and excited state rotational
constants and may be greatly complicated when the two differ. Secondly, as
argued in Section III of Chapter 2, and confirmed by simulations, PRC
recurrences in asymmetric tops are largely immune to interference from the K
= 0 and K = 1 manifolds, which are strongly perturbed by asymmetry. Thisis
by no means true for spectra of cold prolate top molecules, for which a large
fraction of the signal originates from molecules in these manifolds in the
ground state (~ 23% for stilbene at 2K). Thus PRC provides a Doppler-free
view, not simply of the frequency domain spectrum, but of a simplified
spectrum from which ground state interference and the most irregular lincs
have been effectively eliminated. Moreover, through the coherent excitation
process, PRC automatically associates or “assigns” sets of lines on the basis of
ground state of provenance. In this way a simple pattern of commensurate
frequencies which is present but hidden in the frequency domain stilbene

spectra is revealed in the PRC measurements. Of course, if the spectra can be
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analyzed, thej will necessarily provide more information than can be obtained
from PRC. |
B. t-Stilbene-rare gas van der Waals complexes

Van der Waals complexes, as prototypical weakly bound systems, have
been the subject of studies in many areas of chemical dynamics in the past
decade. Rare gas atoms bound to aromatic molecules form one such group of
complexes. Interest in the structures of these complexes has prompted efforts
to resolve the rotational structure of electronic transitions of a number of
different systems. This has been accomplished for smaller aromaties such as
benzene'® and s -tetrazene,!” using conventional supersonic expansions, and for
fluorene-h1¢!® and -d1¢'® using a strongly collimated expansion to lower the
Doppler width to 15 MHz. Previously reported observations of PRC
recurrences in the polarization-analyzed fluoreseence of stilbene-argon?® and
stilbene-helium?! have shown that structural information about the excited
states of large complexes may readily be obtained from time domain
measurements. In the following, the application of this alternative technique
to elucidate the structure of these and other stilbene-rare gas complexes will
be discussed.

In keeping with the relatively small masses of the added rare gas atoms,
PRC in each of the stilbene complexes is expected to closely resemble that in
stilbene. Measurements confirm this expectation, revealing periodic nutation-
like recurrences in each case. Thus B' + C’ for each complex is given to very
good approximation by the reciprocal of its measured recurrence period.

To establish the structure of a complex, the measured B' + C' is
compared to B' + C' values calculated for possible configurations of rare gas
atoms around stilbene. For this purpose, it is assumed that the structure of

stilbene within the complex is that of Fig. 9, which was shown to be a good
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approximation for the bare molecule. The choice of possible positions for the
rare gas atoms is guideé by consideration of previous experimental results.
From each of the spectral studies of aromatic-rare gas complexes cited above,
as well as from partially resolved spectra of several aniline-rare gas
comp'lexes,22 positions of the rare gas atoms relative to the aromatic molecule
have been determined. In all cases the atoms were found to be above the plane
of the rings, at a distance of from 3.2 to 3.65 A. The variation of heights was
much smaller among the argon complexes, falling between 3.4 and 3.44 A.
Also, laser excitation studies of jet-cooled stilbene under varying helium
stagnation pressures?® suggest that, for helium at least, there are four and only
four equivalent rare gas bonding sites on stilbene. These findings lead us to
assume as tentative complex structures ones in which the rare gas atoms are
situated above or below the phenyl rings at heights falling within the ranges
indicated above.

The criterion imposed by the measured B’ + C’ value, when coupled with
the restrictions described above, is alone very effective in pointing the way to a
probable complex structure. Further information about the rotational
éonstants, and hence structure, of the complex is afforded by the analysis of
recurrence lineshapes. Comparisons of measured recurrences with PRC
simulations are particularly helpful in assessing the degree of asymmetry of
the molecule.

Calculations have also been carried out using Lennard-Jones two-body
potentials to model the interaction of the rare gas atoms with each atom of the
stilbene molecule as described in Chapter 4. Calculations of this type have
been used frequently to assist in the interpretation of the spectroscopy of van
der Waals molecules, providing information about structures, binding

energies, and numbers of stable isomers.?4#?517 In the present case, the
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experimentaliy derived stilbene complex structures, which reflect the
vibrationally averaged'positions of the rare gas atoms, provide a means to
critically assess the accuracy of the calculated potentials. For meaningful
comparison of calculation and experiment, it must be taken into account that
large amplitude zero point motions of the weakly bound rare gas atoms may
cause equilibrium and average structures to differ substantially.

PRC recurrence periods have been measured for five different complex
absorptions to the red of the stilbene origin. These are listed in Table I with
the stilbene value for comparison. Also listed in Table I are values of B' + C'
based on Eq.(3.13) of Chapter 2. The approximate agymmetry corrections were
calculated using rotational constants indicated by the analyses to follow and
were in all cases much smaller than the quoted uncertainties. The
measurements at each complex absorption are discussed below, under separate
headings for each rare gas species.

i. Argon. Two absorption bands have been studied which appear to the
red of the stilbene 0°) excitation energy only when low concentrations of argon
are mixed into the backing gas. These absorptions, at ~40 cm~! and
~ 63 cm~! relative to the stilbene origin,?!® have been attributed to the
stilbene-Ar, complex by means of mass-resolved two-photon ionization?® and
earlier measurements of PRC recurrence periods.?® The greatly improved
values given in Table I were derived from new measurements. These not only
support the assignment of both absorptions to a single stoichiometry but also
place strict limits on the difference in vibrationally averaged molecular
structures. This has an important bearing on the determination of the nature
of the 23 cm~! vibration, since a long axis van der Waals bend may change the
effective constants considerably. Finally, we note that the value of B' + C’

derived from the PRC measurements has recently been corroborated by
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analysis of the high resolution spectrum of the —63 cm~! band!® from which a
value of 0.413 * 0.002 GHz was obtained.

Our goal now is to use the information gained from these measurements
and the ¢-stilbene analysis in the previous section to deduce the structure of
the cdmplex. To begin, we tentatively assume the validity of the classical
picture of molecule + localized atom and consider the consequence of the
placement of a single argon atom at 3.4 A above and on the axis of a stilbene
phenyl ring. The resulting structure has rotational constants B and C whose
sum is approximately 5% smaller than the value derived from the PRC
recurrence period of the —40 or —63 cm~! bands. To produce a calculated
B'+ C' consistent with the measured value while keeping the argon on the
ring axis, one must reduce the separation of the argon atom and the ring plane
to about 2.5 A. On the other hand, a structure having the required B'+C'
may also be obtained by maintaining the argon atom at ~ 3.4 A above the ring
and displacing it ~ 0.5 A parallel to the molecular plane in the direction of the
ethylene. The consiétent nature of the derived argon-aromatic separations in
other van der Waals complexes strongly favors this latter alternative, which is
shown in Fig. 11. Though the height of the argon atom may deviate
somewhat from the characteristic value, because repulsion between the argon
and carbon atoms makes a substantially smaller separation energetically
untenable, the measured recurrence period is sufficient to establish that the
argon is on average closer to the center of the molecule then the ring axis.
(This same conclusion would also be reached starting from any other
reasonable stilbene structure that is planar.)

From the preceeding considerations, we conclude that the argon position
in Fig. 11 is the average position of the argon atom for both of the studied

stilbene-Arj excitations. This position, proposed on the basis of experimental



135

evidence, also seems quite plausible when considered on physical grounds
alone. The location of :a binding site for rare gas atoms on the axis of an
isolated aromatic ring is well established.!®17 A rare gas atom above a phenyl
ring pf stilbene will feel not only the potential of the adjacent ring but also the
long range attraction of the remainder of the molecule. These two
contributions give rise to a resultant potential whose minimum is displaced
from the ring axis toward the ethylene and opposite phenyl ring, consistent
with the argon displacement in the proposed structure. The size of the
displacement provides an indication of the relative strengths of the short and
long range forces.

The probable average position of the argon atom established above can
now be used to evaluate the accuracy of potential surface calculations using
the 6-12 atom-atom potential function described in Ref. 24. Potential
parameters also taken from Ref. 24 and based on earlier work?” were used
initially, with all carbons treated equally. In Fig. 12 a portion of the resulting
potential is represented by a plot of the minima of energy with respect to
height above each point of the molecular plane. Grid lines are at 0.5 A
separations. The heights at which the plotted energy values occur vary from
near 3.4 A directly over the molecule to near zero (i.e., the energy minima are
located in the molecular plane) at the edges of the plot. The energies in the
figure range from —475 to —102 cm~1.

The global energy minimum of —475 cm~! is reached when the argon is
situated 3.4A above point A, or at one of three other equivalent, symmetrically
placed points in the plane bisecting the ethylene bond. This minimum energy
configuration is immediately disqualified as a candidate for the correct
complex structure, however, by a resulting rotational constant sum which is

more than 10% higher than the measured B' + C'. Interestingly, the
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calculated potential also has a local minimum above point B at almeost
precisely the position of}' the argon deduced from the PRC measurement. The
height of the argon at this minimum is 3.46 A, the energy is —454 em~!, and
the corresponding B'+ C'is 0.414 GHz. The energy barrier between this
minimum and the global minimum is less than 1 ¢cm-!, however, so
localization of the argon at this position is not consistent with the model
calculation. Indeed, due to its flatness, it is unclear whether the ground state
of the calculated potential would even be localized above point A, or would
instead correspond to a large amplitude motion extending across both rings of
the molecule. This is illustrated by Fig. 13 which shows the cross sections of
the potential surface of Fig. 12 which pass parallel to the long axis of the
molecule through the two local minima (above points A and B). The total zero
point energy associated with the three degrees of freedom of the van der Waals
bond is typically 30 to 40 em~!, with about 20 cm~! of that due to the out-of-
plane stretch.?2? The extent of the ground state wave function along the long
axis of the molecule is certainly limited by this energy. One can see that the
classical turning points of motion on the potential surface lie near the centers
of the two rings (whose positions at + 3.3A are indicated on the axis in the
figure) for an energy of 30 em -1,

In the approximation of separability of the potential in principal axis
coordinates, only the estimated 5 to 10 em~! of zero point energy associated
with the long axis motion itself would be pertinent to the problem of
determining the localization of the ground state along that axis.
Calculations?® for pentacene-R (R = Ne, Ar and Kr) suggest that the one
dimensional treatment is a satisfactory approximation to the three

dimensional problem near the bottom of a deep well. In that case the argon
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atom would be very well localized near A, and the corresponding rotational
constants would be completely incompatible with the measurements.

On the other hand, to determine if a large amplitude zerc point motion
which would result from a higher zero point energy in this potential is
consistent with the experimental observations, an estimate is required of the
average rotational constants to be expected from it. As a simple
approximation, we take a classical particle traveling at constant velocity and
constant height between the two 30 cm~! turning points above the a inertial
axis of stilbene. The average of B' + C’ calculated relative to axes parallel to
the stilbene inertial axes is found to be about 7% higher than measured. This
value decreases by only about 0.7% for each 10 cm~! of additional energy in the
van der Waals bond. Since the probability amplitude of any ground
vibrational state is, in fact, concentrated toward the center of the potential
well rather than uniformly distributed as presumed above, an improved
estimate would yield still larger rotational constants. This comparison leads
us to conclude that the potential surface of Fig. 12 is a very poor approximation
to the actual stilbene-Ar; potential.

Using data from other sources®® and combining rules relating the 6-12
parameters of hetero-atomic and homo-atomic interactions,’! alternative
‘parameters may be derived to describe the carbon-argon and hydrogen-argon
interactions. Calculations of the stilbene-argon potential using these variants
also give long flat potential valleys with global minima on the ethylene, as
long as the same parameters are applied for all carbon atoms.

One possible cause for the failure of the above calculations is the
equivalent treatment of the ethylene and phenyl carbons. A distinction is
_drawn in Ref. 30 between the potential parameters of aromatic and tetrahedral

aliphatic carbons; consequently, the derived carbon-argon paramters may also
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be so distinguiéhed. The stilbene-argon potential surface calculated applying
the aromatic and aliphétic parameters to the phenyl and ethylene carbons,
respectively, is qualitatively different from those of the previous calculations.
Now minima are found only above (and below) the rings, separated by a
substantial barrier over the ethylene, The minimum energy is —458 cm~! for
an argon located at a height of 3.45A and displaced 0.3A inward from a ring
axis. Cross sections of this surface are shown in Fig. 14 for comparison with
those of Fig. 13. Again, the energies are minimized with respect to height
above the molecular plane and the abscissa represents distance along the
stilbene a axis.

While the equilibria of this potential are situated closer to the ring axes
than is the argon position derived from the measured B' + C', it is clear from
the figure that vibrational averaging will result in an effective argon position
displaced from the equilibrium toward the center of the molecule. In fact, the
average B' + C’ estimated using the 30 cm~! turning points for this potential,
in the same approxﬁnation as that employed for the potential of Fig. 13 (but
with appropriately rotated inertial axes), agrees very well with the measured
B' + C'. The difference between this rough estimate and a precise calculation
should also be relatively minor in the present situation since the argon atom
does not approach any of the inertial axes. Without attributing undue
importance to this qﬁantitative agreement, it remains evident that this
potential is much more satisfactory than those in which no distinction between
carbon atoms was made. Nevertheless, because the justification for the
particular choice of potential parameters is strictly empirical, this potential,
and any quantities derived from it (well depth, barrier height, etc.) must be

accepted with a great deal of caution. It will be shown below that the well
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depths derived from similar treatments of other stilbene complexes are, in fact,
fairly inéccurate.

ii. Neon. The absorption lying 16 em~! to the red of the stilbene origin
appears only in the presence of neon and has been assigned as the origin of the
stilbene-Nej complex.3? The measured PRC recurrence period, midway
between those of stilbene and stilbene-Ar,, is supportive of this assignment
when the neon atom is assumed to sit on one of the phenyl rings. Asin the 