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Abstract

A new residential application for interactive video is proposed. There is a service provider that prepares and distributes daily news programs customized to subscriber interest. The provider assembles the programs from short news clips and uses a profile data base of subscribers for selecting the appropriate clips. The time of viewing the program can be selected by the customers in near-real-time. We model this service and propose a network architecture that can support it. There is a main node that contains most of the storage and sourcing facilities, and an intermediate node to which all customers are connected. Multicasting is used as much as possible for reducing the traffic load on the network. In addition to that, popular material is stored in the intermediate node which is closer to the customers, which further decreases the traffic load.

Our main concern is the time that a customer has to wait until he starts getting his program. This time is a function of the capacity of the link that connects the main node to the intermediate node, the so-called main link. The case that the main link can only transport a single video connection is considered first. We propose a recurrent algorithm that calculates the probabilities of the states and uses them for evaluating the expected wait, and prove that there is a very simple relationship between the expected wait and the probabilities of the states. A simplified analysis that directly computes the expected wait is proposed next. This approach is computationally more efficient but does not give us any information about the probabilities of the states.
For the general case that the main link can transport more than one video connection, we generalize the recurrent algorithm that calculates the probabilities of the states and the simple relationship between the expected wait and the probabilities of the states. For the cases that the complexity of our algorithm is too large, we propose and evaluate three approximate techniques for estimating the expected wait. In the first technique we use the results for the case that a main link can only transport a single connection for estimating the results for the general case. In the second technique we use the idea of rescaling time. In the third, motivated by the fluid-flow theory, we solve a deterministic problem and use the results of that problem for estimating the expected wait for the problem we are interested in. We show that these approximate techniques compare well with simulations. Thus, we can now decide what the capacity of the main link should be so that our system has the desired performance, and we can do that even if the number of customers is very large.
Contents

1 Introduction 1
  1.1 Feasibility of Interactive Video 1
  1.2 Outline of Thesis 3

2 Service Model 7
  2.1 Service Description 7
  2.2 System Architecture 9
  2.3 Traffic Model 11
  2.4 Summary 15

3 The Single-Server Case 18
  3.1 Queueing Analysis 18
    3.1.1 Constant-Service-Times 20
    3.1.2 Variable-Service-Times 24
  3.2 A Simplified Analysis 27
  3.3 Numerical Examples 31
  3.4 Summary 31
  3.A Appendix: Proof of Theorem 3.1 32
  3.B Appendix: Proof of Theorem 3.2 36
  3.C Appendix: Proof of Theorem 3.4 39

4 The Multiple-Servers Case 44
  4.1 Queueing Analysis 44
4.1.1 Constant-Service-Times .................................. 45
4.1.2 Variable-Service-Times ................................. 49
4.2 Improving the Efficiency of the Algorithm ............... 53
4.3 A Simple Example ......................................... 57
4.4 Numerical Example ........................................ 60
4.5 Some Approximate Techniques ............................ 60
4.6 Numerical Examples of Approximate Models .............. 66
4.7 Summary .................................................. 70
4.A Appendix: Proof of Theorem 4.2 .......................... 70
4.B Appendix: Expression for $E(W^n)$ using Little's Result 73

5 Epilogue .................................................. 78
List of Figures

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>A Simple Network</td>
<td>10</td>
</tr>
<tr>
<td>2.2</td>
<td>System Architecture</td>
<td>12</td>
</tr>
<tr>
<td>2.3</td>
<td>Traffic Model</td>
<td>14</td>
</tr>
<tr>
<td>3.1</td>
<td>Probability Distribution for $N = 50$</td>
<td>33</td>
</tr>
<tr>
<td>4.1</td>
<td>Probability Distribution for $N = 45$</td>
<td>61</td>
</tr>
<tr>
<td>4.2</td>
<td>$E(W)$ in number of slots for $N = 100$</td>
<td>68</td>
</tr>
<tr>
<td>4.3</td>
<td>$E(W)$ in number of slots for $N = 1000$</td>
<td>69</td>
</tr>
</tbody>
</table>
List of Tables

3.1 $E(W^n)$ in number of slots ......................... 32

4.1 Values of $P^{[i]}((n_1,n_2)/j)$ for $i = 1$ ........... 58

4.2 Values of $P^{[i]}((n_1,n_2)/j)$ for $i = 2$ ........... 59

4.3 Values of $P^{[i]}((n_1,n_2)/j)$ for $i = 3$ ........... 59
Chapter 1

Introduction

1.1 Feasibility of Interactive Video

Fiber technology has been advancing rapidly in the last decade. This has resulted in a significant decrease in the cost of fiber. Today, fiber offers an alternative to the use of copper not only for long distance point to point transmission but also for transmissions up to the customer's end.

The use of fiber has three very important advantages. The first one is that it has low attenuation. This reduces the need for amplification, which usually results in signal distortion. This is very important especially for the cable industry. The second advantage is that the bandwidth of the fiber is almost unlimited. The only limitations, for the time being, are the optical devices and the devices that are used for converting electrical signals to optical and back (see [4]). The third advantage of fiber is its cost efficiency, which has drastically improved. In particular fiber has low maintenance costs. For all these reasons the use of fiber all the way to the customer's end is becoming more and more attractive (see [2, 3, 4, 6]).

At the same time, with advances in fiber technology, new video coding techniques have been developed. Vector quantization (see [5]) and subband coding (see [10]) are the most interesting among them. These new techniques together with the use of motion compensation have made possible transmission of video at unprecedented low
bit-rates. It has been reported that even High Definition TV (HDTV) signals can be transmitted at rates below 50 Mbps (see [1, 8]).

Storage technology has been also advancing rapidly. This is very important for Video on Demand. The reason is that even if coding techniques continue to improve, we will still need transfer rates of the order of 1 Mbps for NTSC video and more than that for HDTV. So, if we want to store a movie that is 100 minutes long, we will need storage of the order of 1 gigabyte (GB). Storing a library of movies will thus require enormous storage capacity. But even if we need to store only small video segments, that will still require a lot of memory. Although we may be able to use existing technology for doing so, we also need to make sure that this technology is cost effective. It has been predicted in [8] that by the year 2000 all the necessary storage equipment will be available, although it is not very clear yet whether their price will be low enough for practical applications.

Another important component of technology for video applications are the switching facilities. New high-bandwidth packet switches have been introduced which are based on Batchn-banyan technology (see [9]). It has been reported that 38.4 Gbps switching fabrics are under construction (see [8]). It has become clear that in the near future switches that can be used for video applications will be available.

In the previous paragraphs we discussed all the technological components that are necessary for the introduction of services that require video signals transmitted up to the customer's end. We have shown that within the next decade or so the technology will exist for applications of this kind (see also [8]). The exact architecture of the networks that will deliver video to the customer are yet unclear. It is possible that in the beginning some hybrid architectures will be used (see for example [2, 7]). It may be the phone or the cable company that will deliver the video.

It seems very likely that Broadband ISDN based on Asynchronous Transfer Mode (ATM) will be the basic ingredient in these architectures. This fact is becoming widely accepted and for that reason most of the researchers are working towards this direction. The basic idea of BISDN based on ATM is that information is divided into
small packets of fixed length, called cells. Cells from different sources are statistically
multiplexed and transmitted through the same link. There is no dedicated connection
for each source, which makes the introduction of variable bit-rate sources efficient.
The reason is that capacity can be used more efficiently. We do not dedicate the
maximum needed capacity to a connection for the duration of the connection because
this is wasteful whenever the bit-rate of the source is smaller than the maximum. By
allowing sources to send cells only if they need to, we can multiplex more sources
through the same link and expect that the probability that all sources will need to
transmit at their maximum rate will be negligible.

It is evident that video will be delivered to customers in the near future and
for that reason proposals for new architectures that can efficiently deliver video have
started appearing in the literature. New applications that require the delivery of
video signals have also been proposed. Among these, interactive applications are the
ones that pose the hardest requirements on technology because they require switched
video, but are clearly the ultimate desired services and we expect that they will
become feasible in the near future.

1.2 Outline of Thesis

In Chapter 2 we propose a novel application for interactive video. There is a service
provider that prepares and distributes daily news programs customized to subscriber
interest. The provider assembles the programs from short news clips and uses a profile
data base of subscribers for selecting the appropriate clips. The time of viewing the
program can be selected by the customers in near-real-time. We model this service
and propose a network architecture that can support it. There is a main node that
contains most of the storage and sourcing facilities, and an intermediate node to
which all customers are connected. Our main concern is the time that a customer
has to wait until he starts getting his program which is a function of the capacity of
the link that connects the main node to the intermediate node. We call this link the
main link.

In Chapter 3 we examine the case that the main link can only transport a single video connection. We propose a recurrent algorithm that calculates the probabilities of the states of the system and uses them for evaluating the expected wait. We prove that there is a very simple relationship between the expected wait and the probabilities of the states. We propose an alternative approach that directly computes the expected wait. This approach is computationally more efficient but does not give us any information about the probabilities of the states.

In Chapter 4 we examine the general case that the main link can transport more than one video connection. We generalize the recurrent algorithm proposed in Chapter 3 and also the simple relation that relates the probabilities of the states and the expected wait. We then propose some approximate techniques for estimating the expected wait for the cases that the complexity of our exact algorithm is too large. Thus, we can now decide what the capacity of the main link should be so that our system has the desired performance.

Finally, in Chapter 5 we propose some directions for further research. Applications of interactive video are technologically very demanding and therefore we need to study them very carefully before we can actually implement them.
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Chapter 2

Service Model

A new residential application for interactive video is proposed in this chapter. There is a service provider that prepares and distributes daily news programs customized to subscriber interest. The provider assembles the programs from short news clips and uses a profile data base of subscribers for selecting the appropriate clips. The customers may ask for their service any time in the evening but may have to wait for a few minutes until their programming starts. This is because the network may be able to serve only a subset of the whole customer population at the same time. A subscriber may also provide feedback on the program that he received and the network will try to learn his preferences. We model this service and propose a network architecture that can support it.

2.1 Service Description

Residential applications of real-time video usually distinguish between two types of services: broadcast and interactive (see [9]). In broadcast video, a program is transmitted through the network. There may be many channels available but the only control that a customer has is to select particular channels. After selecting a channel the customer doesn’t have any control over the content of the program that is being viewed; all customers that are watching the same channel receive exactly the same
video signal. In interactive video, customers can control the beginning time of the program and have some control over its content. Each customer may receive a different program and for that reason switched video is required. Pay-Per-View service may be viewed as an intermediate service, where customers have modest control over the beginning of the program, since the same program is broadcasted in periodic intervals. Clearly, interactive video is the ultimate desired service and we expect that it will become feasible in the near future (see for example [8]).

We propose a residential application for interactive video (see also [5]). We assume that there is a service provider that prepares and distributes daily news programs customized to subscriber interest. The provider prepares and edits short news clips which we call segments. Each segment contains news about a specific event or a general news summary and lasts for about 3 minutes. Segments may have overlapping content and different segments about the same event may exist, because different subscribers may be interested in different aspects of that particular event. There may be supplemental segments that contain backround information. Each segment has some keywords attached to it, not transmitted to the subscriber, that describe the segment's content and demographic properties of potential viewers. The program of each subscriber is assembled from these segments.

The service provider maintains a profile data base of the subscribers. This profile may be based on direct input from the subscriber, on demographics and on learning subscriber preferences via feedback. The service provider uses these profiles and the keywords of the segments for deciding which segments to use for assembling the program of a particular subscriber. A similar idea is proposed in [1, 7]. Information about the status of the network and profiles of other subscribers may also be taken into account when assembling the program of a particular customer. The reason is that if for example it is expected that more than one customer would like to view a particular segment, that segment may be preferred, because the same segment may be multicast to more than one customer. We will talk more about this later on.

The subscriber tunes into the interactive channel some time during the evening.
He is allowed to do that during say a 3 hour time window. At first he gets some
general broadcast continuing feed but within a couple of minutes his tailored feed
is switched in. The reason for this delay is the fact that the network may be able
to serve only a subset of the whole customer population. How long a customer will
have to wait on the average will be our measure of performance of a system. Once
transmission starts there are no interruptions.

After the tailored program is over, the channel is switched back to broadcast feed.
The subscriber may then ask for further background information on the program that
he just viewed. The subscriber can also send other feedback about the program. The
service provider uses this feedback for learning subscriber preferences. By using this
feedback, the service provider can update the profile of the subscriber and increase
customer satisfaction and revenue.

2.2 System Architecture

We propose the hierarchical architecture shown in Figure 2.1 for supporting the service
that we described in the previous section. This is a rather simple architecture but
can be used as the basic building block for designing more complex networks (see for
example [9]). The reason for concentrating on this system is that it gives rise to a
simple analysis, as will become clear in the following chapters.

As we see in Figure 2.1, there is one node, called the main node. This node
contains sourcing facilities and storage. We assume that most of the segments are
stored in the main node. Customers are connected to the main node through an
intermediate node. Each customer is assumed to have some sort of facilities for
displaying video signals and sending data for making requests and providing feedback
to the service provider.

The intermediate node contains a switch and some more sourcing facilities and
storage. The introduction of sourcing facilities and storage in the intermediate node
is a very important point. This is what makes our architecture different from the
architecture proposed in [9]. The idea of having more than one level for storing material and making popular material easily accessible is also proposed in [3] but in our architecture popular material is also stored closer to the subscribers.

The reason for adding these capabilities to the intermediate node is the following. Let us assume that a customer asks for his program and that in his program there is a segment that the service provider expects that more customers would like to see, for example a segment containing local news. When sending the segment to that customer the service provider arranges for that segment to be also stored in the intermediate node. In that way when the other customers are going to get their program, this segment won’t have to be retransmitted from the main node again. This decreases the load on the transmission links that connect the main node to the intermediate node. We also assume that the switch in the intermediate node has multicasting capabilities. So, whenever possible, the same segment is multicast to more than one customer, which further decreases the load on the storage and the delay.

The problem of deciding which segments are going to be stored in the main node
and which are going to be stored in the intermediate node is a difficult problem, especially when the number of segments is large which is the case in the problem that we are considering. We will not try to solve this problem. One approach for solving this problem has been proposed in [6].

The link that connects the main node to the intermediate node is called the main link. This link may be able to transport more than one video connection at the same time. Deciding what the actual capacity of this link should be so that the system has the desired performance is a difficult question which we will answer in the following chapters.

The same architecture is shown in Figure 2.2 in greater detail. All the links that are shown in Figure 2.2 are assumed to have the same capacity, the capacity required for transporting video signal. Only the downstream links for transporting the video signal are shown in this figure. It is assumed that there are some upstream links that transport data and are used by the customers for making requests and sending evaluation and other feedback. The number of links that connect the main node with the intermediate node will be smaller than the total number of customers. Thus, it may be possible that if many customers ask for their program exactly at the same time, some of them will have to wait. How long they have to wait is the question that we will try to answer in the following chapters.

2.3 Traffic Model

We consider a circuit switching system. The reason for making this assumption is that we want customer's programming to continue without any interruptions. We further assume that time is slotted. This is a major assumption. The reason for assuming this is that in that way transmission of segments to different customers can be made to start at exactly the same time which makes multicasting much easier. Thus, we divide the time window of duration $T$ during which requests are allowed into $n$ slots. This window is the three-hour window that we mentioned in Section 2.1.
Figure 2.2: System Architecture
The duration of each slot is equal to $d$ sec, the duration of each segment. During this time window of duration $T$ each of the $N$ customers will make exactly one request for his program. The algorithm that we are going to describe can be used even if each customer is allowed to make more than one request through the whole window but in that case we need to have a probability distribution of the number of requests that each customer makes. For simplicity we do not allow that here.

The request of a particular customer may occur at any one of the $n$ slots; occurrences of the requests are independent of each other and uniformly distributed over the whole window. That means that the probability that $r$ requests will occur at the $i$'th slot is $\binom{N}{r} \frac{(n-1)^{N-r}}{n^N}$.

We assume that requests arrive exactly in the beginning of a slot. In reality requests arrive throughout the duration of a slot. When estimating the average delay of requests as seen by a subscriber, we will take into account that component too. Since we assume that requests arrive exactly at the beginning of a slot, it is possible that some requests will arrive exactly at the same time. In that case we order these requests at random. The same is done in [4]. Requests are then served in First-Come-First-Served order. That may be a restrictive assumption because in a real system we may want to serve requests in the way that will maximize multicasting but analysis of such a system is very difficult.

The number of links that connect the main node to the intermediate node is equal to $k$. We are mainly interested in the delay that requests are experiencing as a function of $k$. The reason for the delay is that if a large number of customers ask for their program, only $k$ of them will be served at the same time and the rest of them will have to wait. We want $k$ to be as small as possible for making the service more economical but we also want the average wait that the requests will have to wait to be fairly small too, so that customers will be satisfied by the service.

In our analysis we assume that each customer doesn't cancel his request even if he has to wait for a long time. In other words we assume infinitely patient customers as is explained in [2]. Some different types of customers are also described there, but
we will not consider them here because they make the analysis very complicated.

Under these assumptions our system can be modeled as shown in Figure 2.3. The buffer that stores requests is assumed to have enough capacity to store all the requests. All $k$ servers are identical. The service time of each request can be up to $m$ slots and is assumed that after a server starts serving a particular request it will continue serving it until the request leaves the system. There is a probability vector $\mathbf{p} = (p_0, \ldots, p_m)$ that determines the duration of the service time of a request. What this means is that the probability that a request will require $i$ slots of service is equal to $p_i$. The service time of each request is just the duration of the transmission between the main node and the intermediate node for the program of the particular customer. So, the program of a particular customer may last for up to $m$ slots, i.e., contain up to $m$ segments. How many segments will need to be transmitted from the main node to the intermediate node depends on the joint preferences of the subscribers, the segments that are stored in the intermediate node and the actual duration of the subscriber’s program. All these factors have to be taken into account in the probability vector $\mathbf{p}$, which thus may be hard to estimate. We further assume that the segments that are transmitted from the main node to the intermediate node are directly transmitted to the customer and form the first part of his program. Immediately after this part is over, transmission of the segments that are stored in the intermediate node starts
and is assumed that enough storage and multicast facilities exist in the intermediate node for accommodating the remaining segments.

2.4 Summary

In this chapter we have proposed a new residential application for interactive video. The introduction of this service will be made possible with the deployment of Broadband ISDN. We proposed an architecture that can support this service efficiently. The novelty of this architecture is the introduction of storage closer to the customers, which increases the effectiveness of our system. The reason is that by storing popular material closer to the customer we decrease the traffic load in the system. We proposed a traffic model for quantitative analysis of this service. In the following chapters we will base our analysis on this model.
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Chapter 3

The Single-Server Case

The case that the main link can only transport a single video connection is examined in this chapter. According to our traffic model this is the single-server case. A recurrent technique for the analysis of our system is proposed. This algorithm calculates the probabilities of the states and uses them for evaluating the expected wait. We prove that there is a very simple relationship between the probabilities of the states and the expected wait. We also propose an alternative approach that directly computes the expected wait. This approach is computationally more efficient but does not give us any information about the probabilities of the states.

3.1 Queueing Analysis

Our analysis is going to be based on the probabilities of the states. Therefore, we need to define what the states are. We consider the state of the system to be a vector \( n = (n_1, ..., n_m) \), where \( n_i \) for \( 1 \leq i \leq m - 1 \) is the number of requests that require \( i \) more slots of service. However the last component of the vector, \( n_m \), is the number of requests that are waiting in the queue and it doesn’t mean that each request waiting will actually require \( m \) slots of service. That is because requests that have not been served at all will require \( i \) slots of service with probability \( p_i \), \( m \) slots with probability \( p_m \). It is clear that \( \sum_{i=1}^{m-1} n_i \leq 1 \), since there is only 1 server, while \( \sum_{i=1}^{m} n_i \leq N \), since
each one of the sources is allowed to make exactly one request through the whole window of duration $T$ that we consider.

In the following sections we will describe a way of calculating the probability that the system is in state $(n_1, \ldots, n_m)$ at the end of a particular slot $i$, given that there were exactly $j$ requests in the first $i$ slots. We call these probabilities $P^{[i]}((n_1, \ldots, n_m) / j)$. We will use them for calculating the expected time that a request will have to wait until it starts getting served, which will be the criterion for measuring the performance of our system.

Before we start the analysis we need to introduce some notation. Let $n^- = (n_1, \ldots, n_m)^-$ be the state of the system at the end of slot $i - 1$ when we know that the state of the system at the end of the $i$'th slot is going to be $n = (n_1, \ldots, n_m)$. This is assuming that no new requests are going to occur at the beginning of the $i$'th slot and that a request that enters the serving facility will require $m$ slots of service. Suppose we know that $\sum_{i=1}^{m-1} n_i = 1$, i.e., one of the servers is busy and has some unfinished work to do. Then, if the request being served needs $m - 1$ more slots of service, i.e., $n_{m-1} = 1$, then $(n_1, \ldots, n_m)^- = (0, \ldots, 0, n_m + 1)$. This is because the request that needs $m - 1$ slots of service at the end of slot $i$ needed $m$ slots of service at the end of slot $i - 1$. Similarly if $\sum_{i=1}^{m-1} n_i = 1$ but $n_{m-1} = 0$ then $(n_1, \ldots, n_m)^- = (0, n_1, \ldots, n_{m-2}, n_m)$. On the other hand if $\sum_{i=1}^{m-1} n_i = 0$ then $(n_1, \ldots, n_m)^- = (1, 0, \ldots, 0, n_m)$. We will also refer to the components of $n^-$ as $n_i^-$ for simplicity.

We should mention one more assumption that we are making. The above definition is a little ambiguous because $(0, \ldots, 0)^-$ can be equal to either $(0, \ldots, 0)$, if the system was empty at the end of the previous slot, or $(1, 0, \ldots, 0)$, if there was only one request in the system that needed one more slot of service. The notation we are going to adopt is that $(0, \ldots, 0)^- = (1, 0, \ldots, 0)$ and $(0, \ldots, 0, 1, -1)^- = (0, \ldots, 0)$. The latter doesn’t have any meaning in a real system but is a notational tool that we are going to use in order to make the proofs simpler. The problem arises from the fact that we want $n^-$ to be unique. We can formally define $(n_1, \ldots, n_m)^-$ to be equal to $(1 - \sum_{i=1}^{m-1} n_i, n_1, \ldots, n_{m-2}, n_{m-1} + n_m)$. This definition unifies all the different cases that
we considered.

We will now prove a lemma which is quite general and is true for both constant and variable-service-times. We will need this lemma later on when we try to relate the $E(W)$ to the probabilities of the states.

**Lemma 3.1** Under the conditions that $i \geq (j - 1) \cdot m$ and $n_m \geq 1$:

$$P[i](n_1, \ldots, n_m)^{-j}/j) = \sum_{a=0}^{j-n_m-1} \binom{j}{a} \frac{(i-1)^j-a}{i^j} P[i-1](n_1, \ldots, n_m)^{-j-a}/j-a).$$

**Proof:** The idea is that the set of cases that can lead the system to a particular state $n^-$ at the end of slot $i - 1$ is a subset of the set of cases that can lead to the same state at the end of slot $i$. This subset is the number of cases that can lead to the state $n^-$ at the end of slot $i$ provided that there was no arrival in the first slot. One has to consider the cases in which there were, say, $a$ arrivals in the first slot. Since $i \geq (j - 1) \cdot m$, these arrivals cannot affect the state that will occur at the end of slot $i$, because they were too far in the past. So, the number of cases that can lead to state $n^-$ at the end of slot $i$ is the number of cases that can lead to state $n^-$ at the end of slot $i - 1$ if there were only $j - a$ arrivals in the first $i - 1$ slots. (A detail, though, is that we have to take a weighted average of those cases to take into account the probability distribution of the arrivals.) This completes the proof. The reason for considering $n^-$ instead of $n$ is because we are going to have $n^-$'s in the proof of the theorems, where we are going to use this lemma.

### 3.1.1 Constant-Service-Times

Let us concentrate on the case where the service time of each request is constant and equal to $m$. This means that $p = (0, \ldots, 0, 1)$. The special case $m = 1$ is treated in [11]. Actually that algorithm can be generalized to solve the case $m > 1$, but our technique, although not as efficient in the special case, can be generalized for the case of variable-service-times and multiple-servers as we will see in the next chapter. The work in [11] was motivated by a recursive approach for continuous-time periodic queues presented in [4, 5].
We are ready to express the probabilities $P^{[i]}((n_1,\ldots,n_m)/j)$ of the states at the end of slot $i$, given that exactly $j$ requests occurred in the first $i$ slots, as a function of the same probabilities of the states at the end of slot $i-1$. Let us temporarily forget about the all-zero state and concentrate on the other states. If we know the number of arrivals (new requests) that occurred at the beginning of slot $i$, then we don’t have any choices about the state of the system at the end of slot $i-1$. So, what we have to do is average over the different possible number of arrivals $a$ at the beginning of slot $i$. We can easily do that because we know the number of arrivals in the first $i$ slots, which is exactly $j$. Thus:

$$P^{[i]}((n_1,\ldots,n_m)/j) = \sum_{a=0}^{n_0+n_{m-1}} \binom{j}{a} \frac{(i-1)^{j-a}}{i^j} P^{[i-1]}((n_1,\ldots,n_m-a)/j-a).$$

For the all-zero state things are more complicated. The reason is that we can go to the all-zero state from two different states. These are the all-zero state itself and the state $n = (1,0,\ldots,0)$. When $m = 1$, things are even more complicated because here it is actually possible to go from the all-zero state to the all-zero state in two ways. One way is if there are no arrivals at all at the beginning of the $i$’th slot, and the other is if there is exactly one arrival at the beginning of the $i$’th slot. Thus if $m > 1$:

$$P^{[i]}((0,\ldots,0)/j) = [P^{[i-1]}((0,\ldots,0)/j) + P^{[i-1]}((1,\ldots,0)/j)]\left(\frac{i-1}{i}\right)^j.$$

So, for the case $m = 1$ we have to sum three terms:

$$P^{[i]}(0/j) = [P^{[i-1]}(0/j) + P^{[i-1]}(1/j)]\left(\frac{i-1}{i}\right)^j + P^{[i-1]}(0/j - 1)\frac{(i-1)^{j-1}}{i^j}.$$

We should also note that $P^{[i]}((n_1,\ldots,n_m)/j) = 0$ if $\sum_{i=1}^{m-1} n_i > 1$ or $< 0$, or $\sum_{i=1}^{m} n_i > j$ or $< 0$, or $n_m \geq j$, since the number of customers in service cannot be negative or larger than the number of servers, and the number of customers in the system cannot be larger than the total number of arrivals.

The question that remains is how to start the recursion. There are many ways to do so but there is a very simple answer. Since we know that everything starts at
the first slot, we also know that nothing happened before that. So, we can set all the $P^{[0]}((n_1, \ldots, n_m)/j)$ at the the end of the 0'th slot to zero, except for $P^{[0]}((0, \ldots, 0)/0)$. This is equal to 1 since there are no arrivals before the first slot and the system can only be in the all-zero state.

After finding a way of calculating the probabilities of the states, we can use these to find the expected time that an arrival will have to wait until it starts getting served. We call this $E(W)$. This expected wait depends on the slot in which the arrival occurred. So, we have to take the average over the different possibilities. If we call $E(W^i)$ the expected time that a request will have to wait given that it arrived at the $i$'th slot, we have:

$$E(W) = \sum_{i=1}^{n} \frac{1}{n} E(W^i).$$

The reason is that, because we assumed that occurrences of the requests are uniformly distributed over the whole time window, the probability that the request arrived at any of the slots is $\frac{1}{n}$, the same for all slots.

One point that we can make is that $E(W^i)$ increases as $i$ increases. Actually it is strictly increasing until $i = m \cdot (N - 1)$ and stays constant after that. This is because after that the number of cases that can force a request to wait stay the same. Requests that occurred more than $m \cdot (N - 1)$ slots in the past cannot hurt the current request even if all the requests occurred at that slot. The consequence of the above statement that $E(W^i)$ increases as $i$ increases is that requests that arrive in the last slots receive worse service than the ones that arrive in the first slots. For that reason from now on we will concentrate on evaluating only $E(W^n)$ because we know that arrivals in the last slot will receive the worst service. So $E(W^n)$ will be an upper bound for $E(W)$.

Another reason for concentrating on $E(W^n)$ is the fact that if we consider that the arrival pattern is periodic then the delay that all the requests are experiencing is equal to $E(W^n)$, because each request can be considered as arriving at the end of a window of duration $n \cdot d$ with exactly $N$ arrivals in that window. The other $E(W^i)$'s give the delay that the arrivals experience when we start from a completely empty
system.

What we have to do is find out how much a request will have to wait given that it occurred at the n’th slot. It is possible that other requests occurred at the same slot, too. So, we will have to average over these possibilities using the random ordering assumption that we have made. After we know how many requests occurred at the last slot, we have to know in which state the system was at the end of the previous slot. Thus we have to take an average again. The result is

\[
E(W^n) = \sum_{a=0}^{N-1} \binom{N-1}{a} \frac{(n-1)^{N-1-a}}{a+1} \sum_{\text{all states}} P^{[n-1]}((n_1, \ldots, n_m)/N - 1 - a) \cdot \sum_{t=0}^{a} \left[ prod(n) + t \cdot m \right]
\]  

(3.1)

where

\[
prod(n) = \sum_{i=1}^{m} n_i \cdot i.
\]

The question now is whether we can find a somewhat simpler relation for \(E(W^n)\). Hopefully such a simpler relation will generalize for the case of variable-service-times. The following theorem will answer this question.

**Theorem 3.1** When \(n \geq m \cdot (N - 1)\) then:

\[
E(W^n) = \frac{n}{N} \sum_{\text{all states}} P^{[n]}((n_1, \ldots, n_m)/N) \cdot n_m.
\]

This is proven in Appendix 3.A. The result of the following corollary which is a special case of Theorem 3.1 is mentioned in [1, 11]. Some similar results for a continuous-time system have also been mentioned in [2, 6, 7].

**Corollary 3.1** If \(m = 1\) and \(n \geq N - 1\) then:

\[
E(W^n) = \frac{n}{N} \sum_{n_1=0}^{N-1} P^{[n]}(n_1/N) \cdot n_1.
\]

**Proof:** Since \(m = 1\), the state vector reduces to a simple number or index that we call \(n_1\). Thus, the above relation follows.
3.1.2 Variable-Service-Times

We will now deal with arbitrary \( p \). We can again express the probabilities of the states by using a recursive approach.

Let us temporarily forget about the states that have \( n_{m-1} = 1 \), and also the all-zero state. The other states can occur either because the request currently in service needed one more slot of service at the previous slot or because a new request that needed fewer than \( m \) slots of service entered the service facility. In the case of constant-service-times, only the first of these two cases can occur. In case a new request enters the system, this new request may not have been the first in line. Then all the requests that were in front of it didn’t need any service at all. Thus

\[
P[i](n_1, ..., n_m)/j) = \sum_{a=0}^{n_m} \binom{j}{a} \frac{(i-1)^{i-a}}{i^j} P[i-1](n_1, ..., n_m - a)/j - a) + \sum_{r=0}^{j} \binom{j}{r} \frac{(i-1)^{i-r}}{i^j} \sum_{s=\max(n_m+1-r,0)}^\max(j-r-1,0) P[i-1](0, ..., 0, s)/j - r) \cdot p_0^{s+r-n_m-1} \prod_{i=1}^{m-1} p_i^{-1}.
\]

For the states in which \( n_{m-1} = 1 \), things are simpler because we know that a new request that needed \( m \) slots of service entered the system. Thus

\[
P[i](0, ..., 0, 1, n_m)/j) = \sum_{r=0}^{j} \binom{j}{r} \frac{(i-1)^{i-r}}{i^j} \sum_{s=\max(n_m+1-r,0)}^\max(j-r-1,0) P[i-1](0, ..., 0, s)/j - r) \cdot p_m \cdot p_0^{s+r-n_m-1}.
\]

We can use similar arguments for the all-zero state, remembering the special properties of the all-zero state that we discussed in the case of constant-service-times. We have

\[
P[i](0, ..., 0)/j) = [P[i-1](0, ..., 0)/j] + P[i-1](1, ..., 0)/j) \cdot (\frac{i-1}{i})^j + \sum_{r=0}^{j} \binom{j}{r} \frac{(i-1)^{i-r}}{i^j} \sum_{s=\max(1-r,0)}^\max(j-r-1,0) P[i-1](0, ..., 0, s)/j - r) \cdot [p_0^{s+r} + p_0^{s+r-1} p_1].
\]
We will again concentrate on $E(W^n)$ for the reasons explained earlier. We have

$$E(W^n) = \sum_{a=0}^{N-1} \binom{N-1}{a} \frac{(n-1)^{N-1-a}}{n^{N-1}} \frac{1}{a+1} \sum_{all\ states} p^{[n-1]}((n_1, \ldots, n_m)/N - 1 - a) \cdot \sum_{t=0}^{a}[\text{prod}(n) - n_m \cdot m + (n_m + t) \cdot \text{prod}(p)].$$  \hspace{1cm} (3.2)

The only difference from the constant-service-time case is that when $t + n_m$ requests are in front of the request that we are considering we have to take the average by using the probability vector $p$. The waiting time of that request is not just $(t + n_m) \cdot m$.

We are now ready to express $E(W^n)$ as a simple function of the probabilities of the states. The proof of the theorem can be found in Appendix 3.B.

**Theorem 3.2** When $n \geq m \cdot (N - 1)$ then:

$$E(W^n) = \frac{n}{N} \sum_{all\ states} p^{[n]}((n_1, \ldots, n_m)/N) \cdot n_m.$$  

Let us now try to make our algorithm a little more efficient. The expression that we have from Lemma 3.1 gives us an alternative for calculating the probabilities of the states. This expression is more efficient and simpler to use than the general recursive relations that we have. The only problem is that we cannot always use it since there are those two conditions that have to be satisfied: these are $i \geq (j-1) \cdot m$ and $n_m \geq 1$. What we will do now is to try to relax those conditions as much as possible. If we do that we will be able to use the simpler relations more often and thus increase the performance of our algorithm.

**Lemma 3.2** Under the condition that $i \geq (j - n_m) \cdot m + 1 - \sum_{l=1}^{m-1} n_l \cdot l$ and $n$ is not the all-zero state:

$$p^{[i]}((n_1, \ldots, n_m)/j) = \sum_{a=0}^{j-nm-1} \binom{j}{a} \frac{(i-1)^{j-a}}{i^j} p^{[i-1]}((n_1, \ldots, n_m)/j - a).$$

**Proof:** The reason for this expression holding is the same as the one that we produced in the proof of Lemma 3.1. The difference is that in that proof we were interested in treating all the states together and for that reason our result was more conservative. Here we concentrate on each state separately. In fact, the result of Lemma 3.1 is the worst-case result of this lemma and corresponds to the $(0, \ldots, 0, 1)$ state.
Lemma 3.3 If \( n \) is the all-zero state and \( i \geq j \cdot m + 1 \), we have:

\[
P^{[i]}((n_1, \ldots, n_m)/j) = \sum_{a=0}^{j} \binom{j}{a} \frac{(i-1)^{j-a}}{i^j} P^{[i-1]}(((0, \ldots, 0)/j-a).
\]

Proof: The proof is the same as the proof of the previous lemma. The only difference is the fact that the summation goes from \( a = 0 \) up to \( a = j \) instead of going up to \( a = j-1 \). The reason is that for the all-zero state we are not certain that the server was busy at the previous slot.

It is very important, as was mentioned in [11], that the results of the lemmas relate the probability of a particular state to the probabilities of the same state at the previous slot for various numbers of arrivals. What it means is that, because of the lemmas, when calculating the probabilities of a particular state, we can forget about the probabilities of the other states. So, instead of having to operate on a huge matrix, we only have to operate on vectors. This decreases both the number of operations and the storage requirements.

Let us now take advantage of another fact. We have mentioned in the previous sections that \( E(W^i) \) is strictly increasing up to one point and then stays the same. We may be able to use that fact to stop our algorithm before it actually reaches the last slot, because after \( E(W^i) \) stops increasing the algorithm doesn’t give us any more information. This is indeed true and will be clear after the next theorem.

We will need to prove a lemma before proving the theorem.

Lemma 3.4 Let \( n_* = (N-1) \cdot m \). If \( n \geq n_* \):

\[
P^{[n]}((n_1, \ldots, n_m)/N) = \sum_{r=n_m+1}^{N} \binom{N}{r} \frac{(n_*)^r(n-n_*)^{N-r}}{n^N} P^{[n_*]}((n_1, \ldots, n_m)/r).
\]

Proof: By using similar arguments to the ones that we used for proving Lemma 3.1 we can write:

\[
P^{[n]}((n_1, \ldots, n_m)/N) = \sum_{a=0}^{N-n_m-1} \binom{N}{a} \frac{(n_*)^{N-a}(n-n_*)^a}{n^N} P^{[n_*]}((n_1, \ldots, n_m)/N-a).
\]

The only difference is that, instead of expressing the probabilities of the states at the end of slot \( n \) by using the states at the end of slot \( n-1 \), we do that by using the
probabilities of the states at the end of slot \( n_* \). By making a change of variable the result follows.

Now we are ready to prove the theorem.

**Theorem 3.3** Let \( n_* = (N - 1) \cdot m \). If \( n \geq n_* \) then:

\[
E(W^n) = \frac{n}{N} \sum_{\text{all states}} \sum_{r=n_m+1}^{N} \binom{N}{r} \left( \frac{n_*}{r} \right)^{r} \left( \frac{n - n_*}{n^N} \right)^{N-r} p[r](n_1, \ldots, n_m)/r \cdot n_m.
\]

**Proof:** By using the result of Theorem 3.2 and the previous lemma the result follows.

It is now clear that in order to calculate \( E(W^n) \), we only need to use the recursive relations and the results of the lemmas to calculate the probabilities of the states at the end of slot \( n_* \). After we do that, we can use the result of the last theorem to get \( E(W^n) \).

### 3.2 A Simplified Analysis

Let us now concentrate a little more on relation 3.2 in page 25 for \( E(W^n) \). It seems possible that by using the results of Lemma 3.1 and Theorem 3.2 we will be able to get a relationship between \( E(W^n) \) when there are \( N \) customers, which we call \( E(W^n, N) \), and \( E(W^n) \) when there are \( N - 1 \) customers, which we call \( E(W^n, N - 1) \). This is indeed true and this is what we are going to prove next. It is clear that

\[
E(W^n, N) = \sum_{a=0}^{N-1} \left( \binom{N-1}{a} \frac{(n-1)^{N-1-a}}{n^{N-1}} \right) \frac{1}{a+1} \sum_{\text{all states}} p[a](n_1, \ldots, n_m)/N - 1 - a) \cdot \sum_{t=0}^{a} \left[ \text{prod}(n) - n_m \cdot m + (n_m + t) \cdot \text{prod}(p) \right] \cdot (a + 1) \cdot \left[ \text{prod}(n) - n_m \cdot m + n_m \cdot \text{prod}(p) + \frac{a}{2} \text{prod}(p) \right].
\]

Let us now assume that \( n \geq m \cdot (N - 1) \) so that Lemma 3.1 and Theorem 3.2 hold. By using Lemma 3.1, Theorem 3.2 and the fact that the sum of the probabilities of
all the possible states for a given number of arrivals is equal to 1, we get:

\[
E(W^n, N) = \sum_{a=0}^{N-1} \binom{N-1}{a} \frac{(n-1)^{N-1-a}}{n^{N-1}} \sum_{\text{all states}} p^{n-1}((n_1, \ldots, n_m)/N - 1 - a) \\
\cdot [\text{prod}(n) - n_m \cdot m] \\
+ \frac{N-1}{n} \text{prod}(p)E(W^n, N - 1) \\
+ \frac{\text{prod}(p)}{2} \sum_{a=0}^{N-1} \binom{N-1}{a} \frac{(n-1)^{N-1-a}}{n^{N-1}} \sum_{\text{all states}} p^{n-1}((n_1, \ldots, n_m)/N - 1 - a) \\
\cdot [\text{prod}(n) - n_m \cdot m] \\
+ \frac{N-1}{n} \text{prod}(p)E(W^n, N - 1) \\
+ \frac{\text{prod}(p)}{2} \cdot \frac{1}{n^{N-1}} \sum_{a=1}^{N-1} \binom{N-1}{a-1} (N-a)(n-1)^{N-1-a} \\
= \sum_{a=0}^{N-1} \binom{N-1}{a} \frac{(n-1)^{N-1-a}}{n^{N-1}} \sum_{\text{all states}} p^{n-1}((n_1, \ldots, n_m)/N - 1 - a) \\
\cdot [\text{prod}(n) - n_m \cdot m] \\
+ \frac{N-1}{n} \text{prod}(p)E(W^n, N - 1) \\
+ \frac{\text{prod}(p)}{2} \cdot \frac{N-1}{n} . \tag{3.3}
\]

The following theorem will help us simplify the first term.

**Theorem 3.4** When \(n \geq m \cdot (N - 1)\) then:

\[
\sum_{\text{all states}} p^n((n_1, \ldots, n_m)/N) \cdot [\text{prod}(n) - n_m \cdot m] = \\
\frac{N}{n} \left( p_m \frac{m(m-1)}{2} + p_{m-1} \frac{(m-1)(m-2)}{2} + \ldots + p_2 \right) .
\]

This is proven in Appendix 3.C. We can use the result of this theorem in equation 3.3. What we get is:

\[
E(W^n, N) = \frac{N-1}{n} \left( p_m \frac{m(m-1)}{2} + p_{m-1} \frac{(m-1)(m-2)}{2} + \ldots + p_2 \right) \\
+ \frac{N-1}{n} \text{prod}(p)E(W^n, N - 1) + \frac{\text{prod}(p)}{2} \cdot \frac{N-1}{n} .
\]
By using the fact that $\prod(p) = p_1 + 2p_2 + \ldots + mp_m$, we get that

$$E(W^n, N) = \frac{N - 1}{n} \prod(p) E(W^n, N - 1) + \frac{N - 1}{2n} \sum_{i=0}^{m} p_i \cdot i^2.$$

(3.4)

This is a very simple and efficient relation for calculating $E(W^n)$. If we are only interested in $E(W^n)$ we do not need to run the whole algorithm and obtain the probabilities of the states. We can use this relation which is much faster and can give us the answer for all practical cases. In the case that we need the probabilities of the states the whole algorithm has to be used, though.

From our analysis it is clear that, if we let $N$ and $n$ become large then our system looks like a continuous-time system and our results should agree with the known results for the M/G/1 queue. The relation that we just proved gives us a good opportunity to check this agreement. Let $N, n \to \infty$ by keeping their ratio constant. This ratio is the arrival rate that is usually called $\lambda$ in the continuous-time systems. What our relation gives us is:

$$E(W^n) = \frac{\lambda \sum_{i=0}^{m} p_i \cdot i^2}{2(1 - \lambda \cdot \prod(p))}.$$

This result is in direct agreement with the known Pollaczek-Khinchine formula for $E(W)$ that says that:

$$E(W) = \frac{\lambda E(\tau^2)}{2(1 - \rho)}$$

where $\rho = \lambda \cdot E(\tau)$ and $\tau$ is the service time of arrivals which is a random variable (see [8], page 58). This is therefore another derivation of that formula.

In the special case that $m = 1$ and $p = (0, 1)$ equation 3.4 reduces to the following relation:

$$E(W/N) = \frac{N - 1}{n} E(W/N - 1) + \frac{N - 1}{2n}.$$

It can be easily proven (e.g. by induction) by using this relation that:

$$E(W/N) = \frac{1}{2} \sum_{i=1}^{N-1} \frac{(N - 1)!}{(N - 1 - i)!} \left(\frac{1}{n}\right)^i.$$

Amazingly enough, this is almost the same relation that is mentioned in [3] for the expected wait in an $nD/D/1$ queue. That relation is derived from the Laplace-Stieltjes
transform of the waiting time distribution for that system. The only difference between that relation and the relation derived here is due to the fact that in [3] the service time of each request is equal to D and the duration of the time window that we consider is equal to the time unit, while in our case the service time of each request is equal to the time unit and the duration of the window is equal to n. There is another difference in the exhibited relation but clearly it is due to a typo in [3].

Similarly, in the case of arbitrary m and p it can be proven by using equation 3.4 that:

$$E(W/N) = \frac{1}{2} N \sum_{i=1}^{N-1} \frac{(N - 1)!}{(N - 1 - i)!} \left( \frac{1}{n} (prod(p))^{i-1} \cdot \sum_{i=0}^{m} p_i \cdot i^2. \right)$$

This result agrees with the expected wait in an nD/G/1 queue (see [9]). The only difference is due to the fact that the average service time is taken to be the time unit in [9].

Let us now consider what happens when we rescale time; what we mean by that will become clear later on. We know that for the M/M/1 queue, when we rescale time (divide both the arrival and the service rates by the same constant,) $E(W)$ gets rescaled (gets multiplied by the same constant). The following theorem will show us what happens when we rescale time in the system that we are considering.

**Theorem 3.5** Consider two systems. In the first system the total number of slots is $n_1$, the total number of arrivals is $N$ and the probability vector that determines the service times is $p_1 = (p_{1,0}, \ldots, p_{1,m})$. In the second system the total number of slots is $n_2$, the total number of arrivals is $N$ and the probability vector that determines the service times is $p_2 = (p_{2,0}, p_{2,1})$, where $p_{2,1} = \frac{1}{m} \sum_{i=0}^{m} p_{1,i} \cdot i$ and $p_{2,0} = 1 - p_{2,1}$. Let $n_1 = n_2 \cdot m$ and $n_2 \geq N - 1$. Let $E_1(W^{n_1})$ and $E_2(W^{n_2})$ be the expected wait that requests in the first and second system experience respectively. Then

$$E_1(W^{n_1}) = E_2(W^{n_2}) \cdot \frac{1}{m \cdot p_{2,1}} \sum_{i=0}^{m} p_{1,i} \cdot i^2.$$  

**Proof:** The proof is by induction on $N$. For $N = 2$ it is trivially true. By assuming that it is true for $N$ it can be proven that the same relation holds for $N + 1$ by using relation 3.4. This completes the proof.
For the special case that we have constant-service-times, Theorem 3.5 says that $E_1(W^{n_1}) = E_2(W^{n_2}) \cdot m$. What that means is that by scaling down the total number of slots and the service time by $m$ the expected wait gets multiplied by $m$. This is reasonable because a similar effect occurs in the continuous-time case. Something even stronger is true for this case, though. The probabilities that the number of requests in the queue is $l$, i.e., $n_m = l$, is the same for both systems. We will give the proof of this statement when we talk about the multiple-servers case.

### 3.3 Numerical Examples

Let us now try a few numerical examples. Let us assume that $m = 7$ and that all $p_i$'s are equal, i.e., $p_i = 0.125$. We are going to keep the ratio $\frac{N}{n}$ constant and equal to $\frac{1}{2}$. In other words we are going to keep the arrival rate constant. Let us see what happens to $E(W^n)$ as both $N$ and $n$ increase. We showed in the previous section that $E(W^n)$ will approach a specific value and that value is 2.5 in this case. In Table 3.1 we see that indeed $E(W^n)$ approaches that value, although $N$ and $n$ need to become fairly large before that value is achieved. We calculated the values in this table by using the simplified analysis. This is the reason why we could calculate $E(W^n)$ for such large values of $N$ and $n$.

If we are interested in the probabilities of the states we can use the full algorithm. In Figure 3.1 we see the probability distribution for $n_m$ for the case that $N = 50$, $n = 350$ and for the same probability vector $p$ as before. What we see in that figure is $\sum_{n_1, ..., n_{m-1}} P^{[350]}(n_1, ..., n_m)$ plotted versus $n_m$. The probability that $n_m = 0$ is fairly large, 0.7875. The probability that $n_m$ is larger than 16 drops below $10^{-10}$.

### 3.4 Summary

A new recurrent algorithm for the analysis of our system for the case that the main link can only transport a single video connection was proposed. We showed how this
<table>
<thead>
<tr>
<th>$N$</th>
<th>$n$</th>
<th>$E(W^n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>70</td>
<td>1.794</td>
</tr>
<tr>
<td>50</td>
<td>350</td>
<td>2.317</td>
</tr>
<tr>
<td>100</td>
<td>700</td>
<td>2.405</td>
</tr>
<tr>
<td>500</td>
<td>3,500</td>
<td>2.480</td>
</tr>
<tr>
<td>1,000</td>
<td>7,000</td>
<td>2.490</td>
</tr>
<tr>
<td>5,000</td>
<td>35,000</td>
<td>2.498</td>
</tr>
<tr>
<td>10,000</td>
<td>70,000</td>
<td>2.499</td>
</tr>
<tr>
<td>50,000</td>
<td>350,000</td>
<td>2.500</td>
</tr>
</tbody>
</table>

Table 3.1: $E(W^n)$ in number of slots

algorithm can be used to obtain the probabilities that our system is at a particular state. We proved that there is a simple relation which we can use for calculating the expected wait after we have obtained the probabilities of the states.

We also proposed a simplified analysis. In the case that we are not interested in the probabilities of the states we can directly obtain the expected wait with a very simple and efficient algorithm. With this approach we can calculate the expected wait for a very large number of customers, which we cannot do with the previous algorithm. We also showed that in the limit that the number of customers becomes very large our formula reduces to the well-known Pollaczek-Khinchine formula.

3.1 Appendix: Proof of Theorem 3.1

Let us define

$$f(n) \triangleq \sum_{t=0}^{n_{m-1}} [1 + prod(n) - (t + 1)m],$$

$$F(n, N, n) \triangleq \frac{n}{N} \sum_{all \ states \ with \ n_{m} \geq 1} [P^{[n]}(n/N) - P^{[n]}(n^-/N)] f(n).$$
Figure 3.1: Probability Distribution for $N = 50$

What $f(n)$ expresses is the sum of the delays that the $n_m$ requests will experience if all of them arrive at the beginning of the same slot and the state at the end of that slot is $n$. We have

$$F(n, N, n) = \frac{n}{N} \sum_{\text{all states with } n_m \geq 1} \sum_{a=0}^{n_m-1} \binom{N}{a} \frac{(n-1)^{N-a}}{n^N} \cdot P[n-1][(n_1, \ldots, n_m - a)^- / N - a] f(n)$$

$$- \frac{n}{N} \sum_{\text{all states with } n_m \geq 1} \sum_{j=0}^{N-n_m-1} \binom{N}{j} \frac{(n_i - 1)^{N-j}}{n^N} \cdot P[n-1][(n_1, \ldots, n_m)^- / N - j] f(n).$$

The first sum holds because of the recurrence algorithm and the second because
of Lemma 3.1; the condition for the lemma is indeed satisfied because \( n_m \geq 1 \). Continuing,

\[
F(n, N, n) = \frac{n}{N} \sum_{\text{all states with } n_m \geq 1} \sum_{a=1}^{n_m-1+n_m} \binom{N}{a} \frac{(n-1)^{N-a}}{n^N} \cdot \mathcal{P}^{[n-1]}((n_1, \ldots, n_m - a) / N - a) f(n_1, \ldots, n_m)
\]

\[
- \frac{n}{N} \sum_{\text{all states with } n_m \geq 1} \sum_{j=1}^{N-n_m-1} \binom{N}{j} \frac{(n-1)^{N-j}}{n^N} \cdot \mathcal{P}^{[n-1]}((n_1, \ldots, n_m) / N - j) f(n_1, \ldots, n_m).
\]

(There were some cancellations and algebraic manipulations in deriving the above relation.) Continuing,

\[
F(n, N, n) = \frac{n}{N} \sum_{\text{all states with } n_m \geq 1} \sum_{a=0}^{n_m-1+n_m-1} \binom{N}{a+1} \frac{(n-1)^{N-1-a}}{n^N} \cdot \mathcal{P}^{[n-1]}((n_1, \ldots, n_m - a) / N - 1 - a) f(n_1, \ldots, n_m)
\]

\[
- \frac{n}{N} \sum_{\text{all states with } n_m \geq 1} \sum_{j=0}^{N-n_m-2} \binom{N}{j+1} \frac{(n-1)^{N-1-j}}{n^N} \cdot \mathcal{P}^{[n-1]}((n_1, \ldots, n_m) / N - 1 - j) f(n_1, \ldots, n_m)
\]

\[
\sum_{\text{all states with } n_m \geq 1} \sum_{a=0}^{n_m-1+n_m-1} \binom{N-1}{a} \frac{(n-1)^{N-1-a}}{n^{N-1}} \cdot \mathcal{P}^{[n-1]}((n_1, \ldots, n_m - a - 1) / N - 1 - a) \frac{1}{a+1} f(n_1, \ldots, n_m)
\]

\[
- \sum_{\text{all states with } n_m \geq 1} \sum_{j=0}^{N-n_m-2} \binom{N-1}{j} \frac{(n-1)^{N-1-j}}{n^{N-1}} \cdot \mathcal{P}^{[n-1]}((n_1, \ldots, n_m) / N - 1 - j) \frac{1}{j+1} f(n_1, \ldots, n_m).
\]

One important point is that \( n_m - a - 1 \) can be negative in the above expression. The reason why this makes sense was mentioned earlier in the definition of \( n^- \) about the all-zero state; only the \( m' \)th component of \( n^- \) is negative and not the \( m' \)th component of \( n \). We can now write:

\[
F(n, N, n) = \sum_{a=0}^{N-1} \sum_{\text{all states with } n_m \geq n_{m+1} - N_m - 1} \binom{N-1}{a} \frac{(n-1)^{N-1-a}}{n^{N-1}} f(n_1, \ldots, n_m).
\]
\[ p^{[n-1]} = \sum_{a=0}^{\text{all states with } n_m - a = 1} \sum_{j=0}^{N-n_m-2} \binom{N-1}{j} (n-1)^{N-1-j} n^{N-1} \]
\[ \cdot p^{[n-1]}((n_1, \ldots, n_m) - 1) / N - 1 - a \frac{1}{a + 1} f(n_1, \ldots, n_m) \]
\[ - \sum_{a=0}^{\text{all states with } n_m - a} \sum_{j=0}^{N-n_m-2} \binom{N-1}{j} (n-1)^{N-1-j} n^{N-1} \]
\[ \cdot p^{[n-1]}((n_1, \ldots, n_m) - 1) / N - 1 - j \frac{1}{j + 1} f(n_1, \ldots, n_m) \]
\[ = \sum_{a=0}^{\text{all states with } n_m - a} \sum_{j=0}^{N-n_m-2} \binom{N-1}{j} (n-1)^{N-1-a} n^{N-1} \]
\[ \cdot p^{[n-1]}((n_1, \ldots, n_m) - 1) / N - 1 - a \frac{1}{a + 1} f(n_1, \ldots, n_m + a + 1) \]
\[ - \sum_{a=0}^{\text{all states with } n_m - a} \sum_{j=0}^{N-n_m-2} \binom{N-1}{j} (n-1)^{N-1-j} n^{N-1} \]
\[ \cdot p^{[n-1]}((n_1, \ldots, n_m) - 1) / N - 1 - j \frac{1}{j + 1} f(n_1, \ldots, n_m) \]
\[ = \sum_{a=0}^{\text{all states with } n_m - a} \sum_{j=0}^{N-n_m-2} \binom{N-1}{j} (n-1)^{N-1-a} n^{N-1} \]
\[ \cdot p^{[n-1]}((n_1, \ldots, n_m) - 1) / N - 1 - a \frac{1}{a + 1} f(n_1, \ldots, n_m + a + 1) \]
\[ - \sum_{a=0}^{\text{all states with } n_m - a} \sum_{j=0}^{N-n_m-2} \binom{N-1}{j} (n-1)^{N-1-j} n^{N-1} \]
\[ \cdot p^{[n-1]}((n_1, \ldots, n_m) - 1) / N - 1 - j \frac{1}{j + 1} f(n_1, \ldots, n_m) \]
\[ = \sum_{a=0}^{\text{all states with } n_m - a} \sum_{j=0}^{N-n_m-1} \binom{N-1}{j} (n-1)^{N-1-a} n^{N-1} \]
\[ \cdot p^{[n-1]}((n_1, \ldots, n_m) - 1) / N - 1 - a \]
\[ \cdot \frac{1}{a + 1} \sum_{t=0}^{a} \left[ 1 + \text{prod}(n_1, \ldots, n_m) + t \cdot m \right] \]
\[ = \sum_{a=0}^{\text{all states with } n_m > 0} \sum_{j=0}^{N-n_m-1} \binom{N-1}{j} (n-1)^{N-1-a} n^{N-1} \]
\[ \cdot p^{[n-1]}((n_1, \ldots, n_m) / N - 1 - a) \]
\[ \cdot \frac{1}{a + 1} \sum_{t=0}^{a} \left[ \text{prod}(n_1, \ldots, n_m) + t \cdot m \right]. \]

The last step follows because the time that a request would have to wait if the system
were at state \( n^- \) is one slot more than the time that it would have to wait when the
system is at state \( n \).

Thus we finally conclude that \( E(W^n) = F(n, N, n) \). One detail is that we assume,
as usual, that whenever the lower limit of a summation is larger than the upper limit
then the whole summation is equal to zero. It is also easy to see that

\[
f(n^-) - f(n) = n^-_m.
\]

That is because of the meaning of \( f(n) \) that we mentioned before. Each of the \( n^-_m \)
requests will have to wait one more slot if the system is at state \( n^- \) rather than state
\( n \). This completes the proof of the theorem.

The main point of the proof is that we can use the probabilities of the states \( n \) to
directly calculate \( E(W^n) \). The problem is that when we calculate the probability of
a particular state we allow cases in which there were no arrivals at the last slot. For
finding \( E(W^n) \), our assumption is that there was certainly at least one arrival and
we are trying to find the expected wait for this arrival. So, we have to subtract the
probability of state \( n^- \), which is the probability that we are going to enter state \( n \) if
there was no arrival at the last slot. This is what \( n^- \) means, after all. This is why
\( F(n, N, n) \) is defined as above. There are some more details that just work out in the
combinatorial algebra.

### 3.B Appendix: Proof of Theorem 3.2

Let us define

\[
f(n) \triangleq \sum_{t=0}^{n_m-1} [1 + prod(n) - n_m \cdot m + t \cdot prod(p)],
\]

\[
g(n) \triangleq \left[ \sum_{j=0}^{n_m-1} p_0^j \sum_{i=0}^{m-1} [f(0, \ldots, 0, 1, n_m - j) - (n_m - j) \cdot i] p_{m-i} \right] \frac{1}{f(0, \ldots, 0, 1, n_m)}
\]

\[
F(n, N, n) \triangleq \frac{n}{N} \sum_{all \ states \ with \ n_m \geq 1 \ and \ n_m-1 \geq 0} [P[n](n/N) - P[n^-](n^-/N)] f(n)
\]
\[ + \frac{n}{N} \sum_{\text{all states with } n_m \geq 1 \text{ and } n_m-1 = 1} [P^{[v]}(n/N) - g(n)P^{[v]}(n^-/N)]f(n). \]

We are now going to use the lemma and the recursive relations that we have for the probabilities of the states. By omitting some of the steps that are identical to the ones taken to prove Theorem 3.1, we get

\[
F(n, N, n) = \\
\sum_{\text{all states with } n_m \geq 0 \text{ and } n_m-1 = 0}^{N-n_m-2} \left( \begin{array}{c} N-1 \end{array} \right) \frac{(n-1)(N-1-a)}{n^{N-1}} \frac{1}{a+1} f(n_1, \ldots, n_m + a + 1) \\
- \sum_{\text{all states with } n_m \geq 0 \text{ and } n_m-1 = 0}^{N-n_m-2} \left( \begin{array}{c} N-1 \end{array} \right) \frac{(n-1)(N-1-j)}{n^{N-1}} \frac{1}{j+1} f(n_1, \ldots, n_m) \\
+ \frac{n}{N} \sum_{\text{all states with } n_m \geq 1 \text{ and } n_m-1 = 0}^{N} \left( \begin{array}{c} N \end{array} \right) \frac{(n-1)(N-r)}{n^{N-r}} \sum_{s = \max(n_m+1-r, 0)}^{\max(N-r-1, 0)} p^{[v-1]}((0, \ldots, 0, s)/N - r) \\
\cdot p_0^{+r-n_m-1} \prod_{i=1}^{n_m-1} p_i^{n_i^-} f(n) \\
+ \frac{n}{N} \sum_{\text{all states with } n_m \geq 1 \text{ and } n_m-1 = 1}^{N} \left( \begin{array}{c} N \end{array} \right) \frac{(n-1)(N-r)}{n^{N-r}} \sum_{s = \max(n_m+1-r, 0)}^{\max(N-r-1, 0)} p^{[v-1]}((0, \ldots, 0, s)/N - r) \\
\cdot p_m \cdot p_0^{+r-n_m-1} f(n) \\
- \frac{n}{N} \sum_{\text{all states with } n_m \geq 1 \text{ and } n_m-1 = 1}^{N-n_m-1} \left( \begin{array}{c} N \end{array} \right) \frac{(n-1)(N-j)}{n^{N-j}} p^{[v-1]}((n_1, \ldots, n_m)^-/N - j) f(n) g(n) \\
= \\
\sum_{\text{all states with } n_m \geq 0 \text{ and } n_m-1 = 0}^{N-n_m-2} \left( \begin{array}{c} N-1 \end{array} \right) \frac{(n-1)(N-1-a)}{n^{N-1}} p^{[v-1]}((n_1, \ldots, n_m)^-/N - 1 - a) \\
\cdot \frac{1}{a+1} \sum_{t=0}^{a} [1 + prod(n_1, \ldots, n_m) - n_m \cdot m + (n_m + t) prod(p)] \\
+ \frac{n}{N} \sum_{\text{all states with } n_m \geq 1 \text{ and } n_m-1 = 0}^{N-1} \left( \begin{array}{c} N \end{array} \right) \frac{(n-1)(N-1-r)}{n^{N}} \sum_{s = \max(n_m-r, 0)}^{\max(N-r-2, 0)} p_0^{+r-n_m} \prod_{i=1}^{n_m-1} p_i^{n_i^-} f(n) \]
\[ \begin{align*} &p^{[n-1]}((0, \ldots, 0, s)/N - 1 - r) \\
 &+ \frac{n}{N} \sum_{\text{all states with } n_m \geq 1 \text{ and } n_{m-1} = 1} \sum_{r=0}^{N-1} \left( \frac{N}{r+1} \right) \frac{(n-1)^{N-1-r}}{nN} \sum_{s=\max(n_m-r,0)}^{\max(N-s-2,0)} p_m \cdot p_0^{s+r-n_m} f(n) \\
 &\cdot p^{[n-1]}((0, \ldots, 0, s)/N - 1 - r) \\
 &- \frac{n}{N} \sum_{\text{all states with } n_m \geq 1 \text{ and } n_{m-1} = 1} \sum_{j=0}^{N-n_m-2} \left( \frac{N}{j+1} \right) \frac{(n-1)^{N-1-j}}{nN} \cdot f(n) \cdot g(n) \\
 &\cdot p^{[n-1]}((n_1, \ldots, n_m)^-/N - 1 - j). \end{align*} \]

We have so far performed some algebraic manipulations that are similar to the ones we did for proving Theorem 3.1. Continuing on, we have

\[ F(n, N, n) = \]
\[ \sum_{\text{all states with } \sum_{i=1}^{n_m} n_i = 1} \sum_{a=0}^{N-n_m-2} \left( \frac{N-1}{a} \right) \frac{(n-1)^{N-1-a}}{n^{N-1}} p^{[n-1]}((n_1, \ldots, n_m)/N - 1 - a) \]
\[ \cdot \frac{1}{a + 1} \sum_{t=0}^{a} \prod_{i=0}^{a} \left[ \prod_{i=1}^{n_m} \left( n_i - 1 \right) - n_m \cdot m + (n_m + t) \right] \]
\[ \cdot \prod_{i=1}^{n_m} \left( n_i - 1 \right) - n_m \cdot m + (n_m + t) \prod \left[ n_i - 1 \right] \frac{1}{r+1} f(n) \]
\[ + \sum_{\text{all states with } n_m \geq 1 \text{ and } n_{m-1} = 1} \sum_{r=0}^{N-1} \left( \frac{N-1}{r} \right) \frac{(n-1)^{N-1-r}}{n^{N-1}} \sum_{s=\max(n_m-r,0)}^{\max(N-s-2,0)} \]
\[ \cdot p^{[n-1]}((0, \ldots, 0, s)/N - 1 - r) \cdot p_0^{s+r-n_m} \prod_{i=1}^{m-1} \frac{n_i - 1}{r+1} f(n) \]
\[ + \sum_{\text{all states with } n_m \geq 1 \text{ and } n_{m-1} = 1} \sum_{r=0}^{N-1} \left( \frac{N-1}{r} \right) \frac{(n-1)^{N-1-r}}{n^{N-1}} \sum_{s=\max(n_m-r,0)}^{\max(N-s-2,0)} \]
\[ \cdot p^{[n-1]}((0, \ldots, 0, s)/N - 1 - r) \cdot p_m \cdot p_0^{s+r-n_m} \frac{1}{r+1} f(n) \]
\[ - \sum_{\text{all states with } n_m \geq 1 \text{ and } n_{m-1} = 1} \sum_{j=0}^{N-n_m-2} \left( \frac{N-1}{j} \right) \frac{(n-1)^{N-1-j}}{n^{N-1}} \]
\[ \cdot p^{[n-1]}((0, \ldots, 0, n_m + 1)/N - 1 - j) \cdot \frac{1}{j+1} f(n) g(n). \]

Let us concentrate on a particular state of the form \((0, \ldots, 0, n_m)\). Each of these states occurs a certain number of times with the plus sign and a certain number of times with the minus sign. In the second and the third summation, this happens
whenever the \((0, ..., 0, n_m)\) state can lead to the state over which we are summing. In
the last summation, each of the states of the form \((0, ..., 0, n_m)\) occurs once but it has
a large weight because it gets multiplied by \(g(n)\). Because of the form of \(g(n)\), what
we get is:

\[
F(n, N, n) = \sum_{\text{all states with} \sum_{i=1}^{m-1} n_i = 1} \sum_{a=0}^{N-n_m-2} \binom{N-1}{a} \frac{(n-1)^{N-1-a}}{n^{N-1}} \cdot P^{[n-1]}((n_1, ..., n_m)/N-1-a) \\
\quad \cdot \frac{1}{a + 1} \sum_{t=0}^{a} [\text{prod}(n_1, ..., n_m) - n_m m + (n_m + t)\text{prod}(p)] \\
+ \sum_{n_m \geq 1}^{N-1} \sum_{r=0}^{N-1-r} \binom{N-1}{r} \frac{(n-1)^{N-1-r}}{n^{N-1}} \cdot P^{[n-1]}((0, ..., 0, n_m)/N-1-r) \\
\quad \cdot \frac{1}{r + 1} [f(0, ..., 0, 1, n_m + r) - f(0, ..., 0, 1, n_m - 1)].
\]

Thus we can conclude that \(E(W^n) = F(n, N, n)\). This completes the proof. It is again
true that \(f(n^-) - f(n) = n_m^-\) for the states that have \(n_{m-1} = 0\) and \(f(n^-) - g(n)f(n) = n_m^-\) for the states that have \(n_{m-1} = 1\).

3.C Appendix: Proof of Theorem 3.4

Let us state a different theorem first. This theorem is stated and proven in [10]
(Section 2, Theorem 3, page 4) as an extension of the classical Ballot Theorem. The
same theorem is mentioned in [1]. We will state the theorem here because we are going to use it later.

Theorem 3.6 Suppose that an urn contains \(n\) cards marked with non-negative integers \(k_1, k_2, ..., k_n\) respectively where \(k_1 + k_2 + ... + k_n = k \leq n\). All the \(n\) cards are
drawn without replacement from the urn. Denote by \(\nu_r, r = 1, 2, ..., n\), the number on
the card drawn at the \(r\)th drawing. Then

\[
\Pr[\nu_1 + \nu_2 + ... + \nu_r < r \text{ for } r = 1, ..., n] = 1 - \frac{k}{n},
\]

provided that all the possible orders of drawing are equally probable.
Let us now state a lemma. We are going to use this lemma in the proof of Theorem 3.4 too.

**Lemma 3.5** Let \( v_j \) be the number of slots of service that the \( j \)th arrival requires. Then

\[
E(\sum_{j=1}^{N} v_j) = (p_1 + 2p_2 + \ldots + mp_m)N.
\]

**Proof:** Since service times of requests are independent from each other, the result follows.

We will now use Theorem 3.6 and Lemma 3.5 to prove Theorem 3.4. Let \( a_i \) be the number of arrivals in the beginning of a particular slot \( i \). We know that \( \sum_{i=1}^{n} a_i = N \). These arrivals are ordered somehow. Let \( v_j \) be the number of slots of service that the \( j \)'th arrival requires. We can now form a vector \( u = (a_1, \ldots, a_n; v_1, \ldots, v_N) \). In order to get the probability of a particular state at the end of the \( n \)'th slot we need to find all the vectors \( u \) that can lead to that particular state and then take the weighted sum by taking into account the probability that the vector \( u \) occurred. Thus

\[
P^{[n]}(n/N) = \sum_{u \text{ that lead to } n} \Pr(u).
\]

Let us now concentrate on a particular vector \( u \) that leads to state \( (0, \ldots, 0, 1, n_m) \) at the end of the \( n \)'th slot. In this case the request that is being served at the last slot needed \( m \) slots of service. If that request only needed \( m - 1 \) slots instead of \( m \), the state at the end of slot \( n \) would have been \((0, \ldots, 0, 1, 0, n_m)\). Let us consider the vector \( u' = (a_2, \ldots, a_n, a_1; v_{1+a_1}, \ldots, v_{N+a_1}) \) where indices are considered \( \mod N \). In the case that \( u' \) occurs instead of \( u \) then the state at the end of slot \( n \) is going to be \((0, \ldots, 0, 1, 0, n'_m)\) where \( n'_m \) may be different from \( n_m \) depending on the number of arrivals, \( a_i \), that occurred in the first slot. This is true because of the condition that \( n \geq m \cdot (N - 1) \). It is clear that by considering all the possible vectors \( u \) that lead to state \((0, \ldots, 0, 1, n_m)\) we get vectors that lead to state \((0, \ldots, 0, 1, 0, n'_m)\). Not only that; by considering all the possible vectors \( u \) that can lead to state \((0, \ldots, 0, 1, n_m)\) for all possible \( n_m \)'s with the last request entering the system requiring \( m \) slots of service,
we actually get all the vectors that lead to state \((0, \ldots, 0, 1, 0, n'_m)\) for all possible \(n'_m\)s with the last request entering the system requiring \(m - 1\) slots of service. Thus we can conclude that
\[
\sum_{n_m=0}^{N-1} P[n]|(0, \ldots, 0, 1, 0, n_m)/N) = \sum_{n_m=0}^{N-1} P[n]|(0, \ldots, 0, 1, n_m)/N) + \frac{p_{m-1}}{p_m} \sum_{n_m=0}^{N-1} P[n]|(0, \ldots, 0, 1, n_m)/N).
\]

By using similar arguments, we can prove that
\[
\sum_{n_m=0}^{N-1} P[n]|(0, \ldots, 0, n_i = 1, 0, \ldots, 0, n_m)/N) = \frac{(p_m + \ldots + p_{i+1})}{p_m} \sum_{n_m=0}^{N-1} P[n]|(0, \ldots, 0, 1, n_m)/N).
\]

(3.5)

We also have
\[
\sum_{n_m=0}^{N-1} P[n]|(0, \ldots, 0, n_m)/N) = \frac{(p_m + \ldots + p_1)}{p_m} \sum_{n_m=0}^{N-1} P[n]|(0, \ldots, 0, 1, n_m)/N)
\]
\[
+ \left[1 - (p_1 + 2p_2 + \ldots + mp_m) \frac{N}{n}\right].
\]

We get the first term by using the same arguments that we used for obtaining relation 3.5. The difference in this case is that we have to take into account more cases. These are the cases in which the server was idle during the last slot. This is why we need the second term. We can get that second term by applying Theorem 3.6 to our problem and using the result of Lemma 3.5.

It is now clear that, since \(\sum_{all\ states} P[n]|(n_1, \ldots, n_m)/N) = 1,\)
\[
\sum_{n_m=0}^{N-1} P[n]|(0, \ldots, 0, 1, n_m)/N) = p_m \frac{N}{n}.
\]

By using these results we have:
\[
\sum_{all\ states} P[n]|((n_1, \ldots, n_m)/N) \cdot [\text{prod}(n) - n_m \cdot m] =
\]
\[
\frac{N}{n} p_m (m-1) + \frac{N}{n} (p_m + p_{m-1}) (m-2) + \frac{N}{n} (p_m + \ldots + p_2)
\]
\[
= \frac{N}{n} \left(p_m \frac{m(m-1)}{2} + p_{m-1} \frac{(m-1)(m-2)}{2} + \ldots + p_2\right).
\]

This completes the proof.
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Chapter 4

The Multiple-Servers Case

The case that the main link can transport more than one connection is examined in this chapter. According to our traffic model this is the multiple-servers case. A recurrent technique for the analysis of our system is proposed. This algorithm calculates the probabilities of the states and uses them for evaluating the expected wait. We prove that there is a very simple relationship between the probabilities of the states and the expected wait. This relationship is an extension of what we proved in the previous chapter for the single-server case. For cases in which the complexity of the proposed algorithm is too large, we propose some approximate techniques for estimating the expected wait of the multiple-servers system.

4.1 Queueing Analysis

Our analysis in this chapter will be an extension of our analysis for the single-server system that we presented in the previous chapter. The state of our system is again a vector \( n = (n_1, ..., n_m) \), where \( n_i \) for \( 1 \leq i \leq m - 1 \) is the number of requests that require \( i \) more slots of service. The last component of the vector, \( n_m \), is the number of requests that are waiting in the queue and it doesn’t mean that each request waiting will actually require \( m \) slots of service.

We will again describe a way of calculating the probability that the system is in
state \((n_1, \ldots, n_m)\) at the end of a particular slot \(i\), given that there were exactly \(j\) requests in the first \(i\) slots. We call these probabilities \(P[i](n_1, \ldots, n_m)/j\). We will use them for calculating the expected time that a request will have to wait until it starts getting served, which will be the criterion for measuring the performance of our system.

Before we start the analysis we need to introduce some notation. Let \(n^- = (n_1, \ldots, n_m)^-\) be the state of the system at the end of slot \(i - 1\) when we know that the state of the system at the end of the \(i^{th}\) slot is going to be \(n\), assuming that no new arrivals occurred at the beginning of the \(i^{th}\) slot and all requests that entered the service facility required \(m\) slots of service. We will refer to the components of \(n^-\) as \(n_i^-\) for simplicity.

The above definition is a little ambiguous for some cases. For example \((0, \ldots, 0)^-\) can be equal to \((0, \ldots, 0)\), if the system was empty at the end of the previous slot, or to \((1, 0, \ldots, 0)\), if there was only one request in the system that needed one more slot of service. It can be actually equal to various other states depending on the value of \(k\). The notation we are going to adopt is that \((0, \ldots, 0)^- = (k, 0, \ldots, 0)\). We formally define \((n_1, \ldots, n_m)^-\) to be equal to \((k - \sum_{i=1}^{m-1} n_i, n_1, \ldots, n_{m-2}, n_{m-1} + n_m)\).

This definition has some implications. It says, for example, that \((0, \ldots, 0, k, -k)^- = (0, \ldots, 0)\). The latter doesn’t have any meaning in a real system but is a notational tool that we are going to use in order to make the proofs simpler. The problem arises from the fact that we want \(n^-\) to be unique. This is the reason why we defined \(n^-\) as \((k - \sum_{i=1}^{m-1} n_i, n_1, \ldots, n_{m-2}, n_{m-1} + n_m)\). Our definition here is an extension of our definition in the previous chapter.

### 4.1.1 Constant-Service-Times

We will now concentrate on the case where the service time of each request is constant and equal to \(m\). This means that \(p = (0, \ldots, 0, 1)\). The special case \(m = 1\) was treated in [8]. The work there was an extension of the analysis for the single-server case that was similar to the continuous-time analysis in [1, 3, 4, 6].
For the probabilities of the states we will consider two cases. The first case is the case where either \( n_m \geq 1 \) or \( \sum_{i=1}^{m-1} n_i = k \) and the second case is the case where \( n_m = 0 \) and also \( \sum_{i=1}^{m-1} n_i < k \). The difference between these two cases is that in the first case if we know the number of arrivals that occurred in the beginning of the current slot and we also know the state at the end of the current slot then we can determine the state at the end of the previous slot. The same is not true for the second case. The reason is that we know that at the end of the current slot some of the servers are going to be idle but we don’t know whether they were idle at the end of the previous slot nor whether they are about to finish serving some requests. Thus, for the first case we have:

\[
P[i]((n_1, \ldots, n_m)/j) = \sum_{a=0}^{n_m+n_{m-1}} \binom{j}{a} \frac{(i - 1)^{j-a}}{i^j} P[i-1]((n_1, \ldots, n_m-a)/j-a).
\]

For the second case, the case where \( n_m = 0 \) and \( \sum_{i=1}^{m-1} n_i < k \), things are more complicated for another reason. When \( m = 1 \), a request can arrive at the beginning of a slot and leave at the end of the same slot, if there is a free server. Thus if \( m = 1 \):

\[
P[i](n_1/j) = \sum_{r=0}^{k-1} \sum_{a=0}^{n_1} \binom{j}{a} \frac{(i - 1)^{j-a}}{i^j} P[i-1](r - a/j - a).
\]

When \( m > 1 \) we have:

\[
P[i]((n_1, \ldots, n_m)/j) = \sum_{r=0}^{k-\sum_{i=1}^{m-1} n_i} \sum_{a=0}^{n_m+n_{m-1}} \binom{j}{a} \frac{(i - 1)^{j-a}}{i^j} P[i-1]((r, n_1, \ldots, n_{m-2}, n_{m-1} - a)/j - a).
\]

We will now introduce some notation that will help us express \( E(W^n) \) as a function of the states in a somewhat simple way. Let us call \( wait(n_1, \ldots, n_m, k) \) the number of slots that a request will have to wait until it starts getting served, when there are \( n_i \) requests in the service facility that require \( i \) more slots of service (\( i \) takes all values between 1 and \( m - 1 \)), \( n_m \) requests waiting in the queue, and the number of servers is equal to \( k \). This is equivalent to the amount of time that a request will have to wait if the system is in state \((n_1, \ldots, n_m)\) at the time of its arrival and no other request arrived at the same slot, or, even if more requests arrived at the same slot, the request that we
consider was ordered first. Actually this function is an extension of \( \text{prod}(n_1, \ldots, n_m) \),
the function that we introduced in the previous chapter for the single-server case,
i.e., when there is only one server. That function was simply equal to \( \sum_{i=1}^{n_i} n_i \cdot i \). It
is more difficult to express \( \text{wait}(n_1, \ldots, n_m, k) \) as a function of the \( n_i \)'s in the general
case, though. However, we do not need to do that, because of a theorem that we
will prove below, which states that \( E(W^n) \) can be expressed as a simple function
of the probabilities of the states. This difficulty of expressing \( \text{wait}(n_1, \ldots, n_m, k) \) as a
function of the \( n_i \)'s is the reason why we cannot carry out a simplified analysis for
calculating the expected wait without obtaining the probabilities of the states, as we
did for the single-server case.

Using the above notation we can write:

\[
E(W^n) = \sum_{a=0}^{N-1} \binom{N-1}{a} \frac{(n-1)^{N-1-a}}{n^{N-1}} \sum_{\text{all states}} \frac{1}{a+1} \sum \text{\textit{wait}}(n_1, \ldots, n_m + t, k).
\]

We should mention that the \( E(W^i) \)'s are strictly increasing as \( i \) increases up to a
point, and then they stay constant. The reason is the fact that, after we have looked
far enough in the past for cases that can force a request to wait, looking further in
the past doesn't add any new cases.

Before proving the theorem that we mentioned above, we will need to prove two
lemmas.

**Lemma 4.1** Under the conditions that \( i \geq \lceil \frac{(j-1)}{k} \rceil m \) and \( n_m \geq 1 \):

\[
P[i](n_1, \ldots, n_m^-)/j) = \sum_{a=0}^{j-n_m-k} \binom{j}{a} (i-1)^{j-a} i_j \cdot P[i-1](n_1, \ldots, n_m^-)/j - a).
\]

**Proof:** The reason why this lemma is true is merely the fact that arrivals that
occurred too far in the past cannot affect the current state. A more detailed proof
can be obtained by using the same arguments that were used for proving Lemma 3.1.

**Lemma 4.2** Let us define

\[
f(n, k) \triangleq \sum_{t=0}^{n_m-1} [1 + \text{\textit{wait}}(n_1, \ldots, n_{m-1}, t, k)].
\]
Let $\mathcal{N}_i$ be the set of all states $(n_1, \ldots, n_m)$ with $f(n, k) = l$. Under the condition that 

\[ i \geq \lceil \frac{i-k}{k} \rceil m \]

and for all possible $\mathcal{N}_i$ we have:

\[
\sum_{n \in \mathcal{N}_i} P[i]^j((n_1, \ldots, n_m)^{-}/j) = \sum_{n \in \mathcal{N}_i} \sum_{a=0}^{j-n_m-k} \binom{a}{j} (i-1)^{j-a} \frac{1}{i^j} P[i-1]((n_1, \ldots, n_m)^{-}/j-a).
\]

**Proof:** The function $f(n, k)$ is an extension of the function $f(n)$ that we defined in the proof of Theorem 3.1. We will use this function again when we prove the next theorem which is an extension of Theorem 3.1 for the multiple-servers case. For the cases that $i \geq \lceil \frac{j-1}{k} \rceil m$ we don't need to prove anything. The result follows from Lemma 4.1. For the remaining cases Lemma 4.1 doesn't hold and the reason for that is that the statement of Lemma 4.1 is stronger than the statement of this lemma. The proof for these cases is similar to the proof of Lemma 3.1. What happens in these cases is that, although the arrivals that occurred in the first slot may affect the state that will occur at the end of the $i$'th slot the resulting state is going to remain within the same set $\mathcal{N}_i$. This completes the proof.

We will now prove the theorem we mentioned above.

**Theorem 4.1** When $n \geq \lceil \frac{(N-k)}{k} \rceil m$ then:

\[
E(W^n) = \frac{n}{N} \sum_{\text{all states}} P[n]((n_1, \ldots, n_m)/N) \cdot n_m.
\]

**Proof:** Let us define

\[
f(n, k) \triangleq \sum_{t=0}^{n_m-1} [1 + \text{wait}(n_1, \ldots, n_{m-1}, t, k)],
\]

\[
F(n, N, n, k) \triangleq \frac{n}{N} \sum_{\text{all states with } n_m \geq 1} [P[n]/N] - P[n^{-}/N] f(n, k).
\]

The function $f(n, k)$ is the same function that we defined in Lemma 4.2. The rest of the proof is similar to the proof of Theorem 3.1. Instead of using the lemma that we used for proving Theorem 3.1 we use Lemma 4.2 in this proof. Also the upper limits of the summations change. It is again clearly true that

\[
f(n^{-}, k) - f(n, k) = n_m^{-}.
\]

This completes the proof.
4.1.2 Variable-Service-Times

Let us now consider the most general case where we have \( k \) servers and the service times of the requests are determined by the probability vector \( p \).

Before we can express the probabilities of the states with the usual recursive approach we have to introduce some more notation that will make the expressions look simpler. Let us define \( \text{prob}(v_1, \ldots, v_m, p, w) \) to be the probability that among the \( \sum_{i=1}^{m} v_i \) requests, \( v_i \) need \( i \) slots of service and all of these requests will leave the queue and start getting served if they need to. The probability vector \( p \) determines probabilistically the number of slots of service that a request will require and \( w \) is the number of servers. It is clear that if \( \sum_{i=1}^{m} v_i > w \) then the value of this function is equal to zero. On the other hand it is possible that the sum of the \( v_i \)'s from \( i = 0 \) up to \( m \) exceeds \( w \) if \( v_0 \) is large enough, i.e., there are enough requests that don’t require any service at all. These requests cannot be last in the queue, though, because we are assuming that requests get served in a First-Come-First-Served order. So, even if a request doesn’t need any service at all it has to wait in line until it becomes first in line. It is clear that part of this function is going to consist of products of the form \( p_i^{v_i} \), but the main question is how many different choices there are for the different ways that we can order the requests and get an allowable ordering. It is not difficult to see that in the case that \( \sum_{i=1}^{m} v_i = w \), by using the multinomial coefficient notation, we have:

\[
\text{prob}(v_0, \ldots, v_m; p, w) = \left( \sum_{i=1}^{m} v_i \right) \cdot \binom{w - 1 + v_0}{v_0} \cdot \prod_{i=0}^{m} p_i^{v_i}.
\]

When \( \sum_{i=1}^{m} v_i < w \) things are a little easier because requests that don’t require any service at all can be last in the queue. Thus:

\[
\text{prob}(v_0, \ldots, v_m; p, w) = \left( \sum_{i=0}^{m} v_i \right) \cdot \prod_{i=0}^{m} p_i^{v_i}.
\]

In order to be able to express the probabilities of the states with the usual approach we have to distinguish among different cases. Let us consider the case where \( n_m \geq 1 \) or \( \sum_{i=1}^{m-1} n_i = k \) first. We have to consider two cases again. The first case is the case
where $n_{m-1} = 0$. In this case we have:

$$P^{[i]}((n_1, \ldots, n_m)/j) = \sum_{a=0}^{n_m} \binom{j}{a} \cdot \frac{(i-1)^{j-a}}{i^j} \cdot P^{[i-1]}((n_1, \ldots, n_m - a)/j - a)$$

$$+ \sum_{r=0}^{j} \binom{j}{r} \cdot \frac{(i-1)^{j-r}}{i^j} \cdot \sum_{n_1=0}^{n_1} \ldots \sum_{n_m=0}^{n_m} \max(j-r-k,0)$$

$$\prod_{i=1}^{m-1} (n_i - n_i^*) \cdot P^{[i-1]}((n_1^*, \ldots, n_m^*)/j - r)$$

$$\cdot \text{prob}(r + n_m^* - n_m - \sum_{i=1}^{m-1} (n_i - n_i^*), n_1^* - n_1^*, \ldots, n_{m-1}^* - n_{m-1}^*, 0, p, k - \sum_{i=1}^{m-1} n_i^*).$$

Let us consider a simple example that will show the validity of this formula. Let $N = 3$, $k = 2$, $m = 2$, $n = 3$ and $p = (0.2, 0.3, 0.5)$. Let us concentrate on the probability that the system is at state $(0,1)$ at the end of the third slot and we know that there were three arrivals in the first three slots, i.e., we are looking for $P^{[3]}((0,1)/3)$. There are four different cases that can lead the system to the state that we are considering. The first case is when the system is at the all-zero state at the end of the second slot, there was no arrival in the first two slots and the first two arrivals in the beginning of the third slot required one slot of service each. The second case is when the system is at state $(1,0)$ at the end of the second slot, there was one arrival in the first two slots and the first arrival in the beginning of the third slot required one slot of service. The third case is when the system is at state $(2,0)$ at the end of the second slot and there were two arrivals in the first two slots. The fourth case is when the system is at state $(2,1)$ at the end of the second slot and there were three arrivals in the first two slots. In other words we have:

$$P^{[3]}((0,1)/3) = P^{[2]}((0,0)/0) \cdot \frac{(0.3)^2}{3^3} + P^{[2]}((1,0)/1) \cdot \frac{6}{3^3} \cdot 0.3$$

$$+ P^{[2]}((2,0)/2) \cdot 3 \cdot \frac{2^2}{3^3} + P^{[2]}((2,1)/3) \cdot \left(\frac{2}{3}\right)^3.$$
example in that formula we get:

\[ P^{[3]}((0,1)/3) = P^{[2]}((1,0)/1) \cdot \frac{6}{3^3} \cdot \text{prob}(0,1,0,p,1) + P^{[2]}((2,1)/3) \cdot \left(\frac{2}{3}\right)^3 \]

\[ + P^{[2]}((2,0)/2) \cdot 3 \cdot \frac{2^2}{3^3} + P^{[2]}((0,0)/0) \cdot \frac{1}{3^3} \cdot \text{prob}(0,2,0,p,2). \]

This completes the example. We now return to the general study of cases.

The remaining cases are similar to the one that we just described. In the case where \( n_{m-1} > 0 \) but still \( n_m \geq 1 \) or \( \sum_{i=1}^{m-1} n_i = k \) we have:

\[ P^{[i]}((n_1, \ldots, n_m)/j) = \]

\[ \sum_{r=0}^{j} \binom{j}{r} \left( \frac{i-1}{i} \right)^{j-r} \sum_{n_i=0}^{n_i^{-}} \ldots \sum_{n_{m-1}=0}^{n_{m-1}^{-}} \left( \sum_{n_m=\max(\sum_{i=1}^{m-1} (n_i^- - n_i^+), \sum_{i=1}^{m} n_i^-)}^{\max(j-r-k,0)} \right) P^{[i-1]}((n_1^*, \ldots, n_m^*)/j - r) \]

\[ \cdot \text{prob}(r + n_m^* - n_m - \sum_{i=1}^{m-1} (n_i^- - n_i^+), n_1^- - n_1^+, \ldots, n_{m-1}^- - n_{m-1}^+, n_m, p, k - \sum_{i=1}^{m-1} n_i^*). \]

In the case where \( n_m = n_{m-1} = 0 \) and \( \sum_{i=1}^{m-1} n_i < k \) we have:

\[ P^{[i]}((n_1, \ldots, n_{m-2}, 0,0)/j) = \]

\[ P^{[i-1]}((k - \sum_{i=1}^{m-2} n_i, n_1, \ldots, n_{m-2}, 0)/j) \left( \frac{i-1}{i} \right)^{j} \]

\[ + \sum_{r=0}^{j} \binom{j}{r} \left( \frac{i-1}{i} \right)^{j-r} \sum_{n_i=0}^{\min(k-\sum_{i=1}^{m-2} n_i - n_i^+, n_{m-1}^-)} \ldots \sum_{n_{m-1}=0}^{\min(k-\sum_{i=1}^{m-1} n_1^- - n_1^+, \sum_{i=2}^{m-1} (n_i^- - n_i^+))} \left( \sum_{n_m=\max(\sum_{i=1}^{m-1} (n_i^- - n_i^+), \sum_{i=1}^{m} n_i^-)}^{\max(j-r-k,0)} \right) \]

\[ \cdot P^{[i-1]}((n_1^*, \ldots, n_m^*)/j - r) \sum_{q=0}^{\min(k-\sum_{i=1}^{m-2} n_i - n_i^+, n_{m-1}^-)} \text{prob}(r + n_m^* - n_m - \sum_{i=2}^{m-1} (n_i^- - n_i^+) - q, q, n_1^- - n_2^+, \ldots, n_{m-2}^- - n_{m-1}^+, 0, p, k - \sum_{i=1}^{m-1} n_i^*). \]

In the case where \( n_{m-1} > 0 \) but \( n_m = 0 \) and \( \sum_{i=1}^{m-1} n_i < k \) we have:

\[ P^{[i]}((n_1, \ldots, n_{m-1}, 0)/j) = \]
\[\sum_{r=0}^{j} \binom{j}{r} \frac{(i-1)^{j-r}}{i^j} \prod_{i=1}^{k} \sum_{n_i=0}^{n_m-2} \prod_{i=1}^{n_m-2} \frac{\max(j-r-k,0)}{\sum_{i=2}^{m-1} (n_{i-1}-n_i^*) - r, 0} \sum_{q=0}^{m-1} \prod_{i=1}^{m-1} \left( n_{i-1} - n_i^* - n_m - q, q, n_1 - n_2^*, \ldots, n_{m-2} - n_{m-1}^*, n_m, P, k - \sum_{i=1}^{m-1} n_i^* \right). \]

We can now use these probabilities to write an expression for \(E(W^n)\):

\[E(W^n) = \sum_{a=0}^{N-1} \binom{N-1}{a} \frac{(n-1)^{N-1-a}}{a!} \sum_{all\ states} \frac{1}{a+1} p^{[i-1]}((n_1, \ldots, n_m)/N - 1 - a) \cdot \sum_{t=0}^{a} wait(n_1, \ldots, n_{m-1}, n_m + t, k).\]

We will now prove a lemma which is similar to Lemma 4.1 but holds for variable-service-times.

**Lemma 4.3** Under the conditions that \(i \geq \lceil \frac{(j-2)}{k} \rceil m + m\) and \(n_m \geq 1\):

\[P^{[i]}((n_1, \ldots, n_m)^{-}/j) = \sum_{a=0}^{j-n_m-k} \binom{j}{a} \frac{(i-1)^{j-a}}{i^j} P^{[i-1]}((n_1, \ldots, n_m)^{-}/j - a).\]

**Proof:** The reason why this lemma is true is again merely the fact that arrivals that occurred too far in the past cannot affect the current state. In this case though we have to be a little more careful. Although requests that occurred far in the past may not have been able to affect the current state of the system if all the requests had constant-service-times, they may affect the current state if variable-service-times are allowed. The reason for that is that they may allow requests with shorter service times to occur in between. For that reason the conditions under which Lemma 4.3 holds are different from the conditions under which Lemma 4.1 holds.

By using this lemma we can now prove a theorem that holds for variable-service-times. The theorem is proven in Appendix 4.A.

**Theorem 4.2** When \(n \geq \lceil \frac{(N-2)}{k} \rceil m + m\) then:

\[E(W^n) = \frac{n}{N} \sum_{all\ states} p^{[i]}((n_1, \ldots, n_m)/N) \cdot n_m.\]
This expression that relates the expected wait with the probabilities of the states can be proved by using Little's result. The difference is that Little's result can be used only under a stricter condition, i.e., \( n \geq \lceil \frac{N}{k} \rceil m + m \) (see Appendix 4.B).

### 4.2 Improving the Efficiency of the Algorithm

The expression that we have from Lemma 4.3 gives us an alternative for calculating the probabilities of the states. This expression is more efficient and simpler to use than the general recursive relations that we have. The only problem is that we cannot always use it since there are those two conditions that have to be satisfied: these are \( i \geq \lceil \frac{(j-2)}{k} \rceil m + m \) and \( n_m \geq 1 \). What we will do now is to try to relax those conditions as much as possible. If we do that we will be able to use the simpler relation more often and thus increase the performance of our algorithm.

Let us introduce some notations first. Consider a vector \((n_0, \ldots, n_{m-1})\) of dimension \(m\) with non-negative components. Define \(n_i\) as the number of objects that have length \(i\). Let us order these objects according to their length by putting the ones with shorter length first. We assume that this ordering is cyclic, which means that if there are \(k\) objects in total, then the first one is also the \(k+1\)’st one. We define \(\text{length}(n_0, \ldots, n_{m-1}, j)\) to be the length of the \(j\)’th object in that ordering.

We will first concentrate on the case of constant-service-times.

**Lemma 4.4** Under the conditions that \(i \geq \lceil \frac{(j-n_m)}{k} \rceil m - \text{length}(k - \sum_{i=1}^{m-1} n_i, n_1, \ldots, n_{m-1}, k - ((j - n_m - k) \mod k) + 1) + 1\) and \(n_m \geq 1\):

\[
P[i]^i((n_1, \ldots, n_m)/j) = \sum_{a=0}^{j-n_m-k} \binom{j}{a} (i-1)^{j-a} i^j P[i-1]^i((n_1, \ldots, n_m)/j-a).
\]

**Lemma 4.5** Under the conditions that \(i \geq \lceil \frac{(j-\sum_{i=1}^{m-1} n_i)}{k} \rceil m + m - \text{length}(k - \sum_{i=1}^{m-1} n_i, n_1, \ldots, n_{m-1}, k - ((j - \sum_{i=1}^{m-1} n_i) \mod k) + 1) + 1\) and \(n_m = 0\):

\[
P[i]^i((n_1, \ldots, n_m)/j) = \sum_{a=0}^{j-\sum_{i=1}^{m-1} n_i} \binom{j}{a} (i-1)^{j-a} i^j P[i-1]^i((n_1, \ldots, n_m)/j-a).
\]
The proofs of these two lemmas are the same as the proofs of Lemmas 3.2 and 3.3 and therefore omitted.

It is very important that, especially when the service times of the requests is constant, the conditions of the two lemmas are almost always satisfied. What is actually true in the case of constant-service-times is that the probabilities of the states are zero up to a particular slot. After that slot the results of the lemmas hold. So we only have to use the complicated recursions for finding the probabilities of the states at the slots that take a non-zero value for the first time.

Another important point is this. The results of the lemmas relate the probability of a particular state to the probabilities of the same state at the previous slot for various number of arrivals. What it means is that, because of the lemmas, when calculating the probabilities of a particular state, we can forget about the probabilities of the other states. So, instead of having to operate on a huge matrix, we only have to operate on vectors. This decreases both the number of operations and the storage requirements, which is why the algorithm is so efficient for the special case considered in [8].

What we mentioned for the constant-service-times case is not true for the general service time case. The reason is that the probabilities of the slots are non-zero even from the first slot. This means that we have to use the complicated relations for several times before we can use the results of the lemmas.

Let us now take advantage of another fact. We have mentioned in the previous sections that $E(W^i)$ is strictly increasing up to one point and then stays the same. We may be able to use that fact to stop our algorithm before it actually reaches the last slot, because after $E(W^i)$ stops increasing the algorithm doesn’t give us any more information. This is indeed true and will be clear after the next theorem.

We will need to prove a lemma before proving the theorem.

**Lemma 4.6** Let $n^* = \lceil \frac{(N-k)}{k} \rceil m$. Let $\mathcal{N}_i$ be the set of all states $(n_1, ..., n_m)$ with
\( f(n, k) = 1 \) and \( n_m \geq 1 \). If \( n \geq n_* \) and for all possible \( N_i \) we have:

\[
\sum_{n \in N_i} P[n^*][(n_1, ..., n_m)/N] = \sum_{n \in N_i} \sum_{r=n_m+k}^{N} \binom{N}{r} \left( \frac{n_*}{r} \right)^{r}(n - n_*)^{N-r} \frac{N}{n^N} P[n^*][(n_1, ..., n_m)/r].
\]

**Proof:** By using similar arguments to the ones that we used for proving Lemma 4.2 we can write:

\[
\sum_{n \in N_i} P[n^*][(n_1, ..., n_m)/N] = \sum_{n \in N_i} \sum_{a=0}^{N-n_m-k} \binom{N}{a} \left( \frac{n_*}{a} \right)^{a}(n - n_*)^{a} \frac{N}{n^N} P[n^*][(n_1, ..., n_m)/N - a].
\]

The only difference is that, instead of expressing the probabilities of the states at the end of slot \( n \) by using the states at the end of slot \( n - 1 \), we do that by using the probabilities of the states at the end of slot \( n_* \). By making a change of variable the result follows.

Now we are ready to prove the theorem.

**Theorem 4.3** Let \( n_* = \lceil \frac{(N-k)}{k} \rceil m \). If \( n \geq n_* \) then:

\[
E(W^n) = \frac{n}{N} \sum_{\text{all states}} \sum_{r=n_m+k}^{N} \binom{N}{r} \left( \frac{n_*}{r} \right)^{r}(n - n_*)^{N-r} \frac{N}{n^N} P[n^*][(n_1, ..., n_m)/r] \cdot n_m.
\]

**Proof:** By using the result of Theorem 4.1 and the previous lemma the result follows.

It is now clear that in order to calculate \( E(W^n) \), we only need to use the recursive relations and the results of the lemmas to calculate the probabilities of the states at the end of slot \( n_* \). After we do that, we can use the result of the last theorem to get \( E(W^n) \).

We will now consider the variable-service-times case.

**Lemma 4.7** Under the conditions that \( i \geq \lceil \frac{(j-n_m)}{k} \rceil m - \text{length}(k - \sum_{i=1}^{m-1} n_i, n_1, ..., n_{m-1}, k - ((j - n_m - k)mod k) + 1) + 1, j - n_m - k \leq k \) and \( n_m \geq 1 \):

\[
P[i][(n_1, ..., n_m)/j] = \sum_{a=0}^{j-n_m-k} \binom{j}{a} \frac{(i-1)^{i-a}}{i^a} P[i-1][(n_1, ..., n_m)/j - a].
\]
Proof: The proof of this lemma is similar to the proof of Lemma 4.3. There is a
difference though. The difference is that the total number of arrivals in this case
is very small. For that reason the phenomenon that we described in the proof of
Lemma 4.3 cannot occur.

Lemma 4.8 Under the conditions that $i \geq \lceil (j-n_{m-1}/k) \rceil m + m - length(k - \sum_{l=1}^{m-1} n_l, n_1, ..., n_{m-1}, k - ((j - n_m - k - 1) mod k) + 1) + 1$, and $n_m \geq 1$:

$$P^i((n_1, ..., n_m)/j) = \sum_{a=0}^{j-n_m-k} \binom{j}{a} (i-1)^{j-a} \binom{i-1}{j} P^{i-1}((n_1, ..., n_m)/j - a).$$

Proof: The proof is again based on the proof of Lemma 4.3. The worst case occurs if
one request occurs at the first slot. Because of the conditions of the lemma, requests
that occurred even in the next $m - 1$ slots cannot have any effect on the current state.
Actually even if all the remaining requests occurred at the $m$th slot they cannot affect
the current state. The reason for being so conservative is the phenomenon that we
described in the proof of Lemma 4.3. This completes the proof.

In the same way we can prove the next two lemmas for the case that $n_m$ is equal
to 0. We will omit the proofs.

Lemma 4.9 Under the conditions that $i \geq \lceil (j-\sum_{l=1}^{m-1} n_l)/k \rceil m + m - length(k - \sum_{l=1}^{m-1} n_l, n_1, ..., n_{m-1}, k - ((j - \sum_{l=1}^{m-1} n_l - 1) mod k) + 1) + 1$, $j - \sum_{l=1}^{m-1} n_l \leq k$ and $n_m = 0$:

$$P^i((n_1, ..., n_m)/j) = \sum_{a=0}^{j-\sum_{l=1}^{m-1} n_l} \binom{j}{a} (i-1)^{j-a} \binom{i-1}{j} P^{i-1}((n_1, ..., n_m)/j - a).$$

Lemma 4.10 Under the conditions that $i \geq \lceil (j-\sum_{l=1}^{m-1} n_l)/k \rceil m + m - length(k - \sum_{l=1}^{m-1} n_l, n_1, ..., n_{m-1}, k - ((j - \sum_{l=1}^{m-1} n_l - 1) mod k) + 1) + m + 1$ and $n_m = 0$:

$$P^i((n_1, ..., n_m)/j) = \sum_{a=0}^{j-\sum_{l=1}^{m-1} n_l} \binom{j}{a} (i-1)^{j-a} \binom{i-1}{j} P^{i-1}((n_1, ..., n_m)/j - a).$$

From Lemma 4.7 it is clear that for the case $N - 1 - k \leq k$ we can make a stronger
statement than the one we did in Theorem 4.2.

Theorem 4.4 When $n = \lceil (N-1)/k \rceil m$ and $N - 1 - k \leq k$,

$$E(W^n) = \frac{n}{N} \sum_{all\ states} P^n((n_1, ..., n_m)/N) \cdot n_m.$$
We will omit the proof of this theorem because it is identical to the proof of Theorem 4.2.

By using similar ideas to the ones that we used for proving Theorem 4.3 we can prove the following theorem. The proof is very similar to the proof of Theorem 4.3 and therefore will be omitted.

**Theorem 4.5** Let \( n_* = \left\lfloor \frac{(N-2)}{k} \right\rfloor m + m \). If \( n \geq n_* \) then:

\[
E(W^n) = \frac{n}{N} \sum_{\text{all states}} \sum_{r=m+k}^{N} \binom{N}{r} (n_*)^r (n - n_*)^{N-r} n^N \cdot p[n_*](n_1, \ldots, n_m)/r \cdot n_m.
\]

### 4.3 A Simple Example

We are now going to give a simple example that will make the ideas that we have expressed in the previous sections more concrete. We are going to assume that there are two servers, three customers and only three slots. The requests need two slots of transmission with probability 0.5, one slot with probability 0.3 and don’t require any transmission with probability 0.2. In other words \( k = 2, N = 3, n = 3, m = 2 \) and \( \mathbf{p} = (0.2, 0.3, 0.5) \). Let us concentrate on the probabilities of the states at the end of the last slot given that three arrivals occurred at the first three slots. The reason for doing that is that, because of our queueing model, we know that exactly three arrivals are going to occur in the first three slots. We have called these probabilities \( P[3](n_1, n_2)/3 \). There are six possible states: \( (0,0), (1,0), (2,0), (0,1), (1,1) \) and \( (2,1) \). We are only going to consider the last three because these are the only ones that we need for \( E(W^3) \).

The only way that the system can be at state \( (2,1) \) at the end of the third slot is if all the arrivals occurred at the beginning of the third slot and the first two arrivals required two slots of service. Thus:

\[
P[3](2,1)/3 = P[2](0,0)/0 \cdot \frac{1}{3^2}(0.5)^2.
\]

The system can be at state \( (1,1) \) at the end of the third slot if either all the arrivals occurred at the beginning of the third slot and one of the first two arrivals required
Table 4.1: Values of $P^{[i]}((n_1, n_2)/j)$ for $i = 1$

two slots of service and the other one just one, or the system was at state $(1, 0)$ at the end of the second slot, two arrivals occurred at the beginning of the third slot and the first of them required two slots of service. Thus:

\[ P^{[3]}((1, 1)/3) = P^{[2]}((0, 0)/0) \cdot \frac{1}{3^3} \cdot 2 \cdot 0.3 \cdot 0.5 + P^{[2]}((1, 0)/0) \cdot 3 \cdot \frac{2}{3^3} \cdot 0.5. \]

We have already shown that

\[ P^{[3]}((0, 1)/3) = P^{[2]}((0, 0)/0) \cdot \left( \frac{0.3}{3^3} \right)^2 + P^{[2]}((1, 0)/1) \cdot \frac{6}{3^3} \cdot 0.3 + P^{[2]}((2, 0)/2) \cdot 3 \cdot \frac{2}{3^3} + P^{[2]}((2, 1)/3) \cdot \left( \frac{2}{3} \right)^3. \]

In Tables 4.1, 4.2 and 4.3 we show the actual values of the probabilities of the states for $i = 1, 2$ and 3 respectively obtained by our algorithm.

From Theorem 6 we know that

\[ E(W^3) = P^{[3]}((0, 1)/3) + P^{[3]}((1, 1)/3) + P^{[3]}((2, 1)/3). \]

Because of Lemma 10 we also have

\[ P^{[3]}((2, 1)/3) = P^{[2]}((2, 1)/3) \cdot \left( \frac{2}{3} \right)^3. \]

By using the above relations we get:

\[ E(W^3) = P^{[2]}((0, 0)/0) \cdot \frac{1}{3^3} \left[ 2 \cdot (0.5)^2 + 2 \cdot 0.5 \cdot 0.3 + (0.3)^2 \right] + P^{[2]}((1, 0)/1) \cdot 3 \cdot \frac{2}{3^3} \left[ 0.3 + 0.5 \right] + P^{[2]}((2, 0)/2) \cdot 3 \cdot \frac{4}{3^3}. \]
<table>
<thead>
<tr>
<th>n</th>
<th>(0, 0)</th>
<th>(1, 0)</th>
<th>(2, 0)</th>
<th>(0, 1)</th>
<th>(1, 1)</th>
<th>(2, 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>1</td>
<td>0.750</td>
<td>0.250</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>0.563</td>
<td>0.375</td>
<td>0.063</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>0.286</td>
<td>0.300</td>
<td>0.059</td>
<td>0.193</td>
<td>0.131</td>
<td>0.031</td>
</tr>
</tbody>
</table>

Table 4.2: Values of $P^{[i]}((n_1, n_2)/j)$ for $i = 2$

<table>
<thead>
<tr>
<th>n</th>
<th>(0, 0)</th>
<th>(1, 0)</th>
<th>(2, 0)</th>
<th>(0, 1)</th>
<th>(1, 1)</th>
<th>(2, 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>1</td>
<td>0.833</td>
<td>0.167</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>0.694</td>
<td>0.278</td>
<td>0.028</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>0.498</td>
<td>0.352</td>
<td>0.045</td>
<td>0.057</td>
<td>0.039</td>
<td>0.009</td>
</tr>
</tbody>
</table>

Table 4.3: Values of $P^{[i]}((n_1, n_2)/j)$ for $i = 3$
We can get the same result by directly using the definition of \( E(W^3) \). As we have explained before \( E(W^3) \) is the average waiting time that a request that arrives at the third slot will experience. So, we are given that a request will arrive at the beginning of the third slot. In this case it is easy to directly use the definition of \( E(W^3) \) because the example is simple. What we get is:

\[
E(W^3) = \frac{1}{3^2} \cdot \frac{1}{3} \cdot P^{[2]}((0, 0)/0)[2 \cdot (0.5)^2 + 2 \cdot 0.5 \cdot 0.3 + (0.3)^2]
+ 2 \cdot \frac{2}{3^2} \cdot \frac{1}{2} P^{[2]}((1, 0)/1) \cdot [0.3 + 0.5] + \frac{4}{3^2} P^{[2]}((2, 0)/2).
\]

It is clear that both relations for \( E(W^3) \) are equivalent.

### 4.4 Numerical Example

Let us assume that the number of customers is equal to 45, the total number of slots is equal to 64 and the number of servers is equal to 3, i.e., \( N = 45, n = 64 \) and \( k = 3 \). The probability vector \( \mathbf{p} \) that determines the service times of requests is equal to \((0.2, 0.2, 0.2, 0.2, 0.2)\), so \( m = 4 \). In Figure 4.1 we see the probability distribution for \( n_m \). What we have in that figure is \( \sum_{n_1, \ldots, n_m-1} P^{[64]}(n_1, \ldots, n_m) \) plotted versus \( n_m \). The probability that \( n_m = 0 \) is very large, 0.9183. The probability that \( n_m \) is larger than 15 drops below \( 10^{-10} \).

### 4.5 Some Approximate Techniques

The algorithm that we proposed and discussed in the previous sections can be used for solving the queueing problem that we are considering for arbitrary values of \( N, k, m \) and \( \mathbf{p} \). The complexity of the algorithm however can be very large if \( N, k \) and \( m \) are fairly large. The reason is that the number of states, i.e., the number of allowable vectors \((n_1, \ldots, n_m)\), is equal to \( \binom{k+m-1}{m-1} \cdot (N - k + 1) \).

In this section we will propose some approximate techniques that can be used in the case that the complexity of our algorithm is too large. We will concentrate
on the expected wait although these approximate techniques can also be used for approximating the probabilities of the states. The reason is that we are mainly interested in the expected wait.

Let us assume that \( n \geq \lceil \frac{(N-2)}{k} \rceil m + m \). The reason for doing that is that in order to be able to get the expected wait we need to use Theorem 4.2. That theorem holds only if this condition is satisfied. Later in this section we will discuss what happens when this condition is not satisfied.

Let us define \( E(W^n, N, k, p) \) to be the expected wait that requests that arrive at the last slot experience when there are \( N \) customers, the system has \( k \) servers and service times of arrivals are determined by the probability vector \( p \). We have been
calling this quantity just $E(W^n)$, and the dependencies on the other parameters were only implicit.

We are going to consider what happens if instead of having $k$ servers, we actually have only one server that is $k$ times faster. The way we are going to do that is by considering a system with a single server and observe it for a window that has $n \cdot k$ slots. The duration of one slot in the system with $k$ servers is equivalent to the duration of $k$ slots in the system with one server. Our claim is that $E(W^n, N, k, p) \leq \frac{1}{k} E(W^{n-k}, N, 1, p)$. The reason is that if we consider a particular arrival pattern that in the second system leads to a state $n$ at the end of the last slot, this same arrival pattern leads to state $n'$ in the first system with $n'_m \leq n_m$. Therefore, by using Theorem 4.2 we get that $E(W^n, N, k, p) \leq \frac{1}{k} E(W^{n-k}, N, 1, p)$. We call this approximation Model 1. The reason for the scale factor $\frac{1}{k}$ is that the expected wait is measured in number of slots and the duration of a slot in the first system is equivalent to the duration of $k$ slots in the second system.

It is indeed mentioned in [5], that if we want to minimize the expected wait that arrivals experience, it is better to have many servers than having just one fast server. The reason is that when there are few arrivals, let us say less than $k$, they won’t need to wait at all in the first system, while they may need to wait in the second.

Furthermore, as $N$ and $n$ increase with their ratio remaining constant the ratio of the expected wait for the two systems approaches 1. As we mentioned earlier, a particular arrival pattern that in the system with the single-server leads to a state $n$ will lead to state $n'$ in the multiple-servers system with $n'_m \leq n_m$. This $n'_m$, though, is not much smaller than $n_m$. Therefore, as $N$ and $n$ become large this difference loses its significance.

The reason for approximating the multiple-servers system with a single-server system is that we can use the simplified analysis proposed in the previous chapter. This analysis is only valid for the single-server case but can give us the expected wait for very large numbers of $N$ and $m$.

Let us now consider what happens if we rescale time. Instead of observing a
system with \( k \) servers, \( N \) customers and a probability vector \( \mathbf{p}_1 = (p_{1,0}, \ldots, p_{1,m}) \) for a
time window that has \( n \) slots, we observe a system that has \( k \) servers and \( N \) customers
for a time window that has only \( \frac{n}{m} \) slots. The probability vector that determines the
service times in the second system is \( \mathbf{p}_2 = (p_{2,0}, \ p_{2,1}) \) where \( p_{2,1} = \frac{1}{m} \sum_{i=0}^{m} p_{1,i} \) and
\( p_{2,0} = 1 - p_{2,1} \). The reason for doing something like this is that the complexity of our
algorithm for the second system is smaller than the complexity of our algorithm for
the first one. The number of states for the second system is only \( N - k + 1 \) compared
to \( \binom{k+m-1}{m-1} \cdot (N - k + 1) \) for the first. So, if we can get an estimate of the expected
wait in the first system by using the result for the second system, we will be able to
analyze systems that we couldn’t analyze otherwise because of the complexity of the
algorithm.

We showed in the previous chapter that if we do something similar for the single-
server case, we find that the expected wait for the first system is a scaled version of the
expected wait for the second system. One would expect something like that to hold
because the second system is very similar to the first system except for a rescaling of
time. A similar relation is not true in general for the multiple-servers case, though.
By using this rescaling argument we only get an approximate expression in this case.
Our claim is that
\[
E(W^n, N, k, \mathbf{p}_1) \approx E(W^n, N, k, \mathbf{p}_2) \frac{\sum_{i=0}^{m} p_{1,i} \cdot i^2}{\sum_{i=0}^{m} p_{1,i} \cdot i}.
\]
We call this approximation Model 2. The reason why this approximation makes
sense, is that as we mentioned earlier in this section, the expected wait for the first
system will approach the expected wait of a particular single-server system and the
expected wait of the second system will approach the expected wait of a different
single-server system. By using Theorem 3.5 we can find the ratio of the expected
waits of the single-server systems. Thus, the ratio of the two multiple-servers systems
will approach that ratio as \( N \) and \( n \) increase with the ratio of \( N \) and \( n \) remaining
constant. The reason why this relation is not exact in general is the fact that the
expected waits of the multiple-servers systems may not approach the expected waits
of the single-server systems at the same speed.
There are some cases, though, where the previous relation is exact as the following theorem states.

**Theorem 4.6** Consider two systems. In the first system the total number of slots is $n_1$, the total number of arrivals is $N$, the number of servers is $k$ and the probability vector that determines the service times is $p_1 = (p_{1,0}, 0, ..., 0, p_{1,m})$. In the second system the total number of slots is $n_2$, the total number of arrivals is $N$, the number of servers is $k$ and the probability vector that determines the service times is $p_2 = (p_{2,0}, p_{2,1})$, where $p_{2,1} = p_{1,m}$ and $p_{2,0} = p_{1,0}$. Let $n_1 = n_2 \cdot m$ and $n_2 \geq \lceil \frac{(N-2)}{k} \rceil + 1$. Let $E_1(W^{n_1})$ and $E_2(W^{n_2})$ be the expected wait that requests in the first and second system experience respectively. Then

$$E_1(W^{n_1}) = E_2(W^{n_2}) \cdot m.$$  

**Proof:** The main idea is to group slots in the first system in groups of $m$. The first $m$ slots belong to the first group, the second $m$ to the second and so on. A request that arrives at the $i$'th slot in the second system may arrive at any of the slots of the $i$'th group in the first system. No matter in which of the $m$ slots of that group the request arrived, the last component of the state vector of the first system at the end of the window of $n_1$ slots that we are considering is going to be unaffected. Not only that: this last component of the state vector is going to be the same as the last component of the state vector at the last slot of the second system. This completes the proof.

Let us now consider what happens if the condition $n \geq \lceil \frac{(N-2)}{k} \rceil m + m$ is not satisfied. If $k \geq \frac{N}{\sum_{i=0}^{m} p_i}$ we expect Model 1 and 2 to still give us quite accurate results. Theorem 4.2 may not be exactly true but it still gives us an accurate estimate of the expected wait. The reason is that the proof of the theorem is based on the assumption that our system has enough capacity to empty the queue within a time window of $n$ slots if all requests arrived in the first slot. The worst case is if all requests needed $m$ slots of service. In that case $k$ will need to be greater or equal to $\frac{N \cdot m}{n}$ which is approximately the condition of Theorem 4.2. It is very unlikely, though,
that all requests will need \( m \) slots of service. We expect that on the average each request will only need about \( \sum_{i=0}^{m} p_i \cdot i \) slots of service, i.e., will need the average service time. Thus we expect that our theorem and thus our two models will be a good approximation for cases in which \( k \leq \frac{N \cdot \sum_{i=0}^{m} p_i \cdot i}{n} \).

We now need to consider what happens if \( k \leq \frac{N \cdot \sum_{i=0}^{m} p_i \cdot i}{n} \). In this case the rate at which new work arrives in the system is faster than the service rate. Clearly, this situation results in long waiting times for the requests. Motivated by the fluid-flow approximation for continuous-time queues (see [5] Section 2.7 pp. 56-62) we will propose another approximation model which we call Model 3. According to the fluid-flow approximation we can replace stochastic processes by their average values as a function of time. The reason is that the average values are large compared to the fluctuations.

In our approximate model, we assume that all the arrivals are uniformly distributed over the time window of duration \( n \) in a deterministic manner, i.e., in each slot there are \( \frac{N}{n} \) arrivals. The results that we are going to get by making this assumption are not going to be very different from the exact results. This is because the servers are almost always busy, so the exact time of occurrences of requests does not much change the expected wait of requests that arrive at the last slot. We make another assumption, too. We assume that service times of requests are exactly equal to the average service time and are not determined by the probability vector \( p \). This is especially justified for large \( N \) because then the expected wait of requests at the last slot is affected by the service time of a large number of other requests. So, the average service time of those requests is very close to the actual average service time of requests.

By using the two assumptions that we made, i.e., that there are \( \frac{N}{n} \) arrivals in each slot and that the service time of each request is equal to the average service time of requests, we can determine the state of the system at the end of slot \( n - 1 \). By using the random ordering assumption for the \( \frac{N}{n} \) requests that arrive at the last slot, we can get the expected wait for these requests. This can be done easily because of the
constant-service-time assumption. Therefore, this model can be used for obtaining the expected wait under heavy load even for a large number of requests.

There are some problems with this approach. The first problem comes from the fact that \( \frac{N}{n} \) may not be an integer. So, it may not be very easy to uniformly distribute the \( N \) arrivals in the \( n \) slots. In case \( N \) is fairly large the different ways of distributing the requests will give very similar results, though. The next problem comes from the fact that the average service time of requests may not be an integer. In that case we can average the result for the two closest integers and that will give us a good estimate of the average wait for the case in which we are interested.

### 4.6 Numerical Examples of Approximate Models

Let us now concentrate on a particular example. We assume that there are 100 customers, i.e., \( N = 100 \). As we mentioned in Chapter 2 we expect that the segments will last for about 3 minutes. For this reason we assume that the duration of each slot is 3 minutes. The probability vector that determines the service times of the requests has the form \( p = (0, 0, 0, 0, 0.1, 0.2, 0.4, 0.2, 0.1, 0, 0) \). The program of a particular customer lasts for 10 slots but from the form of \( p \) it is clear that at most 8 of the segments will need to be transmitted from the main node to the intermediate node. The fact that the program of each customer consists of 10 segments is realistic because that means that the duration of the program will be 30 minutes. The choice of \( p \) is arbitrary but we expect that in reality it will have the form that we assume in this example. We believe that there will be a peak and the components of the probability vector will decrease rapidly as we move to the left and the right of that peak. The reason is that we think that there will be a number of segments that most of the customers would like to get and these segments are going to be stored in the intermediate node. In our example this number is 4. The rest of the segments that cover the personal preferences of the different subscribers are going to be stored in the main node.
The form of $p$ enables us to use $m = 8$ in our algorithm what decreases the amount of calculations that we need to do. The total number of slots is 64, i.e., $n = 64$. As we explained in Chapter 2, customers are allowed to tune into the network within a 3 hour window. Since the duration of each slot is 3 minutes, 60 would be a good choice for the total number of slots. We chose 64 because we would prefer this number to be divisible by $m$ which is 8 in our case.

In Figure 4.2 we compare the results that we obtained from Models 1 and 2 and from our simulation. Both in the theoretical models and simulation we assumed that requests arrive exactly in the beginning of a slot. This is not realistic because requests of the customers may occur anytime during a slot. For that reason we added an extra half slot delay to all the results that we obtained. This is the reason why the expected wait approaches 0.5 and not 0 as the number of servers increases.

In Figure 4.2 we can see that the results of Model 2 are in excellent agreement with the simulation results for $k \geq 10$, i.e., $k \geq \frac{N \sum_{i=0}^{m} p_i}{n}$. The results of Model 1 overestimate the expected wait but even this model is in good agreement with the behavior of the expected wait as a function of the number of servers. On the other hand we see that for $k < 10$ neither of our models is in good agreement with the simulation results, as we expected. For the cases that $10 \leq k < 15$, the results of Models 1 and 2 compare well with simulation, although Theorem 4.2 does not hold. The reasons for this agreement were explained in the previous section.

Let us now discuss whether we may be interested in the cases that $k < 10$. As we see from Figure 4.2, the expected wait increases exponentially as $k$ decreases. For example the expected wait measured in number of slots goes from 2 for $k = 10$ to 5 for $k = 9$. This is to be expected because the system does not have enough capacity and the arrival rate is larger than the service rate, which results in requests accumulating in the queue. In this region, by a very small increase in the number of servers, we can get a large improvement in the performance of our system, i.e., the expected wait will decrease drastically.

Let us now consider what happens if we increase the number of subscribers $N$ to
1000. We keep all other parameters the same. In this case Model 2 cannot be used because the complexity of the algorithm is prohibitory. In Figure 4.3 we compare the results of Models 1 and 3 with simulation. One important point is that now we are interested in the cases $k < 94$, i.e., $k < \frac{N \cdot \sum_{i=0}^{m} p_i}{n}$. The reason is that although in the beginning the expected wait increases exponentially, as we move away from the case $k = 94$ the increase becomes only linear. We didn’t observe this phenomenon in the case $N = 100$ because we stopped within the area of the exponential increase. As we increase $N$, the increase in the expected wait becomes smoother when we decrease the number of servers. We observe in Figure 4.3 that Model 1 captures the behavior of the system when $k \geq 94$ and Model 3 captures the behavior of the system when
Figure 4.3: $E(W)$ in number of slots for $N = 1000$

$k < 94$.

From the numerical examples it is clear that we should choose the number of servers $k$ to be around $\frac{N \cdot \sum_{i=0}^{m} P_{r,i}}{n}$. The exact choice of $k$ depends on the desirable level of performance and on economical factors. In order to make the choice we are equipped with our three approximate models. In the case that $N$ is of the order of 100 subscribers, Models 1 and 2 can be used for obtaining good approximations. When $N$ is of the order of 1000, Models 1 and 3 can be used instead.
4.7 Summary

A new recurrent algorithm for the analysis of our system for the cases that the main link can transport more than one video connection was proposed. We showed how this algorithm can be used to obtain the probabilities that our system is at a particular state. We proved that there is a simple relation which we can use for calculating the expected wait after we have obtained the probabilities of the states.

For the cases that the complexity of our algorithm is too large, we proposed some approximate techniques. We showed that the results of these approximations compare well with simulations. Equipped now with these approximations, we can decide what the number of servers \( k \) should be so that the customers obtain the desirable level of service even if the number of customers \( N \) is fairly large.

4.8 Appendix: Proof of Theorem 4.2

Let us define

\[
f(n, k) \triangleq \sum_{t=0}^{n_m-1} \left[ 1 + \text{wait}(n_1, \ldots, n_{m-1}, t, k) \right],
\]

\[
g(n, k) \triangleq \left[ \sum_{n_1^* \geq n_1^-} \ldots \sum_{n_{m-2}^* \geq n_{m-2}^-} \sum_{n_{m-1}^- = 0}^{k - \sum_{i=1}^{m-2} n_i^* - n_i^-} \sum_{n_m = 1}^{n_m - n_{m-1}^-} f(n_1^*, \ldots, n_m^*, k) \right.
\]

\[
\cdot \text{prob} \left( \sum_{i=1}^{m-1} (n_i^* - n_i^-) - n_{m-1}^* - n_{m-1}^- \right) \cdot \frac{1}{f(n, k)},
\]

\[
F(n, N, n, k) \triangleq \frac{n}{N} \sum_{\text{all states with } n_m \geq 1} \left[ P[n](n/N) - P[n^-](n^-/N) \right] f(n, k)
\]

\[
+ \frac{n}{N} \sum_{\text{all states with } n_m \geq 1} \left[ P[n](n/N) - g(n, k) P[n^-](n^-/N) \right] f(n, k).
\]

Since the proof is similar to the proof of Theorem 3.2 we will go through some of the steps with little explanation. By omitting a few of the steps that we have seen
before and using Lemma 4.3 we get:

\[ F(n, N, n, k) = \]

\[ \sum_{\text{all states with } n_m \geq 0 \text{ and } n_m - 1 = 0} \left( \frac{n - 1}{N - 1} \right)^{N-1-a} \frac{p[n-1]}{n^{N-1}} (n_1, \ldots, n_m)^{-/N - 1 - a} \]

\[ \frac{1}{a + 1} f(n_1, \ldots, n_m + a + 1, k) \]

\[ - \sum_{\text{all states with } n_m \geq 0 \text{ and } n_m - 1 = 0} \left( \frac{n - 1}{N - 1} \right)^{N-1-j} \frac{p[n-1]}{n^{N-1}} (n_1, \ldots, n_m)^{-/N - 1 - j} \]

\[ \frac{1}{j + 1} f(n_1, \ldots, n_m, k) \]

\[ + \frac{n}{N} \sum_{\text{all states with } n_m \geq 0 \text{ and } n_m - 1 = 0} \left( \frac{n - 1}{N - r} \right)^{N-r} \frac{p[n-1]}{n^{N-1}} \sum_{n_1 = 0}^{n_m - 1} \ldots \sum_{n_m - 1 = 0}^{n_m - 1} \max(N-r-k,0) \]

\[ \prod_{i=m_i}^{m} (n_i - n_i^*) \neq 0 \]

\[ P[n-1]((n_1^*, \ldots, n_m^*)/N - r) \cdot f(n, k) \]

\[ \text{prob}(r + n_m^* - n_m - \sum_{i=1}^{m-1} (n_i - n_i^*), n_1^* - n_1^* - n_2^*, \ldots, n_{m-1}^* - n_{m-1}^* - n_m^*, 0, p, \]

\[ k - \sum_{i=1}^{m-1} n_i^* \]

\[ + \frac{n}{N} \sum_{\text{all states with } n_m \geq 0 \text{ and } n_m - 1 = 0} \left( \frac{n - 1}{N - r} \right)^{N-r} \frac{p[n-1]}{n^{N-1}} \sum_{n_1 = 0}^{n_m - 1} \ldots \sum_{n_m - 1 = 0}^{n_m - 1} \max(N-r-k,0) \]

\[ \prod_{i=m_i}^{m} (n_i - n_i^*) \neq 0 \]

\[ P[n-1]((n_1^*, \ldots, n_m^*)/N - r) \cdot f(n, k) \]

\[ \text{prob}(r + n_m^* - n_m - \sum_{i=1}^{m-1} (n_i - n_i^*), n_1^* - n_1^* - n_2^*, \ldots, n_{m-1}^* - n_{m-1}^* - n_m^*, 0, p, \]

\[ k - \sum_{i=1}^{m-1} n_i^* \]

\[ - \frac{n}{N} \sum_{\text{all states with } n_m \geq 0 \text{ and } n_m - 1 = 0} \left( \frac{n - 1}{N - j} \right)^{N-j} \frac{p[n-1]}{n^{N-1}} (n_1, \ldots, n_m)^{-/N - j} \]

\[ f(n, k) g(n, k) \]

\[ = \sum_{\text{all states with } n_m \geq 0 \text{ and } n_m - 1 = 0} \left( \frac{n - 1}{N - a} \right)^{N-1-a} \frac{p[n-1]}{n^{N-1}} (n_1, \ldots, n_m)^{-/N - 1 - a} \]

\[ \sum_{a=0}^{N-n_m-k-1} \left( \frac{n - 1}{N - 1} \right)^{N-1-a} \frac{p[n-1]}{n^{N-1}} (n_1, \ldots, n_m)^{-/N - 1 - a} \]
\[
\frac{1}{a+1} \sum_{t=0}^{a} [1 + \text{wait}(n_1, \ldots, n_m + t, k)]
\]

\[+
\frac{n}{N} \sum_{\text{all states with } n_m \geq 1 \text{ and } n_{m-1} \geq 0} \left( \sum_{r=0}^{N-1} \frac{(N-1)^{N-1-r}}{n^N} \sum_{n_i^r=0}^{n_i} \cdots \sum_{n_{m-1}^r=0}^{n_{m-1}} \prod_{i=1}^{n_{m-1}^r=} (n_i^r - n_i^*) \right)^{\max(N-r-k-1,0)} \cdot P^{[n-1]}((n_1^*, \ldots, n_m^*)/(N-r-1)) \cdot f(n, k)
\]

\[\cdot \text{prob}(r + 1 + n_m^* - n_m - \sum_{i=1}^{m-1} (n_i^* - n_i^*), n_1^* - n_1^*, \ldots, n_{m-1}^* - n_{m-1}^*, 0, p, k - \sum_{i=1}^{m-1} n_i^*)
\]

\[+
\frac{n}{N} \sum_{\text{all states with } n_m \geq 1 \text{ and } n_{m-1} \geq 0} \left( \sum_{r=0}^{N-1} \frac{(N-1)^{N-1-r}}{n^N} \sum_{n_i^r=0}^{n_i} \cdots \sum_{n_{m-1}^r=0}^{n_{m-1}} \prod_{i=1}^{n_{m-1}^r=} (n_i^r - n_i^*) \right)^{\max(N-r-k-1,0)} \cdot P^{[n-1]}((n_1^*, \ldots, n_m^*)/(N-r-1)) \cdot \text{prob}(r + 1 + n_m^* - n_m - \sum_{i=1}^{m-1} (n_i^* - n_i^*), n_1^* - n_1^*, \ldots, n_{m-1}^* - n_{m-1}^*, 0, p, k - \sum_{i=1}^{m-1} n_i^*)
\]

\[= \frac{n}{N} \sum_{\text{all states with } n_m \geq 1 \text{ and } n_{m-1} \geq 0} \sum_{j=0}^{N-n-m-k-1} \left( \frac{(N-1)^{N-1-j}}{n^N} \right) \cdot P^{[n-1]}((n_1^*, \ldots, n_m^*)/(N-1-j)) \cdot f(n, k) \cdot g(n, k)
\]

\[= \frac{1}{a+1} \sum_{t=0}^{a} \text{wait}(n_1, \ldots, n_m + t, k)
\]

\[+
\sum_{\text{all states with } n_m \geq 1 \text{ and } n_{m-1} \geq 0} \left( \sum_{r=0}^{N-1} \frac{(N-1)^{N-1-r}}{n^N} \sum_{n_i^r=0}^{n_i} \cdots \sum_{n_{m-1}^r=0}^{n_{m-1}} \prod_{i=1}^{n_{m-1}^r=} (n_i^r - n_i^*) \right)^{\max(N-r-k-1,0)} \cdot P^{[n-1]}((n_1^*, \ldots, n_m^*)/(N-r-1)) \cdot \frac{1}{r+1} \cdot f(n, k)
\]

\[\cdot \text{prob}(r + 1 + n_m^* - n_m - \sum_{i=1}^{m-1} (n_i^* - n_i^*), n_1^* - n_1^*, \ldots, n_{m-1}^* - n_{m-1}^*, 0, p, k - \sum_{i=1}^{m-1} n_i^*)
\]
\[ k - \sum_{i=1}^{m-1} n_i^* \]
\[ + \sum_{\text{all states with } n_m \geq 1 \text{ and } n_{m-1} > 0} \sum_{r=0}^{N-1} \binom{N-1}{r} \frac{(n-1)^{N-1-r}}{n^N} \sum_{n_1^* = 0}^{n_1} \cdots \sum_{n_{m-1}^* = 0}^{n_{m-1}} \sum_{n_{m}^* = \max(N-r-k-1,0)}^{\min(n_m-n_1^*, n_{m}^*)} \cdot P^{[n]}((n_1^*, ..., n_m^*)/N - r - 1) \cdot \frac{1}{r+1} \cdot f(n, k) \cdot \text{prob}(r+1 + n_m^* - n_m) \]
\[ - \sum_{i=1}^{m-1} (n_i^* - n_i), n_1^* - n_1, ..., n_{m-1}^* - n_{m-1}, n_{m-1}, p, k - \sum_{i=1}^{m-1} n_i^* \]
\[ - \sum_{\text{all states with } n_m \geq 1 \text{ and } n_{m-1} > 0} \sum_{j=0}^{N-n_{m-1} - k - 1} \binom{N-1}{j} \frac{(n-1)^{N-1-j}}{n^N} P^{[n]}((n_1, ..., n_m)/N - 1 - j) \]
\[ \cdot \frac{1}{j+1} \cdot f(n, k) \cdot g(n, k) \]
\[ = \sum_{\text{all states with } \sum_{i=1}^{m-1} n_i = k} \sum_{a=0}^{N-n_{m-1} - k - 1} \binom{N-1}{a} \frac{(n-1)^{N-1-a}}{n^N} P^{[n]}((n_1, ..., n_m)/N - 1 - a) \]
\[ \cdot \frac{1}{a+1} \sum_{i=0}^{a} \text{wait}(n_1, ..., n_m + t, k) \]
\[ + \sum_{\text{all states with } \sum_{i=1}^{m-1} n_i < k} \sum_{r=0}^{N-n_{m-1} - k - 1} \binom{N-1}{r} \frac{(n-1)^{N-1-r}}{n^N} P^{[n]}((n_1, ..., n_m)/N - 1 - r) \]
\[ \cdot \frac{1}{r+1} [f(n_1, ..., n_{m-1} + k - \sum_{i=1}^{m-1} n_i, n_m + r, k) \]
\[ - f(n_1, ..., n_{m-1} + k - \sum_{i=1}^{m-1} n_i, n_m - 1, k)] \]

It is again true that \( f(n^-, k) - f(n, k) = n_m^- \) for the states that have \( n_{m-1} = 0 \) and \( f(n^-, k) - g(n, k) f(n, k) = n_m^- \) for the states that have \( n_{m-1} > 0 \). This completes the proof.

### 4.B Appendix: Expression for \( E(W^n) \) using Little’s Result

In this Appendix, we will prove by using Little’s result that when \( n \geq \lceil \frac{N}{k} \rceil m + m, \)

\[ E(W^n) = \frac{n}{N} \sum_{\text{all states}} P^{[n]}((n_1, ..., n_m)/N) \cdot n_m. \]

Our proof will be based on the following version of Little’s result that is stated and
proven in [2, 7].

**Theorem 4.7** Let $L(x)$ be the number of customers present at time $x$, and define the mean number $L$ of customers present throughout the time interval $[0, \infty)$ as

\[
L = \lim_{t \to \infty} \frac{1}{t} \int_0^t L(x) \, dx;
\]

let $N(t)$ be the number of customers who arrive in $[0, t]$, and define the arrival rate $\lambda$ as

\[
\lambda = \lim_{t \to \infty} \frac{N(t)}{t};
\]

let $W_i$ be the waiting time of the $i$'th customer, and define the mean waiting time $W$ as

\[
W = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n W_i.
\]

If $\lambda$ and $W$ exist and are finite, then so does $L$, and

\[
L = \lambda W.
\]

Up to now we have been considering a time window with $n$ slots. Requests are allowed to occur within this window. Let us now consider what happens if we require that each customer makes a request every $n$ slots, i.e., if a customer makes a request at the $i$'th slot, he also makes a request at the $n + i$'th slot, the $2n + i$'th and so on. The system starts operating at the beginning of the first slot and keeps operating forever. If we consider $n$ consecutive slots, we see that the arrival distribution is the same as in the first $n$ slots. Exactly $N$ requests arrive at this arbitrary window of $n$ slots and they are uniformly distributed throughout this window. Therefore, we can use the $P^{[n]}((n_1, \ldots, n_m)/N)$'s as the probabilities that the system is at state $(n_1, \ldots, n_m)$ at any of the slots after the $n$'th.

When computing $P^{[n]}((n_1, \ldots, n_m)/N)$ for the first $n$ slots, we assume that the system is empty in the beginning. In general this may not be true for an arbitrary window of $n$ slots. Since $n \geq \lceil \frac{N}{k} \rceil m + m$, the initial state has no effect on the state of the system at the last slot of the time window that we are considering. Therefore,
the probability that the system is at state \((n_1, \ldots, n_m)\) at any of the slots after the 
'n'th slot is just \(P^{[n]}((n_1, \ldots, n_m)/N)\). Similarly, the average wait stays the same after 
the n'th slot.

In order to use Theorem 4.7, we need to prove that the arrival rate and the mean 
waiting time are finite. The arrival rate is \(\frac{N}{n}\) since we know that there are \(N\) arrivals 
every \(n\) slots. The mean waiting time is finite for the following reason. The queue 
empties at least once within a time window of \(n\) slots. This is because \(n \geq \lceil \frac{N}{k} \rceil m + m\).

Therefore, none of the requests stays in the queue for more than \(n\) slots. Since the 
waiting time of each request is bounded by \(n\), the average waiting time is bounded 
by \(n\), too.

By applying Theorem 4.7 in our problem we get that

\[
\sum_{\text{all states}} \text{Prob(system at state } (n_1, \ldots, n_m)\text{)} \cdot n_m = \frac{N}{n} E(W).
\]

Since the probabilities of the states and the average wait stay the same after the n'th 
slot, we can ignore the first \(n - 1\) slots and conclude that 

\[
E(W^n) = \frac{n}{N} \sum_{\text{all states}} P^{[n]}((n_1; \ldots, n_m)/N) \cdot n_m.
\]

Our arguments here are however valid only if \(n \geq \lceil \frac{N}{k} \rceil m + m\). Therefore, Theo-
rem 4.2 is slightly stronger. One example is the case \(m = 1, p = (0, 1)\). Theorem 4.2 
says that \(n\) can be equal to \(N - 1\) and the expression for the expected wait is still 
valid. In that case, our proof based on Little's result does not apply because the ar-
ival rate is faster than the service rate and the queue for the system with customers 
that make requests every \(n\) slots grows beyond any bounds; moreover, the average 
waiting time is not finite.
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Chapter 5

Epilogue

In this thesis, we proposed a residential application for interactive video. After describing the service, we modeled it and proposed a network architecture that can support it. The question that we considered was what the capacity of the main link should be so that the customers receive a good grade of service. The measure of the goodness is the delay that customer requests experience.

There are some questions related to this architecture that we didn’t consider. We assumed that the segments that are used for creating the programs of the subscribers are stored either in the main node or in the intermediate node. We did not explain how the service provider is going to determine which segments are going to be stored in the intermediate node and which in the main node. This is a difficult problem; some initial attempts have been made in [2] but the problem is far from solved.

We asserted that popular material should be stored in the intermediate node. It is not clear though what a good measure of popularity is and what level of popularity justifies introducing more storage in the intermediate node rather than having larger capacity in the main link. The answer depends heavily on the actual cost of storage and capacity. We have not studied this further.

After it has been decided where each segment is going to be located, we can compute the probability vector \( p \) that determines the service times of the requests. This probability vector was very important in our analysis. We made some comments
on the form of \( p \) but it is clear that more work needs to be done for getting good estimates on \( p \). It also needs to be determined whether \( p \) is actually constant in time as we assumed or not. In a practical system, we may even want to make \( p \) depend on the actual traffic. What we mean by that is that we may want to offer better service when there are only a few requests but if the system gets congested, popular segments may be sent to every customer so that the customers will not have to wait for a long time. In that case the analysis becomes much more involved and it is not clear that the expected wait can be expressed as a simple function of the probabilities of the states anymore.

Another interesting problem is to consider different ways for selecting segments that are going to be used for creating the program of a particular subscriber. One simple approach has been proposed in [1]. A neural network is used for ranking segments for each customer. Only the profile of the particular customer and the keywords of the segments are taken into account. It may be better to take into account profiles of other customers too, so that multicasting can be used more often.

There are many problems that need to be considered before interactive video services can be introduced. Our contribution is that we proposed an approach for analyzing such services. Although we used this approach for analyzing a particular service, the only significant assumption that we made was that video information is delivered in segments. We believe that this is going to be the case in many interactive video applications, because it makes multicasting much easier. Therefore, we hope that our approach will be used for analyzing a wide class of such services and that it will stimulate further research and development in this area.
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