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ABSTRACT

In Part I, the integral method of Lees and Reeves is applied to study a supersonic laminar boundary layer along a two-dimensional adiabatic curved ramp. The present method of solution requires no prior knowledge of the separation point and can be used to treat relatively weak interaction, including a fully attached flow. It starts with small perturbations of the self-induced interaction on a flat plate; consequently, it can be applied to flows with the hypersonic interaction parameter $\bar{X}$, based on the distance of the beginning station of interaction to the leading edge, of the order 1. The effect of the radius of curvature on the separation phenomena is then investigated using this method. The effect of finite ramp length on the interaction is examined by making use of the characteristics of the singularities associated with the set of moment equations. Satisfactory agreement with the theory is obtained for the corresponding experiments conducted in the Mach 6 wind tunnel at the Graduate Aeronautical Laboratories of the California Institute of Technology.

In Part II, a non-linear theory for the stability of the laminar wake behind a flat plate in an incompressible flow is presented. An integral method is used to investigate the effects of a finite amplitude disturbance on the flow. The flow is decomposed into a mean part, which is independent of time and a fluctuating part, which has a zero time average. The mean flow is assumed to be characterized by two parameters: the centerline velocity defect $w_c$ and the wake half-width $b$. By using a two-length expansion procedure, the assumption of local, parallel mean flow is justified for the solution of the
fluctuating component to the order considered in the present study. The fluctuation is assumed to be represented by an ascending power series of the amplitude $A$. The coefficients of the power series, as functions of the radial distance $y$, are then obtained in terms of the two mean flow parameters $w_c$ and $b$. The three unknowns $b$, $w_c$ and $A$ are then obtained by solving the integral conservation equations of mean momentum, mean energy and fluctuation energy. In this integral method, the higher-order effects are introduced systematically by truncating the expansion for the fluctuation at various orders. The coupling between the mean flow and the fluctuation is found to be the most important mechanism in limiting the fluctuation amplitude and determining the mean flow. Satisfactory agreements with the experiment of Sato-Kuriki in the mean flow quantities and the relative development of the fluctuations are obtained, including the observed effect of free-stream Reynolds number.
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PART I. SUPERSONIC LAMINAR BOUNDARY LAYER
ALONG A TWO-DIMENSIONAL ADIABATIC
CURVED RAMP*

*A portion of this work has been presented at the ALAA 6th Aerospace Science Meeting, in conjunction with Professor T. Kubota (AIAA Preprint #68-109).
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LIST OF SYMBOLS - PART I

\( a \) = speed of sound

\( B = \frac{\mathcal{H} + (1+m_e)}{m_e} \)

\( C = \frac{\mu}{\mu_\infty}/(T/T_\infty); \) Chapman-Rubesin parameter

\( D(M_e, \mathcal{H}) = (J(\mathcal{H}+1)J' - 1)J + (2\mathcal{H}+1)J' - 3J \)B

\( f = 2\mathcal{H}+\frac{(3\gamma-1)}{(\gamma-1)} + \frac{[(\gamma+1)/(\gamma-1)]m_e\mathcal{H}/(1+m_e)}{[(\gamma+1)/(\gamma-1)]m_e/[(\gamma+1)/(\gamma-1)]} + \frac{(M_e^2-1)}{[m_e(1+m_e)]} \)

\( \mathcal{H} = \frac{\theta_i/\delta_i^*}{h_i^*, M_e} \)

\( h(\delta_i^*, M_e) = (\tilde{\mathcal{R}}e/C)\delta_i^*(1+m_e)\tan\theta/\left[m_e(1+m_\infty)\right] \)

\( J = \frac{\theta_i^*/\delta_i^*}{k} \)

\( k = \text{iterating parameter defined in Eqn.)(4)} \)

\( M = \text{Mach number} \)

\( m = 0.5(\gamma-1)M^2 \)

\( N_1 = (J(\mathcal{H}+1)J' - 1)h + (\mathcal{H} - \mathcal{R} - PJ) + (PJ' - \mathcal{R})B \)

\( N_2 = J(\mathcal{H}+1)h + (PJ - \mathcal{H} - \mathcal{R})f + [2\mathcal{H}+1)R - 3JP]B \)

\( N_3 = [2\mathcal{H}+1)J' - 3J]h + (R - PJ')f + [3JP - (2\mathcal{H}+1)R] \)

\( P = (\delta_i^*/U_e)\frac{\partial U}{\partial Y}_{Y=0}; \) wall shear stress function

\( p = \text{static pressure} \)

\( Pr = \text{Prandtl number} \)

\( R = \frac{2\delta_i^*/U_e^2}{\int_0^1 \frac{\partial U}{\partial Y}^2 \ dY}, \) dissipation function

\( R_c = \text{radius of curvature} \)

\( Re_x = u_\infty x/\nu_\infty; \) Reynolds number

\( Re = a_\infty M_e/\nu_\infty \)

\( u, v = \text{velocity components parallel and normal to surface} \)
Stewartson transformed velocity: \( (a_\infty/a_e)u \)

coordinates parallel and normal to surface:

Stewartson transformed coordinate:

\[
\frac{dY}{\delta_i} = \frac{(a_e/a_\infty)(\rho/\rho_\infty)\,dy}{\delta_i} = \int_0^\delta (U/U_e)\,dY/\delta_i
\]

= inclination of the local tangent to surface

\( a_m \) = total compression angle

\( a_T \) = expansion angle at end of ramp

\( \beta = a_e p_e/(a_\infty p_\infty) = [(1+m_\infty)/(1+m_e)]^{0.5(3\gamma-1)/(\gamma-1)} \)

\( p_T/e \)

\( \gamma \) = specific heat ratio

\( \delta \) = boundary-layer thickness

\[
\delta^* = \int_0^\delta \left[ 1 - \frac{\rho u}{\rho_e u_e} \right] \,dy, \text{ boundary-layer displacement thickness}
\]

\[
\delta_i^* = \int_0^{\delta_i} \left[ 1 - \frac{U}{U_e} \right] \,dY, \text{ transformed displacement thicknesses}
\]

\[
\theta_i = \int_0^{\delta_i} \frac{U}{U_e} \left[ 1 - \frac{U}{U_e} \right] \,dY, \text{ transformed momentum thickness}
\]

\[
\theta_i^* = \int_0^{\delta_i} \frac{U}{U_e} \left[ 1 - \frac{U^2}{U_e^2} \right] \,dY, \text{ transformed mechanical energy thickness}
\]

\( \gamma \) = local flow angle at \( y = 6, \tan^{-1}(v_e/u_e) \)

\( \mu \) = viscosity

\( v \) = Prandtl-Meyer angle; also kinematic viscosity, \( \mu/\rho \)

\( \rho \) = gas density
\[
\chi = 0.25(\gamma-1)^2 \chi \\
\bar{\chi} = M_\infty^3 (C/Re_\infty)^{1/2}, \text{ hypersonic interaction parameter}
\]

Subscripts
- B - Blasius
- c - sharp expansion corner at the model trailing edge
- e - edge of boundary layer
- i - transformed
- w. i. - weak-interaction
- \infty - freestream, upstream
- 0 - zeroth order
- 1 - first order
- 2 - second order

Superscript
- " " - derivative with respect to \( \mathcal{H} \)
1 Introduction

Considerable progress has been made on the problems involving the interaction of a boundary layer and the external supersonic flow through the efforts of many investigators (1-5) in the past several years. Recently the analytical method of integral moments has been applied by Lees and Reeves (6) and by Klineberg (7) for laminar flow. Satisfactory agreement with the experiments for shock-impingement problems and for sharp corners has been obtained. Therefore, this method with a slight modification is employed to investigate the separation phenomena of a two-dimensional flow in a gradually turning concave surface.

In the previous experimental and analytical works, an infinite reattaching length has been assumed. For many cases of practical importance, however, the length available is finite, and it is desirable to predict its effects on the interaction. This problem is also examined by making use of the singularities of the moment equations. The analytical results are supplemented by the corresponding experiments conducted in the GALCIT Mach 6 wind tunnel with only adiabatic flow considered.

2 Analytical Approach

2A. Differential Equations

The coordinate system used is shown in Fig. 1, x being the distance from the leading edge along the surface and y the distance away from the surface along its normal. It is well known that the boundary-layer equations are the same as those for a flat plate,
provided the radius of curvature is large in comparison with the boundary-layer thickness.*

For an adiabatic laminar flow with $\text{Pr} = 1$, the governing integral moment equations reduce to the following forms: *(6, 7)*

**Continuity**

$$
B \frac{d\delta_1^*}{dx} + \delta_1^* \frac{dH}{dx} + f \frac{\delta_1^*}{M_e} \frac{dM_e}{dx} = \beta \frac{1 + m_e}{m_e (1 + m_\infty)} \tan \Theta
$$

**Momentum**

$$
\frac{d\delta_1^*}{dx} + \delta_1^* \frac{dH}{dx} + (2/H + 1) \frac{\delta_1^*}{M_e} \frac{dM_e}{dx} = \frac{\beta C_P}{\tilde{\text{Re}} \delta_1^*}
$$

**Moment of Momentum**

$$
J \frac{d\delta_1^*}{dx} + \delta_1^* J^* \frac{dH}{dx} + 3J \frac{\delta_1^*}{M_e} \frac{dM_e}{dx} = \frac{\beta C_R}{\tilde{\text{Re}} \delta_1^*}
$$

The boundary-layer velocity profile is assumed to be of the form $u/u_e = f(y_1/\delta_1^*; H)$, and all integral properties are assumed to be functions of $H$ only in the present formulation. Their relations are given by Klineberg *(7)* through solutions of the similar-flow equations. Equations (1), together with a relation between the flow angle $\Theta$ at the edge of the boundary layer and the local external Mach number $M_e$, form a set of first-order, non-linear, ordinary differential equations for the three unknowns $M_e(x)$, $H(x)$, and $\delta_1^*(x)$. For simplicity, the Prandtl-Meyer relation is used for the external supersonic flow. i.e.,

*As the radius of curvature becomes comparable to the boundary-layer thickness, the coordinate system chosen may cause crossing of the normals inside the boundary layer. This possibility, in fact, places a limitation on the total ramp angle allowed in the present analysis.*
where $v$ is the Prandtl-Meyer angle and $\alpha(x)$ is the inclination of the local tangent to the surface, measured positive counterclockwise from the direction parallel to the velocity at upstream infinity. In order to facilitate a parametric study of the present problem, the curved surface connecting two flat plates is simply formed by an arc of constant radius. Therefore, $\alpha(x)$ is given as (Fig. 1)

\[
\alpha(x) = \begin{cases} 
0, & x \leq x_1 \\
\frac{(x-x_1)}{R_c}, & x_1 < x < x_2 \\
\frac{(x_2-x_1)}{R_c} = \alpha_m, & x > x_2
\end{cases}
\]

Solving Eqn. (1) for the derivative yields

\[
\frac{\delta_i}{M_e} \frac{dM_e}{dx} = \frac{\beta C}{\bar{\text{Re}} \delta_i} \frac{N_1(M_e, H, \delta_i^*)}{D(M_e, H)}
\]

\[
\delta_i^* \frac{dH}{dx} = \frac{\beta C}{\bar{\text{Re}} \delta_i} \frac{N_2(M_e, H, \delta_i^*)}{D(M_e, H)}
\]

\[
\frac{d\delta_i^*}{dx} = \frac{\beta C}{\bar{\text{Re}} \delta_i} \frac{N_3(M_e, H, \delta_i^*)}{D(M_e, H)}
\]

($D$, $N_1$, $N_2$, and $N_3$ are given in the List of Symbols.) In the following analysis, the Chapman-Rubesin parameter will be taken as a constant equal to 1, without losing generality.
2B. Starting Solutions

In the previous application of the integral method to similar interaction problems, the boundary layer entering the interaction zone was assumed to be a Blasius flow, and the values of $M_e$ and $\delta_i$ at the beginning of the interaction were determined by requiring the derivatives $dM_e/\partial x$ and $dH/\partial x$ to vanish for $H = H_B$. However, when based on the distance of the beginning of interaction from the leading edge is not small, the starting scheme prescribed previously is inadequate to obtain a solution. A more precise method has to be devised to provide the starting solutions for the present problem in which the disturbance on the flat-plate boundary layer becomes smaller as the radius of curvature is increased. The same technique to be discussed here is equally applicable for the other types of interaction problems.

When a laminar boundary layer in a supersonic flow approaches a disturbance, small but relatively rapid changes occur in the boundary-layer characteristics. In such cases, perturbation in the external flow has to be considered simultaneously with the boundary-layer perturbation, even in a region where the interaction is weak otherwise. The extent of this region is of the order of $M_e \delta$, and the deviation from the ordinary flat-plate weak interaction grows exponentially downstream. In this region of local strong interaction, the perturbations of $M_e$, $H$, and $\delta_i$ are not independent. The relation

---

\[ \text{In the previous flat-plate problems, the starting point of the integration was taken well into the interaction zone. In this case, a solution was possible even with relatively large errors in the initial conditions.} \]
between them, derived in Appendix A of ref. 9 for the limiting case of hypersonic flow, is given by

\[
\delta_i^* - \delta_{i0}^* = -k [(1+2H)J' - 3J] \delta_{i0}^*,
\]

\[
H/H_0 = k(1-H)J,
\]

where the subscript 0 denotes the undisturbed quantities, and \(k\) is an undetermined constant.

The weak-interaction solution for a flat-plate flow consistent with the present formulation is obtained by expanding each of the three dependent variables \(M_e, H,\) and \(\delta_i\) in terms of an asymptotic series in \(\chi\), the hypersonic interaction parameter. For the range of \(\chi\) involved in the present study (order 1), it was found necessary to include terms of second order in \(\chi\) or higher. The details are described in Appendix A. The result is

\[
M_e/M_\infty = 1 + m_1 \chi + m_2 \chi^2 + m_3 \chi^3 \ln \chi
\]

\[
H = H_B + H_1 \chi + H_2 \chi^2
\]

\[
\delta_i^* = \delta_{iB}^* [1 + \delta_1 \chi + (\delta_2 - 2 \epsilon_2 \chi) \chi^2]
\]

where \(H_B\) and \(\delta_{iB}\) are the Blasius values given by

\[
H_B = 0.3842, \quad \delta_{iB}^* = 1.724 \chi/(Re_\chi)^{1/2}
\]

Expressions for the coefficients can be found in Appendix A.

With these preliminary considerations of the nature of the solution near the beginning of the interaction zone, the method of
solution for flow past a curved ramp with given geometry is described as follows.

For a given freestream condition, an initial point $x_0$ on the flat approaching section is chosen. The flow conditions are determined from the second-order weak-interaction expansion plus a perturbation from the local strong-interaction solution. The value of $k$ is chosen to be only a fraction of the maximum value discussed in Appendix A of ref. 9 in order to assure the validity of linearization used in obtaining them. Using these initial conditions, the integration of the set of equations is performed on an IBM 7090 computer. Since there is no way of knowing a priori the correct $x_0$ for a given ramp geometry and freestream conditions, this point is obtained by fixing the value of $k$ and varying $x_0$ until a qualitatively correct solution is obtained; i.e., the integral curve goes smoothly through the separation and reattachment points, if it separates, but does not necessarily satisfy the downstream boundary condition. Then, fixing $x_0$, the magnitude of $k$ is used as the iteration parameter to find the correct integral curve that satisfies the downstream conditions. Checks have been made on the sensitivity of the solution curve to the choice of $x_0$. The fact that two different values of $x_0$ (not too far apart) result in identical solution curves with different values of $k$ supports the validity of the approach used in the present study.

2.C. Downstream Condition for an Infinite Ramp

When unlimited ramp length is available, the appropriate downstream condition is $H \rightarrow H_B$ and $M_e \rightarrow M_\infty^+$, the inviscid downstream Mach number. In terms of Eqns. (3), this condition requires
that $N_1$ and $N_2$ vanish simultaneously but $D, N_3 \neq 0$ as shown in detail in Appendix B of ref. 9. As pointed out by Lees and Reeves,\(^{(6)}\) there must be a Mach number undershoot and, therefore, a static pressure overshoot, before the final equilibrium flow is achieved. *

Because of the singular nature of this downstream condition, it is not possible to achieve this condition numerically. In the computations, the integration is considered to be completed when $N_2 = 0$ at some $x$ sufficiently far away from the reattachment that it has no effect on the location of the separation and reattachment points.

2D. Downstream Condition for a Finite Length Ramp

In any practical case the ramp length is finite, and the effect of the sharp expansion corner at the trailing edge of the ramp on the interaction has to be examined. From Eqns. (3), the curve defined by $D(M_e, \mathcal{H}) = 0$ is a locus of singularities in the $M_e$ - $\mathcal{H}$ plane. When the boundary-layer flow approaches an expansion corner, it feels the downstream disturbance through the subsonic part of the layer. The flow accelerates and the velocity profile becomes fuller ($\mathcal{H}$ increases). When the angle of turning is large enough, the integral curve intersects the $D = 0$ curve. The point of intersection is called the critical point. When the corner is rounded, $N$'s must vanish at the critical point. When the expansion corner is sharp, we expect some singular behavior. (This is analogous to the location of the sonic point in the inviscid supersonic blunt-body flow.) It is therefore assumed that the slopes will approach infinity with the dependent * 

From the nature of solutions near the Blasius point, there must also be an overshoot in $\mathcal{H}$, which was not pointed out by them.
variables, \( M_e \), \( \delta_1 \) and \( H \), being physical quantities, remaining finite at the corner. To show that the assumption is consistent with the solution of Eqns. (3) near the corner, we linearize the equation by letting

\[
\frac{dM_e}{dx} \sim (x_c - x)^{-\beta_1}, \quad \frac{dH}{dx} \sim (x_c - x)^{-\beta_2}, \quad \frac{d\delta_i^*}{dx} \sim (x_c - x)^{-\beta_3}
\]  

(6)

for \( x \leq x_c \), with \( x_c \) defining the corner location. Because of the requirement mentioned, \( 0 < \beta_1, \beta_2 \) and \( \beta_3 < 1 \). Furthermore, by linearizing around the critical point in the phase space, it can be shown that \( \frac{dM_e}{dH} \) and \( \frac{d\delta_i^*}{dH} \) are finite as \( x \to x_c \), which requires that \( \beta_1 = \beta_2 = \beta_3 \). Note that the assumption requires \( D \to 0 \) in Eqns. (3) but \( N_i \neq 0 \) \((i = 1, 2, 3)\) as \( x \to x_c \). Using Eqn. (6), the expansions in \((x_c - x)\) for the quantities \( M_e, H \) and \( \delta_i \) can be obtained near \( x_c \). Substituting them into Eqns. (3), and collecting terms of the same order in \((x_c - x)\), it can be easily shown that \( \beta_1 = \frac{1}{2} \). Therefore, we have, up to the first term in \((x_c - x)\)

\[
M_e = M_c - k_1(x_c - x)^{\frac{1}{2}}, \quad H = H_c - k_2(x_c - x)^{\frac{1}{2}}, \quad \delta_i^* = \delta_i^{*c} + k_3(x_c - x)^{\frac{1}{2}}
\]  

(7)

where the subscript \( c \) refers to the conditions at \( x_c \), and \( k_1, k_2 \) and \( k_3 \) are positive constants that can be obtained in terms of the conditions at \( x_c \). Because of the singular behavior when \( x \) is used as the independent variable for integration near the corner, the independent variable is changed from \( x \) to \( H \) when some arbitrary given reference slope \( \frac{dH}{dx} \) is exceeded. (The reference value is chosen to guarantee that the integral curve belongs to the family described by Eqn. (7).) No difficulties are encountered in this plane because the
N's do not vanish at the corner. A complete solution curve is obtained when the initial iteration parameter places the branch paint at the physical trailing edge of the ramp. The adequacy of the preceding approximation has to be examined by comparisons with the experimental results, which will be discussed in the next section.

Studies on the supersonic flow near a smooth expansion corner have indicated that, at a given freestream condition, the flow will remain subcritical for a small enough turning angle. In such cases, the integral curve will not intersect the \( D = 0 \) curve; hence, it may proceed smoothly past the corner, approaching its downstream conditions. This angle for the present freestream conditions has been estimated to be only a few degrees, even with a quite large radius of curvature, and it decreases with decreasing radius of curvature. Therefore, an estimate on the minimum expansion angle required to apply the present approximation may be obtained.

3 Experimental Study

The experimental study was conducted in the GALCIT hypersonic wind tunnel with a nominal Mach number of 6. The reservoir temperature was always kept at \( 275^\circ F \) to prevent flow condensation for the present experiments. The variation in the freestream Reynolds number was achieved by changing the stagnation pressure, which ranged from 0 psig to 100 psig corresponding to a range of freestream Reynolds number between 30,000 per inch and 230,000

*A detailed study on the supersonic flow around an expansion corner is being carried out by K. Victoria at the California Institute of Technology.*
A total number of six models have been designed for the present test program. They are made of nondeforming tool steel (Ketos) with a width of 5 inches spanning the tunnel. All models start with a flat plate section having a sharp ($\leq 0.003''$) leading edge followed by the curved ramp. The total ramp angle, being limited by the tunnel blockage problem, was chosen to be 10 degrees. The dimensions of each model are tabulated in the table of Fig. 1. Models A-1 and A-2 are designed to study the effect of curvature. Together with the limiting sharp corner case of Lewis, these provide a fairly wide range of the curvature parameter $x_1/R_c$. Models B-1 and B-2, supplemented by model A-1, are used to study the effect of a finite reattaching length on the flow. Model B-2-1 has been designed to provide a test on the effect of the expansion angle at the model trailing edge. Model A-3 is a scale-up version of model A-2, to be used for Reynolds number correlation.

All models are instrumented with static pressure orifices, 0.012 inches in diameter distributed along the model centerline. The static pressures were recorded on a multiple-tube silicone manometer-board. The system was checked for leaks both before and after each test.

Pitot probes with a flattened (0.002" x 0.005") tip were used for the flow field surveys. Two probes with different angle of attack were used for surveying the boundary layer in order to minimize the effect of angle of attack on the probe readings. The pitot pressures were measured with a Statharn 5-psia pressure
transducer. The pressure transducer was calibrated before and after the test with its reference side kept below 0.5 \( \mu \text{Hg} \), and showed no noticeable changes. The measurements were recorded on the Y-scale of a Moseley autograph. The X-scale indicating the probe position was transmitted by a helipot. The axial position of the probe relative to the model leading edge was determined before each run. The distance away from the model surface was obtained by having the probe tip in contact with the surface.

In order to compare with the analytical predictions, extreme care has been taken in achieving a two-dimensional, laminar flow. Side plates properly designed were mounted on the models to assure two-dimensionality. As shown by Lewis,\(^1\) a limiting flow, closely simulating a two-dimensional flow, may be approached for a model-\( \text{mately large aspect ratio (defined as the ratio of the spacing between the side plates to the model length). Therefore, the side plates were first installed at various spacings to find out the proper spacing for each model. After setting the correct spacing, the velocity profiles at various stations along the model were obtained from the Pitot surveys, with the assumption of constant stagnation temperature across the boundary layer. These profiles were then compared with the asymptotic laminar profile corresponding to the downstream Mach number. Laminar flow over the complete model was confirmed when none of the profiles measured became fuller than the asymptotic one. The details of the assurance of two-dimensionality and the confirmation of a laminar flow are well described by Lewis. Only those results corresponding to a laminar flow are presented here to
compare with the theory. The rest of the experimental results, which are transitional in the sense of the previous criterion, are summarized in Appendix B.

In practice, the model cannot be aligned perfectly with the freestream flow direction. In order to estimate the uncertainty in the measurements, a preliminary test on the effect of a small angle of attack on the overall interaction phenomena was performed. Model A-1 was rotated about 0.5° with respect to the tunnel axis and the static pressures along the model surface were recorded to compare with those taken with model aligned to the axis. The comparison is shown in Fig. 2. Within the accuracy in the pressure readings, the ratio remains practically constant at all stations. Therefore, we may conclude that the effect of the angle of attack is to change the static pressure measurements by a constant factor over the whole interaction region, at least for the small angle range investigated. In other words, the measured pressure distributions are scaled by the static pressure encountered around the leading edge section. This result may also explain the high pressure ratios reported by Lewis over the whole model when the average test section freestream static pressure was used to normalize the measurements. Because of this finding, the static pressure ahead of the model has been used as $p_{-\infty}$ for normalizing all the data presented. However, it must be kept in mind that a constant proportional shift of the static pressure data is possible due to the uncertainty in the flow alignment.
4 Results and Discussion

4A. Comparison between Theory and Experiment

Only the test results of model A-1 are compared with the theory. The same degree of agreement exists for all other cases. Fig. 3 shows the comparison of $\rho/\rho_{-\infty}$ distribution. The general agreement including the pressure in the weak-interaction region of the flat plate and the falling pressure in the region near the sharp trailing edge is fairly good. The difference in the pressure level from the prediction near the trailing edge is caused partly by the transverse pressure gradient existing near a sharp expansion corner. The theoretically determined separation point shown in Fig. 3 agrees satisfactorily with an oil film observation. The velocity profiles, $\delta^*$, and $\theta$ at each station are calculated from the pitot pressure survey using Crocco's temperature-velocity relation for zero pressure gradient and the Prandtl number 0.725. (10) The transformed form parameter is then obtained from

$$H = \frac{(1+m_e) \theta}{\delta^*} \right.$$

The results are compared with the theoretical predictions in Fig. 4. The agreement is quite good. The comparison of the displacement thickness $\delta^*$ is shown in Fig. 5. The general trend is again in accordance with the theory, but a difference of 30% exists. This is partially a consequence of the inaccuracy in the measurements very close to the wall. Moreover, the ratio $p_{te}/p_{t\infty}$, which has been taken to be unity in the theoretical calculation, is actually a
function of $x$ due to the different degrees of entropy jump at the bow shock experienced by the streamlines entering the boundary-layer edge. Near the beginning of the interaction, $p_{te}/p_{t_\infty}$ has been found to be only 0.5 for the present experiment. This discrepancy suggests the inclusion of the non-isentropic relation for a more accurate calculation using the moment method.

4B. Curvature Effect

Fig. 6 shows the effect of the radius of curvature from the theoretical calculation. Because the extent of the separated region decreases with increasing radius, the effect is not very apparent. The largest radius of curvature has kept the flow from separation anywhere in the region of adverse pressure gradient in this $10^\circ$ compression turn. However, calculation assuming local similarity and inviscid pressure distribution will show that this is not possible. The interaction of the boundary layer with the external flow has appreciably reduced the adverse pressure gradient and therefore prevents boundary-layer separation in this case.

The experimental results of the curvature effect are shown in Fig. 7. In order to include the limiting case of zero radius of curvature investigated by Lewis, the results for a high Reynolds number are presented. The flow, for the two models tested, became transitional around station $x = 4.0$ in. (judged from the velocity profiles measured). However, from the upstream influence predicted by the method of Section 2D, this effect is expected to be small on the separated region. The comparison between
models A-1 and A-2 shows that the effect of the radius is well-
predicted by the theory. Shown on the same figure is the limiting
case of the sharp corner of Lewis, which is nearly identical to the
result of model A-1. It is also of interest to note that the pressures
measured near the end of models do not show the falling trend pre-
dicted by the laminar theory proposed because of the greatly de-
creased upstream propagation in a turbulent boundary layer.

4C. Ramp Length Effect

The effect of finite ramp length is shown in Fig. 8. The
agreement of experiment with theory is very good. As expected,
model A-1, having a length of 3.825 in. after the effective corner,
corresponds essentially to the case of an infinite reattaching length
at this Reynolds number. Theoretical calculation for a longer
reattaching length did not alter the points of separation and reattach-
ment, which showed the effectively infinite reattaching length for
models A-P and A-2. The ramp on model B-1 ended about 7 bound-
ary-layer thicknesses after the theoretically predicted reattachment
point. Accordingly, it caused a very little change in the points of
separation and reattachment from the ones corresponding to an infinite
length. Therefore, the pressure distributions are nearly identical
with model A-1 except that the peak pressure obtained is lower
because of the insufficient length for pressure rise after the reat-
tachment. Model B-2 was purposely designed to have the model
end slightly before the reattachment point predicted for model A-1.
With the short ramp, the length of the separated region is reduced,
and the pressure distribution shows no recognizable inflection as
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compared with the other cases. Also the maximum pressure on the ramp is only about a half of the inviscid pressure rise. Notice that the total turning angle for all cases is still 10.15°. Finally, an experiment was conducted to test the effect of the expansion angle at the trailing-edge corner. Model B-2-1 is identical to model B-2 except for a 10° expansion turn instead of 100° at the trailing edge of the model. The pressures measured on model B-2-1 are compared with the results of model B-2 in Fig. 9, together with the theoretical predictions. The two measurements agree almost exactly except for the last two data points, so that we may consider the assumption used in Section 2D to be a valid one.

4D. Reynolds Number Effect

Because of the limitations of the test facilities, pure laminar flow over the models can only be achieved for a very limited Reynolds number range. Thus, the effects of Reynolds number on model A-1 based on the numerical calculations are shown in Fig. 10, where the nondimensionalized pressures \( P_N = \frac{P - P_{w,i}}{P_{w,i} - P_{w,i}} \) are plotted against \( x \) for four different Reynolds numbers. \( P_{w,i} \) and \( P_{w,i} \) are the weak-interaction pressure distributions corresponding to the upstream and downstream conditions, respectively, for the same distance \( x \) measured from the leading edge. As the Reynolds number increases, the separated region becomes larger, and consequently the pressure "plateau" becomes more evident, as shown by Lewis (1) and by Needham (5) for a sharp corner.
5 Conclusions

1) An analysis for the perturbations at the beginning of the interaction is incorporated in the integral method for solving the boundary-value problem of the boundary-layer interaction as an iterative initial-value problem. This approach requires no a priori knowledge of the separation point and is applicable for flows without separation.

2) Increasing the radius of curvature decreases the length of the separated region and may result in a completely attached flow (for the $10^0$ turn investigated) when the radius of curvature is large enough. For a small radius of curvature, the result differs only slightly from that of a sharp corner.

3) The measured static pressures agree satisfactorily with the values predicted by the moment method. The form parameter $H = \frac{\theta_i}{\delta_i^*}$ calculated from the data is in good agreement with the theoretical prediction, and the experimentally determined displacement thickness $\delta^*$ is also in fairly good agreement with the theory.

4) The effect of ramp length can be predicted by the present method by making use of the singular solution of the moment equations. When the ramp ends around the reattachment point estimated for an infinite length, the separated region becomes smaller, and not only the final pressure level but also the pressure over the entire interaction region decreases. Experimental results show good agreement with the predictions of the effect of finite ramp length.
Appendix A

A Second-Order Weak Interaction Expansion for Moderately Hypersonic Flow Past a Flat Plate*

In the case of $M_{\infty} \gg 1$, the self-induced weak pressure interaction expansions were well-developed (e.g., Ref. 11) and found to agree satisfactorily with experimental results. (12, 13) However, in some applications, the solutions for large but finite Mach numbers are desirable. Furthermore, the terms of higher order in $\frac{1}{\tilde{X}}$ are sometimes required in the expansions. An alternate method is therefore proposed here to obtain a set of expansions up to order $\frac{1}{\tilde{X}}^2$. It is applied to flow past an adiabatic flat plate in the present analysis. Extension to a wall with heat transfer is self-evident.

The integrated moment equations for a two-dimensional, laminar, compressible flow with adiabatic wall are (Pr = 1.0). (6)

Continuity

$$B \frac{d\delta_i^*}{dx} + \delta_i^* \frac{dH}{dx} + f \delta_i^* \frac{dM_e}{dx} = \beta \frac{1}{m_e (1 + m_{\infty})} \tan \phi$$  \hspace{1cm} (A1)

Momentum

$$H \frac{d\delta_i^*}{dx} + \delta_i^* \frac{dH}{dx} + (2H+1) \delta_i^* \frac{dM_e}{dx} = \frac{PCP}{Re \delta_i^*}$$  \hspace{1cm} (A2)

Moment of momentum

$$J \frac{d\delta_i^*}{dx} + \delta_i^* \frac{dJ}{dH} \frac{dH}{dx} + 3J \delta_i^* \frac{dM_e}{dx} = \frac{\beta CR}{Re \delta_i^*}$$  \hspace{1cm} (A3)

where

\[
\tan \Theta = \frac{v_e}{u_e} = (d\delta^*/dx) - (\delta - \delta^*)(d/dx) [\ln (\rho_e u_e)] \quad \text{(A4)}
\]

All integral properties are assumed to be functions of a single parameter \( \mathcal{H} = \theta_i/6 \) in the present formulation. The flow angle at the edge is assumed to be connected with \( M_e \) through the Prandtl-Meyer relation, i.e., \( \Theta = v_\infty - v_e (M_e) \). To put the equations in a suitable form for the analysis, introduce the following non-dimensional length:

\[
\hat{\chi} = \frac{16u_\infty x}{(\gamma - 1)^2 M_\infty \delta_i v_\infty C} \quad \hat{\delta} = \frac{4u_\infty \delta_i^*}{(\gamma - 1)^2 M_\infty \delta_i v_\infty C} \quad \text{(A5)}
\]

such that

\[
(\hat{\chi})^{-\frac{1}{2}} = \left[ \frac{(\gamma - 1)^2}{4} \right] \chi \quad \text{(A6)}
\]

Then, the following forms of series expansion in \( \chi \) [i.e., in \( (\hat{\chi})^{-\frac{1}{2}} \)] are assumed:

\[
\hat{M} = M_e/M_\infty = 1 + \left( m_1/\hat{\chi}^{\frac{1}{2}} \right) + \left( m_2/\hat{\chi} \right) + \left( m_3/\hat{\chi}^{3/2} \right) \ln \hat{\chi} + \ldots \quad \text{(A7)}
\]

\[
\mathcal{H} = \mathcal{H}_B + \left( h_1/\hat{\chi} \right) + \left( h_2/\hat{\chi} \right) + \ldots \quad \text{(A8)}
\]

\[
\hat{\delta} = \delta_0 \hat{\chi}^{\frac{1}{2}} \left[ 1 + \left( \delta_1/\hat{\chi}^{\frac{1}{2}} \right) + \left( \epsilon_2/\hat{\chi} \right) \ln \hat{\chi} + \left( \delta_2/\hat{\chi} \right) + \ldots \right] \quad \text{(A9)}
\]

The term of \( [1/\hat{\chi}] \ln \hat{\chi} \) in the \( \hat{\delta} \) expansion was found necessary to obtain second-order correction terms, as will be shown later. Substituting these expressions into the three equations and equating terms of the same power in \( (\hat{\chi})^{-\frac{1}{2}} \), the following relations for the coefficients in the series are obtained:
\[ \delta_0 = \left(2P_B / H_B \right)^{\frac{1}{2}} = \left(2R_B / J_B \right)^{\frac{1}{2}} \]  

\[ m_1 = -\delta_0 \left[ \frac{1 + m_\infty}{(1 + m_\infty)(1 + H_B)} \right] \]  

\[ \delta_1 - \frac{\dot{P}_B}{\dot{P}_B} h_1 = \left[ \frac{1 + H_B}{H_B} - \frac{3\gamma - 1}{\gamma - 1} \right] \frac{m_\infty}{\dot{t} m_\omega} m_1 \]  

\[ \delta_1 - 2m_1 = \frac{R_B}{R_B} h_1 - \frac{3\gamma - 1}{\gamma - 1} \frac{m_\infty}{1 + m_\infty} m_1 \]  

\[ m_2 = m_1^2 \left( \frac{m_\infty}{1 + m_\infty} - \frac{12}{2(M_\infty^2 - 1)} \right) \]  

\[ 2\epsilon_2 = \left( \frac{P_B}{P_B} + \frac{1}{H_B} \right) h_2 + \left( \frac{3\gamma - 1}{\gamma - 1} \right) \frac{m_\infty}{1 + m_\infty} \]  

\[ 3 - \frac{2}{H_B} \right) m_2 = \frac{1}{H_B} \left( h_1 \delta_1 + 2m_1 \delta_1 \right) + 3m_1 \delta_1 + \left( \frac{2}{H_B} - \frac{3\gamma - 1}{\gamma - 1} \right) \frac{P_B}{P_B} m_\infty \frac{m_\infty}{\dot{t} m_\infty} m_1 h_1 - \frac{3\gamma - 1}{2(\gamma - 1)} \times \]  

\[ \left\{ \frac{m_\infty - \left[ \frac{(4\gamma - 2)/\gamma - 1 \right] m_\infty^2}{\left(1 + m_\infty \right)^2} \right\} m_1^2 + \frac{1}{2} \frac{P_B}{P_B} h_1^2 \]
In these expressions, primes indicate differentiation with respect to \( \dot{\lambda} \). Eqn. (A10) determines the Blasius value \( \mathcal{H}_B \) and \( \delta_0 \). If only first-order (up to order \( \bar{\chi} \)) approximation is needed, Eqns. (A11-13) yield enough relations to determine \( \delta_1, m_1, \) and \( h_1 \). In Eqns. (A10-16), \( \delta_2 \) does not enter, and Eqns. (A15) and (A1b) would over-specify \( h_2 \) if \( \epsilon_2 \) were absent.

Examination of equations in the \( M_e - \mathcal{H} - \delta \) space shows that the weak interaction solution must have the form

\[
M_e = M_\infty + (m_1/\delta^1) + (m_2/\delta^2) + \ldots
\]

\[
\mathcal{H} = \mathcal{H}_B + (h_1/\delta) + (h_2/\delta^2) + \ldots
\]

Hence

\[
\mathcal{X} = (C_0/2)\delta^2 [1 + (2C_1/C_0)(1/\delta) + (2C_2/C_0)(1/\delta)ln\delta + \ldots ]
\]  

From Eqns. (A9) and (A18), we obtain
\[ \delta_2 = \frac{1}{2}(\delta_1^2 + 4 \varepsilon_2 \ln \delta_0) \]  
(A19)

Using (A17), \( m_3 \) can be easily determined as

\[ m_3 = -\varepsilon_2 m_1 \]  
(A20)

To summarize, the second-order weak interaction expansions are given as follows with \( \chi = \left[(y-1)^2/4 \right]^{1/8} \):

\[ M_e/M_\infty = 1 + m_1\chi + m_2\chi^2 + m_3\chi^3\ln\chi \]

\[ H = H_B + h_1\chi + h_2\chi^2 \]  
(A21)

\[ \delta_1^* = \delta_0 \left(\nu_\infty xC/u_\infty\right)^{1/8} \left[ 1 + \delta_1\chi + \left\{ \delta_2 - 2\varepsilon_2 \ln\chi \right\} \chi^2 \right] \]

For \( \gamma = 1.40 \), substituting in the values corresponding to Blasius flow, we obtain the expressions for the coefficients

\[ \delta_0 = 1.7239 \]

\[ m_1 = -4.3097 \left[ 1.3842 + (1/m_\infty) \right] (1+m_\infty) \]

\[ \frac{M_\infty}{(M_\infty^2 - 1)^{1/2}} \]

\[ m_2 = m_1^2 \left[ \frac{m_\infty}{1+m_\infty} - \frac{1}{2(M_\infty^2 - 1)} - \frac{1.8727(M_\infty^2 - 1)}{(1.3842m_\infty + 1)(1+m_\infty)} \right] \]

\[ h_1 = -0.2268 m_1 \]

\[ \delta_1 = -0.5002 h_1 + \left( \frac{2-6m_\infty}{1+m_\infty} \right) m_1 \]  
(A22)
The expressions for static pressure, displacement thickness, and skin friction are easily derived from Eq. (A22) as follows:

\[
\begin{align*}
\frac{h_2}{m_1 h_1} &= 0.1517(-3.2053m_2 + 23.828h_1^2 - 0.4746h_1 \delta_1 - 3.2053m_1 \delta_1 + \{4.0264 + 56.531 [m_{\infty}/(1+m_{\infty})]m_1 h_1\}) \\
\epsilon_2 &= 4.5844h_2 + \left(4.1026 - \frac{4m_{\infty}}{1+m_{\infty}}\right)m_2 + 1.013h_1 \delta_1 + 4.1026m_1 \delta_1 + \left(2.6026 - 26.264 \frac{m_{\infty}}{1+m_{\infty}}\right)m_1 h_1 - 3.4217h_1^2 - \frac{(2m_{\infty} - 18m_{\infty}^2)}{(1+m_{\infty})^2}m_1^2
\end{align*}
\]

The expressions for static pressure, displacement thickness, and skin friction are easily derived from Eq. (A22) as follows:

\[
\begin{align*}
\frac{p}{p_{\infty}} &= 1 + p_1 x + p_2 x^2 + p_3 x^3 \ln x \\
\delta^*/x &= \delta_0^* (1 + \delta_1^* x - 2 \epsilon_2^* x^2 \ln x)^2 + \delta_2^* x^2 \\
C_f (Re_x/C)^{1/2} &= \frac{0.664}{1 + C_{f1} x + 2 \epsilon_2 x^2 \ln x + C_{f2} x^2}
\end{align*}
\]

where

\[
\begin{align*}
p_1 &= -7K_3 m_1 \\
p_2 &= 3.5K_3 \left\{ [(8m_{\infty} - 1)/K_2]m_1^2 - 2m_2 \right\} \\
p_3 &= [14m_{\infty}/(1+m_{\infty})]m_3 \\
\delta_0^* &= K_1 \frac{\delta_0}{(Re_x/C)^{1/2}}
\end{align*}
\]
\[ \delta_1^* = [6K_3 + 2 - (2/K_1)]m_1 + \delta_1 + (m_\infty/K_1)h_1 \]

\[ \delta_2^* = \left[ 6K_3 + \frac{2m_\infty}{K_1} \right]m_2 + \delta_2 + \frac{m_\infty}{K_1}h_2 + \]

\[ K_3 \left[ \frac{3 + 15m_\infty}{K_2} + \frac{1 + 17.611m_\infty}{K_1} \right]m_1^2 + \]

\[ 2 \frac{K_3}{K_1} (1 + 4m_\infty)h_1 + \frac{m_\infty}{K_1}h_1 \delta_1 + \left[ 6K_3 + 2 - \frac{2}{K_1} \right]m_1 \delta_1 \]

\[ C_{f_1} = 6.5661h_1 - \delta_1 + \left[ (1 - 8m_\infty)/K_2 \right]m_1 \]

\[ C_{f_2} = 6.5661h_2 - 6.8435h_1^2 + \delta_1^2 - \delta_2 + \frac{1 - 8m_\infty}{K_2}m_2 + \]

\[ \frac{45K_3(8m_\infty - 3)}{K_2} m_1^2 + \frac{8m_\infty - 1}{K_2} m_1 \delta_1 - \]

\[ 6.5661h_1 \left[ \delta_1 + \frac{(8m_\infty - 1)}{K_2} m_1 \right] \]

where

\[ K_1 = 1 + 1.3842m_\infty \quad K_2 = 1 + m_\infty \]

\[ K_3 = m_\infty/K_2 \]

For large values of \( m_\infty \), Eqn. (A23) becomes

\[
\begin{align*}
\frac{p/p_\infty}{\chi} &= 1 + 0.334\chi + 0.0478\chi^2 \\
\frac{\delta^*}{\chi} &= 0.4772 \frac{M_\infty^2}{(Re_\infty/C)^{\frac{1}{2}}} \left[ 1 - 0.093\chi \ldots \right] \\
C_f(Re_\infty/C)^{\frac{1}{2}} &= 0.664 + 0.114\chi + \ldots
\end{align*}
\]
Compare with the results quoted in ref. 11 for Pr = 1

\[
p/p_\infty = 1 + 0.335\chi + 0.0481\chi^2
\]

\[
\delta^* = 0.4788 \frac{M_\infty^2}{[\text{Re}_x/C]^\frac{1}{2}}
\]

\[
C_f\text{[Re}_x/C]^\frac{1}{2} = 0.664 + 0.115\chi
\]

(A26)

The perfect agreement between two approaches is expected because of the identity of the Prandtl-Meyer flow and tangent wedge approximations to the second order in small angles. However, the finite Mach number effect can be seen from the previous expansions to be quite large. For example, at \(M_\infty = 5.8\) the expansion for static pressure is

\[
p/p_\infty = 1 + 0.3756\chi + 0.0771\chi^2 + 0.0061\chi^3 \ln(0.04\chi)
\]

(A27)

This explains, at least partially, why the pressure measured by J. Kendall\(^{(12)}\) at \(M_\infty = 5.8\) is higher than the values given by (A26); but much better agreement was obtained for Bertram's experiments, which were carried out at a nominal Mach number of 9.6.\(^{(13)}\) The static pressure curve given by Eqn. (A27) is shown in Fig. 11 together with Kendall's data.\(^{(12)}\) Also shown on the same plot is the limiting case of infinite Mach number indicating the finite Mach number effect.
Appendix B: Transitional Data

Because of the difficulty in obtaining a laminar flow over the complete model in the present testing facility, a large portion of the experimental results have to be categorized as transitional or turbulent. It has been shown by various workers (e.g., Lewis, Needham, Chapman, et al.) that a transitional or turbulent separated flow is markedly different from a laminar one. The comparison of the transitional data with the results of a laminar theory is therefore excluded from the main text. This appendix serves the purpose of collecting the transitional data and hoping to provide some clue to a possible reformed transitional or turbulent theory.

The measured static pressure distributions at three different freestream Reynolds numbers for models A-1 and A-2 are plotted in Figs. B-1 to B-3. The flows on the model for these cases have been classified as transitional judging from the measured Mach number profiles. Nevertheless, the calculated distributions of the present laminar theory are also shown in the corresponding plots for comparison.

At a freestream Reynolds number per inch of 91,000, the agreement is fairly good. The difference appears in the relatively abrupt change in the slope of the static pressure distribution about 1" after the theoretically predicted reattachment point. This change in slope may be explained by the additional cushioning effect to the flow provided by the relatively thicker boundary layer when it becomes transitional. The region where such deviation in slope occurs coincides with the station having a fuller Mach number profile than
the asymptotic laminar one. As the freestream Reynolds number increases, transition occurs further upstream. Based on the previous theoretical considerations, we have learned that the extent of upstream influence of a sharp corner is limited to a few boundary-layer thicknesses. Therefore, we may assume that as long as transition occurs several boundary-layer thicknesses downstream of the theoretically predicted reattachment point, the separation phenomena is practically laminar. The flow at $Re_\infty/\text{in.} = 91,000$ is likely to be this case as indicated in Fig. B-1. However, as the transition region moves closer to the reattachment point, or even ahead of it, the overall flow becomes what Chapman\(^{(2)}\) classified as a transitional separation. The two larger Reynolds number cases shown in Figs. B-2 and B-3 correspond to this situation. The effects of transition, as indicated by these results, are delaying the separation and lowering the pressure level at the corresponding station from the laminar case.

It is also interesting to note that the trend of falling pressure near the end of the model, which is predicted theoretically and observed experimentally when laminar flow prevails over the complete model, is no longer observed in these transitional cases. This is expected for a transitional flow and incidentally provides a means to detect the existence of a laminar flow over the complete model.

The measured pressure distribution for models B-1 and B-2 at higher Reynolds numbers are shown in Figs. B-4 to B-9 together with the corresponding predictions of the laminar theory. The insufficient reattaching length has also resulted in a laminar
flow over the complete model at higher Reynolds numbers. For model B-1, the measured Mach number profiles and the good agreement with the laminar theory (including the falling pressure at the end of the model) suggest the existence of a laminar separated flow up to $Re = 136,000$. For the shortest model tested (B-2), it is believed that a laminar flow existed over the complete model even for $Re = 210,000$.

Figs. B-10 to B-12 show the effect of model length on the pressure distributions at higher Reynolds numbers. The effect of transition on the slope of the pressure distribution discussed previously is further confirmed by comparing the results of models B-1 and A-1. Fig. B-10 shows that the effect of transition on model A-1 does not affect the separated region as suggested for that Reynolds number. Some effect appears in Fig. B-11 for the case of $Re = 136,000$. For $Re = 210,000$, even model B-1 possesses a transitional flow. It may be noted that the pressure at corresponding station after the plateau becomes consistently higher for the shorter model, which is again a consequence of the decreasing level of fluctuation for the shorter model.

A Reynolds number correlation is intended by using model A-3. By varying the freestream conditions, the results of model A-3 may be compared with that of model A-2. Fig. B-13 shows the correlation of the surface pressure distributions. Because of the noise level existing in the present wind tunnel, both cases correspond to a transitional flow. The correlation is very good indeed. Fig. B-14 shows the correlation at a different $Re_{xc}$. In order to achieve
the same \( \text{Re}_{x_c} \) for the two models, it turns out that model A-3 has been tested at a freestream condition corresponding to a laminar boundary layer on the present wind-tunnel wall, which has kept the flow laminar over the complete model. On the other hand, the higher turbulence level at the freestream condition for model A-2 has definitely caused a transitional flow on that model. Therefore, the correlation fails in Fig. B-14. However, it provides a further evidence on the effect of transition as indicated by the lower pressure at corresponding stations and the non-falling pressure at the end of the model.
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### Model Dimensions

<table>
<thead>
<tr>
<th>Model</th>
<th>Rc</th>
<th>$X_1/R_c$</th>
<th>$X_c$</th>
<th>$X_L$</th>
<th>$\alpha_m$</th>
<th>$\alpha_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A - 1</td>
<td>2.0&quot;</td>
<td>1.0</td>
<td>2.175&quot;</td>
<td>6.0&quot;</td>
<td>10.15°</td>
<td>100°</td>
</tr>
<tr>
<td>A - 2</td>
<td>11.6&quot;</td>
<td>0.1</td>
<td>2.175&quot;</td>
<td>6.0&quot;</td>
<td>10.12°</td>
<td>100°</td>
</tr>
<tr>
<td>B - 1</td>
<td>2.0&quot;</td>
<td>1.0</td>
<td>2.175&quot;</td>
<td>4.0&quot;</td>
<td>10.15°</td>
<td>100°</td>
</tr>
<tr>
<td>B - 2</td>
<td>2.0&quot;</td>
<td>1.0</td>
<td>2.175&quot;</td>
<td>3.0&quot;</td>
<td>10.15°</td>
<td>100°</td>
</tr>
<tr>
<td>B - 2 - I</td>
<td>2.0&quot;</td>
<td>1.0</td>
<td>2.175&quot;</td>
<td>3.0&quot;</td>
<td>10.15°</td>
<td>10°</td>
</tr>
<tr>
<td>A - 3</td>
<td>20.0&quot;</td>
<td>0.1</td>
<td>3.75&quot;</td>
<td>9.4&quot;</td>
<td>10.15°</td>
<td>100°</td>
</tr>
</tbody>
</table>

**FIG. 1** MODEL CONFIGURATION AND DIMENSIONS
$M_\infty = 6.0$
$Re/Ln. = 91000$
$X_c = 2.175"$
$R_c = 2.0"$

**FIG. 2 EFFECT OF ANGLE OF ATTACK**
FIG. 4 COMPARISON OF $\hat{\theta}$

$M_\infty = 6.0$
$Re/ln. = 60000$
$R_c = 2.0''$
$X_c = 2.175''$

$\hat{\theta} = \frac{\theta_i}{\theta_*}$
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Y, Inches: 0.5 0.4 0.3 0.2 0.1

Theory

Experiment
FIG. 5 COMPARISON OF $\delta^*$

$M_\infty = 6.0$
$Re/ln. = 60000$
$Re_c = 2.0$
$X_c = 2.175$
$M_\infty = 6.0$
$Re_{x_c} = 2.0 \times 10^5$

\[ \frac{p}{p_\infty} \]

\( x_c \) Inches

\( x_c \)

End of Lewis' Model

**FIG. 7 CURVATURE EFFECT (EXPERIMENTAL)**
FIG. 8 EFFECT OF RAMP LENGTH (EXPERIMENTAL AND THEORETICAL)

Model  Theory  Experiment
A-1  ---  
B-1  ---  
B-2  ---  

R: Reattachment Pt.
S: Separation Pt.

$M_{\infty} = 6.0$
$Re/\text{In} = 60000$
$X_c = 2.175''$
$R_c = 2.0''$
$M_\infty = 6.0$

$\text{Re}/\text{In.} = 60000 \quad X_c = 2.175\"$

$R_c = 2.0\"$

- ○ Model B-2; $\alpha_L = 100^\circ$
- △ Model B-2-1; $\alpha_L = 10^\circ$
- — Theory

FIG. 9 EFFECT OF EXPANSION ANGLE AT TRAILING EDGE
$M_{\infty} = 6.0$

$R_c = 2.0''$

$X_c = 2.175''$

$P_r = \frac{P - P_{W.I.}}{P_{W.I.} - P_{W.I.}}$

$Re_{X_c} = 4.5 \times 10^5$

$Re_{X_c} = 1.3 \times 10^5$

**FIG. 10 REYNOLDS NUMBER EFFECT (THEORETICAL)**
FIG. II  EFFECT OF FINITE MACH NUMBER ON WEAK INTERACTION INDUCED PRESSURE

\[
\frac{p}{p_\infty} = \frac{1.5}{\bar{\chi}} = \frac{M_\infty^3}{\sqrt{R_e \gamma}}
\]

- \( \bar{\chi} = 1, 2, 2.5, 3.0 \)
- \( M_\infty = 5.8 \)
- \( M_\infty \to \infty \)
- KENDALL'S DATA \( M_\infty = 5.8 \)  [Ref. 12]
Fig. B1. Static Pressure Distributions for Models A-1 and A-2 at $\text{Re}_{\infty}/\text{in.} = 91,000$
Fig. B2. Static Pressure Distributions for Models A-1 and A-2 at $Re_\infty$/in. = 136,000
Fig. B3. Static Pressure Distributions for Models A-1 and A-2 at $Re_{\infty}/\text{in.} = 210,000$
Model B-1
Rc = 2"  XL = 4"
Xc = 2.175"

\[
\frac{p}{p_{-\infty}}
\]

Laminar Theory

Experiment

\[
M_{\infty} = 6.00
\]
\[
Re_{\infty}/\text{in.} = 91,000
\]

Fig. B4. Static Pressure Distribution for Model B-1 at Re_{\infty}/\text{in.} = 91,000
Fig. B5. Static Pressure Distribution for Model B-1 at $Re_{\infty} = 136,000$.
Fig. B6. Static Pressure Distribution for Model B-1 at $Re_{\infty}$ = 210,000

$Laminar Theory$

$M_\infty = 6.04$

$Re_{\infty} / \text{in.} = 210,000$

$W.I.$
Fig. B7. Static Pressure Distribution for Model B-2 at $Re_{\infty}/\text{in.} = 91,000$.
Fig. B8. Static Pressure Distribution for Model B-2 at $Re_{\infty}/\text{in.} = 136,000$
Fig. B9. Static Pressure Distribution for Model B-2 at $Re_{\infty}/\text{in.} = 210,000$
Fig. B10. Effect of Model Length at $Re_{\infty}/\text{in.} = 91,000$
Fig. BII. Effect of Model Length at Re/ln. = 136,000
Fig. B12. Effect of Model Length at $Re_\infty /\text{in.} = 210,000$
Fig. B13. Reynolds Number Correlation at $Re_{xc} = 3.4 \times 10^5$
Fig. B.14. Reynolds Number Correlation at $\text{Re}_{\infty} = 2.6 \times 10^5$
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contribution to the energy transfer term from the Reynolds
stress $\overline{u'v'}$

contribution to the energy transfer term from the normal
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energy transfer term in the fluctuation energy equation
(4.15b)

term in the mean energy equation (4.15a)

viscous dissipation term in the fluctuation energy
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viscous dissipation term in the mean energy equation
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t* local time defined by Eqn. (3.17a)
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U* universal shape function for the mean velocity given by Eqn. (3.11)
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u nondimensional velocity in the x-direction

u* local fluctuation velocity in the x-direction = u'/w_c
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v* local fluctuation velocity in the y-direction = v'/w_c

W* mean velocity shape function defined by Eqn. (C-1)
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y* local y coordinate defined by Eqn. (3.17a)

y_c location of the critical point where \bar{u} = c*

y_0 starting station for numerical integration of the Rayleigh equation
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$Z$ total energy density of the leading term of the fundamental mode defined by Eqn. (4.9)

$\alpha^*$ complex wave number $= a^*_r + i a^*_i$

$\beta_i$ integral constants associated with the mean flow shape functions given in Eqn. (3.15)

$\gamma_i$ constants appear in Eqns. (2.2) and (2.3a)

$\epsilon$ complex amplitude associated with the large scale variation appearing in Eqn. (3.31)

$\xi_0$ initial $x$ of the streamwise integration

$\theta$ local phase function $= a^*_i x^* - \omega^* t^*$; phase angle in Figs. 3

$\lambda$ constant given by Eqn. (F.19)

$\nu$ kinematic viscosity

$\rho$ density

$\varphi$ function defined in Eqn. (F.11)

$\varphi_0$ eigenfunction of the adjoint equation of $f_0$

$\chi_{1,2}$ non-linear quadratic terms in Eqns. (3.4)

$\chi_3$ a solution to Rayleigh equation satisfies the boundary condition (F.17)

$\psi^*$ local stream function defined by Eqn. (3.21)

$\psi_n$ expansion coefficient of the local stream function given by Eqn. (3.22)

$\omega$ nondimensional angular frequency of the fundamental mode of fluctuation
\( \omega^* \)  
local angular frequency = bw

Subscripts

- \( e \)  
  edge
- \( f \)  
  fundamental mode
- \( 2f \)  
  second harmonic
- \( g \)  
  second harmonic
- \( i \)  
  imaginary part
- \( l \)  
  undisturbed laminar
- \( M \)  
  mean flow
- \( r \)  
  real part
- \( u \)  
  \( u' \)-component
- \( v \)  
  \( v' \)-component
- \( 0 \)  
  initial value

Superscripts

- \( ' \)  
  fluctuating components; also as \( \frac{d}{dy^*} \) when no confusion results
- \( - \)  
  time average
- \( * \)  
  local variables
- \( \sim \)  
  complex conjugate
1 Introduction

The use of the infinitesimal disturbance theory of hydrodynamic stability for flow in a wake has been studied by various investigators (McKoen, Sato-Kuriki, Betchov-Criminale, et al.). Gold presented a fairly complete formulation of the general problems in the linear stability theory for both the incompressible and compressible wakes. The experiment in the incompressible wake of a thin flat plate reported by Sato and Kuriki has confirmed that the initial stage of the laminar-turbulent transition can be described by the linear stability theory. However, the agreements are usually limited to a relatively small flow region near the beginning of transition. This limited range of applicability of the linear stability theory is expected because the exponentially growing disturbances, no matter how small their initial magnitude may be, will soon invalidate the assumptions made in the linear stability theory. Being encouraged by the relatively orderly behavior of the fluctuations measured by Sato and Kuriki in the 'non-linear' region, it is felt that we should be able to extend the theoretical treatment somewhat beyond the linear region before classifying them into the mysterious region of turbulence.

The present study is intended to develop a general theory for considering the effects of the finite amplitude disturbances on a laminar wake, hoping that it may lead to a better understanding on the mechanisms of transition in wakes. But it is by no means intended to offer a possible bridging solution from laminar to turbulent, although non-linearity must be highly responsible for the breakdown of
the laminar flow.

Based on the previous theoretical treatments and experimental findings, it is expected that compressibility will not affect the overall mechanism in an appreciable manner. Thus, only incompressible flow will be studied here.
2 Preliminary Considerations

First of all, in order to devise a non-linear treatment as an improved theory over the linear stability theory, the assumptions usually made in the linear theory will be examined. Secondly, anticipating certain necessary assumptions to be made in the non-linear version, the experimental findings of Sato and Kuriki will be briefly summarized to provide some physical background for better judgements. In Section 2.3, a brief review of the methods used for other types of non-linear stability problems will be made in order to explore certain ideas for the present problem. Finally, the method of solution is discussed and a qualitative discussion of the physical mechanism is made.

2.1 Linear Stability Theory

The most crucial assumption made in the linear stability theory for a wake is the smallness of the amplitude of the disturbances. This assumption of infinitesimal disturbances, which is common to all the linear stability problems, allows the decoupling of the mean flow from the development of the disturbances. Therefore, the mean flow field may be determined independently from the steady laminar equations. For a two-dimensional, incompressible wake behind a flat plate, an exact solution was obtained by Goldstein (5) in 1933 with the additional assumption of a high Reynolds number flow. A general implication of this boundary-layer approximation is that the interaction between the growth of the wake with the external inviscid flow is a higher order effect and may be ignored.
The linear treatment for the disturbance in a wake further assumes a quasi-parallel mean flow; i.e., locally, the mean flow may be taken as constant. With this parallel flow assumption, the linearized equations for disturbance permit a solution of the form

$$\psi = f(y) \exp[i a(x-ct)]$$  \hspace{1cm} (2.1)

where $\psi$ = perturbation stream function

$a$ = wave number

$ac$ = angular frequency.

This solution represents a wave train travelling at a phase velocity $c$. Upon substitution of the above form, the governing equation for the amplitude distribution function $f(y)$ becomes a fourth-order homogeneous ordinary differential equation—the Orr-Sommerfeld equation—which together with the homogeneous boundary conditions constitutes an eigenvalue problem for $c$ when $a$ is given. Two types of disturbances are normally considered.

i) Temporal-mode: $a$ is taken to be real and $c$ complex.

When the imaginary part of $c$ is positive, the corresponding disturbance is unstable and grows exponentially with time.

ii) Spatial-mode: $ac$ is taken to be real (which is generally denoted as $\omega$) and a complex. The corresponding disturbance is unstable and grows exponentially with $x$ when the imaginary part of $a$ is negative.

For a complete discussion of the problem, readers may refer to Gold\textsuperscript{(4)} and the references cited there.
2.2 Experimental Evidence

The linear stability theory for the infinitesimal disturbances has been confirmed experimentally in various problems, with or without solid boundaries, to the extent that, by using the local measured mean flow quantities, the most unstable frequency and its exponential growth rate agree satisfactorily with the theoretical predictions. However, the agreements are usually limited to a relatively small region. Both the mean flow and the fluctuations soon cease to follow the undisturbed laminar calculation and the linear stability theory predictions. Frequently, this is defined as the onset of the transition from laminar to turbulent flow.

An excellent experiment for the wake behind a flat plate in an incompressible flow was reported by Sato and Kuriki\(^{(2)}\) in 1961, aiming at clarifying the transition mechanism in a wake. Both the free-stream natural fluctuations and the artificial disturbance introduced through a loud speaker were used as the sources of disturbance for the wake. Based on the measured mean flows and fluctuations, they divided the wake into several regions. The main features in those regions which will be of interest to the present investigation are briefly summarized as follows: (Refer to Fig. 1 taken from Sato-Kuriki)

a) Linear region: \( x/b_0 \leq 35 \), where \( x \) denotes the distance from the plate trailing edge and \( b_0 \) is the half-width of the wake at \( x = 0 \). In this region, the following phenomena were observed.
i) A single-frequency sinusoidal velocity fluctuation was observed which was two-dimensional and antisymmetric with respect to the wake axis.

ii) The measured frequency varied with the free-stream velocity as $U^{3/2}$ in accordance with the dimensional reasoning, and was near the frequency of maximum amplification rate according to the linear stability theory.

iii) The measured radial distributions of the amplitude and the phase were found to agree closely with the eigenfunctions calculated by the linear stability theory using the local measured mean flow.

iv) The measured mean flow quantities agreed with the undisturbed laminar wake calculations of Goldstein. As a whole, this region demonstrated the validity of the linear stability theory.

b) Non-linear region: $35 \leq x/b_0 \leq 125$

The term "non-linear" was used because of the following facts, which were believed to be the consequences of the finite amplitude of the disturbances.

i) Two-dimensional sinusoidal fluctuations of the same frequency as observed in the linear region were still prominent. However, the growth rate deviated from being a simple exponential, and the amplitude of the disturbance actually decreased in the later stage of this region.
ii) A harmonic at twice the fundamental frequency appeared with measurable amplitude which was symmetric with respect to the wake axis.

iii) The mean flow velocity and the wake width deviated substantially from the undisturbed laminar wake solution.

c) Three-dimensional region: $125 \leq x/b_0 \leq 250$

The fluctuations became three dimensional and less orderly.

d) Turbulent region: $x/b_0 > 250$

The flow proceeded smoothly to a full turbulent flow.

No sudden burst as observed in the wall boundary layers occurred.

As regards the above division, the present study is intended to understand the non-linear region where the fluctuations are still two-dimensional and seem to be dominated by a single frequency and its harmonics.

2.3 Brief Review of the Existing Methods for the Non-linear Stability Theory

An early attempt to include the effects of a finite amplitude disturbance on the stability of flows between two parallel planes was reported by Meksyn and Stuart \(^{6}\) in 1951. The effect of the finite amplitude disturbance was introduced by including the Reynolds stress term, $\rho \overline{u'v'}$, in the mean equation of motion. Only a single frequency disturbance was considered, and the generation of the
higher harmonics through the non-linear interactions between modes was ignored. The method of solution used was essentially an integral approach. The Reynolds stress was evaluated in terms of a mean flow parameter $U''_0/U'_0$ under the assumption that the distribution of the disturbance was given by the solution of the linearized, Orr-Sommerfeld equation, where $U'_0(y)$ is the mean flow velocity and the prime denotes differentiation with respect to $y$. Using such an approach, the effect of the finite amplitude disturbance on the critical Reynolds number for plane Poiseuille flow was estimated. As to be expected, the results showed that the critical Reynolds number decreased as the amplitude of the disturbances increased. Stuart (1956) $(7,8)$ gave a more rigorous formulation later. The method was applied recently to the non-linear instability of plane Couette flow by Kuwabara $(9)$ (1967) with the aid of the Galerkin's method to determine the mean flow and the disturbance.

An enlarged and more general formulation with calculations along this line of approach was given by Stuart $(10)$ (1958). In this paper, he gave a good discussion of the role of the Reynolds stress in determining the stability of parallel flows. He also described the physical processes associated with the non-linearity as the amplitude of the disturbances grows from an infinitesimal to a finite one. A Fourier series expansion was assumed for the disturbance and an assumption of constant wave velocity $c_r$ for all the Fourier components was implied. It in turn gave the expression for the Reynolds stress, which appeared in the mean equation of motion linking the
mean flow and the disturbance. An approximate energy method was used in which the dominant non-linear interaction was assumed to be that between the mean flow and the fundamental component of the disturbance. The distribution of the disturbance was again taken from the solution of the linearized equation. The governing equation for the evolution of the amplitude as a function of time was then obtained from the integrated disturbance energy equation. This amplitude equation turned out to be of the same form as given without derivation by Landau in 1944. One most important result of Stuart's analysis is the existence of an equilibrium state when the non-linear effect is introduced. The same method was applied to the flow in a small gap between rotating cylinders. Good agreement of the torque required to maintain the cylinders in motion with G. I. Taylor's measurements was indicated.

A more rigorous formulation for the flows between rotating cylinders given by Davey served as an extension and justification of Stuart's result. The second harmonic at twice the fundamental frequency was included and the mechanics of the higher modes were discussed. Davey's analysis was in fact an application to the specific problem of the general theory developed by Stuart (1960) and Watson (1960). In these two papers, a formal expansion in powers of amplitude was employed for the disturbances. Although the integral method was no longer used, the theory was definitely an outgrowth of the previous developments. The physical mechanisms were described by Stuart and the relation to the previous developments was
mentioned. The formal mathematical justification and systematic solution to the higher harmonics were given by Watson. The generalization to a full solution paid the price of having a limitation on the magnitude of the amplitude that restricted the considerations to the disturbances near the neutral case where $ac_i = 0$. Even though, as it was remarked by Watson:

"there is no guarantee that the series will converge, or even represent a solution asymptotically as $c_i \to 0$, as $t$ becomes large. However, one would expect the theory to be an improvement over linearized theory for a range in time----".

This theory, as it was further generalized by Eckhaus (15) (1965), is usually termed the "normal mode cascade approach". Applications to inviscid shear layers were reported by Schade (16) (1964) and Stuart (17) (1967). Stuart's analysis was slightly different from the previous ones in showing the explicit dependence of the wave number $a$ and the wave velocity $c$ on the amplitude. The numerical version of Stuart's theory was reported by Reynolds and Potter (18) (1967). The treatment was extended to three-dimensional disturbances and the method was applied to plane Poiseuille flow and a combination of plane Poiseuille and plane Couette flow. The numerical values of each term contributing to the so-called "second Landau constant" in the amplitude equation were obtained in settling the question of stability in the non-linear theory. In all the papers mentioned above, the so-called temporal mode of disturbances were considered; i.e., the disturbance would grow or decay with time. In 1962, Watson (19) formulated in a similar manner a theory for the spatially
growing finite disturbances in plane Poiseuille flow.

It should be mentioned here that some important contributions to the non-linear stability theory were made in a parallel manner by Gorkov, (20) Malkus and Veronis, (21) Joseph, (23) Segel and Stuart, (24) Joseph and Shir, (25) etc., on the thermal-convective instability of a horizontal layer of fluid heated from below (the Bénard problem). In fact, most of the ideas are interchangeable. A good account of all these works and some general discussions on the various methods used were given by Segel. (26)

The methods reported so far have dealt with flows of constant Reynolds number. In all cases, the mean flow remains parallel and its deviation from the laminar flow appears as a power series in the square of the amplitude. In fact, in the case of shear layers (Schade and Stuart) the mean flows were left unperturbed to the order they considered. One exceptional case is the spatially-growing disturbance considered by Watson, where the mean flow is not parallel except as the flow approaches equilibrium amplitude. But the deviation from parallel flow comes in only as a higher order correction. In any case, the interaction with the mean flow may be considered to be a weak one such that the first few terms in the series expansion for fluctuation may be determined with an undisturbed laminar mean flow.

The ideas used to develop the following theory have been extracted from those previous works. The integral method is used to avoid the unrealistic limitation to disturbances of small linear amplification rate imposed by a formal series expansion theory. This
approach is required because the wake is dynamically unstable and disturbances of much larger amplitude than those permitted by the formal expansion solution of Stuart and Watson will appear and dominate the physical process. The approach is analogous to the earlier works of Stuart (e.g., 1958) applying to a non-parallel mean flow.

2.4 Method of Approach and Qualitative Discussions

In this section, the formulation of the method of solution is outlined, and then, a qualitative consideration on the flow field based on the proposed method will be given that may help in understanding the experimental results of Sato and Kuriki. The fundamental difference of the present theory to the formal expansion theory of Stuart and Watson will also be briefly discussed. This section will serve as a prelude as well as an abstract of the detailed formulation of Section 3, and the quantitative discussions of Section 4.

According to the linear stability theory, an unstable disturbance grows exponentially as it proceeds downstream. When the amplification rate is large enough, even if the disturbance is infinitesimally small originally, the amplitude of the disturbance soon reaches a magnitude where the assumptions pertinent to the linear theory become invalid. The finite amplitude disturbance will induce the following non-linear effects: a) Interaction of the disturbances with the mean flow through the Reynolds stresses that are ignored in the linear stability theory, b) Generation of the higher harmonics and their interactions through the non-linear terms. The present study formulates a theoretical approach in general and devises a
method in which these non-linear effects are introduced systematically in order to have some better understanding of the physical mechanisms involved in the transition.

The flow is decomposed into a mean part, which is independent of time, and a fluctuating part, which has a zero mean. Through the mean equations of motion obtained by time-averaging, the effects of finite amplitude disturbances become evident. Because of the Reynolds stresses, the decay of the mean velocity and, therefore, the growth of the wake are expected to be different from a steady laminar wake. Experimentally, a fairly rapid growth of the wake as compared to the steady laminar case is observed in the non-linear region.

Hence, the interaction between the fluctuation and the mean flow will be expected to be a strong one. The weak interaction model of Stuart and Watson, where the mean flow to the first order is given by the undisturbed laminar solution, is therefore not applicable. The variation of the mean flow with distance in the flow direction will have to be determined simultaneously with the development of the amplitude of the fluctuation.

In principle, the complete set of the governing partial differential equations may be solved for any given flow conditions. However, it will be an immensely difficult numerical task that will provide little understanding of the non-linear mechanism in the wake. Therefore, in an attempt to bring out the essential effects in the non-linear region, the approximate integral method is adopted for the present investigation. Instead of solving the complete system
of the governing partial differential equations, the flow is required to satisfy the conservation equations of mean momentum, mean energy and fluctuation energy in integral form. The main simplification of the integral method lies in the fact that the unknowns may be approximated by profiles with a few parameters which are then determined by the ordinary differential equations. In the present study, the mean flow profile is assumed to be a Gaussian distribution characterized by two parameters: the mean velocity defect on the wake axis, \( w_c \), and the half-wake width, \( b \). For an integral approach, the details of this distribution generally are not important if it possesses the qualitative characters of the expected solution.

In the case of an unsteady wake with finite amplitude disturbances, the Reynolds stresses couple the mean flow to the fluctuations. Thus, the fluctuations must also be represented in terms of a few governing parameters. A method in obtaining a reasonable representation of the distribution of the amplitude and phase of the fluctuation across the wake is to solve the Orr-Sommerfeld equation of the linear stability theory, based on the local mean flow. This choice has the advantage of representing the proper limit of infinitesimal disturbance. Then, the fluctuation and, therefore, the integrals involving fluctuating components become functions of \( b, w_c \) and \( A \), the amplitude of the fluctuation when a single frequency fluctuation is assumed. The integral conservation equations of mean momentum, mean energy and fluctuation energy then provide three ordinary differential equations for the three unknowns \( b, w_c \) and \( A \).
The use of the linearized Orr-Sommerfeld equation locally to obtain the functionals required in the integral method can be shown to be the first order term of a local power series representation of the fluctuation. The justification will be given through a careful ordering process in the next section. However, it must be emphasized that the method devised for obtaining the integrals involving fluctuating components as functions of the mean flow parameters and the amplitude is a sufficient but not a necessary one. The integral method does not restrict the means in obtaining the distributions as long as they are good representations of the true distributions. This important idea behind the integral method will have to be stressed in order to understand the method of truncation used in representing the fluctuation. The local power series expansion in the amplitude $A$ for the fluctuation is merely a tool to introduce systematically the higher harmonics. Therefore, the method does not restrict to the cases of small linear amplification rate as considered by the analysis of Stuart and Watson.

Based on the first-order terms of the fluctuation, a qualitative understanding of the non-linear region may be achieved. Various crude approximations, which will not affect the qualitative discussion, will be made in arriving at the following model equations. The full detail justifications are given in the next section.

With the assumption that the mean flow may be described by two shape parameters $b(x)$ and $w_c(x)$, the leading terms of the momentum integral equation give
\[ b w_c \approx \gamma_1 R^{-\frac{1}{2}} \]  \hspace{1cm} (2.2)

where \( \gamma_1 \) is a constant and \( R \) denotes the free-stream Reynolds number based on the plate length. The energy integral equations of the mean flow and the fluctuation, to the first order, may be written as

\[
\frac{dE_m}{dx} \approx - I_6 w_c^3 - \frac{\beta_4 w_c^2}{Rb}
\]  \hspace{1cm} (2.3)

and

\[
\frac{dE_F}{dx} \approx I_6 w_c^3 - \frac{I_8 w_c^2}{Rb}
\]  \hspace{1cm} (2.4)

correspondingly. Here \( E_m \) denotes the integral energy of the mean flow. For small \( w_c \), since \( bw_c \) is nearly constant according to Eqn. (2.2), \( E_m \) is linearly proportional to \( w_c \) to the first order. \( E_F \) in Eqn. (2.4) represents the energy associated with the fluctuations and is defined by

\[
E_F = \int_0^\infty (u'^2 + v'^2) \, dy
\]  \hspace{1cm} (2.5)

The first terms on the RHS of Eqns. (2.3) and (2.4) are the same but with an opposite sign. These terms represent an energy transfer between the mean flow and the fluctuations due to the Reynolds stresses. For a locally amplified disturbance, the sign of \( I_6 \) is always positive. Therefore, the energy is transferred from the mean to the fluctuation through the Reynolds stress. The remaining terms on the RHS of both equations represent the effect of viscous dissipation. For a given shape function of the mean flow, \( \beta_4 \) is a constant. However, \( I_6 \) and \( I_8 \) are generally functions of all three
unknowns, \( b \), \( w_c \) and the amplitude of the fluctuation. Upon neglecting all the higher harmonics and using Eqn. \((2.2)\), \( I_6 \) and \( I_8 \) are proportional to the square of the amplitude. We may let

\[
I_6 = k_6(w_c) \left| A \right|^2
\]

\[
I_8 = k_8(w_c) \left| A \right|^2
\]

(2.6)

where \( k_6 \) and \( k_8 \) are functions of \( w_c \) only. The amplitude \( \left| A \right|^2 \) is defined in the present formulation as

\[
\left| A \right|^2 = E_F / (2bw_c^2)
\]

(2.7)

Now, Eqns. \((2.3)\) and \((2.4)\) may be rewritten as

\[
\gamma_2 R^{-\frac{1}{2}} \frac{dw_c}{dx} = -k_6(w_c) \left| A \right|^2 w_c^3 - \frac{\beta_4 w_c^3}{\gamma_1 R^{\frac{3}{2}}}
\]

(2.3a)

\[
2 \frac{d}{dx} \left[ b \left| A \right|^2 w_c^2 \right] = k_6(w_c) \left| A \right|^2 w_c^3 - \frac{k_8(w_c)}{\gamma_1 R^{\frac{3}{2}}} \left| A \right|^2 w_c^3
\]

(2.4a)

A qualitative behavior of the flow field in the non-linear region may be obtained from these two equations. When the amplitude of the fluctuation is small, the first term on the RHS of Eqn. \((2.3a)\) is negligible as compared to the laminar viscous dissipation term. Hence, the mean flow will be closely approximated by the steady laminar solution, and \( w_c \) decreases as \( x^{-\frac{1}{2}} \). Since \( w_c \) changes slowly in this region, Eqn. \((2.4a)\) may be approximately considered as an equation for the amplitude \( w_c^2 \left| A \right|^2 \) with constant coefficients. Then, the exponential growth rate of the linear stability theory immediately follows. This region corresponds to the linear
region observed by Sato and Kuriki.

As the amplitude grows, the Reynolds stress term becomes comparable with the viscous term in Eqn. (2.3a), and the mean velocity defect starts deviating from the steady laminar solution. As the fluctuation is further amplified, the Reynolds stress term becomes dominating. The experimentally observed rapid change of the mean velocity and the wake width in the non-linear region may be understood from this consideration. As will be shown through numerical results later, the local amplification rate decreases as \( w_c \) decreases if a single frequency fluctuation is followed. In other words, when the fluctuation corresponding to the most unstable frequency in the linear region is taken to represent the fluctuating component, it will approach neutral as \( w_c \) decreases. The value of \( k_6 \) is positive for a locally amplified disturbance and tends to zero for a neutral one. Thus, when \( w_c \) decreases to the value where \( k_6 \) becomes small, the laminar viscous term and also all the higher order terms neglected in arriving at Eqn. (2.3a) become important. The mean flow is expected to have a relatively slow variation as observed experimentally.

The behavior of the fluctuation in the non-linear region may be studied qualitatively using Eqn. (2.4a). The total energy of the fluctuation, \( \mathcal{E}_F \), as defined by Eqn. (2.5), is expected to increase continuously by extracting energy from the mean flow through the Reynolds stress. This process will be dominated by the first term of Eqn. (2.4a) until \( k_6 \) becomes of order \( R^{-\frac{1}{2}} \). Then, the viscous
dissipation term and the ignored higher order terms come into effect, Because of the growth of the wake, it is more interesting to look at the averaged total energy of the fluctuation. Let $E_T$ be the energy "density" of the fluctuation defined by

$$E_T = \frac{E_F}{b} = 2 |A|^2 w_c^2$$  \hspace{1cm} (2.8)

Then, using (2.3a), Eqn. (2.4a) can be written as

$$\frac{dE_T}{dx} = \left( \frac{1}{\gamma_1} - \frac{2}{\gamma_2} |A|^2 \right) k_6 |A|^2 w_c^4 R^2$$

$$- \frac{1}{\gamma_1} \left( \frac{k_8}{\gamma_1} + \frac{2\beta_4}{\gamma_2} \right) |A|^2 w_c^4$$  \hspace{1cm} (2.4b)

For $k_6 \gg R^{-\frac{1}{2}}$, the first term dominates. The appearance of the $|A|^4$ term with an opposite sign to the $|A|^2$ term is the most interesting feature caused by the growth of the wake. It permits not only a state where $dE_T/dx = 0$, but also a decreasing $E_T$ with $x$ even when the fluctuation under consideration is still amplifying according to the local linear theory ($k_6 > 0$). Experimentally, the maximum amplitude of the fundamental mode grows initially but decreases after reaching a peak value. This fact may now be explained since the energy density $E_T$ is expected to be indicative of the magnitude of fluctuation.

The crucial differences of the present problem from the parallel flow analysis of Stuart and Watson become evident from the above discussions. The main result of the non-linear analysis of Stuart and Watson is the governing equation for the amplitude of the disturbances and is of the form
\[
\frac{1}{|A|^2} \frac{d|A|^2}{dx} = -\bar{a}_0 + \bar{a}_1 |A|^2 + \cdots
\]  

where \(\bar{a}_n\)'s are constants. The coefficient \(\bar{a}_0\) is given by the linear theory with the undisturbed laminar mean flow and \(\bar{a}_1\) is a result of three effects; the generation of the second harmonic, the correction of the fundamental and the correction to the laminar mean flow. The amplitude \(|A|\) in the Stuart-Watson theory corresponds to the average energy density \(E_T\) defined by Eqn. (2.8). Then, an analogous equation of the form of Eqn. (2.9) results with \(|A|^2\) being replaced by \(E_T\). However, the coefficients \(\bar{a}_0\) and \(\bar{a}_1\) are no longer constants but functions of the mean flow and, therefore, functions of \(x\), since the mean flow is not expanded as the undisturbed laminar flow plus a correction in the present problem, but is lumped together to be determined by the integral equations. The so-called "second Landau constant" does have an appreciable magnitude even when the second harmonic is ignored. The sign of \(\bar{a}_1\) is opposite to that of \(\bar{a}_0\). In the case of a parallel flow, a supercritical equilibrium state may exist. However, the continued variation of the mean flow provides the possibility of a decreasing magnitude of the fluctuation before reaching the final equilibrium state as demonstrated previously. Therefore, the present approach is much more general than the theory of Stuart and Watson. In fact, the parallel flow analysis may be considered as a special case of the present theory.

The above qualitative discussions seem to suggest the model
proposed here to be a plausible one. The formal derivation and numerical solutions are then given in the following sections.
3. Formulation of the Problem

The problem will now be formulated in detail in this section. The difficulties in developing a non-linear theory will be pointed out and the proposed method of solution will be justified in a self-consistent manner.

3.1 Governing Differential Equations

For the two-dimensional flat-plate wake, let \( x \) be the non-dimensional distance along the wake axis measured from the trailing edge, and \( y \) the non-dimensional distance from the wake axis. Correspondingly, \( u \) and \( v \) represent the non-dimensional velocity components. Here the reference quantities for the non-dimensionalization are chosen to be

- **Velocities**: \( U \) (free stream velocity)
- **Length**: \( L \) (plate length)
- **Time**: \( L/U \)
- **Pressure**: \( \rho U^2 \)

Then the Navier-Stokes equations in two dimensions can be written as

\[
\begin{align*}
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} &= 0 \\
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} &= -\frac{\partial p}{\partial x} + \frac{1}{R} (u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y}) \\
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} &= -\frac{\partial p}{\partial y} + \frac{1}{R} (v \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y})
\end{align*}
\] (3.1)

where \( R \) is the Reynolds number based on the reference quantities, i.e., \( R = UL/\nu \). Now, divide the flow into a mean part independent of time and a fluctuating part with zero mean, i.e.,
where the "bar" indicates a time average according to
\[
\overline{Q} = \frac{1}{T} \int_{-T/2}^{T/2} Q dt
\]
The fluctuations are assumed to be periodic in time with \( T \) being the period such that
\[
\overline{u'} = \overline{v'} = \overline{p'} = 0
\]
For simplicity, the time dependence of the fluctuating quantities will be assumed to be of the form \( e^{i \omega t} \) with \( \omega = \frac{2\pi}{T} \), a real quantity, being the frequency and \( n \), an integer.

Substituting (3.2) into (3.1) and integrating over \( t \) to separate out the mean and the fluctuating parts, we obtain for the mean flow
\[
\begin{align*}
\bar{u}_x + \bar{v}_y &= 0 \\
\bar{u}_x \bar{u}_x + \bar{v}_y \bar{v}_y + (\bar{u}'^2)_x + (\bar{u}' \bar{v}')_y &= -\bar{p}_x + \frac{1}{R} (\bar{u}_{xx} + \bar{u}_{yy}) \\
\bar{v}_x \bar{v}_x + \bar{v}_y \bar{v}_y + (\bar{v}'^2)_y + (\bar{v}' \bar{u}')_x &= -\bar{p}_y + \frac{1}{R} (\bar{v}_{xx} + \bar{v}_{yy})
\end{align*}
\]
By subtracting Eqn. (3.3) from Eqn. (3.1), one obtains
\[
\begin{align*}
\bar{u}_x' + \bar{v}_y' &= 0 \\
\bar{u}_x' t \bar{u}_x' + \bar{v}_y' t \bar{v}_y' + \bar{u}_x' \bar{v}_y' t v' \bar{u}_y' + \chi_1 &= -\bar{p}_x t \frac{1}{R} (\bar{u}_{xx} + \bar{u}_{yy}) \\
\bar{v}_x' t \bar{v}_x' + \bar{v}_y' t \bar{u}_y' + v' \bar{v}_y' + \chi_2 &= -\bar{p}_y t \frac{1}{R} (v_{xx} + v_{yy})
\end{align*}
\]
where:

\[
\chi_1 = u'u'_{x} + v'v'_{y} - (u'v')_y - (u'^2)_y
\]

\[
\chi_2 = u'v'_{x} + v'v'_{y} - (u'v')_x - (v'^2)_x
\]

In principle, these six non-linear partial differential equations may be solved for the six unknowns \( p, u, v, p', u', v' \) with the proper initial and boundary conditions. However, with the intention of gaining a better understanding of the physical mechanism in the non-linear region of the wake rather than obtaining some numerical values, we will first make the following physically realizable approximations to the mean flow quantities to simplify the analysis.

For the wake flow behind a flat plate, except in the immediate vicinity of the trailing edge, the boundary-layer type approximation is quite satisfactory for a relatively large Reynolds number. In Sato-Kuriki's experiment, the Reynolds numbers are of the order of 10^4 and higher. We will therefore consider flows of large Reynolds number and apply the boundary-layer approximation to the mean flow, which implies:

i) \( \bar{v} / \bar{u} = O(R^{-\frac{1}{2}}) \ll 1 \)

ii) "b", the nondimensional half wake-width much less than 1

iii) \( \frac{\partial}{\partial x} / \frac{\partial}{\partial y} = O(R^{-\frac{1}{2}}) \ll 1 \)

With these approximations, if the magnitude of the fluctuation is further assumed to be infinitesimal, Eqns. (3.3) reduce to the
steady laminar wake equations

\[
\frac{\bar{u}_x}{v_y} + \frac{\bar{v}_y}{v_y} = 0
\]

\[
\bar{u} \frac{\bar{u}_x}{v_y} t v u_y = -\bar{p}_x + \frac{1}{R} \bar{u}_{yy}
\]

(3.5)

\[
\bar{p}_y = 0
\]

where \( \bar{p}_x \) may be set equal to zero with the boundary condition that \( \bar{p}_x = 0 \) as \( y \to \infty \). Eqns. (3.5) were first solved by Goldstein by joining a far-wake solution to a series expansion near-wake solution. This solution of Eqn. (3.5) will be referred to as the "pure laminar wake" solution in this thesis.

The role of the finite amplitude disturbances can be clearly seen from Eqns. (3.3). As the amplitude grows, the Reynolds-stress terms become comparable to the remaining terms in the equation. The experimental results obtained in the non-linear region seem to indicate that the Reynolds-stress terms dominate. If \( A \) denotes a measure of the amplitude of the fluctuation, we will expect \( A^2 \sqrt{R} \) to be of the order one or higher in the non-linear region. In other words, when \( A^2 \) becomes \( O(\frac{1}{\sqrt{R}}) \), the effect of the disturbance on the mean flow can no longer be ignored. Hence, for the non-linear theory, we will tentatively keep the terms involving the fluctuating quantities without exact specification of their relative magnitudes as compared with the remaining terms in the mean flow equations. Then Eqns. (3.3) become
Upon the assumption that $\overline{p_Y}$ is an induced quantity which vanishes as the amplitude of the fluctuation becomes infinitesimal, only the leading terms $(v'^2)_Y$ is kept in the third equation to balance the pressure term. 

Eqns. (3.6) can be contracted further by integrating out the third equation and substituting into the second one. The equations become

$$
\begin{align*}
\overline{u_x} + \overline{v_y} &= 0 \\
\overline{u'u_x} + \overline{v'u_y} + (\overline{u'v'})_Y + (\overline{v'^2})_x &= -\overline{p_x} + \frac{1}{R} \overline{u_yy} \\
(\overline{v'^2})_Y &= -\overline{p_Y}
\end{align*}
$$

(3.6)

Upon the assumption that $\overline{p_Y}$ is an induced quantity which vanishes as

Eqns. (3.7) further demonstrate that the $(u'v')_x$ term neglected in arriving at the third equation of (3.6) is indeed a higher order term compared to the terms remaining.

3.2 Integral Equations

The integral equations of the mean flow are obtained by integrating over the lateral coordinate $y$. The equations are then reduced to ordinary differential equations in $x$. They are

Mean Momentum Equation

$$
\frac{d}{dx} \int_{-\infty}^{\infty} (\overline{u^2} - \overline{u} + \overline{u'^2} - \overline{v'^2}) \, dy = 0
$$

(3.8)
Mean Mechanical Energy Equation

\[
\frac{d}{dx} \int_{-\infty}^{\infty} \left[ \frac{1}{2} (\overline{u^3} - \overline{u}) + \overline{u} (\overline{u^2} - \overline{v'^2}) \right] dy
\]

\[= \int_{-\infty}^{\infty} (\overline{u'^2} - \overline{v'^2}) \frac{\partial u}{\partial x} dy + \int_{-\infty}^{\infty} u' v' \frac{\partial u}{\partial y} dy - \frac{1}{R} \int_{-\infty}^{\infty} \left( \frac{\partial u}{\partial y} \right)^2 dy \quad (3.9)
\]

An additional equation for the fluctuation is provided by the energy equation of the fluctuation which is obtained by multiplying the second equation of (3.4) by \( u' \) and the third one by \( v' \) and add. This equation is then integrated over \( y \) and averaged over a period \( T \). It yields

\[
\frac{1}{2} \frac{d}{dx} \int_{-\infty}^{\infty} \left[ \overline{u(u'^2 + v'^2)} + \overline{u'^3 + u'v'^2} + 2 \overline{u'p'} \right] dy
\]

\[= -\int_{-\infty}^{\infty} (\overline{u'^2} - \overline{v'^2}) \frac{\partial u}{\partial x} dy - \int_{-\infty}^{\infty} u' v' \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) dy + \frac{1}{R} \frac{1}{2} \frac{d^2}{dx^2} \int_{-\infty}^{\infty} (\overline{u'^2} + \overline{v'^2}) dy \quad (3.10)
\]

\[-\frac{1}{R} \int_{-\infty}^{\infty} \left[ \left( \frac{\partial u'}{\partial x} \right)^2 + \left( \frac{\partial u'}{\partial y} \right)^2 + \left( \frac{\partial v'}{\partial x} \right)^2 + \left( \frac{\partial v'}{\partial y} \right)^2 \right] dy
\]

The term \( \frac{\partial v}{\partial x} \) may be neglected as compared to \( \frac{\partial u}{\partial y} \) with the boundary-layer approximation for the mean flow. Furthermore, the term involving the second derivative in \( x \) represents the conduction of the fluctuating energy which is quite small in general and may be ignored.

The great advantage of the integral equations is the apparent display of the energy exchange mechanism because of the conservation
forms. In Eqn. (3.9), the left-hand side terms represent essentially the variation of the mechanical energy associated with the mean flow in the flow direction, while the left-hand side terms in Eqn. (3.10) give the variation of energy associated with the fluctuations. The transfer of energy between the mean flow and the fluctuations is clearly indicated by the two Reynolds-stress terms appearing on the RHS of both equations but with opposite sign. The remaining terms on the RHS of both equations represent the viscous dissipation effect.

3.3 Shape Assumption for the Mean Flow

It is the main implication of using an integral method approach that the unknowns may be approximated by a few shape parameters which will in turn be determined by the integral equations. To simplify the analysis, we will assume the mean velocity profiles to be similar when they are expressed as

\[
\frac{1-\overline{u}(x, y)}{1-\overline{u}(x, 0)} = \frac{1-\overline{u}}{w_c(x)} = \overline{U}(y^*)
\]

(3.11)

where \( y^* = y/b(x) \), and \( b \) gives a measure of the wake width. \( \overline{U}(y^*) \) will be assumed as known from the experiments or some other means. This complete similarity of the mean flow is not quite valid in view of the experimental results of Sato and Kuriki where overshoot of the mean velocity at some stations have been indicated. However, the profiles measured are generally close to a Gaussian distribution, and, therefore, (3.11) may be a fairly good approximation when \( \overline{U}(y^*) \) is taken from the averaged experimental data points. The exact form of \( \overline{U}(y^*) \) should not be too crucial if the integral method
is a good approximation to the problem. A better approximation to the mean velocity may be obtained by introducing more shape parameters such that

$$\frac{1-u(x,y)}{w_c(x)} = U^*(y^*, H_1(x), H_2(x), \ldots) \quad (3.12)$$

The additional unknowns introduced require additional governing equations which may easily be obtained by using the higher moment equations. The loss of the physical explanation for the higher moment equations is the price we have to pay for more generality of the profile shape. Only (3.11) will be used in most of the following analysis and the effect of using (3.12) will be considered later when one additional shape parameter is allowed in Appendix C.

We transform the equations (3.8), (3.9) and (3.10) from $(x, y)$ to $(x, y^*)$ according to the following rules.

$$x = x$$

$$y^* = \frac{y}{b(x)} \quad (3.13)$$

$$\frac{\partial}{\partial x} = \frac{\partial}{\partial x} - \frac{y^*}{b} \frac{db}{dx} \frac{\partial}{\partial y^*}$$

$$\frac{\partial}{\partial y} = \frac{1}{b} \frac{\partial}{\partial y^*}$$

Now, with $u^* = u'/w_c$, $v^* = v'/w_c$, and $p^* = p'/w_c^2$, together with Eqn. (3.11), Eqns. (3.8) and (3.9) become

$$\frac{d}{dx} \left\{ bw_c \left[ (\beta_1 - \beta_2 w_c) - 2w_c (I_1 - I_2) \right] \right\} = 0 \quad (3.14a)$$
and
\[ \frac{d}{dx} \left\{ \beta_2 \beta_3 w_c - 4w_c (I_3 - I_4) \right\} \]
\[ = 4w_c^3 \frac{db}{dx} I_5 - 4bw_c^2 \frac{dw_c}{dx} (I_3 - I_4) - \frac{2w_c^2}{Rb} \beta_4 \]

(3.15)

where

\[ \beta_1 = \int_0^\infty U^* dy^* \]
\[ \beta_2 = \int_0^\infty U^{*2} dy^* \]
\[ \beta_3 = \int_0^\infty U^{*3} dy^* \]
\[ \beta_4 = \int_0^\infty \left( \frac{\partial U^*}{\partial y^*} \right)^2 dy^* \]

and

\[ I_1 = \frac{1}{2} \int_0^\infty \overline{u^{*2}} dy^* \]
\[ I_2 = \frac{1}{2} \int_0^\infty \overline{v^{*2}} dy^* \]
\[ I_3 = \frac{1}{2} \int_0^\infty U^* \overline{u^{*2}} dy^* \]
\[ I_4 = \frac{1}{2} \int_0^\infty U^* \overline{v^{*2}} dy^* \]
\[ I_5 = \frac{1}{2} \int_0^\infty y^* \frac{\partial U^*}{\partial y^*} (\overline{u^{*2}} - \overline{v^{*2}}) dy^* \]
\[ I_6 = \int_0^\infty u^*v^* \frac{\partial U^*}{\partial y^*} dy^* \]

There will be an additional term of the form
\[ -bw_c^3 \int_0^\infty \frac{\partial U^*}{\partial x} (\overline{u^{*2}} - \overline{v^{*2}}) dy^* \]
on the RHS of Eqn. (3.15) when the expression (3.12) is used instead of (3.11). Without losing the main features of the present approach,
we will use (3.11) for the moment. In this case, the $\beta_i$'s are constants. Moreover, it may be noted that the leading terms of Eqn. (3.15) yield Eqn. (2.3).

For Eqn. (3.10), an additional assumption is made on evaluating the dissipation terms. Looking ahead to obtaining this dissipation integral through solving the fluctuation equation locally, the $x$-derivative appearing inside this integral will be approximated by its local values. That is

$$\frac{\partial}{\partial x} \approx \frac{1}{b} \frac{\partial}{\partial x^*} \quad \text{for} \quad x^* = \frac{x-x_0}{b(x)}$$

This approximation introduces the same order of error as neglecting the conduction term in Eqn. (3.10). Since both of them are multiplied by $(1/R)$, the error introduced is expected to be very small for the high Reynolds number flow considered here. Equation (3.10) then becomes

$$\frac{d}{dx} \left[ bw_c^2 \left\{ (I_1 + I_2) - w_c (I_3 + I_4) + w_c (I_7 + I_9/2) \right\} \right]
= w_c^3 I_6 - 2w_c \frac{db}{dx} I_5 + 2bw_c \frac{dw_c}{dx} (I_3 - I_4) - \frac{w_c^2}{Rb} I_8$$

(3.16)

where

$$I_7 = \int_0^\infty u^* p^* \, dy^*$$

$$I_8 = \int_0^\infty \left[ \frac{\partial u^*}{\partial x^*} \right]^2 + \left( \frac{\partial u^*}{\partial y^*} \right)^2 + \left( \frac{\partial v^*}{\partial x^*} \right)^2 + \left( \frac{\partial v^*}{\partial y^*} \right)^2 \right] \, dy^*$$

$$I_9 = \int_0^\infty (u^* v^* + u^* v^* \, dy^*$$

The correspondence of this equation to Eqn. (2.4) may be immediately
established by taking the leading terms.

With \( U^* (y^*) \) given, the integrals \( I_1 \) will be obtained from the solutions of the local disturbance equations to be discussed in the next section. Therefore, in general, the values of \( I_1 \) depend not only on the amplitude of the disturbances, but also on the local mean flow shape parameters.

Eqn. (3.14a) can be immediately integrated to give

\[
 bw_c \left[ (\beta_1 - \beta_2) w_c \right] - 2w_c (I_1 - I_2) = \frac{C_D}{2} = \frac{0.664}{\sqrt{R}}
\]  

(3.14)

where the integration constant has been obtained by assuming a laminar flow over the flat plate. Eqns. (3.14), (3.15) and (3.16) provide the governing equations for the interaction between the mean flow and the fluctuations. When the expression (3.12) is used for describing the mean flow, additional equations may be obtained by taking higher moment integral equations.

3.4 Perturbation Solution of the Local Fluctuation Equations

The integrals \( I_1 \) appearing in the three integral equations involve the fluctuation components. As far as the integral method is concerned, the integrals \( I_{\tilde{a}} \) may be represented as functions of a few parameters. The proper choice of these parameters depends on the underlying physics of the problem. In order to form a closure of the system without using more integral equations, the integrals \( I_1 \) are assumed to be functions of the mean flow parameters, \( b \) and \( w_c \), as well as the amplitude of the disturbance. The following method is then devised to obtain these functional relations.
The basic idea is to apply a two length-scale expansion procedure to the fluctuation equation (3.4) in order to obtain a good representation of the fluctuating components in terms of the parameters. Locally, the fluctuation is assumed to be expanded in an ascending power of amplitude to account for the non-linear interaction between modes and the generation of the higher harmonics. The series representation will be truncated at various terms to bring in the higher order effects systematically. However, the expression for the fluctuation is not intended to be a series expansion of the exact solution but merely as a technique for introducing the high order effects. Hence, the limitation of being close to the neutral disturbance imposed in the Stuart's theory for parallel flows may be ignored.

Before formulating the method of solution, it should be noted that the experiment of Sato-Kuriki had indicated the domination of one fundamental mode in the earlier stage of the wake instability. This is believed to be the result of the highly selective amplification of the small disturbances in the boundary layer preceding the wake and the linear region of the wake. Therefore, we assume that \( u', v' \sim e^{i \omega t}, \ n = 1, 2, \ldots \) where \( \omega \) is real angular frequency corresponding to the fundamental mode. The higher harmonics are the results of non-linear interaction.

First of all, the existence of two length scales for the longitudinal distance \( x \) in this problem should be noted. They are

i) \( x \sim O(1) \) over which the mean flow quantities will vary by an appreciable amount, and
ii) \( x^* = \frac{x-x_0}{b(x_0)} \), a local length scale associated with the fluctuations. Where \( x_0 \) is the coordinate of some reference station which depends on the local mean flow variation near \( x \) such that the mean flow may be considered as parallel to the first approximation in \( x^* \) coordinates, e.g.,

\[
\frac{\frac{x-x_0}{b}}{b} \left( \frac{db}{dx} \right) x_0 << 1.
\]

Therefore, \( x_0 \) is generally a function of \( x \). It differs from \( x \) by a small amount of the order \( b \).

The existence of these two different scales may be realized by assuming that the disturbance locally displays the wave characteristics having a local wave length of the order \( b \), which is much smaller than 1 in the high Reynolds number case. Therefore, the mean flow may be considered as slowly varying as compared to the variation of the fluctuating quantities.

Since the wake thickness is of the order of \( R^{-\frac{1}{2}} \) as indicated by Eqn. (3.14), we introduce the following new variables to bring out the above-mentioned order of magnitude more clearly. Let

\[
\begin{align*}
t^* &= tR^2 \\
x^* &= (x-x_0)R^2 \\
y^* &= yR^2
\end{align*}
\]

(3.17)

We further assume the fluctuating quantities to be functions of \( x, t^*, x^*, \) \( x^* \) and \( y^* \) by letting

\[
\begin{align*}
u' &= w_C(x)u^*(t^*, x^*, y^*, x) \\
\nu' &= w_C(x)\nu^*(t^*, x^*, y^*, x) \\
p' &= w_C^2(x)p^*(t^*, x^*, y^*, x)
\end{align*}
\]

(3.18)
where \( w_c(x) = 1 - \bar{u}(x, 0) \) is the mean velocity defect along the wake axis that serves as a proper measure of the local mean velocity.

Then one gets, e.g.,

\[
\frac{\partial u^i}{\partial x} = R^{\frac{1}{2}} w_c \frac{\partial u^*}{\partial x} + w_c \frac{\partial u^*}{\partial x^*} + u^* \frac{dw_c}{dx}.
\]

The other derivatives are calculated in the same manner. Upon substitution of these results into Eqn. (3.4), one obtains

\[
\begin{align*}
\frac{\partial u^*}{\partial x^*} + \frac{\partial v^*}{\partial y^*} &= -R^{-\frac{1}{2}} \left( \frac{\partial u^*}{\partial x} + \frac{u^*}{w_c} \frac{dw_c}{dx} \right) \\
\frac{\partial u^*}{\partial t^*} + \frac{u}{\partial x^*} + \frac{u}{\partial y^*} &= w_c \frac{\partial p^*}{\partial x^*} + w_c \frac{\partial u^*}{\partial x^*} + w_c \chi_1^* \\
 &= R^{-\frac{1}{2}} \left[ \frac{\partial^2 u^*}{\partial x^2} + \frac{\partial^2 u^*}{\partial y^2} \right] + (u \frac{\partial u^*}{\partial x} + \frac{dw_c}{dx} \frac{u^*}{w_c} + R^{\frac{1}{2}} \frac{\partial u^*}{\partial y^*} \\
+ \frac{\partial u^*}{\partial x} u^* + w_c \frac{\partial p^*}{\partial x} + 2 \frac{\partial p^*}{\partial x^*} p^* \right] + O(R^{-1}) \\
\frac{\partial v^*}{\partial t^*} &+ u \frac{\partial v^*}{\partial x^*} + w_c \frac{\partial p^*}{\partial y^*} + w_c \chi_2^* = R^{-\frac{1}{2}} \left[ \frac{\partial^2 v^*}{\partial x^2} + \frac{\partial^2 v^*}{\partial y^2} \right] \\
- \left( u \frac{\partial v^*}{\partial x} t R^2 v \frac{\partial v^*}{\partial y} + \frac{dw_c}{dx} \frac{v^*}{w_c} + \frac{1}{R^{\frac{1}{2}}} \frac{\partial v^*}{\partial y^*} \right] + O(R^{-1}) 
\end{align*}
\]

where

\[
\chi_1^* = u^* \frac{\partial u^*}{\partial x^*} + v^* \frac{\partial u^*}{\partial y^*} - \frac{\partial}{\partial x^*} \frac{u^*}{u^2} - \frac{\partial}{\partial y^*} \frac{u^*}{u^2} + O(R^{-\frac{1}{2}})
\]

\[
\chi_2^* = u^* \frac{\partial v^*}{\partial x^*} + v^* \frac{\partial v^*}{\partial y^*} - \frac{\partial}{\partial x^*} \frac{u^*}{u^2} - \frac{\partial}{\partial y^*} \frac{v^*}{v^2} + O(R^{-\frac{1}{2}})
\]

These equations then describe the local behavior of the fluctuating quantities for \( x \) near \( x_0 \). The terms of the same order in \( R^{-\frac{1}{2}} \) have
been grouped together in the above equations. For $R \gg 1$, it may seem to be plausible in neglecting terms of $O(R^{-\frac{1}{2}})$ to obtain

$$\frac{\partial u^*}{\partial x^*} + \frac{\partial v^*}{\partial y^*} = 0$$

$$\frac{\partial u^*}{\partial t^*} + u \frac{\partial u^*}{\partial x^*} + u \frac{\partial v^*}{\partial y^*} + v \frac{\partial v^*}{\partial x^*} + w \frac{\partial p^*}{\partial x^*} + w_c \chi_1 = 0$$

$$\frac{\partial v^*}{\partial t^*} + u \frac{\partial v^*}{\partial x^*} + v \frac{\partial v^*}{\partial y^*} + w \frac{\partial p^*}{\partial y^*} + w_c \chi_2 = 0$$

(3.20)

where $\chi_1^*$ and $\chi_2^*$ are given by (3.19a) with the terms of $O(R^{-\frac{1}{2}})$ neglected. However, a careful examination of the terms will reveal the inadequacy of such an approximation in a complete non-linear analysis. In fact, two independent small parameters appear in this problem: the amplitude of the fluctuation and $R^{-\frac{1}{2}}$ for large Reynolds number. Even for an arbitrary large Reynolds number, the terms on the RHS of Eqns. (3.19) are not negligible when the amplitude of the fluctuation becomes finite. This fact may be readily revealed by examining the leading terms on the RHS of Eqns. (3.19). Two types of terms appear; the Laplacian terms which indicate the viscous dissipation effect existed in all viscous fluid, and the terms originated from non-parallel mean flow. For a wake which is dynamically unstable, the viscous dissipation terms may be ignored in general for large $R$ except for a few occasions in which the viscous terms are needed to smooth out singularity. But the terms resulting from the variation of the mean flow are in fact of a different nature. The leading terms are proportional to $(R^{-\frac{1}{2}} \frac{\partial w}{\partial x} u^*)$ which can be immediately shown by using Eqn. (2, 3a) to be of the order $(A^1 |A|^2 j)$ for large
Now, we note that the leading terms of $\chi_1^*$ and $\chi_2^*$ are of the order $(A^2)$. Since the solution of Eqns. (3.19) will be sought in an ascending power series of $A$, the effect of the non-parallel mean flow will have to be included when terms of order higher than $A^2$ are intended. Appendix B gives further discussions on this point and indicates the approach to include these effects for the higher order terms.

For the present investigation, the higher order terms will not be intended numerically. Therefore, Eqns. (3.20) are used in place of the full equations without inconsistency. To this order, the local mean flow is considered to be parallel, and the transformation (3.17) may be replaced by

\[
\begin{align*}
t^* &= t/b(x) \\
x^* &= (x-x_0)/b(x) \\
y^* &= y/b(x)
\end{align*}
\tag{3.17a}
\]

which provides a consistent definition for the $^{11}\!\!*\!\!*\!\!*$ variables with the expression (3.13). Equations (3.20) remain the same under this change. The differences between (3.17) and (3.17a) are of the same order of the terms ignored in arriving at Eqns. (3.20).

The first equation in (3.20) is satisfied by introducing a local stream function $\psi^*(x^*, y^*, t^*, x)$ such that

\[
\begin{align*}
u^* &= \frac{\partial \psi^*}{\partial y^*}, \\
v^* &= -\frac{\partial \psi^*}{\partial x^*}
\end{align*}
\tag{3.21}
\]

Now, let
\[ \psi^* = \sum_{n=1}^{\infty} \psi_n(x^*,y^*;x) e^{-in\omega*t^* t} \tilde{\psi}_n(x^*,y^*;x) e^{in\omega*t^*} \]  

(3.22)

where \( \dagger \) denotes the complex conjugate and \( \omega^* = b\omega \), a local angular frequency. The implicit dependence on \( x \) for both the amplitude and the distribution through the local mean flow quantities is also indicated. With Eqns. (3.21) and (3.22), after eliminating \( p^* \) in the last two equations in (3.20), one obtains:

\[
\begin{align*}
-\frac{\partial}{\partial x^*} \nabla^2 \psi_n & - i\omega \nabla^2 \psi_n - \frac{u}{y^*} \frac{\partial \psi_n}{\partial x^*} \\
& = -w_c \sum_{m=1}^{\infty} \left[ \left( \frac{\partial \tilde{\psi}_m}{\partial x^*} - \frac{\partial \tilde{\psi}_m}{\partial y^*} \right) \nabla^2 \psi_{m+n} \right. \\
& \left. + \left( \frac{\partial \psi_{m+n}}{\partial x^*} - \frac{\partial \psi_{m+n}}{\partial y^*} \right) \nabla^2 \tilde{\psi}_m \right] \\
& \begin{cases} 
0, & \quad n = 1 \\
-\omega_c \sum_{m=1}^{n-1} \left( \frac{\partial \psi_m}{\partial x^*} - \frac{\partial \psi_m}{\partial y^*} \right) \nabla^2 \psi_{n-m}, & \quad n \geq 2
\end{cases}
\end{align*}
\]

(3.23)

\[ V^2 = \frac{\partial^2}{\alpha x^*} \quad \frac{\partial^2}{\partial y^*}. \]

This is a system of infinite numbers of coupled non-linear partial differential equations whose solutions are difficult to obtain in general. However, since the fundamental and the second harmonic are observed to be prominent in the "non-linear" region of Sato-Kuriki's experiment, the higher harmonics are not expected to play any essential role in this region. In order to simplify the analysis, we
truncating the series at \( n = 2 \), and obtain four coupled non-linear equations:

\[
\begin{align*}
\bar{u} \frac{\partial}{\partial x^*} \nabla^2 \psi_1 - i\omega* \nabla^2 \psi_1 - \bar{u} y^* y^* \frac{\partial \psi_1}{\partial x^*} & = -w_c \left[ \left( \frac{\partial \psi_1}{\partial y^*} \frac{\partial}{\partial x^*} - \frac{\partial \psi_1}{\partial x^*} \frac{\partial}{\partial y^*} \right) \nabla^2 \psi_2 \right] \\
- \bar{u} x^2 \psi_2 - 2i\omega* \nabla^2 \psi_2 - \bar{u} y^* y^* \frac{\partial \psi_2}{\partial x^*} & = -w_c \left( \frac{\partial \psi_1}{\partial y^*} \frac{\partial}{\partial x^*} - \frac{\partial \psi_1}{\partial x^*} \frac{\partial}{\partial y^*} \right) \nabla^2 \psi_1
\end{align*}
\]  

(3.24)

and the complex conjugate of the above equations for \( \tilde{\psi}_1 \) and \( \tilde{\psi}_2 \). For an antisymmetrical fundamental mode, \( \tilde{\psi}_2 \) the second harmonic will be symmetric from Eqn. (3.24). Thus, the boundary conditions at \( y^* = 0 \) are:

\[
\frac{\partial \psi_1}{\partial y^*} = 0 \quad \text{and} \quad \psi_2 = 0 \]  

(3.25a)

At large distances from the wake axis, the fluctuations should vanish. Therefore as \( y^* \to \infty \)

\[
\dot{\psi}_1, \psi_2 \to 0 \]  

(3.25b)

\(^{\dagger}\)The fundamental mode is chosen to be antisymmetric because the result of linear stability theory indicates that an antisymmetric fluctuation is more unstable than a symmetric one in the wake.
Then the solution to the above system becomes a non-linear eigenvalue problem. Since, however, we are not interested in the exact solution of these equations but in generating reasonable profiles for the use in the integral method, we adopt a small perturbation method for the solution of this problem. Even though in actual application, the amplitude of the fluctuations are not necessarily small.

Following Stuart and Watson, the following form is assumed for the solution of Eqn. (3.24)

\[ \psi_1 = A^*(x^*; x) \left[ f_0(y^*; x) + \left| A^* \right|^2 f_1(y^*; x) + \cdots \right] \] (3.26)

\[ \psi_2 = A^*(x^*; x) \left[ g_0(y^*; x) + \left| A^* \right|^2 g_1(y^*; x) + \cdots \right] \]

and

\[ \frac{dA^*}{dx^*} = A^* \sum_{m=0}^{\infty} a_m \left| A^* \right|^{2m} (a_0 = i\alpha^*) \] (3.27)

then

\[ \frac{d}{dx^*} \left| A^* \right|^2 = 2 \left| A^* \right|^2 \sum_{m=0}^{\infty} a_m \left| A^* \right|^{2m} \left( a_m = a_m r + i a_m i \right) \] (3.27a)

As shown by Stuart and Watson, this form of solution leads to no inconsistency with Eqn. (3.24)† Upon substitution of Eqns. (3.26) and (3.27) into Eqn. (3.24), a set of ordinary differential equations can be obtained after equating terms of like powers in \( A^* \). For the

† It should be noted that for the terms of order higher than \( A^2 \) in the above expressions, Eqns. (3.24) will have to be modified according to Appendix B.
leading term of the fundamental mode, \( f_0(y^*) \), one obtains the Rayleigh equation

\[
\left( \vec{u} - \frac{\omega^*}{a^*} \right) \left( \frac{d^2}{dy^*2} - \frac{a^{*2}}{a^*} \right) f_0 - \frac{\vec{u}_{yy^*}}{a^*} f_0 = 0
\]  

(3.28)

and its conjugate.

Here we have considered the so-called "spatial mode" of amplification as against the more commonly used "temporal mode". That is, with \( \omega^* \) real, we take \( a^* = ab = a^* + ia_1^* \), a complex wave number whose imaginary part gives the local spatial rate of amplification or decay depending on its sign. It has certainly a closer resemblance to the experimental situations than the temporal mode, and their interrelation, to the first order, is provided by the group velocity as shown by Gaster (27, 28).

Eqn. (3.28) may be solved together with the appropriate homogeneous boundary conditions. This constitutes an eigenvalue problem and \( a^* \) will be determined which in turn fixes the value of \( a_0 \) in Eqn. (3.27). However, it should be noted here that, being a solution to the homogeneous problem, \( f_0 \) may be multiplied by an arbitrary complex constant. Although this constant may be included in the amplitude \( A^* \), which is not exactly defined yet, it may still have a dependence on the large length scale. This fact is indicated by the dependence of \( A^* \) on \( x \) in Eqn. (3.26).

The equation for \( g_0 \) may be written as

\[
\left( \vec{u} - \frac{\omega^*}{a^*} \right) \left( \frac{d^2}{dy^*2} - 4a^{*2} \right) g_0 - \frac{\vec{u}_{yy^*}}{\rho} g_0 = \frac{f_0^2}{2} \omega^* \frac{d}{dy^*} \left( \frac{\vec{u}_{yy^*}}{\vec{u}_{\omega^*}/a^*} \right)
\]  

(3.29)
It should be mentioned that, in general, the solution to \( g_0 \) consists of two parts:

i) the homogeneous solution which satisfies the Rayleigh equation corresponding to an angular frequency \( 2\omega^* \), and

ii) the particular solution which depends on the forcing terms on the RHS of Eqn. (3.29) as a result of the non-linear interaction of the fundamental modes.

The homogeneous solution will introduce a new measure for its magnitude, say \( B^* \), which is independent from \( A^* \). Therefore, an equation of an analogous form to Eqn. (3.27) will have to be introduced.

The theory of Stuart and Watson has completely ignored this contribution to the solution. Although this situation may be handled by the present method, as will be seen later, the algebra will become increasingly tedious and will tend to cover up the real physics. To simplify the calculations, we note that, as shown by Sato and Kuriki, the fundamental mode observed experimentally in the linear region is very close to the peak amplification rate predicted by the linear stability theory. Then, also from the linear stability theory (refer to Gold\(^4\)), we will expect the disturbance at twice the fundamental frequency to be much less amplified or even damped. Therefore, it seems to be plausible to ignore the contribution to \( g_0 \) from the homogeneous part and use the particular solution of Eqn. (3.29) as the sole representation for the leading term of the second harmonic.

In order to obtain the equation for \( f_1(y^*) \), the correction term to the fundamental mode, the terms ignored in arriving at Eqns. (3.20) must be included. Appendix F gives an approximate numerical
investigation of the effects of \( f_1(y^*) \) on the complete flow based on Eqns. (3.20). The approach for an exact treatment of \( f_1(y^*) \) is also discussed in Appendix F.

The solutions of \( f_0 \) and \( g_0 \) may be obtained numerically without much difficulty in general. However, an additional difficulty is encountered when \( \alpha_i^* = 0 \). In this case, the wave speed \( c^* = \omega^*/\alpha_i^* \) is a real number, and there exists in the flow a critical point \( y^* = y_c \) where \((\bar{u} - c^*)\) vanishes. For a wake, \( \bar{u}_{y^*y^*} \) also vanishes at this point. Therefore, the equation for \( f_0 \) is regular. However, unless the RHS of Eqn. (3.29) for \( g_0 \) also vanishes as in the case of a shear layer considered by Stuart, \((17)\) a singularity exists in Eqn. (3.29). For a wake, the singularity exists, hence the viscous terms will have to be retained in the neighborhood of the critical point in order to obtain a solution for \( g_0 \).

To summarize, up to the order retained including the approximate solution of \( f_1 \) in Appendix F, the local stream-function is given by

\[
\psi^* = \left\{ A(f_0 + \left| A \right|^2 f_1) e^{i\theta} + A^2 g_0 e^{i2\theta} \right\} + \text{conj.}
\]

where \( \theta = \alpha_i^* x^* - \omega^* t^* \),

\[
\text{and } A(x) = \epsilon(x) e^{-ia_1^*x^*} = A^* e^{-ia^*x^*}
\]

with \( \epsilon(x) \) denoting the slowly varying complex "constant" mentioned in discussing Eqn. (3.28). Thus, \( A(x) \) represents the complex

\[^{\dagger}\text{An alternate method to avoid the numerical difficulty is by taking a distorted contour around the critical point in the artificial complex } y^*-\text{plane.}\]
amplitude of the fluctuation, still undefined so far. The expressions for \( u^* \), \( v^* \) and \( p^* \) can be easily obtained from (3.30).

If desired, the higher order solutions may be obtained similarly through this cascade process where the higher harmonics are generated as a result of the interaction of the lower harmonics and in return the lower harmonics are modified by the higher harmonics. The inclusion of \( f_0 \), \( g_0 \) and the discussion of \( f_1 \) in Appendix F in the present study demonstrate the essentials of these processes.

When the local mean flow conditions are known, Eqn. (3.30) will determine the distribution of the fluctuations when \( A \) is found. Because of the effects of the Reynolds stress and the non-parallel mean flow, a strong non-linear coupling exists between the growth of the wake (variation of the mean flow) and the variation of the fluctuation amplitude. The relations among the unknowns are obtained from the integral equations (3.14), (3.15) and (3.16). The expression (3.30) is used only to systematically introduce the higher harmonics into consideration. It provides a method to obtain the local distribution of the fluctuations and, therefore, the evaluation of the integrals, \( I_1 \), appearing in the governing equations (3.14), (3.15) and (3.16).

The complete interaction mechanism may be briefly illustrated in the schematic below.

The mean flow, being characterized by the centerline velocity defect \( w_c(x) \) and the wake half-width \( b(x) \) under the shape assumption (3.11), interacts with the fluctuating components through the Reynolds stress. The cascade process for generating the higher harmonics
and the corrections back to the lower harmonics seems, at least superficially, to limit the interaction of the mean flow with the higher harmonics to unidirectional. For example, the second harmonic \((2\omega)\), being generated by the interaction of the fundamental components, will have an effect on the mean flow through modifying the Reynolds stress. However, it seems to extract energy from the fundamental instead of directly from the mean flow because of the close link of the second harmonic to the fundamental. This is the usual criticism on the cascade model (ref. to Yih\(^{(29)}\)). But, because of the dependence of the integrals, \(I_1\), on the local mean flow quantities, the mean flow in fact has a direct influence on the development of the second harmonic. So, basically, the present model does include all the essentials of the interacting mechanism. In the next
section, we will discuss the numerical treatment and will try to understand the various mechanisms by using the truncational approach discussed in this section to bring in the different effects in sequence.
4. First Order Results and Discussions; Case A

The present study is intended to bring out the main effects of the following two mechanisms in the transition region when the amplitude of the fluctuation can no longer be considered as infinitesimal:

a) the interaction between the growth of the wake and the growth of the amplitude of the fluctuation,

b) the generation of the higher harmonics and the interaction between modes.

It is therefore desirable to separate out the effects of these two mechanisms when we try to understand the processes numerically. This is done by truncating the expression (3.30) for the perturbation stream function at various orders such that their effects may be isolated. Three cases are considered numerically in this investigation.

i) Case A: Eqn. (3.30) is truncated after the first term by assuming that the fluctuation may be represented by the fundamental mode alone. This study is intended to understand the role of the Reynolds-stress in the energy exchange between the mean flow and the fluctuation. Since the higher harmonics are ignored, this case will bring out the effect of the first mechanism discussed above. This case is considered as the first order effect and will be discussed in this section.

ii) Case B: Both $f_0$ and $g_0$ remain in Eqn. (3.30) to represent the fluctuation. This case allows a study of the
generation of the second harmonic through the non-linear terms and its interaction with the mean flow. By comparing with the results of case A in the next section, the effect of the second harmonic may be separated out.

iii) Case C: All three terms in Eqn. (3.30) are retained.

The $f_1$ term, representing the feed-back to the fundamental mode, is generally considered as one basic feature of the non-linear interaction between modes. The study of this case is expected to bring out such an effect on the complete interaction. An approximate treatment is made in Appendix F.

These three cases, basically, include the essentials of the non-linear interaction mechanisms in the wake. Similar processes at much higher complexity are expected to be present in the wake where all the higher harmonics and other disturbances of different frequency exist. However, no deeper understanding of the transition of the wake is expected from the additional complexity, even though the evolution into a fully developed turbulent wake may be visualized as a result of such interaction.

4.1 Formulation

By truncating the expression (3.30) after the first term, this case considers only the processes $T_{M1}$ and $T_{1M}$ indicated in the schematic A representing the interaction between the mean flow and the fundamental mode.

From (3.30), the local fluctuating velocity components are
simply given by

\[ u^* = A(x) f_0(y^*) e^{i \theta} + \text{conj} \]

\[ v^* = -i [ A(x) a^* f_0(y^*) e^{i \theta} - \text{conj}] \quad (4.1) \]

\[ p^* = A(x) p_{10}(y^*) e^{i \theta} + \text{conj} \]

Here "'" indicates differentiation with respect to \( y^* \). The solutions to the linear equation (3.28) have been studied by many investigators and show no conceptual difficulties. For a wake, \( \overline{u}_{y^*y^*} \) vanishes at the critical point for the neutrally stable case. Therefore, no true singularity exists in Eqn. (3.28) even in the case of \( a_i^* = 0 \). However, numerically, the error is enlarged when \( a_i^* \) becomes small. One method to overcome this difficulty is to include the viscous term partially such that Eqn. (3.28) is replaced by the Orr-Sommerfeld equation. But, even with the accuracy of the modern computing machines, special schemes (e.g., Kaplan's method(30)) have to be devised for obtaining a solution because of the presence of the rapidly growing exponential solutions (refer to Betchov and Criminale)(31).

One possible way to avoid such an elaborated numerical scheme is discussed in Appendix D. The other method, which is used in the present investigation, is based on the findings of Lin(32-34). Lin showed that, by taking an appropriate artificial complex contour near the critical point, the inviscid solution gave a good approximation to the full solution for the near neutral and slightly damped cases.
Using Eqn. (3.11) for the mean velocity, we can rewrite Eqn. (3.28) in the form

\[
(U^* - \bar{c}) \left( \frac{d^2}{dy^*} - \alpha^* \right) f_0 - \frac{d^2 U^*}{dy^*} f_0 = 0
\]  

(4.2)

where \( \bar{c} = \frac{1}{w_\infty} (1 - \frac{\omega^*}{\alpha^*}) \)  

(4.3)

The appropriate boundary conditions for the antisymmetric mode of disturbance are

\[
f_0'(0) = 0
\]

\[
f_0'(\infty) + \alpha^* f_0(\infty) = 0
\]

(4.2a)

Eqn. (4.2), together with the homogeneous boundary conditions (4.2a), constitute an eigenvalue problem. When the mean flow is given, Eqn. (4.2) can be solved numerically to obtain the eigenvalue and the corresponding eigenfunction \( f_0(y^*) \). The details of the method of solution are given in Appendix A. It will only be noted here that, in general, for a given \( U^*(y^*) \), we have

\[
\alpha^* = \alpha^*(w_c, \omega^*)
\]

and

\[
f_0 = f_0(y^*; w_c, \omega^*)
\]

(4.4)

which indicates the functional dependence of the eigenvalue and the eigenfunction. Now, using (4.1), all integrals appearing in Eqns. (3.14), (3.15) and (3.16) can be expressed in terms of \( f_0(y^*) \) and evaluated. The pressure is related to \( f_0(y^*) \) by
\[ p_{10}(y^*) = (U^* - \bar{c})f_0' - \frac{dU^*}{dy^*} f_0 \quad (4.5) \]

It should be noted that the formulation so far has reduced the integrals \( I_i \) to a two-parameter representation aside from the direct square dependence on the amplitude \( A \). Further approximation will now be made to simplify the analysis. We observe that, in general, the fluctuating components are much smaller than the mean, and since both \( I_1 \) and \( I_2 \) are positive and of the same order, the contributions from the fluctuations in Eqn. \( (3.14) \) may be ignored as a first approximation. This approximation allows the decoupling of the amplitude of the fluctuation from the relation between \( b \) and \( w_c \), thus,

\[ b = \frac{C_D/2}{w_c (\beta_1 - \beta_2 w_c)} \quad (4.6) \]

Using \( (4.6) \), the integrals are then simplified to be functions of a single parameter \( w_c \) when the physical angular frequency and the free stream Reynolds number are given. Of course, the validity of this assumption will have to be examined a posteriori. It may be noted that for \( w_c \) small, Eqn. \( (4.6) \) reduces to Eqn. \( (2.2) \).

Using \( (4.1) \), the integrals can be written as

\[ I_i = k_i(w_c) |A|^2 \quad (4.7) \]

for \( i = 1, 2, \ldots, 9 \). The \( k_i \)'s are integrals of functions of \( f_0(y^*) \) and, therefore, they are functions of one parameter \( w_c(x) \) only. They are given by.
Then by using (4.6), Eqns. (3.15) and (3.16) can be written as two first order ordinary differential equations for \( w_c(x) \) and \( |A|^2(x) \). The exact definition of \( A \) will now be given by setting

\[
\begin{align*}
k_1(w_c) &= \int_0^\infty |f_0'|^2 \, dy^* \\
k_2(w_c) &= \int_0^\infty |a^*|^2 |f_0|^2 \, dy^* \\
k_3(w_c) &= \int_0^\infty U^* |f_0'|^2 \, dy^* \\
k_4(w_c) &= \int_0^\infty U^* |a^*|^2 |f_0|^2 \, dy^* \\
k_5(w_c) &= \int_0^\infty y^* \left( |f_0'|^2 - |a^*|^2 |f_0|^2 \right) \, dy^* \\
k_6(w_c) &= -i \int_0^\infty \left[ a^* f_0 \tilde{f}_0 - \tilde{a}^* \tilde{f}_0 f_0 \right] \frac{dU^*}{dy^*} \, dy^* \\
k_7(w_c) &= \int_0^\infty \left[ f_0' \tilde{p}_{10} + \tilde{f}_0' \tilde{p}_{10} \right] \, dy^* \\
k_8(w_c) &= \int_0^\infty \left[ 2 |a^*|^2 (a^*_{12} - a^*_{12}^2) |f_0|^2 + (a^*_{12}^2 f_0' \tilde{f}_0'' + \tilde{a}^*_{12} \tilde{f}_0 f_0''') \
- |f_0'|^2 - |a^*|^2 |f_0'|^2 \right] \, dy^* \\
k_9(w_c) &\equiv 0
\end{align*}
\]

Then by using (4.6), Eqns. (3.15) and (3.16) can be written as two first order ordinary differential equations for \( w_c(x) \) and \( |A|^2(x) \). The exact definition of \( A \) will now be given by setting

\[
k_1 + k_2 = \int_0^\infty \left[ |f_0'|^2 + |a^*|^2 |f_0|^2 \right] \, dy^* = 1
\]
This definition seems to be an appropriate one since both the governing equations are for the energy and (4.8) identifies one of the unknowns, $|A|^2(x)$, as the averaged energy of the fluctuating components nondimensionalized by the local mean velocity defect.

Because of the quantities $|A|^2$ and $w_c^2$ always appearing together, it is more convenient to use $Z = 2|A|^2 w_c^2$ as one dependent variable instead of $|A|^2$. The physical significance of $Z$ to this order can be easily seen to be the total energy density of the fluctuation, because

$$Z = \frac{1}{b} \int_0^\infty \overline{u'^2 + v'^2} \, dy$$

(4.9)

The set of equations can now be written in the form

$$K_{11}(w_c, Z) \frac{dw_c}{dx} + K_{12}(w_c, Z) \frac{dZ}{dx} = K_{13}(w_c, Z)$$

(3.15a)

$$K_{21}(w_c, Z) \frac{dw_c}{dx} + K_{22}(w_c, Z) \frac{dZ}{dx} = K_{23}(w_c, Z)$$

(3.16a)

or, solving for the derivatives algebraically, one obtains

$$\frac{dw_c}{dx} = \frac{N_1(w_c, Z)}{D(w_c, Z)}$$

(4.10)

$$\frac{dZ}{dx} = \frac{N_2(w_c, Z)}{D(w_c, Z)}$$

with

$$N_1 = K_{13}K_{22} - K_{12}K_{23}$$

$$N_2 = K_{23}K_{11} - K_{13}K_{21}$$

(4.10a)

$$D = K_{11}K_{22} - K_{21}K_{12}$$
and

\[
K_{11} = b \left[ 2 \beta_2 - 3 \beta_3 w_c - 2Z \left( \frac{dk_3}{dw_c} - \frac{dk_4}{dw_c} \right) \right] \\
+ \frac{db}{dw_c} \left[ \beta_2 w_c - \beta_3 w_c^2 - 2Z (k_3 + k_5 - k_4) \right]
\]

\[
K_{12} = -2(k_3 - k_4)b
\]

\[
K_{13} = -k_6 Z - \frac{2 \beta_4 w_c}{Rb}
\]

\[
K_{21} = Z \left\{ b (k_7 - 3k_3 + k_4) + bw_c \frac{d}{dw_c} (k_7 - k_3 - k_4) \right\} \\
+ \frac{db}{dw_c} \left[ 1 + w_c (k_7 - k_3 - k_4 + 2k_5) \right] \}
\]

\[
K_{22} = b \left[ 1 + (k_7 - k_3 - k_4) w_c \right]
\]

\[
K_{23} = Z \left[ k_6 w_c + \frac{k_8}{Rb} \right]
\]

Eqns. (4.10) are then solved as an initial value problem. However, since the initial magnitude of the fluctuation will be different for different testing conditions, it should be left as a parameter to be specified for each problem. It is, therefore, first proposed to solve this initial valued problem in the following manner.

In the limiting case of zero amplitude of the fluctuation, the set reduces to the integral equations of a steady laminar wake. Eqn. (3.16) is identically satisfied and Eqn. (3.15) becomes
with \( b \) given by (4.6) exactly. The solution of (4.11) can be obtained once and for all by starting the numerical integration from a far wake solution at some large distance \( x \). The additional subscript "\( \ell \)" is used to designate this solution which corresponds to no disturbance case.

In general, to solve Eqns. (4.10), a set of initial conditions, \( w_{0} \) and \( Z_{0} \), has to be given at some initial station \( \xi_{0} \). Then, it seems to require two free parameters for the problem. However, if \( \xi_{0} \) is taken to be somewhere near the beginning of the wake (but not right at the vicinity of the plate trailing edge where the boundary layer approximations are invalidated), the magnitude of \( Z_{0} \) is expected to be very small if a laminar boundary layer exists on the plate. Then \( Z_{0} \) and \( w_{0} \) are not independent but connected by the governing equations. If we let

\[
w_{0} = w_{\ell} + \Delta w,
\]

then apply linearization, \( \Delta w \) and \( Z_{0} \) satisfy a set of homogeneous ordinary differential equations. The condition on the existence of a solution yields a relation of the form

\[
\frac{\Delta w}{Z_{0}} = \text{function} \left( w_{\ell} \right) \quad (4.12)
\]

Eqn. (4.12) reduces the problem to one initial parameter.
Integration of Eqns. (4.10) can then be started by picking an initial station $\xi_0$ and specifying an initial magnitude $Z_0$.

Since $\Delta w$ is generally very small when $Z_0$ is small, it has been found numerically that the solutions are quite insensitive to the value of $\Delta w$ as long as $Z_0$ is small. For a qualitative understanding of the problem, this small difference in the solutions may be ignored. Thus, most of the results to be presented in the next section have been obtained by using $w_{c0} \equiv w_{c1}$ at the initial station. Its effect on the solutions will be discussed later.

4.2 Results and Discussions

For the purpose of comparison with the experimental results of Sato and Kuriki, the numerical calculations have been performed corresponding closely to the experimental conditions. The mean velocity function, $U^*(y^*)$, used for the calculation is taken to be the one used by Sato and Kuriki in the linear region, i.e.,

$$U^*(y^*) = \exp (-0.6931 (y^*)^2)$$  \hspace{1cm} (4.13)

Eqn. (4.13) also gives the exact definition of the half-wake width $b$ as the distance from the wake axis to the half velocity defect point where $U^* = 0.5$. The physical angular frequency of the fundamental mode used in the calculation is also taken from the experiment of Sato and Kuriki to be 730 cps at $R = 2 \times 10^5$.

The preliminary numerical work for case A, where the non-linear terms in the local disturbance equations are neglected, amounts to solving the Rayleigh equation and obtaining the integrals. Using the method discussed in Appendix A, we find that the frequency
observed experimentally does correspond to the one receiving nearly maximum amplification rate in the linear region as indicated by the temporal mode calculation of Sato and Kuriki. Following this frequency, the variation of the local amplification rate as a function of the mean velocity defect along the wake axis, $w_c$, is shown in Fig. 2. As the value of $w_c$ decreases, the disturbance becomes less amplified. At $w_c \approx 0.147$, $a^* = 0$; the given frequency corresponds to a neutrally stable solution according to the linear theory. Further decrease of the mean flow parameter $w_c$ will make this frequency a damped disturbance ($a^*_1 > 0$) according to the linear theory.

A few typical distributions of the magnitude and phase of the eigenfunction $f_0(y^*)$ and its derivative $f'_0(y^*)$, corresponding to a range of eigenvalues between the most amplified and the nearly neutral ones, are shown in Figs. 3a–j. It may be interesting to note the fairly drastic variation of the phase of $f_0$ with the mean flow parameter as it approaches the neutral case.

The eigenvalues and the corresponding integrals, $k_1$, as functions of the parameter, $w_c$, are given in Tables I and II. Calculations have been performed only for those listed cases. A complete curve for each integral as a function of $w_c$ is generated by curve-fitting through those points. The derivatives $(dk_1/dw_c)$, when required, are obtained by differentiating the curve-fit. In general, the integral curves are sufficiently smooth to permit such an operation, and check well with the slopes obtained graphically.

With all the functions appearing in Eqns. (4.10) determined, the equations may be integrated for each given set of initial conditions.
4.2.1 **Comparison with Experiment**

Most of the experimental results presented by Sato and Kuriki were measured with a free stream velocity \( U = 10 \text{ m/sec} \) and a plate length \( L = 30 \text{ cm} \). These conditions correspond to a free stream Reynolds number of \( 2 \times 10^5 \). From the experimental evidences, laminar Blasius velocity profile was established on the wall near the end of the plate, and a nearly laminar region of small amplitude disturbances existed at the beginning of the wake. The calculations are therefore started at an initial station \( \xi_0 = 0.05 \) using the appropriate initial conditions. Two initial parameters are at our disposal. The centerline velocity defect \( w_{c0} \) at \( \xi_0 \) can be taken from either the exact solution of Goldstein or the integral solution of an undisturbed laminar wake in the present formulation which is not very accurate there in view of the decreasing validity of the boundary-layer approximation as \( \xi_0 \) decreases. For the present comparison purposes, it is decided to use \( w_{c0} = 0.7 \) at \( \xi_0 = 0.05 \) because of the closer agreement with the experiment at that point.

Another initial parameter is chosen to be the initial integrated energy content in the \( u' \)-component; i.e.,

\[
E_{u0} = \left( \frac{1}{b} \int_{0}^{\infty} \frac{u'^2}{\text{dy}} \right)_{\xi_0} = k_1(w_{c0})Z_0 \tag{4.14}
\]

where the subscript "0" refers to value at \( \xi_0 \). The use of this free parameter seems to be justifiable because of the different flow conditions encountered in each experiment, e.g., the free stream turbulence intensity level, the physical dimension of the plate trailing edge, etc.
As we have mentioned previously, these two initial parameters are not independent for small $E_{uo}$ and only one free parameter exists. But, for the purpose of a qualitative understanding of the transition mechanisms in the wake, they are chosen somewhat arbitrarily in performing the following calculations. The effects of each of the initial parameters on the complete solutions will of course be investigated later,

Fig. 4 shows a comparison of the measured centerline velocity defect $w_c$ with the present calculation. The value of $E_{uo}$ has been taken as $1 \times 10^{-5}$ for obtaining the curve. The result is quite satisfactory and seems to provide the explanation for the rapid breakaway from the pure laminar wake solution of Goldstein which is also shown in the same figure for comparison.

Only those data and calculated curve for $x \leq 0.5$ are presented because the three-dimensional effects observed experimentally at larger $x$ are not included in the present formulation. Theoretical calculation for $x > 0.5$ stays practically unchanged near the value of $w_c = 0.148$. It is also interesting to note that this asymptotic value of $w_c$ corresponds closely to the value where $a_i^* = 0$. This value seems to indicate a balance between the various mechanisms which are responsible for changing the mean flow. A detailed discussion of the physical mechanisms involved will be given later. We will just note that, although it may be somewhat fortuitous, the measured $w_c$ has never become smaller than this value before the turbulent region for all the tests.
Fig. 5 shows the comparison of the measured wake half-width with the one calculated by using Eqn. (4.6). The general trend is still satisfactory but not as good as $w_c$. This disagreement tends to suggest the approximation used in leading to (4.6) may not be appropriate if a better calculation is required. In such cases, the exact relation (3.14) will have to be used which couples the growth of the wake directly to the amplitude of the disturbance. An attempt to include this effect will be discussed in Section 4.2.6. Also shown on the same plot is the growth of the purely laminar wake. The strong interaction effect induced by the Reynolds stresses is evident from this comparison where the wake width has increased by more than a factor of two.

Fig. 6 gives the theoretically calculated variation of the integrated fluctuation energy, $E_u = \frac{1}{b} \int_0^\infty \overline{|u'|^2} dy$. Since no quantitative measurement of the magnitude of the fluctuating components has been reported by Sato and Kuriki, a direct comparison with the experiment is not possible. However, the variation of the maximum of $\overline{|u'|^2}^{1/2}$ given by Sato-Kuriki on an arbitrary scale (Fig. 1) does yield the similar relative development of the fluctuation. Experimentally, the magnitude of the fundamental mode grows initially according to the exponential law of the linear stability theory but it soon reaches a maximum and then decreases. This fact, which cannot be explained by the linear stability theory alone, may be understood now from the present calculation. However, it should be pointed out that the rapid decrease of $E_u$ does not imply the same variation of the total fluctuation energy. This is seen in Fig. 7 where
are plotted. The variation of $E_F$ is related to the local amplification rate $a^*_1$ given by the linear theory with some correction due to the variation of the mean flow as demonstrated in Section 2.4. The rate of change of the amplitude will therefore start out in the linear region with a nearly maximum exponential growth and decreases as it moves downstream. The fluctuation reaches an equilibrium amplitude somewhere near $a^*_1 = 0$ when the mean flow ceases to vary, and then slowly decays because of the viscous dissipating effect. Because of the growth of the wake, a more appropriate measure of the magnitude of the disturbance is the total energy density $E_T$ defined by Eqn. (2.8). The variation of $E_T$ is shown in Fig. 7a. The reason for the sharp decrease of $E_u$ in contrast to a relatively slower variation of the total fluctuation energy density as shown in Fig. 7a is given by Fig. 8 where the ratio of the integrated energy content in $u'$ to that in $v'$,

$$k_1/k_2 = \frac{\int_0^\infty u'^2 \, dy^*}{\int_0^\infty v'^2 \, dy^*},$$

is plotted against $w_c$. The ratio varies by more than a factor of six for the range of $w_c$ encountered here. Therefore, we may conclude that the redistribution of the fluctuation energy between the two components $u'$ and $v'$, together with the change of mean flow are responsible for the experimentally observed abnormal phenomena.

The non-dimensional wave propagation velocity, taken as the real part of $c^* = \omega^*/a^*$, measured by Sato-Kuriki, can also be obtained from the present calculation and the comparison is shown in
Fig. 9. The scatter of the experimental data suggests that the agreement is acceptable. The variation of the wave speed is again a consequence of the changing mean flow.

In view of the expansion series in $|A|^2$ used in the present formulation, the variation of $|A|^2$ with $x$ is shown in Fig. 10. This variation should follow closely the local amplification rate except for a small correction caused by the changing mean flow indicated by $\varepsilon(x)$ in Eqn. (3.33) and the viscous damping effect which has been ignored in the local calculation. The maximum value reached, 0.8, is certainly too large for justifying the truncation of the higher order terms. However, it should be emphasized again that the error induced by the truncation would be minimized by the use of the integral method.

Another indication of the need for the inclusion of the higher order terms is seen in Fig. 11 where the variation of the integrated fluctuation energy in $u'$-component divided by the square of the local mean velocity defect, $A_u = \int_0^\infty \sqrt{u'^2} \ dy^*$, is shown. This quantity, which is usually used by the experimentalists as a measure of the intensity of the fluctuation, seems to be too high from the calculation. This discrepancy may be a result of the truncation. However, it should be noted that, in the present formulation we have assumed that only a single frequency dominates and the higher harmonics, as a consequence of the non-linear interactions, only appear at integer multiples of this frequency. In the real situation, a spectrum of all frequency exists. Individually the fluctuation with frequency other
than $\omega$ may have negligible amplitude as compared to the one at $\omega$, but their integrated effect may not be ignored. The present formulation has included practically all the energy in a single frequency; hence we shall expect a higher level than that being observed in the experiments. A further discussion on this point will have to be made after the completion of the calculations including the higher harmonics. We will first accept this first order truncational approach and proceed to study the physical interaction mechanisms in the wake through the numerical results.

4.2.2 Physical Mechanisms of Energy Balance

This section will recapitulate and justify quantitatively the qualitative discussions given in Section 2.4. As we have discussed previously, the energy equations for the mean flow and for the fluctuation written in the form of (3.15) and (3.16) indicate clearly the governing energy transfer mechanisms. The left hand side of both equations represent essentially the rate of change of the energy which are balanced by the terms representing the Reynolds stresses and the viscous dissipation on the right. We may rewrite Eqns. (3.15) and (3.16) symbolically as

\[
\frac{dE_m}{dx} = - T_{RM} - T_{VM} \tag{4.15a}
\]

\[
\frac{dE_f}{dx} = T_{Rf} - T_{Vf} \tag{4.15b}
\]

where
\[
T_{RM} = T_{Rf} = I_6 w_c^3 - 2w_c^2 [I_5 w_c \frac{db}{dx} + (I_4 - I_3)b \frac{dw}{dx}]
\]

and

\[
T_{VM} = \beta_4 \frac{w_c^2}{Rb}
\]

\[
T_{Vf} = I_8 \frac{w_c^2}{Rb}
\]

\[E_m, \text{ and } E_f, \text{ to the leading order, represent the energy content of the mean flow and the fluctuation correspondingly. Both } T_{VM} \text{ and } T_{Vf} \text{ are always positive and represent the loss of energy by viscous dissipation. We will expect the sign of } T_{RM} \text{ or } T_{Rf} \text{ to be positive in general such that the energy is taken from the mean flow and fed into the fluctuation through the Reynolds stresses.}
\]

It is appropriate to note here that Eqn. (4.15b) may be written in the form of a governing equation for the amplitude of the fluctuation, which gives

\[
\frac{d|A|^2}{dx} = |A|^2 [\bar{a}_0(x) + \sum_{n=1}^{\infty} \bar{a}_n(x) |A|^{2n}]
\]  

(4.16)

This is analogous to the amplitude equation obtained in the non-linear stability theory for parallel flows (e.g., Watson\(^{(19)}\)). The main difference is in the dependence of the coefficients \(\bar{a}_n(x)\), on the mean flow quantities instead of being constants as in the case of parallel flows. In fact this is the feature which brings out a much larger deviation from the linear stability theory. The coefficient \(\bar{a}_0(x)\) in Eqn. (4.16) is proportional to the local amplification rate which is equal to \((-a^*_1)\)
in the present spatial mode approach. The coefficient $\tilde{a}_1(x)$ which is generally referred to as the second Landau "constant" in the parallel flow theory, is no longer a constant here. And because of the changing mean flow, $\tilde{a}_1$ is non-zero even when the higher harmonics apart from the fundamental mode are ignored.

With the numerical results obtained, a detailed numerical breakdown of the variations of the terms which appear in Eqns. (4.15) should be helpful in understanding the physical processes in the transition region. The result is shown in Fig. 12. The following physical picture is evident if we refer simultaneously to Figs. 4 and 7, where $w_C$ gives a measure of the energy of the mean flow while $E_F$ is certainly the correct representation of the fluctuation energy.

When the amplitude of the fluctuation is small in the initial stage of the wake, the magnitude of $T_{RM}$ is quite small as compared to the viscous term $T_{VM}$. Eqn. (4.15a) is not much different from the integral energy equations for a steady laminar wake and the solution for $w_C$ follows closely the solution of Goldstein. As to Eqn. (4.15b), it can be shown that for $Z$ small, where the variation of mean flow may be ignored, the equation gives a nearly constant rate of exponential growth predicted by the linear stability theory for the infinitesimal disturbances as it should. Moreover, the viscous dissipation term $T_{Vf}$ is of an order of magnitude smaller than $T_{Rf}$ which supports the fact that the instability of a wake is basically an inviscid phenomenon. In this region, the energy transfer terms, whose leading order is proportional to the square of the amplitude of the fluctuation, are so small that the transfer of energy may be
ignored as assumed in the linear stability theory. However, as the amplitude grows, the energy transfer by the Reynolds stresses, $T_{RM}$, becomes of comparable magnitude to the laminar viscous dissipating term $T_{VM}$, and may no longer be ignored. The effect appears on the noticeable branching away of the mean velocity from the steady laminar wake solution. The continuing near exponential increase of the magnitude of this energy transfer term causes the complete wake to be quickly dominated by the energy transfer between the mean and the fluctuation. The energy is continuously extracted from the mean flow and fed into the fluctuating components. In the meantime, because of the rapid growth of the wake, the disturbance is driven away from the maximum amplification rate and becomes less amplified.

This fact is clearly shown in Fig. 12a where the variation of the local spatial amplification rate, $-\alpha_1^*$, is plotted. As a result, the rate of energy transfer from the mean flow soon becomes saturated and decreases. This point of saturation corresponds approximately to the location of maximum slope $(dw_c/dx)$. From this point on, the fluctuating component continues to take energy out from the mean flow but at a decreasing rate until it reaches the value $w_c$ for the mean flow, where the local linear solution gives a very small negative value of $\alpha_1^*$. At this point, the Reynolds stresses term becomes vanishingly small and because of the higher order terms, which appeared as a result of interpreting part of $E_m$ as the energy of the mean flow, the energy is feeding, though slowly, back to the mean flow. When this energy transfer is just right to balance the laminar viscous dissipation
term, $T_{VM'}$ the mean flow reaches an equilibrium, i.e., the asymptotic value of $w_c$ obtained numerically. Meanwhile, the magnitude of $T_{Vf}$ becomes comparable to $T_{Rf}$ and dominates the fluctuation development. The energy is then dissipated from the fluctuation which causes the amplitude of the fluctuation to decrease at a small rate.

Calculations have been carried out to a much larger $x$ that shows practically no change from the picture described above. Because of the viscous dissipation terms, eventually the amplitude goes back down to a very small value where the laminar viscous term in the mean flow equation takes over again. This is a slow process and we have known from the experiments that both the higher harmonics and the three-dimensional effect, even turbulence, will set in long before then. Therefore, no emphasis will be placed on the results at large $x$.

It may be noted here that the terms which have been generally termed as the "Reynolds stresses" effect in Eqns. (4.15) are actually composed of two parts: one is the usual Reynolds stress $\overline{(u'v')}$, and the other originates from the normal stresses, $\overline{(u'^2 - v'^2)}\frac{\partial \bar{u}}{\partial x}$. The latter will not appear in a strictly parallel flow. A further breakdown of the contributions to $T_{RM}$ or $T_{Rf}$ is shown in Fig. 13, where $T_{R1}$ denotes the contribution from $\overline{(u'v')} \frac{\partial \bar{u}}{\partial y}$ and $T_{R2}$ gives the direct effect of the non-zero mean flow gradient on the energy exchange. It is clear that the contribution of $T_{R2}$ is small in general except near equilibrium. This is in agreement with the large Reynolds number boundary layer approximation used in the present analysis.
However, it should be noted that, if there were an axial mean pressure gradient, its effects would appear mainly through $T_{R2}$ as seen from the derivation leading to the equation. This point will be discussed further through additional numerical calculations in Appendix E, to investigate the effect of $dp/dx$.

4.2.3 Effects of the Initial Values

Although no special attempt has been made in obtaining the theoretical curves discussed in this section to match the experimental data, the arbitrariness in getting the set of initial values warrants an investigation of their effects. We will study the effects of the two initial values, $w_{co}$ and $E_{u0}$, separately in the following.

(A) Effects of $w_{co}$

We first notice that the integral solution of Eqn. (4.11) does not agree exactly with the solution of Goldstein. Curve 1 in Fig. 14 corresponds to the solution of Goldstein. Curve 2 is obtained by starting the integration of Eqn. (4.11) at a large value of $x$, using the far wake solution of Goldstein at that point, integrating backward toward the origin. The curve deviates from the solution of Goldstein in the near wake region as a result of the integral approximation.

Curve 3 is obtained by using the exact value of Goldstein at $\xi_0$ and integrating downstream. This gives a closer agreement with the solution of Goldstein in the region where the main interest of our present investigation rests, but it gives a consistently higher $w_c$ than curve 1. Curve 3 can in fact be obtained by shifting the origin of curve 2. Physically, curve 3 corresponds to a thinner wake than the other two at
corresponding stations. For consistency of the integral approach the value from curve 2 should be used for the calculation. However, since all integrals are taken as functions of $w_c$ alone, it is also desirable to use the result closest to the exact solution. This fatter choice has been used in obtaining the previous calculations because of the closer agreement of curve 3 to the exact solution in the region of interest ($0.05 \leq x \leq 0.30$). It is therefore necessary to investigate the effect of varying $w_{c0}$ in the solutions.

Three cases of variation of $w_c$ corresponding to the initial values $w_{c0}$ being 0.7, 0.675, and 0.6386 are shown in Fig. 15. The value $w_{c0} = 0.6386$ corresponds to the steady laminar wake solution of curve 2 in Fig. 14 at $x_0 = 0.05$. The same value of $E_{u0}$ has been used for all three curves which seem to give qualitatively the same variation of $w_c$ and asymptote to the same value of $w_c$. The effect of $w_{c0}$ appears mainly in the maximum value of $dw_c/dx$ reached such that a smoother variation is obtained for a lower value of $w_{c0}$. A few experimental data points are also shown there for comparison. Using the location of maximum $dw_c/dx$ as a point of demarcation, it seems to indicate that the experimental data agree better with the result of smaller $w_{c0}$ in the rear portion of $x$, but a closer agreement is seen with the larger $w_{c0}$ case for the front portion. This is expected because of the implications of different initial wake thicknesses for the different values of $w_{c0}$.

Figs. 16 and 17 give the variations of the integrated fluctuation energy for the three cases. The general variation is again qualitatively unchanged except for the different locations and levels
of the maximum value reached. This difference can also be understood from the fact that a higher $w_{c0}$ implies a thinner wake and therefore a higher amplification rate locally. This finding explains in a small part the high peak energy obtained by the calculations using $w_{c0} = 0.7$ as compared to the experiments.

An additional test has been made by varying the values of $w_{c0}$ by a small amount according to Eqn. (4.12) when $w_{co}$ is linked to the initial disturbance energy level $E_{u0}$. The results show practically the same solutions. Therefore, no attempt has been made to use Eqn. (4.12) for all the calculations.

In conclusion, the effect of $w_{co}$ is not very important when the purpose of the study is a qualitative understanding of the transition mechanism in a wake. However, the indicated effects should be borne in mind when any quantitative comparison is intended.

(B) Effects of $E_{u0}$

To investigate the effect of $E_{u0}$ on the solutions, a few cases were calculated for $R = 2 \times 10^5$ with the same value of $w_{co}$ but different $E_{u0}$. Fig. 18 shows the variations of $w_c$ for three initial values $E_{u0} = 0.1, 1.0, 3.0 \times 10^{-5}$. The shape of the curves remains practically unchanged. Changing the initial value of $E_{u0}$ amounts only to a shift of the curve. It is expected from the previous discussions of the physical mechanisms that the magnitude of the disturbance required to cause a sensible deviation of the solution from the undisturbed case is approximately the same over a range of $w_c$ where the laminar viscous term is of the same order. Therefore a smaller
The initial magnitude of the disturbance will cause the mean flow to be well approximated by the laminar solution for a longer distance, while the disturbance grows exponentially without much influence on the mean flow, till it reaches the magnitude where the interaction becomes important. This is further illustrated by the variations of the integrated fluctuation energy, $E_u$, shown on Fig. 19. The shapes are again similar with merely a shift in abscissa. It should be noted that, with the variation of a factor 30 in $E_{u0}$, the maximum values of $E_u$ reached are nearly the same and the difference in the "equilibrium" magnitude is negligible. The slight difference in the peak values of $E_u$ is caused by the slight change in the magnitude of the laminar viscous term when the interaction becomes important. In principle, if the initial magnitude of the fluctuation is small enough, the solution will approach the steady laminar wake solution corresponding to $E_{u0} = 0$ which is also shown in Fig. 18 for comparison.

The magnitude of the disturbances existing at the initial stage of the wake depends on many factors which vary from experiment to experiment. These factors include both controllable, e.g., an artificial source of disturbance, and partially controllable, e.g., roughness of the plate, wind tunnel noise level, etc. If any quantitative calculations are needed, it will be necessary to have some measure of the magnitude of $E_{u0}$. This fact is further demonstrated by the two sets of experimental data points also shown on Fig. 18 taken from the paper of Sato-Kuriki. The data points correspond to two different plate models tested under the same free stream conditions. Model I has a sharp trailing edge but Model II has a blunt one. As to be
expected, a larger $E_{uo}$ will be associated with Model II which shows the right trend as indicated by the calculations.

As a whole, we may conclude that the initial values will affect the solutions quantitatively but with the qualitative mechanisms in the non-linear region remaining practically unchanged. This insensitivity is to be expected when the non-linear effects are important; the memory of the initial values should be mostly erased.

4.2.4 Reynolds Number Effect

A wake is dynamically unstable because of the inflected mean velocity profile. The linear stability theory indicates that the effect of Reynolds number on the stability of the free shear flow is negligibly small for sufficiently large Reynolds number. It has been shown that the effect of $(1/R)$ terms in the equation is small everywhere except in a small region near the critical layer for the amplified and neutral disturbances. In general, the viscous effect does not affect the eigenvalues which may be determined from the inviscid equation. The amplification rate given by the linear stability theory is therefore unaffected by the Reynolds number. For the non-linear approach here, it is certainly desirable to find out the effects of Reynolds number on the transition of the wake, which is defined here as the deviation from a pure laminar wake.

Since the inviscid Rayleigh equation has been used to obtain the local solutions for the fluctuation, the integrals, $k_1$, are universal functions of $w_C$ for all Reynolds numbers. This may be seen from Eqn. (4.4) where the eigenvalue and the corresponding eigenfunction are indicated to be functions of $w_C^1$ and $\omega^*$. The non-dimensional
frequency $\omega^*$ is related to the physical angular frequency by

$$\omega^* = \omega_b = \frac{bL}{U} \times \text{(physical frequency)} \quad (4.17)$$

It was found experimentally by Sato and Kuriki that the physical frequency of the most unstable sinusoidal fluctuation observed in the linear region of the wake follows a $3/2$ power law as the Reynolds number varies. Furthermore, the half-width, $b$, is clearly seen from Eqn. (3.14) to be varying with the drag coefficient which is proportional to $R^{1/2}$. Therefore, if we chose to follow the most unstable frequency at various free stream Reynolds numbers, the value of $w^*$ is a constant which is independent of $R$. Thus, the same functional relations $k_i(w_c)$ may be used for different Reynolds numbers that greatly simplify the investigation of the effects of Reynolds number.

Fig. 20 shows the variations of $w_c$ for four values of Reynolds numbers. The same set of initial values, $w_{c0} = 0.7$ and $E_{u0} = 1 \times 10^{-5}$ has been used in obtaining the curves, in order to isolate the effects of Reynolds number. The effect on the solution is somewhat similar to the effect of changing the initial magnitude of the fluctuation $E_{u0}$. In fact, it may be seen from Eqn. (4.15a) that the ratio of the Reynolds stresses term to the laminar viscous term is of the order $|A|^2 \sqrt{R}$. Hence, the effect of $R$ on the beginning of transition is similar to the effect of $E_{u0}$. However, the effect of $R$ differs through its persistent influence over the whole non-linear region other than a mere shift of the abscissa. When the
Reynolds number decreases, the viscous damping term becomes more important in the non-linear region, therefore the overall transition becomes smoother. The pure laminar wake solution also shown on the same plot, in principle, gives the limiting case of very small Reynolds number. But this interpretation of the pure laminar wake solution is merely an ideal one and the one corresponding to zero amplitude disturbance is preferred in the present high Reynolds number approach.

Also shown in Fig. 20 are two sets of experimental data of Sato and Kuriki at \( R = 2 \times 10^5 \), \( 1 \times 10^5 \) correspondingly. The agreement in the trend and even the quantitative effect are fairly good considering the fact that if \( E_{u0} = 1 \times 10^{-5} \) were correct for the case of \( R = 2 \times 10^5 \), the same value of \( E_{u0} \) would have been too large for the smaller Reynolds number case.

Because of the persistent influence of the Reynolds number on the interaction, its effect on the fluctuation energy is more pronounced than the effect of \( E_{u0} \). The result is shown on Fig. 21 where it may also be noted that the final equilibrium amplitudes reached are different because of the effect of Reynolds number appearing through the term \( T_{\nu f} \) in Eqn. (4.15b). This result is also different from the effect of \( E_{u0} \) which leaves the final equilibrium amplitude of the fluctuation practically unchanged.

4.2.5 Effect of the Viscous Dissipation Term \( T_{\nu f} \)

The effect of the viscous dissipating term \( T_{\nu f} \) in the development of the disturbances can be studied by simply setting \( I_g \equiv 0 \).
Comparison is made on Figs. 22 and 23 for the case of \( R = 2 \times 10^5 \).

With identical initial conditions, Fig. 22 shows that the effect of \( T_{Vf} \) on the mean flow is quite small as one would expect. Figs. 23 and 23a show that if the viscous dissipation term were absent, a final equilibrium amplitude would have been achieved, and therefore another laminar oscillatory flow. However, because of the effect of the viscous dissipation, this equilibrium condition cannot maintain itself and the amplitude decays slowly as it proceeds further downstream to account for the energy loss.

4.2.6 Effect of Coupling \( b \) to \( w_c \)

The assumption of neglecting the contribution from the fluctuating components in the integrated momentum equation, which leads to a simple relation (4.6) between \( b \) and \( w_c \), will now be examined. From the calculated results, it is found that the terms, which have been neglected to arrive at the expression (4.6), are indeed small compared to the remaining terms in the initial stage but increase to about 20 percent of the sum of the remaining terms when the amplitude of the fluctuation reaches a maximum. It is therefore desirable to investigate the effect of using the full integral momentum equation.

An exact formulation will require the generation of the integrals, \( k_i \), as functions of two parameters, \( b \) and \( w_c \). To simplify the analysis, we assume that the integrals may still be taken as functions of \( w_c \) only, but the integral momentum, Eqn. (3.14), is used instead of the approximated Eqn. (4.6). Then, the wake half-width \( b \) is a function of \( w_c \) as well as the amplitude of the fluctuation.
The results of such an integration are shown in Figs. 24 to 26 for the case of $R = 2 \times 10^5$. It is clear that the effect on the mean flow velocity variation is quite small. Since a relatively thinner wake is obtained when $b$ is decoupled from $w_c$, it does make a difference on the variation of the fluctuation energy and the final level approached. The variation of wake half-width $b$ for the two cases are shown in Fig. 26 together with the measured results of Sato and Kuriki. The decoupled result does seem to agree better with the measurements, especially in the "equilibrium" wake width.

In any case, a conclusive discussion on this effect can only be made after an exact formulation with $k_1 = k_1(w_c, b)$. Depending on the sensitivity of these integrals to the variation of $b$, the actual effect may be significant, since a careful examination of the Rayleigh equation will immediately reveal that the change of $b$ for a given $w_c$ is equivalent to a change of the physical frequency. (Refer to Eqn. (4.4).) Based on the result of the linear stability theory, this change of the physical frequency amounts to a shift on the eigenvalues which will then cause the disturbance to become more or less amplified locally according to the direction of the change.

4.2.7 Effect of the Shape Assumption for the Mean Flow Velocity

It is learned from the experimental results of Sato and Kuriki that the mean velocity profiles at various $x$-stations are not completely similar in non-dimensional form. Even an overshoot in the mean velocity profile has been observed at a station which makes the distribution quite different from the Gaussian assumed in the present
calculation. Although this abnormal mean velocity distribution may be caused by some other effects which are not accounted for in the present analysis, it is still desirable to study the effect on the solution when the mean flow velocity distribution is modified. For this purpose, we assume the simplest possible form for the mean flow other than Eqn. (3.11) as follows,

$$\frac{1-u(x,y)}{w_c(x)} = U^*(y^*) + H(x) \frac{U^*}{1} (y^*)$$

(4.18)

where $U^*(y^*)$ is taken to be the same Gaussian distribution as given by (4.13) and $U^*_1(y^*)$, a correction function for the distribution, is assumed to be the second Hermite polynomial multiplying the Gaussian such that $U^*$ and $U^*_1$ are orthogonal. The use of Eqn. (4.18) implies that the mean flow is described by three parameters: $b$, $w_c$ and $H$. Because of the appearance of this additional unknown $H(x)$, one more governing equation is needed. The second moment equation, obtained by multiplying the mean momentum equation by $\overline{u^2}$ and integrating over $y$, is used.

For simplicity, the integrals appearing in the $I^1_s$, are assumed to be functions of the centerline velocity defect alone which is $(w_c - S)$, if we define $S(x) = w_c (x) H(x)$. This assumption is a good one only if $H$ is very much smaller than one and, in general, the solutions to the local Rayleigh equation will depend on both parameters and so do the integrals. The details are given in Appendix C and only the results of the calculation will be presented here.

In this case, one additional initial condition $S_0$, or $H_0$, at
\( x = \xi_0 \) must be given. The initial values have been obtained at \( \xi_0 = 0.1 \), where the measured distribution is very close to the calculation of Goldstein, by finding the set of \( w_c \) and \( H \) which gives the minimum mean square error fit for the profiles of Goldstein. The values found are \( w_{co} = 0.63047 \) and \( S_0 = -0.00103 \). The initial value of \( E_u \) was taken to be \( 0.001 \) at \( \xi_0 = 0.1 \). Fig. 27 shows the result of the centerline velocity variation of this calculation together with the result of the previous two-parameter calculation for comparison. Fig. 28 gives the comparison of the variation of \( E_u \). The differences in both figures are quite small and seem to yield the same qualitative picture. The lower maximum fluctuation energy level reached in this calculation is favorable in view of the experimentally encountered magnitudes.

Fig. 29 gives the variation of \( S \) with \( x \) which terminates at \( x = 0.33 \) where \( S \) is approaching zero, since for \( S \) equal to zero, one of the governing equations is redundant and numerical difficulty results. The fact that \( S \) shows a rather peculiar variation and decreases rapidly to zero may be caused by the inaccuracy in the integral quantities in that region where the given frequency corresponds closely to the neutral solution of the local linear stability equation. Of course, it may also be an indication that a three-parameter mean velocity profile is no longer needed as to be expected when the additional interaction effect is diminishing.

The extraordinary mean velocity distributions observed may be somewhat understood if we rewrite Eqn. (4.18) as
\[
\frac{1 - \bar{u}(x, y)}{w_c - S} = e^{-ky^2} \left[ 1 + \frac{S}{w_c - S} 4ky^2 \right]
\]  
(4.18a)

where \( k = 0.69315 \). Fig. 30 shows a plot of \( S/(w_c - S) \) vs. \( x \). The region of large, negative \( S/(w_c - S) \) may be realized as to where the overshoot in velocity may be observed. However, the magnitude obtained in the calculation seems to be too small to have a noticeable overshoot as observed experimentally.

Again, the comparisons presented here give only a qualitative indication of the effect which seems to be small. The calculation using a two-parameter representation of the integrals is needed before any definite statement about the effects of non-Gaussian mean flow can be made.
5. Effects of the Second Harmonic; Case B

Because of the nonlinear terms $\chi_1$ and $\chi_2$ in Eqn. (3.4), the higher harmonics are generated and become of appreciable magnitude. Within the framework of the integral method, these higher order effects amount to an improved representation of the integrals $I_1$'s. In other words, the integrals are assumed to be given by

$$I_i(w_c, |A|^2) = \sum_{n=1}^{\infty} \overline{k}_{\text{in}}(w_c) |A|^{2n}$$  \hspace{1cm} (5.1)

The local-quasi-parallel flow treatment of Section 3.4 is only a method devised to evaluate the coefficients $\overline{k}_{\text{in}}$ as functions of $w_c$. 

**Case A**, considered in Section 4, has included $\overline{k}_{\text{II}}$ only. This section will study the effects of the second harmonic by including the coefficient $\overline{k}_{i2}$ partially. Physically, when the second harmonic is included, referring to the schematic A, the additional processes $T_{12}, T_{2M}, T_{M2}$ are introduced which modify the processes $T_{1M}$ and $T_{M1}$ as well.

From Eqn. (3.30), including the second harmonic, the fluctuating quantities are represented by

$$u^* = [A(x) f_0'(y^*) e^{i\theta} + A^2 g_0(y^*)e^{i2\theta}] + \text{conj}$$

$$v^* = -i \left\{ [A(x) a^* f_0(y^*)e^{i\theta} + 2a^* A^2 g_0 e^{i2\theta}] - \text{conj} \right\}$$  \hspace{1cm} (5.2)

$$p^* = [A(x) p_{10}e^{i\theta} + A^2 p_{20}e^{i2\theta}] + \text{conj}$$

g_0(y^*) satisfies Eqn. (3.29) which, after using Eqn. (3.11), can be written as
\[ (U^*-\overline{c}) \left( \frac{d^2}{dy^*Z} - 4a^* \right) g_0 \frac{d^2U^*}{dy^*Z} g_0 = \frac{f_0'}{2} \frac{d}{dy^*} \left( \frac{U^*'}{U^*-\overline{c}} \right) \]  

(5.3)

where \( \overline{c} \) is again given by (4.3). The boundary conditions are

\[ g_0(0) = 0 \]

\[ g'_0(\infty) + 2a^*g_0(\infty) = 0 \]  

(5.3a)

The method of solution is also given in Appendix A. In general, no particular difficulty is involved in getting the solution for \( g_0 \) when \( f_0(y^*) \) is known from solving (4.2). However, as \( \overline{c}_i \) (or \( a^*_i \)) approaches zero, singularity exists in the flow as discussed in Section 4. Therefore, the viscous terms, which have been neglected in obtaining (5.3), must be included when \( a^* \) is small in order to avoid excessive errors in the solutions. However, as discussed briefly in Appendix A, the inclusion of the viscous terms will make the numerical calculations much more difficult. Thus, aiming at a primitive and qualitative investigation of the non-linear mechanisms in a wake, the numerical calculations will be carried out using the inviscid equation only.

Inevitably, this approximation limits the calculations to values of \( a^*_1 \) away from the neutrally stable case, and some unknown errors are introduced in the evaluation of the integrals when \( a^*_1 \) becomes small. This fact should be kept in mind when the numerical results of this section are discussed.

\[ \uparrow \text{Or alternatively, a close approximation to the true solution may be obtained by taking an appropriate contour in the artificial complex plane for small } \overline{c}_i. \]
Using the present cascade model for the local generation of the higher harmonics, the effects are reflected through the representations of the integral quantities $I_1$. They are now modified to

$$I_1 = k_1 |A|^2 + k_{1g} |A|^4$$  \hspace{1cm} (5.1a)

where the $k_1$'s are the contributions from the fundamental as given by (4.7a) and $k_{1g}$'s are the corrections to the integrals because of the presence of the second harmonic. They are given by

$$k_{1g}(w_c) = \int_0^\infty |g_0'|^2 \, dy^*$$

$$k_{2g}(w_c) = 4 \left| a^* \right|^2 \int_0^\infty |g_0|^2 \, dy^*$$

$$k_{3g}(w_c) = \int_0^\infty U^* |g_0'|^2 \, dy^*$$

$$k_{4g}(w_c) = \int_0^\infty 4 \left| a^* \right|^2 U^* |g_0|^2 \, dy^*$$

$$k_{5g}(w_c) = \int_0^\infty y^* \frac{dU^*}{dy^*} \left( |g_0'|^2 - 4 \left| a^* \right|^2 |g_0|^2 \right) dy^*$$

$$k_{6g}(w_c) = -2i \int_0^\infty \frac{dU^*}{dy^*} (a^*g_0g_0' - a^*g_0g_0') dy^*$$

$$k_{7g}(w_c) = \int_0^\infty (g_0^p_{20} + \tilde{g}_0^p_{20}) \, dy^*$$

$$k_{8g}(w_c) = -\int_0^\infty \left[ 4(a^* + a^*)^2 |g_0'|^2 + 4 |a^*|^2 |g_0|^2 \right] \, dy^*$$

$$ + 2 \left| g_0' \right|^2 + 8 \left| a^* \right|^2 |g_0|^2 \right] \, dy^*$$

$$k_{9g}(w_c) = 3 \int_0^\infty \left( f_0^2 \tilde{g}_0^2 + \tilde{f}_0^2 g_0^2 \right) dy^* + 4 \left| a^* \right|^2 \int_0^\infty \left( f_0 f_0 \tilde{g}_0^2 + f_0 \tilde{f}_0 g_0 \right) dy^*$$

$$- \int_0^\infty \left( a^* \frac{f_0^2}{2} \tilde{g}_0^2 + a^* \frac{\tilde{f}_0^2}{2} g_0^2 \right) dy^*$$
When the magnitude of $|A|^2$ increases, the effect of the second harmonic is expected to appear. The relative magnitude of $k_{1g}/k_1$, to be determined from the numerical calculations, will decide the magnitude of $|A|^2$ at which the effect of the second harmonic may not be ignored. Since this ratio is a function of $w_c(x)$, the development of the second harmonic and its effects on the mean flow are not completely linked to the first harmonic as being usually criticized.

The definition for $A$ remains unchanged by imposing (4.8), which is now interpreted as the total non-dimensional energy of the fundamental fluctuation. The governing equations can be reduced to the same form as Eqns. (4.10) with the functions $K_{ij}$ modified by the additional terms in the integrals. The solutions can be obtained without much difficulty with given initial conditions at $\xi_0$ similar to case A.

The inclusion of the second harmonic in the representation for the fluctuation requires the solution of $g_0(y^*)$ for evaluating the additional integrals $k_{1g}$. With the solution of $f_0$ obtained, the forcing function on the right hand side of Eqn. (5.3) may be readily calculated. Figs. 31a-e show a few examples of the variation of the forcing function $F$ with $y^*$ using $w_c$ as the parameter, where $F$ represents the RHS of Eqn. (5.3). It is apparent that the forcing function becomes more concentrated and highly oscillating when the values of $w_c$ approach the one which gives the neutral solution locally. As discussed previously, the use of the local inviscid equation, which is singular at the critical point for the neutral case, may induce a
large error in the solution near this region. Nevertheless, the solutions have been attempted as close to the neutral solution as possible.

Figs. 32a-h give a few typical results of the solution $g_0$ and its derivative. The integrals $k_{i\sigma g}$ are then evaluated and tabulated on Table III. The comparatively rapid increase in the relative magnitude of all the integrals near $w_c = .16$, where $\alpha_i$ is very small, is believed to be a result of the inaccuracy in obtaining $g_0$ and its derivatives.

Fig. 33 gives a comparison of the calculated $w_c$ of the present case to case A at $R = 2 \times 10^5$. The agreement between cases A and B is very good in the initial stage of the wake. This agreement is expected because of the domination of the fundamental mode in this part of the wake. The solution curves start deviating from each other when the magnitude of the second harmonic becomes noticeable in the latter portion. The smoother variation in $w_c$ is somewhat surprising since we intuitively expect the inclusion of the second harmonic will tend to extract more energy from the mean flow and, therefore, a faster decay of $w_c$. The possible explanation can be seen on Fig. 34 where the variations of the magnitude of the terms in Eqns. (4.15) are plotted for both cases A and B for comparison. The introduction of the second harmonic has apparently modified the relative magnitude of the various terms in Eqns. (4.15). This modification results in a lower peak value of the main energy transfer term $T_{RM}$ and, hence, a smoother variation of the mean flow. However, the qualitative nature seems to remain unchanged.
The large difference in the magnitude of $T_{Vf}$ is believed to be an error in calculating the viscous dissipating integral, $k_{8g}$, which will be further discussed later.

Fig. 35 gives the variations of the averaged energy in the fundamental component, $\mathcal{E}_{uf}$, and the second harmonic, $\mathcal{E}_{u2f}$. Again, we are unable to compare this result with the experimental data. However, the calculation shows that the magnitude of the fundamental mode first reaches a peak and then decreases while the magnitude of the second harmonic is still increasing. The magnitude of the second harmonic will reach its maximum at a distance further downstream. Referring to the results of Sato-Kuriki shown in Fig. 1, this behavior seems to agree perfectly with the experiment, and if the two arbitrary scales used on that figure were comparable, even the ratio of the two maximum magnitudes would have been nearly correct. This result will help to explain the intuitive expectation of concurrent development if the second harmonic is solely generated by the non-linear interaction of the fundamental mode with itself. It is clear now that the variation of the mean flow serves as a mechanism for redistributing the energy contents not only between the two components of velocity, but also between the various fluctuating modes. This result is evidence that, in the present formulation, the higher harmonics are not strictly linked to the lower ones. In other words, the present theory does take into account the direct interaction between the higher harmonics and the mean flow, e.g., the process $T_{M2}$ indicated in the schematic A.
Fig. 36 shows the comparison of the variations of the total energy density $E_T$ for cases A and B. Fig. 36a gives the corresponding variations of the integrated energy in the fundamental mode. The variations of $E_T$ are practically identical in the front portion. The higher peak of $E_T$ reached when the second harmonic is included justifies the intuition that more energy is taken from the mean flow and fed into the fluctuations. This fact may seem to be a contradiction to the result of Fig. 34. The explanation is again given by the higher order differences between $E_f$ and $E_T$, and also between $E_m$ and $w_c$. The fairly rapid decrease in $E_T$ and $E_{uf}$ at larger $x$ for case B, as compared to the result of case A where a nearly constant value is maintained, is a consequence of the large magnitude of the viscous dissipation term $T_{Vf}$ shown in Fig. 34. This difference is more prominent when the non-dimensional energy of the fundamental mode, $A_{uf}$, is plotted in Fig. 36b for the two cases.

The variation of $|A|^2$ is shown on Fig. 37. The maximum has decreased from case A by more than half. The inclusion of the higher harmonics is expected to cause a further decrease of the maximum of $|A|^2$, although it is not of much concern to the truncational approach adopted here.

The general behavior of the disturbance when the second harmonic is included shows a fairly rapid decrease in magnitude to a much smaller value than the result of case A. This behavior is believed to be caused by the fact that the viscous dissipating integral, $k_8 g$, which requires the evaluation of the second derivative of $g_0$, is
subjected to maximum possible numerical error when the viscous
terms are ignored in the local disturbance equation. The evidence
of this statement may be seen from the rapidly growing magnitude of
$k_{8g}$ in Table III for small $w_c$ and also from Fig. 34. Another clue to
support this conjecture is furnished by the result of Section 4.2.5.
It was found there that the viscous dissipation term $T_{Vf}$ had a rela-
tively small effect on the solutions. Two numerical computations
are now performed to study this effect. One result is obtained by
setting $I_8 \equiv 0$ which ignores the viscous dissipation terms in the fluc-
tuation energy equation completely; the other keeps the contribution
from the fundamental mode to the $T_{Vf}$ term by setting $k_{8g} \equiv 0$ only.
The results are presented in Figs. 38 and 39a-c. Fig. 38 shows
the effect on the $w_c$ variation that seems to be quite small especially
when $k_8$ is left in the equation to account partially for the viscous
damping effect. However, the effect on the integrated fluctuation
energy is quite large, as shown on Figs. 39a-c, particularly at
larger $x$.

By comparing the results, it may be seen that the effect of
the viscous dissipation term due to the harmonic component, $k_{8g}$,'is negligible for $x < 0.2$. But for large $x$, because of the inaccuracy
in evaluating the integral $k_{8g}$ at the corresponding values of $w_c$, the
effect of $k_{8g}$ is hard to assess correctly. A crude approximation is
to assume the effect of $k_{8g}$ is always small and may be neglected.
Then the result obtained should be more representative except in the
final stage where the corrections due to $k_{8g}$ will undoubtedly modify
the solutions. The exact effect of this approximation can only be
estimated after the integrals are correctly evaluated by solving the local viscous equations.

It is also interesting to note that, assuming the actual solution is closely represented by the approximate result when \( k_{8g} \) is set to be identically zero, the relative variation of \( E_{uf} \) and \( E_{u2f} \), shown in Figs. 39a and c, is quite similar to the measured results of Sato-Kuriki. The relative maximum magnitude of the second harmonic to the fundamental component may seem to be slightly too high but is expected to be modified when the correction to the fundamental mode is included as considered in Appendix F.
6. Summary and Concluding Remarks

Based on the comparison of the numerical calculations with the experimental data discussed in Sections 4 and 5, the following concluding remarks may be drawn:

1. In spite of the assumptions made in the present theory and the approximate methods of solution, the present approach does seem to bring out the essentials of the non-linear interacting mechanisms in a laminar wake.

2. The theory shows that the relatively fast break-away of the mean flow velocity along the wake axis from the steady laminar case and, therefore, the rapid growth of the wake width observed experimentally in the transition region are the consequences of the non-linear effects induced by the finite amplitude disturbances.

3. The effects of the free stream Reynolds number on the transition (defined as deviation from a steady laminar solution) can be predicted and agree quite well with the experiments.

4. Two main non-linear mechanisms are responsible for the transition of the wake from one laminar state to another. They are,

   (a) the interaction between the mean flow and the fluctuation through the mean Reynolds stresses, and

   (b) the generation of the higher harmonics and the modification of the lower ones caused by the non-linear interaction between modes.
Based on the numerical results by introducing the above-mentioned effects successively, the first mechanism seems to play the dominant role in explaining the experimentally observed mean flow and fluctuation variations. The inclusion of the second harmonic and the modification of the fundamental mode do not alter the qualitative behaviors except to provide the relative development of the fundamental and the second harmonic. The relatively small influence of the higher harmonics in the early stage of transition, where the amplitude of fluctuation is small, is understandable in view of the power series expansion in the amplitude $A$ assumed for the solution of the local stream function. However, it is somewhat surprising that their effects do not show up in the calculated results as the fundamental mode approaches the local neutral solution, because, near the equilibrium region, the calculation indicates that the mean flow remains practically unchanged and the local eigenvalues are very close to the neutral solution. The strictly parallel flow analysis of Stuart and Watson should be a good approximation to this situation. In their terminology, it corresponds to a supercritical case where the fluctuation, being amplified according to the linear theory, will approach a new equilibrium amplitude when the higher order terms are included. In view of
the definite role of the second mechanism played in their analysis, we intuitively expect to observe a larger effect on the solutions than we have obtained. The reason that the effect is not prominent even after the first mechanism weakens may be a result of the present approximate numerical approach. However, this speculation will have to be justified after a more accurate calculation being carried out.

(5) The experimentally observed neck-down of the wake, accompanying reacceleration of the mean flow, is not predicted by the present model (refer to Fig. 1 around \( x = 70 \text{ mm} \)). These phenomena may be a result of the static pressure distribution induced by the rapid growth of the wake in the non-linear region. To answer this question, a model including the interaction between the growth of the wake with its external flow will have to be taken into consideration. Methods for including this effect for the mean flow in a steady incompressible wake have been outlined by Alber. (35) The basic idea there is, again, the use of the integral moment method which is in line with the present formulation. Therefore, it should be feasible to incorporate this effect into the present analysis.

(6) The calculations show that the general behavior of the variations of the magnitude of the fluctuations, including
both the fundamental and the harmonic modes, is in accord with the relative variations observed experimentally and has been considered as "abnormal" in view of the linear stability theory. However, no quantitative experimental data is available for comparison, although the maximum magnitude calculated seems to be higher than the expected value in this type of flow. It is felt that the static pressure gradient induced or caused by the experimental environment may be responsible for this discrepancy. A numerical study of this effect is presented in Appendix E. The results obtained there give the indication that the effect of the static pressure gradient does reflect strongly on the magnitude of the fluctuations.

In conclusion, the approach proposed here, despite its simplicity, does seem to provide the correct model for the wake flow in the transition region where three-dimensional effects may still be neglected. The method of solution provides a mean for extending and applying the classical hydrodynamic stability theory to a real problem. The strong interaction model of the present theory is preferable to the weak interaction model of Stuart and Watson because of the following reasons:

i) It is capable of treating problems having large deviations in mean flow from the steady laminar case.

ii) It accounts for the divergence of the mean flow and gives
the results of Stuart and Watson in the limit of parallel flows.

iii) Since the integral method is used, the details of the distribution of the fluctuation are not vital in the analysis. Therefore, truncation of the local series representation of the fluctuation does not require a strict convergence of the solution. Hence, disturbances of much larger amplitude than those allowed in the theory of Stuart and Watson may exist in the present theory. This absence of limitation in the magnitude of the fluctuation is certainly desirable for practical applications.
7. **Future Work**

In view of the success of this approach, further work is suggested for the following three reasons: (i) to clear up the remaining uncertainties caused by the approximations made in the present numerical treatments; (ii) to study some additional effects on the transition mechanisms of the wake; (iii) to extend the present approach to problems of similar nature.

(i) From the discussions of the last section, there remain a few immediate tasks, mostly numerical, to provide the required answers to those uncertainties.

(a) The use of the full viscous Orr-Sommerfeld operator instead of the inviscid Rayleigh operator for the calculations of \( f_0, g_0 \) and \( f_1 \). This calculation will provide the correct integrals up to case B considered here as we have discussed previously. The numerical difficulties involved are mentioned in Appendix A and the method of a viscous bridging solution discussed in Appendix D may be used. Completion of this work should settle the effect of the second harmonic completely using the truncational approach.

(b) The calculation of \( f_1 \) near \( \alpha_1^* = 0 \) using the reformulation of Appendix F to provide the complete correct integral functions appearing in the \( \mathcal{I}_1 \)'s as functions of \( w_c \) over the whole range of interest. This result will provide the correct estimate of the effects of \( f_1 \) we set out to study in case C discussed in Appendix F.
(c) Using a formal three or more mean flow parameter approach by calculating the integrals as functions of those parameters. This effect may be significant as we mentioned previously. No essential difficulties are encountered in this work, but time and labor are certainly needed because of the lengthy algebra involved.

(d) The effect of the local-quasi-parallel flow approximation. The leading effect can be obtained following the discussion of Appendix B. It may be noted that the effect only appears on the determination of $f_1$ and the higher order terms.

(e) The inclusion of the non-linear interaction of the growth of the wake with the external flow.

(ii) (a) Using the present method of approach, an interesting study on the interaction between modes with non-commensurable frequencies may be made. Sato and Kuriki have shown experimentally that when an artificial disturbance at different frequency from the natural one is introduced, it shows a "suppressing effect" on the natural disturbance (Fig. 24 in Sato-Kuriki's paper). This type of interaction is interesting in the sense that it may provide the explanation as to why only a nearly single frequency fluctuation exists in the initial stage of the wake. This study requires an additional governing equation for the amplitude of the additional fluctuation. In the first approximation, they are independent and each
may be required to satisfy the integrated fluctuation energy equation. The interaction between them is provided through the mean flow. Since the main energy transfer mechanism is proportional to the square of the amplitude of the disturbances, if one disturbance has more energy initially (therefore a larger amplitude), it will absorb a larger portion of the energy taken from the mean flow which consequently makes it grow faster than the other. This self-propelling process will soon make this frequency completely dominate the other one.

(b) The discussion given above does not apply when two or more frequencies at integer multiples of each other exist initially in the wake. Then resonance will occur which will undoubtedly have a much larger effect than the cascade-generated higher harmonics discussed here. Again additional equations are needed for the additional unknown amplitudes. In this case, we will have to use the higher moment equations of the fluctuation or some other physically meaningful equations.

It will be interesting to consider the case where a frequency corresponding to the maximum local amplification rate exists simultaneously with another one at half of this frequency at the beginning of the wake. Both have a comparable magnitude initially. From the numerical results obtained for the present single-frequency
case we have learned that as the flow proceeds downstream the fundamental mode is driving toward the neutral solution. Therefore, when another disturbance at half the frequency exists, it will be near the maximum amplification rate according to the linear stability theory when the fundamental mode is approaching zero amplification rate. The complete non-linear interaction will be very interesting not only because of this feature but also because of the beating effect. This type of study of interaction between various frequencies may serve as a guide to the occurrence of turbulence.

(iii) Using the same idea, several practically important problems of transition involving the interaction of the disturbances with a laminar mean flow may be considered. The following gives a few possible applications.

(a) Study of the non-linear stability of an oblique wave to find out if there is an equivalent to the Squire theorem in the linear stability theory. Also it would be of interest to study the role of the oblique waves when they appear simultaneously with the plane wave in the wake. Because of the varying wake widths experienced by the front of the oblique wave, their interaction with each other and with the mean flow should show some very interesting phenomena.
(b) Consideration of a three-dimensional disturbance. Although the present approach is dealing with the laminar wake, it is hoped that certain clues as to the origin of turbulence may be found. In that respect, a study of the stability of three-dimensional disturbances is essential since turbulence is basically three-dimensional. Besides, the consideration of the three-dimensional disturbance should extend the region of validity of the present approach in regard to the simulation of experimental or practical situations.

(c) Applying to the axisymmetric wakes. Here the fundamental frequency seems to play a dominant role and also has greater practical significance.

(d) Extension to the compressible wakes. Experimentally, similar structures in the transition region from laminar to turbulent have been observed in a compressible wake.\(^{41,42}\) The effects of the additional fluctuation of temperature or density on the stability of the wake and the interaction with the compressible mean flow should be investigated.

(e) Considering cases with the initial fluctuation having a continuous energy spectrum. In the case of the compressible wakes, experimentally, a spectrum of frequencies dominates instead of a single frequency as being closely approximated in the incompressible case. A
new approach should be formulated to handle this type of fluctuation. It is not clear at the present time as to how to proceed with this project. The generalized group velocity concept used successfully in the water-wave theory (e.g., Whitham) may find some application here. In the present approach, it has basically assumed a slowly varying wave train, with fixed frequency but varying wave number, travelling in a slowly varying mean flow. The generalization to a slowly varying frequency will be able to include this effect. However, the present system is not conservative, which may form some additional difficulties in applying the method. This line of thinking is still primitive and requires a more sophisticated consideration.

(f) Unsymmetric wakes. Experimentally, it has been observed that the wake becomes exceedingly unstable when the symmetry is destroyed. A study of the stability of a disturbance in the wake with an asymmetric mean flow is needed.

(g) Application to other types of flows without boundaries such as jets and mixing layers.
Appendix A

Numerical Method of Solution of the Differential Equations

Since only the inviscid equations are used in performing the numerical integration in the present study, the discussion given here will be restricted to the inviscid second order operator. Difficulty in numerical integration of the viscous equations because of large $R$ has been discussed by various investigators (e.g., refer to Batchov and Criminale). Special techniques are needed to obtain numerical solution even with the modern computer capacity. Only a brief discussion on the possible techniques is given at the end of this appendix. We will first describe the method used for solving the homogeneous Rayleigh equation; the determination of the eigenvalues as well as the eigenfunctions. The method for solving the differential equation for $g_0$ and $f_1$ with known forcing terms on the right is then given in Section (A-2).

A-1) Rayleigh Equation

The methods of solution of the inviscid Rayleigh equation (4.2)

\[
(U* - c) \left( \frac{d^2}{dy^2} - \alpha^2 \right) f_0 - \frac{d^2 U*}{dy^2} f_0 = 0
\]  

(A.1)

with the homogeneous antisymmetric boundary conditions

\[
f_0'(0) = 0; \quad f_0'(\infty) + \alpha f_0(\infty) = 0
\]  

(A.2)

have been reported elsewhere. As to the present specific problem for an incompressible wake behind a flat plate, the numerical method of solution developed by L. Mac (e.g., refer to (43)) for a compressible boundary layer, modified by T. Kubota for a compressible
wake, is further simplified for the present incompressible case. Certain modifications have been made in order to perform the required spatial mode calculations. The method of solution is briefly described as follows:

It is first desirable to indicate the dependence of the eigenvalues and the eigenfunctions of Eqn. (A.1) on the local mean flow quantities when the shape of the mean velocity, $U^*(y^*)$, is given. With $a^* = a_r^* + i a_i^*$, a simple manipulation shows

\[
\begin{align*}
\frac{v_r}{w_c} &= \frac{1}{w_c} \left( 1 - \frac{\omega b}{|a^*|^2} a_r^* \right) \\
\frac{v_i}{w_c} &= \frac{\omega b}{w_c} \frac{a_i^*}{|a^*|^2}
\end{align*}
\]  

(A.3)

where $\omega$ is the given non-dimensional frequency of the fundamental disturbance. Therefore, with the approximation that $b = b(w_c)$, the remaining task is to obtain the eigenvalue $a^*$ and the corresponding eigenfunction $f_0(y^*)$ for each given value of $w_c$.

Eqn. (A.1) can also be written as a pair of first order ordinary differential equations of the form

\[
\begin{align*}
\frac{dp_{10}}{dy^*} &= a^* \left( U^*-c \right) f_0 \\
\frac{df_0}{dy^*} &= \frac{1}{U^*-c} \left( \frac{dU^*}{dy^*} f_0 + p_{10} \right)
\end{align*}
\]  

(A.4)

The boundary condition at the axis is

\[ p_{10}(0) = 0 \]  

(A.5)
and the corresponding condition as \( y^* \to \infty \) can be immediately deduced from the equation to be

\[
f_0 \to \text{const} \cdot e^{-a^* y^*}
\]

and then

\[
f_0' \to -a^* f_0 \quad (A. 6)
\]

\[
p_{10} \to c a^* f_0
\]

The numerical integration is then started at some large value of \( y^* \), say \( y_0^* \), where (A. 6) is a good approximation (i.e., where \( \frac{d^2 U}{dy^*} \) and \( \frac{dU^*}{dy^*} \) are vanishingly small). Because of the homogeneity of the system, we set

\[
f_0(y_0^*) = 1.0 \quad (A. 7)
\]

to make the solution definite.

For a given set of \( a_i^* \) and \( a_i^* \), there will be no difficulty in integrating the equation to \( y^* = 0 \) when the corresponding \( c_i \) is not small. In general, a non-zero \( p_{10} \) will be obtained at \( y^* = 0 \) for an arbitrary set of \( a_r^* \) and \( a_i^* \). In order to satisfy the boundary condition \( p_{10}(0) = 0 \), a set of eigenvalues must be found. For this purpose, the linear search method discussed by Mac is used. The method requires a simultaneous integration of the differential equations which yield the variations of the dependent variables as the eigenvalue varies. They may be easily obtained by differentiating Eqn. \( (A. 4) \) with respect to \( a^* \), which gives,
\[
\frac{d}{dy^*} (p_{10, a^*}) = a^{*2} (U^* - \overline{c}) f_0, a^* + \left[ 2 a^* (U^* - \overline{c}) - \frac{\omega^*}{w_c} \right] f_0
\]

\[
\frac{d}{dy^*} (f_0, a^*) = \frac{1}{U^* - \overline{c}} \left( \frac{dU^*}{dy^*} f_0, a^* + p_{10, a^*} \right) + \frac{\omega^*}{w_c a^{*2}} \left( \frac{dU^*}{dy^*} f_0 + p_{10} \right)
\]

(A. 8)

where the subscript a* indicates partial differentiation with respect to a*.

The "initial" condition at y* = y_δ* for Eqn. (A. 8) are

\[
p_{10, a^*}(y_δ^*) = \overline{c} + \frac{\omega^*}{w_c a^*}
\]

(A. 9)

\[
f_0, a^*(y_δ^*) = 0
\]

Eqns. (A. 4) and (A. 8) are then integrated simultaneously on the IBM 7094 computer toward y* = 0 with the initial values at some large station y_δ* given by (A. 6) and (A. 9). The boundary condition (A. 5) is not satisfied in general for an initial guess of the eigenvalues a_r^* and a_i^*. A new set of a_r^* and a_i^* is then obtained by solving

\[
p_{10}(0) = p_{10, a^*}(0) \Delta a^*
\]

(A. 10)

for the correction ha*. The values of p_{10}(0) and p_{10, a^*} are taken from the results of the last integration. This is a complex algebraic equation, which may also be written as

\[
p_{10r}(0) = (p_{10, a^*})_r \Delta a^*_r - (p_{10, a^*})_i \Delta a^*_i
\]

(A. 10a)

\[
p_{10i}(0) = (p_{10, a^*})_i \Delta a^*_r + (p_{10, a^*})_r \Delta a^*_i
\]
With this estimated correction to the eigenvalues, the integration can be restarted at $y_6^*$. This procedure is repeated until both $a_r^*$ and $a_i^*$ converge. With a fairly good initial guess of the eigenvalues, this search procedure for the eigenvalues converges in a few iterations. The eigenfunctions $f_0$, as well as its derivatives and the required integrals for the present investigation are then calculated. The complete calculation, including iterations, takes about thirty seconds or less for a step size of 0.05 with $y_6^* = 5.5$.

In the case of a small $c_1$, the existence of a simple pole at the point $y_c$ where $U^* = \overline{c}$ (critical point) prevents a straightforward numerical integration along the real $y$ axis. However, as shown by Lin (32) and used by Zaat (45) and Mac (43), we can get around this difficulty by changing the integration contour to an indented one on the artificial complex $y^*$-plane (Fig. A-1). This is done by analytically continuing the mean velocity $U^*$ and its derivatives into the complex $y^*$-plane by using a truncated Taylor series expansion (up to the third order) around the point $y_c$ where $U^* = \overline{c}$. Details of the method may be referred to Mac.

For the cases of highly amplified solutions, the point $U^* = \overline{c}$ located far above the real $y^*$-axis, the integration starts at $y_6^*$, and
proceeds directly to \( y^* = 0 \) (i.e., set \( y_2 = 0 \)). But, for the near neutral and all the damped disturbances, an indented contour as shown in Fig. A-1 will be taken. The size of the indentation has been somewhat arbitrarily taken to keep the integration path a few integration step sizes away from the location of the critical point. The contributions of this indented contour to the integrals have been evaluated by calculating the integrals for several different values of \( (y_1 - y_3) \) and extrapolating to zero. Therefore, the values of those integrals for the damped disturbances are of less accuracy than the others. Luckily, it turns out that they are not essential to the present investigation as indicated in the numerical results. If higher accuracy is needed, the integration of the full viscous Orr-Sommerfeld equation will have to be performed.

A-2) The Inhomogeneous Differential Equations

The governing differential equations for \( g_0, f_1 \) and the higher order terms in the expansion for the disturbance are of the form (when the viscous terms are included)

\[
(L_I + \frac{1}{R} L_V) \varphi = F
\]  

(A.11)

where \( L_I \) is the second order linear inviscid operator and \( L_V \) is the fourth order linear viscous operator. \( F \) is a known forcing function and \( \varphi \) is the unknown. The solutions of (A.11) are subjected to the corresponding homogeneous boundary conditions (symmetric or antisymmetric).

In the present numerical calculations, the viscous terms have been neglected by assuming large Reynolds number flow which makes
(A.11) a second order equation. Thus, the method of solution is to obtain two linearly independent solutions to (A.11), say $\varphi_1$ and $\varphi_2$, which satisfy the boundary condition at $\infty$. The complete solution to (A.11) is then obtained from a linear combination of these two, i.e.,

$$\varphi = K\varphi_1 + (1-K)\varphi_2$$

(A.12)

where $K$ is a complex constant to be determined by satisfying the boundary condition for $\varphi$ at $y^* = 0$. Numerically, the two solutions, $\varphi_1$ and $\varphi_2$, are obtained by two different sets of arbitrary given initial conditions at $y^*_6$.

This procedure, in general, provides the solution of the inviscid equation which is a close approximation to the solution of (A.11). However, when $\bar{c}_1$ is small, difficulties arise. Specifically, for the integration of $g_0$, the operator, $L_1$ is approaching zero but $F$ is not. This causes a large error in obtaining the solution for $g_0$ because of the difficulties in finding the two linearly independent solutions numerically. It is clear that this difficulty can be removed by including the viscous operator, $L_V$, at least near the critical layer, or taking an indented contour as shown in Fig. A-1. A different kind of trouble occurs for the integration of $f_1$ near the neutral case. As $\bar{c}_1$ becomes smaller, the complete operator on the left hand side of (A.11) approaches the homogeneous eigen-operator. Thus, the numerical solution will contain a large unknown contribution of the homogeneous solution which means resonance. As we have remarked in Appendix F, this is a consequence of the formulation. The alternate formulation discussed in section F.4 of Appendix F will have to be
A-3) **Viscous Operator**

From the previous discussions we learn that the inclusion of the fourth order viscous operator in Eqns. (A.1) and (A.11) is necessary if improved calculations are to be performed. Although we will not include this numerical calculation in the present work, it is desirable to point out briefly here some of the difficulties involved and the possible methods of solution.

The problem introduced by the viscous operator is not just a higher order system but rather the highly singular behavior due to the largeness of $R$. The existence of a rapidly growing homogeneous solution makes the numerical integration of the system a challenge to an applied mathematician in numerical analysis even with the help of the modern large capacity computers. Various attempts have been made to cope with these difficulties. The most successful one and commonly used is the suppression scheme of Kaplan. Either this scheme or a straightforward integration with double precision may be used.

Further details may be referred to the original paper of Kaplan or the book by Betchov and Criminale. The treatment of Eqn. (A.11) in the case of Poiseuille flow has been reported recently by Reynolds and Potter using the scheme of Kaplan. An alternative analytical approach to include the viscous effect near the critical layer is suggested in Appendix D.
Appendix B

Examination of the Approximation Made in the Local Parallel Flow Assumption

The use of the two-length scale concept in Section 3 that leads to a local parallel flow treatment for the disturbances, has simplified the analysis. But, from the calculated results, we learn that the wake in fact grows quite rapidly in the non-linear region. Therefore, it is necessary to examine in some detail the implications of the assumptions which lead to Eqns. (3.20). This may be achieved by examining the terms neglected in Eqns. (3.19).

The terms multiplied by $R^{\frac{1}{2}}$ in Eqns. (3.19) may be grouped into two types: the Laplacian terms which arise from viscous effect, and the remaining terms ensuing as a result of the non-parallel mean flow. When the non-linear interaction between the mean flow and the fluctuation is not important, they are of the same order and appear together as the viscous correction terms to the inviscid Rayleigh equation in the linear case. This fact has been pointed out by S. I. Cheng\(^{(46)}\) in 1953 and may be easily seen in Eqns. (3.19), e.g.,

$$(R^{\frac{1}{2}} \bar{v}) \sim O(1).$$

However, this type of correction is not of much concern to the investigation here. This is because we have shown in the previous analysis that these terms can in fact be completely ignored for most cases except near the neutral solution of the linear stability theory. When the non-linear interaction is included, a different nature of approximation is involved in neglecting terms of the second types. It may be found immediately that the leading terms on the
The first term on the right represents the laminar viscous dissipating effect which is $O(1)$, and the remaining terms represent the Reynolds stresses which are important in the non-linear region and are of the order $(|A|^2 R^2)$. It is therefore clear that the terms ignored in the local parallel mean flow assumption are of the order

$$R^{-\frac{1}{2}} \frac{dw_c}{dx} \sim O(R^{-\frac{1}{2}}) + O(|A|^2) \quad (B.2)$$

The first term will modify the viscous correction term in Eqns. (3.19) and may be ignored in the present high Reynolds number consideration. However, the correction appearing as $O(|A|^2)$ will have certain effects on the present investigation in view of the expansion in amplitude assumed for the local stream function. But, this correction will not affect the determination of $f_0$ and $g_0$ because of the appearance as $O(|A|^2)$. The first term in the expansion being affected by this

\footnote{Similar estimates may be obtained by using Eqn. (2.3) of Section 2A, which gives the leading order terms without using Eqn. (B.1).}
correction is \( f_1 \), the correction term to the fundamental. To include this effect in the local calculation of the disturbance, a possible method of solution is briefly proposed in the following.

Guided by the discussions leading to Eq. (B.2), we let

\[
R^{-\frac{1}{2}} \frac{dw_c}{dx} = w_0(x) R^{-\frac{1}{2}} + \sum_{j=1}^{\infty} w_j(x) |A|^{2j} \tag{B.3}
\]

The coefficient \( w_0(x) \) may be taken as zero because of its small effect on the local calculation discussed previously. And \( w_j \)'s may be obtained either from Eqn. (B.1) or a similar equation to (4.10). In general, \( w_j \)'s are functions of \( w_c \) only when \( b \) is linked to \( w_c \) by Eqn. (4.6). Incorporating the expression (B.3) with the expansion (3.26), we find that the governing equations for \( f_0 \) and \( g_0 \) remain unchanged and their solutions may be obtained as discussed previously. The equation for \( f_1(y^*) \) will now include the coefficient \( w_1(x) \) of Eqn. (B.3). However, it may be shown from the equation for \( w_c \) that \( w_1(x) \) is a function of \( w_c \) and the integrals of \( f_0(y^*) \) only. Therefore, with \( f_0 \) known, \( w_1 \) is completely determined in terms of \( w_c \). Thus, the solution of \( f_1(y^*) \) may be determined with \( w_1 \) modifying the forcing terms. Similarly, \( w_2(x) \) will only need the determination of \( g_0 \) and \( f_1 \) which can then be used for higher order calculations. The complete expansion solution can, in principle, be determined in this step-by-step manner. The actual effect on the calculation of the mean flow and the growth of the disturbance through the modification of the integrals involving \( f_1 \) will have to be determined numerically.

It should be pointed out here that although this effect is of the
same order as the one discussed in Appendix F for the near neutral solutions, they are of a completely different character. In Eqn. (3.27), the coefficient $a_m$ is not completely determined when they appear in the equation. For example, $a_1$, which appears in the equation for $f_1$, cannot be determined from the integral equations, since the terms contributing to $\overline{a_1}(x)$ in Eqn. (4.16) involve certain integrals of $f_1$ and, moreover, $\overline{a_1}$ is not identical to $a_1$. Therefore, the $a_m$'s may either be set as zero when $a_1^*$ is large or be determined from the method of Appendix F for the local disturbance calculation. On the other hand, the $w_1$'s are completely known functions of $w_c$ when they appear, and their appearance does not prevent the resonance from occurring. If desired, both effects can be included simultaneously, using the methods outlined.

It should also be pointed out that the relation of $f_1$ to the velocity components would be modified in this formal approach, because of the terms on the RHS of the first equation of Eqn. (3.19).
Appendix C

Approach for Using a Multi-Parameter Mean Velocity Profile

For certain purposes, the shape assumption (3.11) for the mean velocity may have to be relaxed to allow for a closer approximation to the actual mean velocity distributions. The use of a more general formula (3.12) can in principle be treated with the integral approach suggested here without any conceptual difficulties. The additional governing equations required may be obtained from the higher moment equations. It is to be expected that a higher degree of flexibility in the representation of the mean velocity profile will improve the accuracy of the present approach. However, the increasing numerical work prevents further study along this line.

Instead, we will indicate briefly in the following the approximate method of solution when the mean velocity profiles deviate only slightly from the expression (3.11).

The mean velocity distribution is assumed to be represented by the form

\[ W(x, y) = \frac{1}{w_c(x)} \left( U_0(x, y) + H(x) \right) \]

where \( H(x) \) is the additional shape parameter which will be assumed to be small as compared to 1. Following previous formulation, three of the four governing equations needed are obtained from the integrated mean momentum equation, the first integral moment equation (the mean energy equation) and the fluctuation energy equation. They
are again given in the form of Eqns. (3.14a), (3.15) and (3.16) with the expressions for some of the integrals being modified by replacing $U^*$ by $W^*$ given by (C.1). The fourth equation may be taken to be the second integral moment equation which is obtained by multiplying the mean momentum equation (3.7) by $\bar{u}^2$ and integrating over $y^*$. This equation may be written in the form

$$\frac{2}{3} \frac{d}{dx} \left[ b w_c^3 (\beta_3 - \beta_5 w_c - 3w_c I_{10}) \right]$$

$$= w_c^4 I_{11} \frac{db}{dx} - b w_c^3 I_{10} \frac{dw_c}{dx} - b w_c^4 I_{12} \frac{dH}{dx}$$

$$- w_c^4 I_{13} - \frac{w_c}{Rb} \beta_6$$

where

$$\beta_5(H) = \int_0^\infty W^* dy^*$$

$$\beta_6(H) = \int_0^\infty W^* \left( \frac{\partial W^*}{\partial y^*} \right)^2 dy^*$$

$$I_{10} = \int_0^\infty W^* (u^* - v^*) dy^*$$

$$I_{11} = \int_0^\infty y^* W^* \frac{\partial W^*}{\partial y^*} (u^* - v^*) dy^*$$

$$I_{12} = \int_0^\infty U_1^* W^* (u^* - v^*) dy^*$$

$$I_{13} = \int_0^\infty W^* \frac{\partial W^*}{\partial y^*} u^* v^* dy^*$$
Thus, we have four equations for four unknowns, \( w_c(x), H(x), b(x) \) and \( |A|^2(x) \). The integrals, \( I_i \), are in general functions of all these four unknowns. For the case discussed in Section 4 where only the fundamental mode is used for representing the fluctuation, one can again write

\[
I_i = |A|^2 k_i
\]  

(C.3)

Now \( k_i \)'s depend on the solution of the local Rayleigh equation which is, in general, a function of the three quantities \( w_c, H, \) and \( b \) prescribing the local mean flow. To simplify the analysis, we again assume \( b \) to be approximately related to \( w_c \) by Eqn. (4.6) which reduces the dependence down to two quantities. If we further assume \( H \) to be so small that the local eigenfunctions will not be greatly altered by the value of \( H \) in (C.1), then we can bring out the dependence on \( H \) explicitly in the \( k_i \)'s with the remaining integrals being a function of \( w_c \) only. The integrals are then evaluated and the solutions to this set of equations are obtained for a few cases discussed in Section (4.2.7).

If more shape functions are required to represent the mean velocity profiles, similar approach may be used with the additional equations being obtained by taking the higher moments of the momentum equation.
Appendix D

Viscous Correction to the Local Disturbance

Equation

As we have discussed in the main text, the viscous terms will have to be included when \( a_i^* \) is small for any finite Reynolds number. It was suggested that the full fourth order Orr-Sommerfeld operator be used instead of the second order Rayleigh operator to overcome this difficulty. However, that approach will generally require a special elaborated numerical scheme (e.g., Kaplan's method) to suppress the undesired exponentially growing solution. An alternative approach is, therefore, proposed here in an attempt to reduce the problem to a numerically simpler one.

The method of solution follows quite closely the scheme of Graebel\(^{(47)}\) by use of the inner-outer expansion theory. Only the homogeneous equation for \( f_0 \) will be considered here. Similar treatment may be used for the inhomogeneous equation with known forcing terms on the right. For convenience, the notation used here will be self-explanatory and independent of those in the main text.

Consider the Orr-Sommerfeld equation.

\[
\left( \frac{1}{a_R} \right) (D^2 - a^2)^2 v = iW (D^2 - a^2) v - ivD^2 W \tag{D.1}
\]

where \( W \equiv U(y) - C \), \( C \) and \( a \) are the corresponding complex wave speed and wave number, \( R \) is the Reynolds number and \( D \) denotes differentiation with respect to \( y \). \( v \) represents the vertical component of the disturbance velocity and is proportional to the disturbance
stream function $f_0$ in the main text. The boundary conditions for an antisymmetric disturbance in the wake are given by

$$Dv = D^3v = 0 \quad \text{on } y = 0$$

(D. 2)

$$v, \ Dv \to 0 \quad \text{as } y \to \infty$$

The critical point is defined as the location $y_c$ where $W(y_c)=0$. $y_c$ is generally complex for non-zero imaginary part of $C$. For sufficiently large $C_i$, the inviscid Rayleigh equation, obtained by setting the RHS of Eqn. (D. 1) to zero, does not have a singularity on the real $y$-axis. Integration along the real $y$-axis can proceed smoothly and the viscous correction, if any, will be quite small. However, as $C_i$ approaches zero, the error in the solution introduced by such an approximation increases. The following approach is intended to cope with the solutions having an eigenvalue in this region.

The classical treatment of Heisenberg (48), being corrected and clarified by Lin (34), has shown that a Stokes' region with radius of the order $(aR)^{-1/3}$ exists near the critical point. Outside this region, for large $aR$, the flow is essentially inviscid and the Rayleigh equation is appropriate. Using the WKBJ method, Lin was able to obtain an analytically continuous solution through the critical point. However, the method proposed by Graebel (47) seems to simplify the analysis and will be used here by treating it as a singular perturbation problem.

For the outer region, the independent variable $y$ remains unchanged and the dependent variable $v$ has the form
where \( \alpha = (aR)^{-1/3} \), a small parameter.

The inner variable is suitably taken to be

\[ \eta = \frac{y - y_c}{\mu} \sim O(1) \quad (D. 4) \]

and the corresponding inner expansion for \( v \) is

\[ v^*(\eta, \mu) = \sum_{\eta=0}^{\infty} \epsilon_n^*(\mu) v_n^*(\eta) \quad (D. 5) \]

The forms of \( \bar{v} \) and \( \epsilon_n^* \) will be determined by matching. The only restriction on them is

\[ \lim_{\eta \rightarrow 0} \epsilon_n^* = 0 \quad (D. 6) \]

Substituting (D. 3) into (D. 1), we get

\[ WD^2 \bar{v}_n - (D^2 W + a^2 W) \bar{v}_n = 0 \quad (D. 7) \]

for \( n \) such that \( \epsilon_n > 0 \) (\( \mu \epsilon_0 \)). This is exactly the inviscid Rayleigh equation used in the present numerical analysis and its solution may be considered as known. But for matching purposes, an analytical form near the critical point is desirable. A power series representation of the two independent solutions near \( y_c \), corresponding to Tollmien's (50) (1935) solutions, is given by Graebel as

\[ \phi_1(z) = z + \frac{1}{2} \left( \frac{D^2 W}{D\omega^2} \right) z^2 + \frac{1}{2} \left( \frac{D^2 W}{D\omega^2} \right) z^3 t + \ldots \quad (D. 8) \]
where \( z = y - y_c \), and subscript \( c \) indicates a value at \( y = y_c \). These representations are acceptable as long as \( D^2 W_c \neq 0 \). In the case of a wake with Gaussian mean velocity profile, it turns out that \( D^2 W_c = 0 \) when \( C_1 = 0 \). However, in such a case corresponding to a neutral disturbance, the inviscid equation may again be used to give an analytic solution through \( y_c \) without using the viscous terms. We will therefore exclude the case \( D^2 W_c = 0 \) and assume the analyticity of expression (D.9).

Without loss of generality, we set \( \epsilon_0 = 1 \). To the first order, the outer inviscid solution may be approximated by \( \overline{\nu}_0 \) which is given by

\[
\overline{\nu}_0(y) = a_1 \varphi_1(z) + a_2 \varphi_2(z) \tag{D.10}
\]

The complex constants \( a_1 \) and \( a_2 \) can be determined from the machine calculated values of \( \overline{\nu} \) and \( (D\overline{\nu}) \) at some location near the critical point on the real \( y \)-axis.

For the purpose of matching, we rewrite (D.10) in the inner variable \( \eta = z/\mu \).
\[
\bar{v}_0 = a_2 \frac{DW_c}{D^2W_c} + \mu \eta (a_1 + a_2 \ln \eta) + (\mu \ln \mu) a_2 \eta \\
+ \frac{\mu^2}{2} \eta^2 \left[ \frac{D^2W_c}{DW_c} (a_1 + a_2 \ln \eta) + a_2 \left( \frac{D^2W_c}{D^2W_c} \frac{a^2 + D^3W_c}{DW_c} - \frac{3}{2} \frac{D^2W_c}{DW_c} \right) \right] \\
+ (\mu^2 \ln \mu) \frac{a_2}{2} \eta^2 \left( \frac{D^2W_c}{DW_c} \right) + O(\mu^3) \quad (D. 11)
\]

Substitution of the inner expansion (D. 5) into (D. 1) gives to the leading order

\[
\frac{d^4}{d\eta^4} v_0^* - i \eta DW_c \frac{d^2v_0^*}{d\eta^2} = 0 \quad (D. 12)
\]

Referring to (D. 1), the leading term is \(O(1)\). Hence,

\[
\epsilon_0^* = 1 \quad (D. 13)
\]

The solution to (D. 12) which matches with (D. 11) is readily found to be

\[
v_0^* = a_2 \frac{DW_c}{D^2W_c} \quad (D. 14)
\]

In order to match the \(O(\mu)\) term in (D. 11), we take

\[
\epsilon_1^* = \mu \quad (D. 15)
\]

The governing equation for \(v_1^*\) is given by

\[
\left( \frac{d^4}{d\eta^4} - i \eta DW_c \frac{d^2}{d\eta^2} \right) v_1^* = \frac{i}{2} \eta^2 \left( D^2W_c \right) \frac{d^2v_0^*}{d\eta^2} - i v_0^* D^2W_c \quad (D. 16)
\]

and using (D. 15), this becomes

\[
\left( \frac{d^4}{d\eta^4} - i \eta DW_c \frac{d^2}{d\eta^2} \right) v_1^* = -i a_2 DW_c \quad (D. 17)
\]
To put this equation in a more tractable form, we introduce a new variable

\[ \xi = (i D W_c)^{1/3} \eta \]  \hspace{1cm} (D. 18)

Then, Eqn. (D. 17) becomes

\[ \frac{d^4 v_1^*}{d\xi^4} - \frac{d^2 v_1^*}{d\xi^2} = - (i D W_c)^{-1/3} a_2 \]  \hspace{1cm} (D. 19)

The solution to (D. 19) which will not grow exponentially as \( \xi \to \pm \infty \) may be written, back in \( \eta \) variable, as

\[ v_1^* = A_1 + A_2 \eta + (i D W_c)^{1/3} a_2 (v_1^*)_{\text{part}} \]  \hspace{1cm} (D. 20)

with \((v_1^*)_{\text{part}}\) being the particular solution of (D. 19) given by

\[ (v_1^*)_{\text{part}} = \pi \int_0^\eta \int_0^{\eta} G[(i D W_c)^{1/3} \eta] \, d\eta \, d\eta \]

\[ = - \eta (i D W_c)^{-1/3} + \pi \eta \int_0^\eta G[(i D W_c)^{1/3} \eta] \, d\eta \]

\[ + \pi (i D W_c)^{1/3} \left[ \frac{dG}{d\eta} \right]_{\eta=0} - \frac{dG}{d\eta} \]  \hspace{1cm} (D. 20a)

and

\[ G(\xi) = \frac{i}{\pi} \int_0^\infty \exp[-i(\xi t + \frac{1}{3} t^3)] \, dt \]

\[ \frac{dG}{d\eta} = \frac{(i D W_c)^{1/3}}{\pi} \int_0^\infty t \exp[-i(\xi t + \frac{1}{3} t^3)] \, dt \]

then
The asymptotic behavior of the function $G(\xi)$ and its integrals may be obtained from Luke\(^{(51)}\). For $-\pi < \text{arg}(\xi) < \frac{1}{3} a$, as $|\xi| \to \infty$

\[
\int_{0}^{\xi} \int_{0}^{\xi} G(\xi) d\xi d\xi - \frac{\xi}{\pi} \left[ \ln \xi + \frac{1}{3} \left( \ln 3 + 2 \gamma - 3 + i\pi \right) + \frac{\pi^3 - 5/6 \gamma}{\xi \Gamma(\frac{1}{3})} + \frac{1}{\xi^2} 3 F_0 \left( 1, 2, \frac{2}{3}, \frac{4}{3}; \frac{9}{\xi^3} \right) + \frac{2}{3 \xi^3} 4 F_1 \left( 1, 1, \frac{4}{3}, \frac{5}{3}; 2; \frac{9}{\xi^3} \right) \right]
\]

(D. 21)

Therefore, for $-\pi < \text{arg}(iD^W)_{1/3} \eta < a$, as $|\eta| \to \infty$

\[
(v_1 \ast)^{\ast} \sim (iD^W)_{1/3} \eta \left[ \ln (iD^W)_{1/3} + \ln \eta + \frac{1}{3} \left( \ln 3 + 2 \gamma - 3 + i\pi \right) + \frac{\pi^3 - 5/6 \gamma}{\eta \Gamma(1/3)} (1 - i\sqrt{3}) + \mathcal{O}(\frac{1}{\eta^2}) \right]
\]

(D. 22)

The correct branch of $(iD^W)_{1/3}$ may be determined from the asymptotic behavior of the solutions.

Now, we are in a position to determine the constants $A_1$ and $A_2$ through matching by comparing (D.11) and (D.20) for the terms of $O(\mu)$. Since no $O(\eta^0)$ term appears in (D.11), it requires,

\[
A_1 = \frac{\pi^3 - 5/6 (iD^W)_{-1/3}}{\Gamma(1/3)} (\sqrt{3} i - 1) a_2
\]

(D. 23a)
Comparing terms of $O(\eta)$, gives

$$A_2 = a_1 - a_2 \left[ \ln (iDW_c)^{1/3} + \frac{1}{3} (\ln 3 + 2\gamma - 3 t \ln) \right]$$  \hspace{1cm} (D. 23b)

The term of $O(\eta \ln \eta)$ is completely matched. Therefore, the solution $v_1^*$ is completely determined with (D. 23).

To match the $(\mu \ln \mu)$ term in the outer expansion (D. 11), we take

$$\epsilon_2^* = \mu \ln \mu$$  \hspace{1cm} (D. 24)

The governing equation for $v_2^*$ is again given in the form of (D. 12), i.e.,

$$\frac{d^4}{d\eta^4} v_2^* - i \eta DW_c \frac{d^2 v_2^*}{d\eta^2} = 0$$  \hspace{1cm} (D. 25)

By matching with the outer expansion, we have the solution to (D. 25) as

$$v_2^* = a_2 \eta$$  \hspace{1cm} (D. 26)

Therefore, the full inner expansion up to $O(\mu^2)$ is

$$v^* \sim a_2 \frac{DW_c}{D^2 W_c} + \mu \left( a_2 \left[ -\frac{1}{3} + \frac{1}{3} (\ln 3 + 2\gamma \ln) \right] \right) + a_1 - a_2 (\ln (iDW_c)^{1/3} + \frac{1}{3} (\ln 3 + 2\gamma \ln)) \eta$$

$$+ a_2 \left[ \pi (iDW_c)^{1/3} \eta \int_0^\eta G \left[ (iDW_c)^{1/3} \right] \, d\eta + \pi (iDW_c)^{2/3} \right]$$

$$+ \left( \frac{dG}{d\eta} \right)_{\eta=0} - \frac{dG}{d\eta} \left( \mu \ln \mu \right) a_2 \eta + O(\mu^2)$$  \hspace{1cm} (D. 27)
Terms of higher order in both the inner and the outer expansions may be analogously determined, if desired.

Two possible ways of applying these results to the actual calculations are given as follows:

(i) Stop the numerical integration of the approximated inviscid equation at some point on one side near the critical point \( y_c \). The constants \( a_1 \) and \( a_2 \) are then evaluated from the numerical solution. Then, the composite expansion

\[
v_{\text{composite}} = \bar{v} + v^* - v_{\text{common}} \quad \text{(D. 28)}
\]

is used for calculating the solution in this region and providing the initial conditions for starting integration on the other side of the critical point. The common part of the inner and outer expansion up to the order considered is given by

\[
v_{\text{common}} = a_2 \frac{D \text{W}_c}{D^2 \text{W}_c} \mu a_1 \eta + (\mu \eta \mu) a_2 \eta + O(\mu^2) \quad \text{(D. 29)}
\]

(ii) Obtain the solution of the inviscid equation throughout the whole range by machine integration. The correction obtained from

\[
v_{\text{corr.}} = v^* - v_{\text{common}} \quad \text{(D. 30)}
\]

is then added to the numerically integrated solution to yield the full solution.

The difficulty in the application of such a solution to the problem is the evaluation of the function \( G(\xi) \), its derivatives and integrals, for the complex argument \( \xi \) appearing in the present problem. Only
part of these desired functions are tabulated for a certain range of $\xi$, and they may be found or referred to in the book by Luke. Thus, a preliminary task for applying this solution will be a collection and numerical generation of all the functions needed. Because of the highly oscillatory behavior of those functions, the numerical generation of the table is certainly a non-trivial matter. For such a purpose, the method of evaluating the Tietjens function (which is of a similar character to the functions here) as the ratio of two rapidly convergent power series given by Chen et al. (52) and a different approach by Huppert (53) may be referred to.
Appendix E

Effects of the Static Pressure Gradient

In the present model, the static pressure at free stream infinity has been assumed to be uniform. Experimentally, the wind tunnel walls were adjusted to provide a nearly constant static pressure on the wall as reported by Sato and Kuriki. However, the static pressure gradients in both the axial and the radial directions are not zero inside the wake. Physically, this pressure gradient is induced by two main effects. The first one is the effect of finite amplitude disturbances which induce both $\partial p/\partial x$ and $\partial p/\partial y$. This effect is included in the integral sense in the present model. The second effect is due to the interaction of the wake with the external flow which has been neglected in the calculations by setting the static pressure at the edge of the wake, $\overline{p}_e$, equal to $\overline{p}_\infty$. Hence, $\partial \overline{p}_e/\partial x \equiv 0$ is the approximation made to simplify the analysis.

This appendix is aimed at considering qualitatively this effect on the numerical solutions.

First of all, the present formulation gives

$$\overline{p} - \overline{p}_e = -v'^2$$

(E.1)

And by assuming $\overline{p}_e = \overline{p}_\infty = \text{constant}$, this yields the static pressure coefficient

$$C_{ps} = 2(\overline{p} - \overline{p}_\infty) = -2 \, v'^2$$

(E.2)

This is generally a function of both $x$ and $y$. For the case A considered numerically where only the fundamental mode is included,
the static pressure coefficient along the wake axis is given by

\[ C_{ps} (y^* = 0) = -2Z \left[ \left| a^* \right|^2 \left| f_0 \right|^2 \right]_{y^*=0} \tag{E. 3} \]

The quantity \((\left| a^* \right|^2 \left| f_0 \right|^2)_{y^*=0}\) is a function of \(\psi_c\) under the assumptions made in carrying out the calculations of case A. This function is plotted in Fig. E. 1. The variation of \(C_{ps}\) along the wake axis can therefore be calculated and is compared with the measured result of: Sato-Kuriki \(^*\) in Fig. E. 2. The agreement is generally fair. The discrepancy in the detail distribution is believed to be at least partially, the consequence of setting \(\bar{p}_e = \bar{p}_\infty\). This may be seen qualitatively as follows:

The velocity \(\bar{v}\) at the edge of the wake is proportional to the quantity \([d(\bar{b} \psi_c)/dx]\) from the continuity equation. But, from the integral momentum equation (3,14), neglecting the fluctuation terms, the quantity \((\bar{b} \psi_c)\), being proportional to the displacement thickness, is decreasing for decreasing \(\psi_c\). The displacement effect of the wake, therefore, appears to the external flow as a distributed sink.

* The non-linear effect induced by the finite amplitude disturbances investigated here has effectively concentrated the strength of this sink distribution. The interaction with the external flow may therefore become important. Now, if the small perturbation theory is used and the interaction is introduced by using the calculated sink distribution, it is not hard to visualize a static pressure distribution which may be added to the one shown in Fig. E. 2 to give a

\(^*\)The author is grateful to Dr. Sato for making those test results available for comparison.
distribution similar to the experimental result.

Without carrying out the complete interaction with the external flow in the present numerical investigations, it is decided to consider, in the simplest possible way, the qualitative effects of the mean static pressure gradient on the solutions.

The approach adopted is to ignore the y-momentum equation completely. This is equivalent to assuming the existence of a static pressure distribution in both x and y which will be just enough to offset the induced static pressure by the finite amplitude effect given by Eqn. (E.2). The governing equations stay nearly the same with slight modification caused by the disappearance of the \( \frac{\partial v^2}{\partial x} \) term in Eqns. (4.7) and (4.8). The numerical integration can be immediately performed as before. Calculation has been carried out corresponding to case A including only the fundamental mode of the fluctuation at \( R = 2 \times 10^5 \). The same initial conditions, \( w_{co} = 0.7 \) and \( E_{u0} = 1 \times 10^{-5} \), have been used in obtaining the following results for comparison.

Fig. E.3 shows the effect of the imposed fictitious positive static pressure gradient on the variation of \( w_c \). Some experimental points are also shown there for comparison. Since we expect the induced static pressure gradient, caused by the interaction, to be opposite from this fictitious one, at least at the front portion of the wake, the trend of the solution seems to favor a better agreement with the experimental results.

Figs. E.4 to E.6 show the effects on the variations of the
total fluctuation energy density, $E_T$, the energy in the $u'$-component, and the non-dimensional amplitude of the fluctuation $|A|^2$. The general variations remain qualitatively unchanged but the maximum and the final equilibrium magnitudes are greatly influenced. An increase of factor two in the peak values results when the fictitious positive pressure gradient is imposed. This fact is again very much in favor of the explanation of the seemingly higher peak values of the fluctuation magnitude calculated. Based on this result, the induced negative external pressure gradient in the front portion of the wake, when included, is expected to further cut down the peak values obtained.

The explanation of these effects may be seen when we consider the governing equations in the form of Eqns. (4.15)

$$\frac{dE_m}{dx} = -T_{RM} - T_{VM}$$  \hspace{1cm} (E.4a)

$$\frac{dE_f}{dx} = T_{Rf} - T_{Vf}$$  \hspace{1cm} (E.4b)

with $T_{VM}$, $T_{Vf}$, $T_{Rf}$ being the same as given in Eqns. (4.15). However, because of the existence of an external pressure field, either imposed or induced, $T_{RM}$ is no longer identical to $T_{Rf}$. Again, let us split the energy transfer term $T_{RM}$ into two parts: $T_{R1}$, the contribution from the usual Reynolds stress, $\overline{u'v'}$, and $T_{R2}$, the term resulting from the mean flow variation. $T_{R1}$ being the main mechanism of the energy transfer, remains unchanged and is given as

$$T_{R1} = \frac{1}{6}w_c^3$$  \hspace{1cm} (E.5a)
However, \( \text{TR}_2 \) is now modified by the external pressure field and becomes

\[
\text{TR}_2 = -2 w_c^2 \left[ I_5 w_c \frac{db}{dx} \left( I_4 - I_3 \right) b \frac{dw_c}{dx} \right] - \text{(External Pressure Term)}
\]

(E. 5b)

Since \( \text{TR}_f = \text{TR}_M + \text{(External pressure term)} \), it is clear that part of the mean energy variation appears as the work done on or by the fluid because of the external pressure field. The energy exchange between the mean and the fluctuations is therefore modified. Depending on the sign of the external pressure gradient, the onset of transition (the location where \( \text{TR}_M \) becomes the same order of \( \text{TV}_M \)) will move correspondingly.

In the simplified case considered here, the imposed static pressure field is positive as given by the negative of the values shown on Fig. E. 2. Eqn. (E. 5b), then, becomes

\[
\text{TR}_2 = 2 w_c^2 \left[ I_3 b \frac{dw_c}{dx} - I_5 w_c \frac{db}{dx} \right]
\]

(E. 6)

Numerical calculation shows that the values of \( \text{TR}_2 \) are now generally of opposite sign to \( \text{TR}_1 \) as against the results shown in Fig. 13 where \( \text{TR}_2 \) and \( \text{TR}_1 \) have the same sign. Since the interaction between the mean and the fluctuation is relatively weak at the initial state of the wake where the mean flow is varying slowly resembling the pure laminar solution, the fluctuation grows near exponentially as given by the linear theory. This weak-coupling development will cease to exist when \( \text{TR}_M' \) which is proportional to \( |A|^2 \) to the first order,
becomes of appreciable magnitude as compared to $T_{\text{VM}}$. Because of the present imposed static pressure field, a much higher magnitude disturbance is required. This implies a delay of the onset of transition as compared to the case of no external pressure gradient. This fact is clearly indicated in Fig. E. 3. The much higher peak values and a different equilibrium magnitude reached can also be understood from Eqns. (E. 4).

Although the effects of the external mean static pressure field on the calculation is qualitatively known, it remains to obtain an estimate on the magnitude and distribution of the actual interaction induced static pressure field. This estimate is especially needed in view of the present arbitrary imposed pressure gradient.

First of all, we may note from Fig. E. 3 that the mean flow is not greatly affected by the external static pressure gradient. If we assume that the induced pressure field will have a smaller pressure level than the one imposed here, we can use the calculated mean flow to estimate the external induced pressure. This assumption will have to be justified later and, for the time being, we will ignore the interaction between the growth of the wake and the external flow.

Integrating the mean continuity equation to the distance $y^*_e$, where $U^*(y^*_e)$ is nearly zero, we get

$$-
\frac{e}{e} = \beta_1 \frac{d\{b w_c\}}{dx}$$  \hspace{1cm} (E. 7)

Furthermore, using the approximate integrated mean momentum equation (4.6), Eqn. (E. 7) becomes
\[ \bar{v}_e = \frac{\beta_1 \beta_2 w_c}{\beta_1 - \beta_2 w_c} \frac{dw_c}{dx} \]  \hspace{1cm} (E. 8)

Since \( dw_c/dx < 0 \), this appears to the external flow as a sink. The distribution of \( \bar{v}_e \) calculated for case A at \( R = 2 \times 10^5 \) is shown in Fig. E. 7, together with the calculated result of a pure laminar wake for the purpose of comparison. The non-linear effect induced by the finite amplitude disturbances has effectively replaced the distributed sinks of small slowly varying strength by a much more concentrated distribution. Since the total strength is the same, the latter will have a generally larger strength as indicated in Fig. E. 7. Thus, the induced external pressure field will be much more important and interaction effects may not be ignored as is usually the case in an undisturbed laminar wake.

With the calculated magnitude of the vertical velocity component \( \bar{v}_e \), it seems justifiable to use the linearized small perturbation theory for calculating the induced pressure field. The induced static pressure coefficient along the wake axis is then given by

\[ C_{ps}(x, y = 0) = -\frac{2}{\pi} \int_{-\infty}^{\infty} \frac{\bar{v}_e(\xi)}{x-\xi} \, d\xi \]  \hspace{1cm} (E. 9)

When the interaction is neglected, we may use the calculated \( \bar{v}_e \) in Eqn. (E. 9) to evaluate the induced pressure coefficient. However, for the purpose of obtaining a rough estimate of the magnitude and the variation of the induced pressure field, an approximate distribution of the form
\[
\frac{\overline{v}_e}{0.0172} = -\left[1 - \left(\frac{x-0.154}{0.079}\right)^2\right]^5
\]  
(E. 10)

is used instead of the true calculated distribution. Eqn. (E. 10) is plotted on Fig. E. 7 for comparison with the true distribution. Using Eqn. (E. 10) for \( \overline{v}_e \), Eqn. (E. 9) may be readily integrated to obtain

\[
C_{ps}(X, 0) = 2 \overline{x}^9 - 9.333 \overline{x}^7 + 17.067 \overline{x}^5 - 15.0476 \overline{x}^3
\]

\[+ 6.127 \overline{x} + (1 - \overline{x}^2)^5 \ln \left| \frac{\overline{x} + 1}{\overline{x} - 1} \right|
\]  
(E. 11)

where \( \overline{x} = \frac{x-0.154}{0.079} \)

This distribution of pressure coefficient is plotted in Fig. E. 8 against the normalized variable \( \overline{x} \). It is added to the expression (E. 3) assuming that the two induced pressure fields do not interact with each other. The result is shown in Fig. E. 2 to indicate the effect. It is evident that the combined result does give a closer resemblance to the experimentally observed distribution. The deviation at \( x \) greater than 0.25 may be attributed partially to the assumption that the two effects are additive, because, for \( x > 0.25 \), the mean flow remains practically unchanged. From Eqn. (E. 3), we can see that the static pressure level beyond this point is strictly proportional to \( |A|^2 \). Therefore, because of the favorable pressure induced by the interaction near the beginning of the wake, we will expect a lower final equilibrium amplitude from the numerical results of this Appendix. Hence, the static pressure coefficients at \( x > 0.25 \) will be expected to come closer than indicated to the experimental results when the complete interaction is included.
However, it may be noticed that the station where $C_{ps}$ starts deviating from the theoretical prediction is near the same location where the re-acceleration of the mean flow and the rather sudden decrease of the amplitude of fundamental mode take place experimentally. All these phenomena cannot be predicted by the present theory, but they are consistent in the light of the numerical investigations obtained so far.
Appendix F

Effects of $f_1$; Case C

F. 1 General Formulation

As previously discussed in the main text, Eqns. (3.20) need to be modified when the correction term to the fundamental mode, $f_1(y^*)$, is included. The method proposed in Appendix B to include the effect of the mean flow variation in the x direction should be incorporated to obtain a solution for $f_1(y^*)$. Without involving such a modification, this appendix will assume that the solution of $f_1$ may be approximately obtained by using Eqns. (3.20) alone. This parallel mean flow assumption will undoubtedly induce errors in the estimation of the integrals $I_i$ by ignoring the history effect on $f_1$. However, the numerical complexity is greatly reduced, and the approximation will not affect a qualitative study of the effect and allows a discussion of the problems associated with $f_1$.

Using Eqns. (3.20), the governing equation of $f_1(y^*)$ may be written in the form

\[
\left[ (\bar{u} - \frac{\omega^*}{a^*}) \left( \frac{d^2}{dy^*} - \frac{2}{a^*} \right) - \bar{u}_{y^*y^*} \right] f_1 - \frac{2ia_1^*}{a^*} G(f_1) = -\frac{ia_1}{a^*} G(f_0) + w_c F_1(f_0, g_0; a^*)
\]

(F. 1)

where

\[
G(f) = -\bar{u} f'' + \left[ \bar{u}(3a^*a_1^* - 4a_1^*) \right] f
\]

(F. 2)
and

\[ F_1 = \frac{1}{\alpha^*} \left[ 2\alpha^* (\tilde{g}_0 \tilde{f}_0'''' - \tilde{g}_0'' \tilde{f}_0') + \tilde{\alpha}^* (\tilde{f}_0''' g_0' - \tilde{f}_0' g_0''') \right] \]

\[ + (4\alpha^* - \tilde{\alpha}^*^2) (2\alpha^* \tilde{f}_0' g_0' + \tilde{\alpha}^* \tilde{f}_0' g_0') \]  

(F. 3)

with the superscript "''" denoting differentiation with respect to \( y^* \).

When \( \alpha_i^* \) is not small, the solution of Eqn. (F.1) may be obtained for any value of \( a_1 \). Since no particular choice of the value of \( a_1 \) is required, we can specify \( a_1 \) to be zero. The significance of this choice may be seen from Eqn. (3.27). Since \( \alpha_i^* \) is generally of order one, when \( \alpha_i^* \) is not small, the leading term of Eqn. (3.27) or (3.27a) is sufficient to describe the local spatial variation of the phase and the amplitude. Therefore, the correction given by \( a_1 \) may be ignored.

On the other hand, when \( \alpha_i^* \) is identically zero, i.e., the fundamental mode is neutrally stable, a resonance occurs. The operator on the left of Eqn. (F.1) becomes identical to the eigen-operator. In order to assure the existence of a solution for \( f_1 \), \( a_1 \) must take a special value. The value of \( a_1 \) is determined so that the RHS of Eqn. (F.1) is orthogonal to the eigensolution of the adjoint of Eqn. (3.28). Namely,

\[ a_1 = -iw_c \alpha^* \frac{\int_0^\infty F_1 \varphi_0 \, dy^*}{\int_0^\infty G \varphi_0 \, dy^*} \]  

(F. 4)

where \( \varphi_0 \) is the eigensolution of the adjoint equation of \( f_0 \). For the near resonance cases, i.e., when \( \alpha_i^* \) is small, the same procedure
is applied to insure a bounded solution. The solution may be obtained following the method of Watson by forming a series solution in $a_1^*$ for $f_1$.

This will be discussed in section F. 4 of this appendix.

F. 2 Numerical Treatments

This case differs from case B by including the process $T_{21}$ shown in the schematic A. The inclusion of this new non-linear feature will modify the other processes and, therefore, affects the complete interaction.

Using all three terms in Eqn. (3.30), the fluctuations are given by

$$u^* = \left\{ A \left[ f_0' + |A|^2 f_1' \right] e^{i\theta} t A^2 g_0' e^{2i\theta} \right\} + \text{conj.}$$

$$v^* = -i \left\{ A \left[ a^* f_0 + a_1^* \right] \left| A \right|^2 f_1 \right\} e^{i\theta} + 2a^* A^2 g_0' e^{2i\theta} \right\} + \text{conj.} \quad (F. 5)$$

$$p^* = \left\{ A(p_{10} + |A|^2 p_{21}) e^{i\theta} + A^2 p_{20} e^{2i\theta} \right\} \text{conj.}$$

Using (3.11) and writing out $F_1(f_0, g_0, a^*)$ explicitly, Eqn. (F.1) with $a_1 = 0$ becomes,

$$\left( U^* - \tilde{c}_1 \right) \left( \frac{d^2}{dy^2} - a_1^* \right) f_1 - \frac{d^2 U^*}{dy^2} f_1$$

$$= -(2a^* + \tilde{a}^*) \left( 2a^* g_0' f_1' + \tilde{a}^* \tilde{f}_0' g_0' \right)$$

$$+ \frac{2a^*}{a_1^*} \left( g_0'' f_0' - g_0' f_0'' \right) + \frac{\tilde{a}^*}{a_1^*} \left( \tilde{f}_0'' g_0' - \tilde{f}_0' g_0'' \right) \quad (F. 6)$$

where $a_1^* = 2a^* - \tilde{a}^*$ and $\tilde{c}_1 = \frac{1}{w_c} \left( 1 - \frac{w^*}{a_1^*} \right)$.

The boundary conditions are
\[ f_0'(0) = 0 \]  

\[ f_1'(m) + a^*_1 f_1(m) = 0 \]

The solutions to (F.6) can again be obtained by the method given in Appendix A when the forcing terms on the right are known from the solutions of \( f_0 \) and \( g_0 \). However, solutions near \( a^*_1 = 0 \) are difficult to obtain and possess a high degree of uncertainty. This difficulty is different from the one mentioned in getting the solutions for \( g_0 \). The inclusion of the viscous terms will not prevent its occurrence.

A method of obtaining a bounded solution near \( a^*_1 = 0 \) with a non-zero \( a_1 \) is given in section F.4. Numerically, the solution to Eqn. (F.6) will be intended without making such a modification as close to the neutral case as possible. The difficulty mentioned above will become obvious when the numerical results are discussed in the next section.

The effects of \( f_1 \) on the flow development again appeared on the representations of the integral quantities \( I_i \) as given by Eqn. (5.1). It essentially modifies the Reynolds stress and the relative energy content in the fundamental and the second harmonics. For purposes of comparison and for simplicity, the same definition for \( A \), as given by (4.8), is used. In this case, the integrals are given by

\[ I_i = k_{1i} |A|^2 + (k_{ig} + k_{if}) |A|^4 + k_{iff} |A|^6 \]

for \( i = 1, \ldots, 8 \)

For \( i = 9 \)

\[ I_9 = k_{9g} |A|^4 + k_{9f} |A|^6 + k_{9ff} |A|^8 \]
where the $k_{if}'s$ and $k_{iff}'s$ are the results of $f_1$. They are given by

$$k_{1f}(w_c) = \int_0^\infty (\tilde{f}_0 f'_1 + f'_0 \tilde{f}_1)dy^*$$

$$k_{2f}(w_c) = \int_0^\infty (a^* \tilde{a}_1 f_0 f'_1 + \tilde{a}_1 a^* f_0 f'_1)dy^*$$

$$k_{3f}(w_c) = \int_0^\infty U^*(\tilde{f}_0 f'_1 + f'_0 \tilde{f}_1)dy^*$$

$$k_{4f}(w_c) = \int_0^\infty U^*(a^* \tilde{a}_1 f_0 f'_1 + \tilde{a}_1 a^* f_0 f'_1)dy^*$$

$$k_{5f}(w_c) = -i \int_0^\infty \frac{dU^*}{dy^*} [(f'_0 f'_1 + f'_0 \tilde{f}_1) - (a^* \tilde{a}_1 f_0 f'_1 + \tilde{a}_1 a^* f_0 f'_1)] dy^*$$

$$k_{6f}(w_c) = -i \int_0^\infty \frac{dU^*}{dy^*} [(a^* f_1 \tilde{f}'_1 - \tilde{a}_1 f_0 f'_1) + (a^* f_1 \tilde{f}'_1 - \tilde{a}_1 a^* f_0 f'_1)] dy^*$$

$$k_{7f}(w_c) = \int_0^\infty [(p_1 f'_1 + p_1 \tilde{f}'_1) + (f'_0 p_1 f'_1 + \tilde{f}_0 p_1)] dy^*$$

$$k_{8f}(w_c) = - \int_0^\infty \{4(a^* \tilde{a}_1^2 f_0 f'_1 + a^* \tilde{a}_1^2 \tilde{f}_0 f'_1) + 2(f'_0 f'_1 + \tilde{f}'_0 f'_1) + \} dy^*$$

$$= [(a^* \tilde{a}_1^2 + a^* \tilde{a}_1) a^* \tilde{a}_1 f_0 f'_1 + (a^* \tilde{a}_1^2 + a^* \tilde{a}_1) \tilde{a}_1 a^* f_0 f'_1] dy^*$$

$$k_{9f}(w_c) = \int_0^\infty \{6(f'_0 f'_1 \tilde{g}'_0 + \tilde{f}'_0 \tilde{g}'_0) + \alpha^* \tilde{g}_0 (a^* f_0 f'_1 + a^* f'_1 f'_0)$$

$$+ a^* \tilde{g}_0 (a^* f_0 f'_1 + a^* f'_1 f'_0) - 2(a^* \tilde{a}_1 f_0 f'_1 + \tilde{a}_1 a^* f_0 f'_1)$$

$$+ a^* a^* f_0 f'_1 \tilde{g}'_0 dy^*$$

and
The governing equations for $|A|^2$ and $w_c$ can again be written in the form of Eqn. (4.10) with different expressions for the functions $K_{ij}$. The solutions can be readily obtained similarly as for case A.
F. 3 Results and Discussion

A few typical distributions of the forcing function, $F_1(y^*)$, are shown in Figs. F.1a-d. It may be noticed that the variation of the magnitude becomes increasingly large as $a_i^*$ tends to zero. The difficulties are enhanced by the inaccuracy in calculating the derivatives of $g_0$ when $a_i^*$ is small, because of the use of the inviscid Rayleigh operator. Therefore, errors in the derivatives of $g_0$ are amplified in this stage of calculation through $F_1(y^*)$. These numerical difficulties will result in a much less accurate estimate on the integrals $k_{if}$ and $k_{iff}$ for small $a_i^*$. This situation is further complicated by the resonance behavior in the solution of $f_1$ near $a_i^* = 0$, since, in this case, the operator on the left-hand side is nearly the eigen-operator and causes the numerical solutions of $f_1$ obtained by the method of Appendix A to be completely dominated by the undesirable homogeneous solution. As we have discussed previously, the reformulation given in section F. 4 with non-zero $a_\perp$ is needed for this case.

Disregarding these difficulties, the solutions for $f_1$ have been intended for fairly small values of $a_i^*$ using the inviscid equation (F.6). The integrals, $k_{if}$ and $k_{iff'}$ are then evaluated and listed in Tables IV and V. The extremely large values of the integrals for small values of $w_c$ are believed to be numerical errors induced by the above-mentioned difficulties. However, it is not possible to estimate exactly at what value of $w_c$, or $a_i^*$, that these errors will be large enough to affect the solution. A more accurate calculation, using the full viscous operator and the reformulation of section F. 4, is needed to justify this approximation.
A few typical distributions of $f_1$ and its derivative are shown in Figs. F. 2a-h. The extremely large scale used for the cases of small $w_c$ (thus, small $a_i$) indicates that a large unknown contribution from the homogeneous solution is dominating. According to the present formulation, this distribution, multiplied by $|A|^2$, is added to $f_0(y^*)$ to obtain the real distribution of the fundamental mode. Therefore, the measured distributions of the amplitude and phase of the fundamental mode shown by Sato and Kuriki in Figs. 18 and 19 of their paper at various x-stations may be realized through these results. But, since no emphasis should be placed on the local distributions when the integral method is used, and, moreover, the solutions of $f_1$ are subject to a large source of error in the present approximation, we will not attempt to make such a representation here.

The calculated variation of $w_c$ for the present case at $R = 2 \times 10^5$ is compared with the results of cases A and B in Fig. F. 3. The general trend again remains unchanged, but the curve levels out at a higher value of $w_c$, i.e., a larger value of $a_i$. However, this near "equilibrium" result may be caused by the inaccuracy in the integrals $k_{if}$ and $k_{i\text{ff}}$. This fact may be further illustrated by the variations of the total energy density shown in Fig. F. 4. The results of cases A and B are also shown on the same plot for comparison. From Fig. F. 3, we may see that the mean flow velocity is varying quite slowly for all three cases for $x > 0.2$. Thus, the rapid decrease in the fluctuation energy for case C is believed to
be caused by the same reason discussed for case B: the overestimated viscous damping effect due to the inaccuracy in evaluating the integrals causes the rapid energy losses by dissipation.

Fig. F. 5 shows the variations of the fluctuation energy in the fundamental and the second harmonic. As expected, the result indicates a lower ratio of \((E_{u2f})_{\text{max}}\) to \((E_{uf})_{\text{max}}\) than the result obtained in case B. However, the relatively small energy content of the second harmonic, as well as the continuous decrease in magnitude at large \(x\) are believed to be the consequences of the difficulties mentioned in obtaining the integrals.

Similar to the treatment of case B, we will try to remedy this difficulty by setting both \(k_{8g}, k_{8f}\) and \(k_{8ff}\) identically zero. This treatment will tend to eliminate the maximum possible source of error by accepting some uncertainties in including the correct viscous damping effect. (Only the contribution from \(f_0\) is included.) However, the improvement in the solution for this case will not be expected to be as good as for case B. In fact, a large unknown error still remains in all the integrals for small \(\alpha^*\) on account of the error in the forcing function \(F_i\) and the resonance behavior of the solutions. Some of the results of this calculation will indicate this difficulty.

Fig. F. 6 gives the effect of \(k_{8g}, k_{8f}\) and \(k_{8ff}\) on the \(w_c\) variation. Assuming that the result obtained when \(k_{8g}, k_{8f}\) and \(k_{8ff}\) are set to be identically zero is more representative of the actual solution, comparison between the three cases may be made. Using the results of Fig. F. 6, it may be seen from Fig. F. 3 that the general behavior
for the three cases remains the same. However, the asymptotic values of $w_c$ seem to be increasing when more terms in the local series expansion of the fluctuation stream function are included. This trend implies that the flow is equilibrated at a larger value of $-\alpha^*_1$ which is in contrast to the linear theory, where equilibrium is only possible at $\alpha^*_1 = 0$.

Fig. F.7 shows the effect of the viscous dissipation terms on the total fluctuation energy density. The large effect at large $x$ indicates the domination of the erroneous viscous dissipation terms on the solutions. Fig. F.8 gives the corresponding development of $E_{uf}$ and $E_{u2f'}$. The variation of $E_{uf}$ is somewhat peculiar judging from the previous results of cases A and B. It is again believed to be caused by the errors in the integrals.

Fig. F.9 gives the variation of $|A|^2$ for case C. Notice that the maximum value reached is further decreased from case B. This result gives additional confidence in using the amplitude expansion proposed together with the truncational approach.

Before leaving this section, it should be mentioned that the results of case C are not conclusive because of the uncertainty in the numerical results. It is merely included here for a qualitative reference. For a more accurate estimate on its effects, the reformulation of section F.4 will be needed and the integrals may be evaluated for the range of small $\alpha^*_1$. The results may then be patched with the present integrals to provide the complete curves as functions of $w_c$ over the whole range of $\alpha^*_1$, even for slightly damped cases.
F. 4 Solution of \( f_1 \) near \( a_i^* = 0 \)

When the eigenvalues \( a^* \), found by solving the local Rayleigh equation, possess a small imaginary part, a straightforward numerical integration of \( f_1 \) will cause a large unknown error in the solution. The method of Watson may be used to obtain the solution.

Rewrite Eqn. (F.1) in the form

\[
\mathcal{L} (\omega^*, a^*) f_1 - \left( \frac{2ia^*}{w_c a^*} \right) G(f_1) = - \frac{ia^*}{w_c a^*} G(f_0) + F_1 \quad (F.10)
\]

where

\[
\mathcal{L} (\omega^*, a^*) = \frac{1}{w_c} \left[ (\bar{u} - \frac{\omega^*}{a^*}) \left( \frac{d^2}{dy^*^2} - a^*^2 \right) - \frac{d^2 u}{dy^*^2} \right]
\]

and \( G, F_1 \) are given by Eqns. (F.2) and (F.3). It should be noted that, if the non-parallelness of the mean flow is taken into account as discussed in Appendix B, the additional terms will appear in \( F_1 \). The present analysis can be easily modified to incorporate this effect. In the following, the procedure of Watson for finding the solution to Eqn. (F.10) for a small \( a_i^* \) will be recapitulated.

We first write \( f_1 \) in the form

\[
f_1 = \left( \frac{a_1}{2a_i^*} \right) f_0 + \varphi \quad (F.11)
\]

then, \( \varphi \) satisfies

\[
\mathcal{L} (\omega^*, a^*) \varphi - \left( \frac{2ia^*}{w_c a^*} \right) G(\varphi) = F_1 \quad (F.12)
\]

with the boundary conditions
\[ \phi'(0) = 0 \]

\[ \phi'(\infty) + \frac{a^*}{1} \phi(\infty) = 0 \]  \hspace{1cm} (F. 13)

with \[ a^* = 2a^* - \tilde{a}^* \]

Since \( a^*_i \) is small for the cases considered here, the operator on the LHS of (F.12) is almost the inviscid Rayleigh operator. Hence we may choose two independent parts of the complementary function, one of which will almost be the eigenfunction \( f_0 \). It follows from this that the highest order term in \( \phi \) is probably a multiple of \( f_0 \) and moreover that the multiple will tend to infinity as \( a^* \to 0 \). Following the arguments of Watson, we assumed that the most probable case does occur, then \( \phi \) may be expanded in the series

\[ \phi = \frac{1}{a^*_i} \phi^{(-1)} + \phi^{(0)} + \frac{a^*}{i} \phi^{(1)} + \cdots \]  \hspace{1cm} (F.14)

Substituting (F.14) into Eqn. (F.12), we obtain the equations for \( \phi^{(r)} \).

They are

\[ L(\omega^*, a^*) \phi^{(-1)} = 0 \]  \hspace{1cm} (F.15)

\[ L(\omega^*, a^*) \phi^{(0)} = \frac{2i}{wca^*} G(\phi^{(-1)}) + F_1 \]  \hspace{1cm} (F.16)

\[ L(\omega^*, a^*) \phi^{(r)} = \frac{2i}{wc a^*} G(\phi^{(r-1)}) \quad (r \geq 1) \]  \hspace{1cm} (F.17)

The corresponding boundary conditions are

\[ \begin{cases} 
\phi^{(-1)}(0) = 0 \\
\phi^{(-1)}(\infty) + a^* \phi^{(-1)}(\infty) = 0 
\end{cases} \]  \hspace{1cm} (F.15a)
The solution to (F.15) is \( \varphi^{(-1)} = X_f \), where \( X \) is an arbitrary constant. On substituting this solution into the right-hand side of (F.16), \( \lambda \) appears explicitly in the equation for \( \varphi^{(0)} \). The solvability condition (ref. Ince, p. 214) will then determine \( \lambda \). Following Stuart and Watson, we define \( \chi_3 \) to be the solution of the Rayleigh equation satisfying the even boundary conditions.

\[
\chi_3' = 0, \quad \chi_3 = 1 \quad \text{at } y^* = 0 \tag{F.17}
\]

Then, let \( \varphi_0 \) be the solution of the adjoint equation of the Rayleigh equation, which satisfies

\[
\mathcal{L}^*(\omega^*, \alpha^*) \varphi_0 = \frac{1}{w_c} \left[ (\bar{u} - \frac{\omega^*}{\alpha^*}) \left( \frac{d^2}{dy^*} - \alpha^2 \right) \varphi_0 + 2 \frac{d\bar{u}}{dy^*} \frac{d\varphi_0}{dy^*} \right] = 0 \tag{F.18}
\]

with the same boundary conditions (F.15a). By multiplying (F.16) with \( \varphi_0 \) and integrating with respect to \( y^* \) between 0 and \( \infty \), we get

\[
\lambda = -\frac{w_c \int_0^\infty \varphi_0 F_1 dy^*}{2i \int_0^\infty \varphi_0 (f_0' - \alpha^2 f_0) dy^*} \tag{F.19}
\]

The solution to (F.7) may then be written as

\[
\varphi^{(0)} = B_1 f_0 + B_2 \chi_3 + P \tag{F.20}
\]

where \( P \) is any even particular integral of (F.16) with \( X \) known from (F.19). Then the condition at \( \infty \), (F.16a), can be applied to determine \( B_2 \). The determination of the constant \( B_1 \) will have to go to one higher order equation by the same procedure used in determining \( X \).

The solutions for any \( r \) can be found in a similar manner. Since the
value of $a_1$ is arbitrary, if we choose

$$a_1 = -2\lambda$$  \hspace{1cm} (F. 21)

Then

$$f_1 = \varphi^{(0)} + a_i^* \varphi^{(1)} + \cdots$$  \hspace{1cm} (F. 22)

(F. 21) makes the function $f_1$ bounded even when $a_i^* \to 0$. If only the leading term of (F. 22) is used to represent the solution, $\varphi^{(0)}$ gives the required solution for $f_1$. In this case, the determination of $B_1$ is not necessary and may be set to be zero. This only amounts to a redefinition of the amplitude function $A^*$. The determination of the local solutions for $\psi^*$ near $a_i^* = 0$, together with the results obtained for large $a_i^*$, allows the evaluation of the integrals required in the integral equations over the complete range of $a_i^*$. (The highly damped case will be ignored and is expected to be of little interest in the practical case.) It should be noted here that the use of the integral method has provided the means to determine the governing equations for the amplitude and the mean flow shape-parameters. The introduction of $a_n$ in (3.27) gives a bounded solution for $f_1$, etc., but is only used locally to provide a good estimate of the integrals. Therefore, they do not play a central role in the present theory as they do in the theory proposed by Stuart and Watson. Hence, the limitation on the magnitude of $a_i^*$ (or $c_i$) placed on their theory does not apply to the present formulation. In fact, the estimate of Watson provides a means to determine the
smallest value of $a^*_1$, beyond which the procedure discussed in this section is needed.
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<table>
<thead>
<tr>
<th>$w_c$</th>
<th>$\alpha_r^*$</th>
<th>$\alpha_i^*$</th>
<th>$\overline{c}_r$</th>
<th>$\overline{c}_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.800</td>
<td>0.8431305</td>
<td>-0.2988252</td>
<td>0.4775625</td>
<td>0.2578652</td>
</tr>
<tr>
<td>0.750</td>
<td>0.7852360</td>
<td>-0.2461871</td>
<td>0.5090417</td>
<td>0.2641013</td>
</tr>
<tr>
<td>0.720</td>
<td>0.7627364</td>
<td>-0.2215836</td>
<td>0.5229835</td>
<td>0.2649093</td>
</tr>
<tr>
<td>0.692</td>
<td>0.7474712</td>
<td>-0.2019754</td>
<td>0.5334500</td>
<td>0.2644119</td>
</tr>
<tr>
<td>0.650</td>
<td>0.7328011</td>
<td>-0.1771193</td>
<td>0.5453891</td>
<td>0.2619686</td>
</tr>
<tr>
<td>0.600</td>
<td>0.7259882</td>
<td>-0.1527365</td>
<td>0.5547822</td>
<td>0.2569737</td>
</tr>
<tr>
<td>0.550</td>
<td>0.7294632</td>
<td>-0.1323420</td>
<td>0.5597915</td>
<td>0.2499972</td>
</tr>
<tr>
<td>0.500</td>
<td>0.7431208</td>
<td>-0.1147266</td>
<td>0.5609112</td>
<td>0.2409811</td>
</tr>
<tr>
<td>0.450</td>
<td>0.7679713</td>
<td>-0.0990128</td>
<td>0.5583199</td>
<td>0.2295612</td>
</tr>
<tr>
<td>0.400</td>
<td>0.8063129</td>
<td>-0.0844994</td>
<td>0.5519111</td>
<td>0.2150348</td>
</tr>
<tr>
<td>0.375</td>
<td>0.8317493</td>
<td>-0.0774926</td>
<td>0.5471513</td>
<td>0.2062574</td>
</tr>
<tr>
<td>0.350</td>
<td>0.8623357</td>
<td>-0.0705436</td>
<td>0.5412335</td>
<td>0.1961997</td>
</tr>
<tr>
<td>0.325</td>
<td>0.8991122</td>
<td>-0.0635626</td>
<td>0.5340145</td>
<td>0.1845799</td>
</tr>
<tr>
<td>0.300</td>
<td>0.9434874</td>
<td>-0.0564478</td>
<td>0.5252864</td>
<td>0.1710281</td>
</tr>
<tr>
<td>0.275</td>
<td>0.9974048</td>
<td>-0.0490771</td>
<td>0.5147428</td>
<td>0.1550497</td>
</tr>
<tr>
<td>0.260</td>
<td>1.0354333</td>
<td>-0.0444703</td>
<td>0.5073585</td>
<td>0.1440284</td>
</tr>
<tr>
<td>0.250</td>
<td>1.0636119</td>
<td>-0.0412986</td>
<td>0.5019113</td>
<td>0.1359743</td>
</tr>
<tr>
<td>0.240</td>
<td>1.0943756</td>
<td>-0.0380309</td>
<td>0.4959810</td>
<td>0.1272814</td>
</tr>
<tr>
<td>0.235</td>
<td>1.1108299</td>
<td>-0.0363537</td>
<td>0.4928108</td>
<td>0.1226637</td>
</tr>
<tr>
<td>0.230</td>
<td>1.1280579</td>
<td>-0.034652</td>
<td>0.4894985</td>
<td>0.1178765</td>
</tr>
<tr>
<td>0.225</td>
<td>1.1461145</td>
<td>-0.0329160</td>
<td>0.4860241</td>
<td>0.1128816</td>
</tr>
<tr>
<td>$w_c$</td>
<td>$\alpha_r^*$</td>
<td>$\alpha_i^*$</td>
<td>$\bar{c}_r$</td>
<td>$\bar{c}_i$</td>
</tr>
<tr>
<td>------</td>
<td>--------------</td>
<td>--------------</td>
<td>------------</td>
<td>------------</td>
</tr>
<tr>
<td>0.220</td>
<td>1.1650544</td>
<td>-0.0311456</td>
<td>0.4823782</td>
<td>0.1076768</td>
</tr>
<tr>
<td>0.215</td>
<td>1.1849333</td>
<td>-0.0293387</td>
<td>0.4785683</td>
<td>0.1022513</td>
</tr>
<tr>
<td>0.210</td>
<td>1.2058391</td>
<td>-0.0274927</td>
<td>0.4745068</td>
<td>0.0965888</td>
</tr>
<tr>
<td>0.205</td>
<td>1.2278256</td>
<td>-0.0256051</td>
<td>0.4702467</td>
<td>0.0906793</td>
</tr>
<tr>
<td>0.200</td>
<td>1.2509819</td>
<td>-0.0236730</td>
<td>0.4657424</td>
<td>0.0845077</td>
</tr>
<tr>
<td>0.195</td>
<td>1.2753993</td>
<td>-0.0216939</td>
<td>0.4609683</td>
<td>0.0780596</td>
</tr>
<tr>
<td>0.190</td>
<td>1.3011783</td>
<td>-0.0196650</td>
<td>0.4558958</td>
<td>0.0713199</td>
</tr>
<tr>
<td>0.185</td>
<td>1.3284309</td>
<td>-0.0175835</td>
<td>0.4504911</td>
<td>0.0642742</td>
</tr>
<tr>
<td>0.180</td>
<td>1.357284</td>
<td>-0.0154441</td>
<td>0.4447099</td>
<td>0.0568963</td>
</tr>
<tr>
<td>0.175</td>
<td>1.3878723</td>
<td>-0.0132532</td>
<td>0.4385217</td>
<td>0.0492057</td>
</tr>
<tr>
<td>0.170</td>
<td>1.4203575</td>
<td>-0.0110005</td>
<td>0.4318583</td>
<td>0.0411580</td>
</tr>
<tr>
<td>0.165</td>
<td>1.4549144</td>
<td>-0.0086882</td>
<td>0.4246612</td>
<td>0.0327560</td>
</tr>
<tr>
<td>0.160</td>
<td>1.4917420</td>
<td>-0.0063177</td>
<td>0.4168583</td>
<td>0.0239998</td>
</tr>
<tr>
<td>0.150</td>
<td>1.5731355</td>
<td>-0.0014032</td>
<td>0.3991021</td>
<td>0.0054105</td>
</tr>
<tr>
<td>0.145</td>
<td>1.6181980</td>
<td>+0.0011050</td>
<td>0.3889018</td>
<td>-0.0042920</td>
</tr>
<tr>
<td>0.140</td>
<td>1.6666878</td>
<td>+0.0036450</td>
<td>0.3776987</td>
<td>-0.0142604</td>
</tr>
<tr>
<td>0.135</td>
<td>1.7189451</td>
<td>0.0061911</td>
<td>0.3652805</td>
<td>-0.0243933</td>
</tr>
<tr>
<td>0.130</td>
<td>1.7753981</td>
<td>0.0086994</td>
<td>0.351528</td>
<td>-0.0345145</td>
</tr>
<tr>
<td>0.125</td>
<td>1.8365481</td>
<td>0.0111242</td>
<td>0.3362865</td>
<td>-0.0444368</td>
</tr>
<tr>
<td>0.120</td>
<td>1.9029672</td>
<td>0.0133860</td>
<td>0.3194294</td>
<td>-0.0538316</td>
</tr>
<tr>
<td>( w_c )</td>
<td>( k_1 )</td>
<td>( k_2 )</td>
<td>( k_3 )</td>
<td>( k_4 )</td>
</tr>
<tr>
<td>-------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>0.800</td>
<td>0.465875</td>
<td>0.534125</td>
<td>0.265706</td>
<td>0.368559</td>
</tr>
<tr>
<td>0.750</td>
<td>0.499914</td>
<td>0.500086</td>
<td>0.283472</td>
<td>0.336153</td>
</tr>
<tr>
<td>0.720</td>
<td>0.514533</td>
<td>0.485467</td>
<td>0.291352</td>
<td>0.322654</td>
</tr>
<tr>
<td>0.692</td>
<td>0.525022</td>
<td>0.474978</td>
<td>0.297119</td>
<td>0.313024</td>
</tr>
<tr>
<td>0.650</td>
<td>0.535780</td>
<td>0.464220</td>
<td>0.303187</td>
<td>0.302977</td>
</tr>
<tr>
<td>0.600</td>
<td>0.541570</td>
<td>0.458430</td>
<td>0.306658</td>
<td>0.296629</td>
</tr>
<tr>
<td>0.550</td>
<td>0.540124</td>
<td>0.459876</td>
<td>0.306152</td>
<td>0.296339</td>
</tr>
<tr>
<td>0.500</td>
<td>0.531287</td>
<td>0.468713</td>
<td>0.301487</td>
<td>0.301409</td>
</tr>
<tr>
<td>0.450</td>
<td>0.514330</td>
<td>0.485670</td>
<td>0.292155</td>
<td>0.312500</td>
</tr>
<tr>
<td>0.400</td>
<td>0.487847</td>
<td>0.512153</td>
<td>0.277216</td>
<td>0.330698</td>
</tr>
<tr>
<td>0.375</td>
<td>0.470366</td>
<td>0.529634</td>
<td>0.267195</td>
<td>0.343025</td>
</tr>
<tr>
<td>0.350</td>
<td>0.449575</td>
<td>0.550425</td>
<td>0.255140</td>
<td>0.357941</td>
</tr>
<tr>
<td>0.325</td>
<td>0.425020</td>
<td>0.574980</td>
<td>0.240727</td>
<td>0.375892</td>
</tr>
<tr>
<td>0.300</td>
<td>0.396174</td>
<td>0.603826</td>
<td>0.223568</td>
<td>0.397442</td>
</tr>
<tr>
<td>0.275</td>
<td>0.362469</td>
<td>0.637531</td>
<td>0.203214</td>
<td>0.423304</td>
</tr>
<tr>
<td>( w_c )</td>
<td>( k_1 )</td>
<td>( k_2 )</td>
<td>( k_3 )</td>
<td>( k_4 )</td>
</tr>
<tr>
<td>-------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>0.260</td>
<td>0.339689</td>
<td>0.660311</td>
<td>0.189273</td>
<td>0.441245</td>
</tr>
<tr>
<td>0.250</td>
<td>0.323386</td>
<td>0.676614</td>
<td>0.179203</td>
<td>0.454344</td>
</tr>
<tr>
<td>0.240</td>
<td>0.306182</td>
<td>0.693818</td>
<td>0.168493</td>
<td>0.468430</td>
</tr>
<tr>
<td>0.235</td>
<td>0.297240</td>
<td>0.702760</td>
<td>0.162889</td>
<td>0.475859</td>
</tr>
<tr>
<td>0.230</td>
<td>0.288094</td>
<td>0.711906</td>
<td>0.157138</td>
<td>0.483564</td>
</tr>
<tr>
<td>0.225</td>
<td>0.278734</td>
<td>0.721266</td>
<td>0.151224</td>
<td>0.491543</td>
</tr>
<tr>
<td>0.220</td>
<td>0.269180</td>
<td>0.730820</td>
<td>0.145161</td>
<td>0.499802</td>
</tr>
<tr>
<td>0.215</td>
<td>0.259479</td>
<td>0.740521</td>
<td>0.138985</td>
<td>0.508331</td>
</tr>
<tr>
<td>0.210</td>
<td>0.249551</td>
<td>0.750449</td>
<td>0.132616</td>
<td>0.517182</td>
</tr>
<tr>
<td>0.205</td>
<td>0.239527</td>
<td>0.760473</td>
<td>0.126165</td>
<td>0.526303</td>
</tr>
<tr>
<td>0.200</td>
<td>0.229413</td>
<td>0.770587</td>
<td>0.119626</td>
<td>0.535707</td>
</tr>
<tr>
<td>0.195</td>
<td>0.219254</td>
<td>0.780746</td>
<td>0.113028</td>
<td>0.545383</td>
</tr>
<tr>
<td>0.190</td>
<td>0.209114</td>
<td>0.790886</td>
<td>0.106413</td>
<td>0.555314</td>
</tr>
<tr>
<td>0.185</td>
<td>0.199073</td>
<td>0.800927</td>
<td>0.099836</td>
<td>0.565473</td>
</tr>
<tr>
<td>0.180</td>
<td>0.189221</td>
<td>0.810779</td>
<td>0.093357</td>
<td>0.575818</td>
</tr>
<tr>
<td>$w_c$</td>
<td>$k_1$</td>
<td>$k_2$</td>
<td>$k_3$</td>
<td>$k_4$</td>
</tr>
<tr>
<td>-------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>0.175</td>
<td>0.179721</td>
<td>0.820279</td>
<td>0.087105</td>
<td>0.586307</td>
</tr>
<tr>
<td>0.170</td>
<td>0.170735</td>
<td>0.829265</td>
<td>0.081187</td>
<td>0.596813</td>
</tr>
<tr>
<td>0.165</td>
<td>0.162469</td>
<td>0.837531</td>
<td>0.075763</td>
<td>0.607258</td>
</tr>
<tr>
<td>0.160</td>
<td>0.155238</td>
<td>0.844762</td>
<td>0.071070</td>
<td>0.617453</td>
</tr>
<tr>
<td>0.150</td>
<td>0.14575</td>
<td>0.85425</td>
<td>0.06530</td>
<td>0.63582</td>
</tr>
<tr>
<td>0.145</td>
<td>0.14450</td>
<td>0.85550</td>
<td>0.06520</td>
<td>0.64350</td>
</tr>
<tr>
<td>0.140</td>
<td>0.14650</td>
<td>0.85350</td>
<td>0.06665</td>
<td>0.6500</td>
</tr>
<tr>
<td>0.135</td>
<td>0.1502</td>
<td>0.8498</td>
<td>0.07035</td>
<td>0.6556</td>
</tr>
<tr>
<td>0.130</td>
<td>0.1553</td>
<td>0.8447</td>
<td>0.07630</td>
<td>0.6598</td>
</tr>
<tr>
<td>0.125</td>
<td>0.1619</td>
<td>0.8381</td>
<td>0.08425</td>
<td>0.6630</td>
</tr>
<tr>
<td>0.120</td>
<td>0.1700</td>
<td>0.8300</td>
<td>0.09550</td>
<td>0.6647</td>
</tr>
</tbody>
</table>

$\beta_1 = 1.064465$  
$\beta_2 = 0.752690$  
$\beta_3 = 0.614569$  
$\beta_4 = 0.521727$
<table>
<thead>
<tr>
<th>$w_c$</th>
<th>$k_{1g}$</th>
<th>$k_{2g}$</th>
<th>$k_{3g}$</th>
<th>$k_{4g}$</th>
<th>$k_{5g}$</th>
<th>$k_{6g}$</th>
<th>$k_{7g}$</th>
<th>$k_{8g}$</th>
<th>$k_{9g}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.800</td>
<td>0.375555</td>
<td>0.265361</td>
<td>0.284088</td>
<td>0.182140</td>
<td>0.002012</td>
<td>0.093371</td>
<td>0.153854</td>
<td>12.3849</td>
<td>0.889406</td>
</tr>
<tr>
<td>0.750</td>
<td>0.411035</td>
<td>0.267177</td>
<td>0.305579</td>
<td>0.178800</td>
<td>0.011347</td>
<td>0.088477</td>
<td>0.158850</td>
<td>12.3849</td>
<td>0.856113</td>
</tr>
<tr>
<td>0.720</td>
<td>0.429341</td>
<td>0.268156</td>
<td>0.316426</td>
<td>0.177532</td>
<td>0.016910</td>
<td>0.087768</td>
<td>0.159992</td>
<td>12.3465</td>
<td>0.839136</td>
</tr>
<tr>
<td>0.692</td>
<td>0.444293</td>
<td>0.269130</td>
<td>0.325067</td>
<td>0.176767</td>
<td>0.021812</td>
<td>0.088146</td>
<td>0.160231</td>
<td>12.4027</td>
<td>0.824707</td>
</tr>
<tr>
<td>0.650</td>
<td>0.462958</td>
<td>0.270825</td>
<td>0.335378</td>
<td>0.176306</td>
<td>0.028534</td>
<td>0.090304</td>
<td>0.159517</td>
<td>12.6193</td>
<td>0.805333</td>
</tr>
<tr>
<td>0.600</td>
<td>0.479598</td>
<td>0.273516</td>
<td>0.343660</td>
<td>0.176822</td>
<td>0.035442</td>
<td>0.095130</td>
<td>0.157479</td>
<td>13.0721</td>
<td>0.785026</td>
</tr>
<tr>
<td>0.550</td>
<td>0.490596</td>
<td>0.277024</td>
<td>0.347790</td>
<td>0.178415</td>
<td>0.041366</td>
<td>0.102538</td>
<td>0.154465</td>
<td>13.7751</td>
<td>0.766949</td>
</tr>
<tr>
<td>0.500</td>
<td>0.496534</td>
<td>0.281367</td>
<td>0.348022</td>
<td>0.181015</td>
<td>0.046732</td>
<td>0.112882</td>
<td>0.150548</td>
<td>14.8385</td>
<td>0.750017</td>
</tr>
<tr>
<td>0.450</td>
<td>0.498205</td>
<td>0.286189</td>
<td>0.344684</td>
<td>0.184382</td>
<td>0.052427</td>
<td>0.126925</td>
<td>0.145547</td>
<td>16.4936</td>
<td>0.732588</td>
</tr>
<tr>
<td>0.400</td>
<td>0.497175</td>
<td>0.290724</td>
<td>0.338511</td>
<td>0.188036</td>
<td>0.060104</td>
<td>0.145760</td>
<td>0.138991</td>
<td>19.2453</td>
<td>0.711985</td>
</tr>
<tr>
<td>0.375</td>
<td>0.496630</td>
<td>0.292374</td>
<td>0.334863</td>
<td>0.189661</td>
<td>0.065673</td>
<td>0.157513</td>
<td>0.134871</td>
<td>21.3647</td>
<td>0.699219</td>
</tr>
<tr>
<td>0.350</td>
<td>0.497072</td>
<td>0.293181</td>
<td>0.331385</td>
<td>0.190873</td>
<td>0.073297</td>
<td>0.171146</td>
<td>0.129986</td>
<td>24.3463</td>
<td>0.683810</td>
</tr>
<tr>
<td>0.325</td>
<td>0.499886</td>
<td>0.292567</td>
<td>0.328851</td>
<td>0.191309</td>
<td>0.084172</td>
<td>0.187093</td>
<td>0.124092</td>
<td>28.7461</td>
<td>0.664641</td>
</tr>
<tr>
<td>0.300</td>
<td>0.507459</td>
<td>0.289830</td>
<td>0.328627</td>
<td>0.190483</td>
<td>0.100137</td>
<td>0.205705</td>
<td>0.116885</td>
<td>35.6612</td>
<td>0.640219</td>
</tr>
<tr>
<td>0.275</td>
<td>0.524190</td>
<td>0.283750</td>
<td>0.333265</td>
<td>0.187575</td>
<td>0.124527</td>
<td>0.227618</td>
<td>0.107933</td>
<td>47.5127</td>
<td>0.608500</td>
</tr>
<tr>
<td>$w_c$</td>
<td>$k_{1g}$</td>
<td>$k_{2g}$</td>
<td>$k_{3g}$</td>
<td>$k_{4g}$</td>
<td>$-k_{5g}$</td>
<td>$-k_{6g}$</td>
<td>$-k_{7g}$</td>
<td>$-k_{8g}$</td>
<td>$-k_{9g}$</td>
</tr>
<tr>
<td>------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>0.260</td>
<td>0.541952</td>
<td>0.277793</td>
<td>0.340322</td>
<td>0.184330</td>
<td>0.145596</td>
<td>0.242653</td>
<td>0.101485</td>
<td>59.2482</td>
<td>0.584688</td>
</tr>
<tr>
<td>0.250</td>
<td>0.558872</td>
<td>0.272621</td>
<td>0.347909</td>
<td>0.181368</td>
<td>0.163564</td>
<td>0.253548</td>
<td>0.096631</td>
<td>70.5346</td>
<td>0.566395</td>
</tr>
<tr>
<td>0.240</td>
<td>0.581581</td>
<td>0.266191</td>
<td>0.358805</td>
<td>0.177549</td>
<td>0.185897</td>
<td>0.265271</td>
<td>0.091262</td>
<td>86.3118</td>
<td>0.545717</td>
</tr>
<tr>
<td>0.235</td>
<td>0.595917</td>
<td>0.262482</td>
<td>0.365974</td>
<td>0.175298</td>
<td>0.199198</td>
<td>0.271517</td>
<td>0.088367</td>
<td>96.6960</td>
<td>0.534375</td>
</tr>
<tr>
<td>0.230</td>
<td>0.612418</td>
<td>0.258329</td>
<td>0.374410</td>
<td>0.172749</td>
<td>0.214089</td>
<td>0.277899</td>
<td>0.085329</td>
<td>109.3048</td>
<td>0.522469</td>
</tr>
<tr>
<td>0.225</td>
<td>0.631932</td>
<td>0.253798</td>
<td>0.384582</td>
<td>0.169920</td>
<td>0.231068</td>
<td>0.284641</td>
<td>0.082093</td>
<td>124.9474</td>
<td>0.509477</td>
</tr>
<tr>
<td>0.220</td>
<td>0.654955</td>
<td>0.248710</td>
<td>0.396820</td>
<td>0.166717</td>
<td>0.250516</td>
<td>0.291599</td>
<td>0.078711</td>
<td>144.6143</td>
<td>0.496020</td>
</tr>
<tr>
<td>0.215</td>
<td>0.682245</td>
<td>0.243185</td>
<td>0.411516</td>
<td>0.163182</td>
<td>0.272866</td>
<td>0.298903</td>
<td>0.075111</td>
<td>169.7491</td>
<td>0.481177</td>
</tr>
<tr>
<td>0.210</td>
<td>0.714870</td>
<td>0.237055</td>
<td>0.429386</td>
<td>0.159232</td>
<td>0.298821</td>
<td>0.306407</td>
<td>0.071345</td>
<td>202.6444</td>
<td>0.465783</td>
</tr>
<tr>
<td>0.205</td>
<td>0.754445</td>
<td>0.230336</td>
<td>0.451333</td>
<td>0.154849</td>
<td>0.329384</td>
<td>0.314357</td>
<td>0.067362</td>
<td>246.6160</td>
<td>0.449181</td>
</tr>
<tr>
<td>0.200</td>
<td>0.803108</td>
<td>0.222927</td>
<td>0.478645</td>
<td>0.149965</td>
<td>0.365908</td>
<td>0.322866</td>
<td>0.063128</td>
<td>307.1230</td>
<td>0.431336</td>
</tr>
<tr>
<td>0.195</td>
<td>0.863397</td>
<td>0.214985</td>
<td>0.512814</td>
<td>0.144653</td>
<td>0.409901</td>
<td>0.331896</td>
<td>0.058644</td>
<td>393.2041</td>
<td>0.411625</td>
</tr>
<tr>
<td>0.190</td>
<td>0.939974</td>
<td>0.205967</td>
<td>0.556641</td>
<td>0.138572</td>
<td>0.464492</td>
<td>0.341629</td>
<td>0.053845</td>
<td>520.7157</td>
<td>0.390340</td>
</tr>
<tr>
<td>0.185</td>
<td>1.038883</td>
<td>0.195965</td>
<td>0.613714</td>
<td>0.131799</td>
<td>0.533420</td>
<td>0.351783</td>
<td>0.048788</td>
<td>719.0307</td>
<td>0.368068</td>
</tr>
<tr>
<td>0.180</td>
<td>1.171356</td>
<td>0.184864</td>
<td>0.690821</td>
<td>0.124174</td>
<td>0.623510</td>
<td>0.363317</td>
<td>0.043355</td>
<td>1048.871</td>
<td>0.342648</td>
</tr>
<tr>
<td>$w_c$</td>
<td>$k_1$</td>
<td>$k_{2g}$</td>
<td>$k_{3g}$</td>
<td>$k_{4g}$</td>
<td>$-k_{5g}$</td>
<td>$-k_{6g}$</td>
<td>$-k_{7g}$</td>
<td>$-k_{8g}$</td>
<td>$-k_{9g}$</td>
</tr>
<tr>
<td>-------</td>
<td>--------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
</tr>
<tr>
<td>0.175</td>
<td>1.3551</td>
<td>0.1725</td>
<td>0.7984</td>
<td>0.1156</td>
<td>0.7459</td>
<td>0.3752</td>
<td>0.0379</td>
<td>1649.85</td>
<td>0 3173</td>
</tr>
<tr>
<td>0.170</td>
<td>1.6443</td>
<td>0.1587</td>
<td>0.9687</td>
<td>0.1060</td>
<td>0.9342</td>
<td>0.3912</td>
<td>0.0337</td>
<td>2963.32</td>
<td>0 2930</td>
</tr>
<tr>
<td>0.165</td>
<td>2.0921</td>
<td>0.1436</td>
<td>1.2326</td>
<td>0.0955</td>
<td>1.2218</td>
<td>0.3976</td>
<td>0.0292</td>
<td>6140.61</td>
<td>0 2683</td>
</tr>
<tr>
<td>0.160</td>
<td>2.8466</td>
<td>0.1269</td>
<td>1.6867</td>
<td>0.0837</td>
<td>1.6926</td>
<td>0.4263</td>
<td>0.0194</td>
<td>15063.00</td>
<td>0 2212</td>
</tr>
<tr>
<td>( w_c )</td>
<td>( k_1f )</td>
<td>( k_2f )</td>
<td>( k_3f )</td>
<td>( k_4f )</td>
<td>( k_5f )</td>
<td>( k_6f )</td>
<td>( k_7f )</td>
<td>( k_8f )</td>
<td>( k_9f )</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>0.800</td>
<td>1.28337</td>
<td>0.12596</td>
<td>0.67845</td>
<td>0.41760</td>
<td>0.29048</td>
<td>0.21541</td>
<td>0.12441</td>
<td>0.07497</td>
<td>0.05953</td>
</tr>
<tr>
<td>0.750</td>
<td>1.82337</td>
<td>0.12596</td>
<td>0.67845</td>
<td>0.41760</td>
<td>0.29048</td>
<td>0.21541</td>
<td>0.12441</td>
<td>0.07497</td>
<td>0.05953</td>
</tr>
<tr>
<td>0.720</td>
<td>0.87924</td>
<td>0.29048</td>
<td>0.55769</td>
<td>0.41760</td>
<td>0.29048</td>
<td>0.21541</td>
<td>0.12441</td>
<td>0.07497</td>
<td>0.05953</td>
</tr>
<tr>
<td>0.692</td>
<td>0.70521</td>
<td>0.49433</td>
<td>0.50349</td>
<td>0.44372</td>
<td>0.30304</td>
<td>0.05568</td>
<td>0.07426</td>
<td>0.04726</td>
<td>0.03182</td>
</tr>
<tr>
<td>0.650</td>
<td>0.50349</td>
<td>0.44372</td>
<td>0.30304</td>
<td>0.12441</td>
<td>0.07497</td>
<td>0.05953</td>
<td>0.04726</td>
<td>0.03182</td>
<td>-0.00182</td>
</tr>
<tr>
<td>0.600</td>
<td>0.31500</td>
<td>0.41765</td>
<td>0.12876</td>
<td>0.05953</td>
<td>0.04726</td>
<td>0.03182</td>
<td>0.04206</td>
<td>0.03310</td>
<td>0.16318</td>
</tr>
<tr>
<td>0.550</td>
<td>0.15941</td>
<td>0.41317</td>
<td>0.12876</td>
<td>0.05953</td>
<td>0.04726</td>
<td>0.03182</td>
<td>0.04206</td>
<td>0.03310</td>
<td>0.16318</td>
</tr>
<tr>
<td>0.500</td>
<td>0.12317</td>
<td>0.42339</td>
<td>0.28245</td>
<td>0.12876</td>
<td>0.05953</td>
<td>0.04726</td>
<td>0.03182</td>
<td>0.04206</td>
<td>0.03310</td>
</tr>
<tr>
<td>0.450</td>
<td>0.07137</td>
<td>0.49358</td>
<td>0.28245</td>
<td>0.12876</td>
<td>0.05953</td>
<td>0.04726</td>
<td>0.03182</td>
<td>0.04206</td>
<td>0.03310</td>
</tr>
<tr>
<td>0.400</td>
<td>0.07137</td>
<td>0.49358</td>
<td>0.28245</td>
<td>0.12876</td>
<td>0.05953</td>
<td>0.04726</td>
<td>0.03182</td>
<td>0.04206</td>
<td>0.03310</td>
</tr>
<tr>
<td>0.350</td>
<td>0.07137</td>
<td>0.49358</td>
<td>0.28245</td>
<td>0.12876</td>
<td>0.05953</td>
<td>0.04726</td>
<td>0.03182</td>
<td>0.04206</td>
<td>0.03310</td>
</tr>
<tr>
<td>0.300</td>
<td>0.07137</td>
<td>0.49358</td>
<td>0.28245</td>
<td>0.12876</td>
<td>0.05953</td>
<td>0.04726</td>
<td>0.03182</td>
<td>0.04206</td>
<td>0.03310</td>
</tr>
<tr>
<td>0.250</td>
<td>0.07137</td>
<td>0.49358</td>
<td>0.28245</td>
<td>0.12876</td>
<td>0.05953</td>
<td>0.04726</td>
<td>0.03182</td>
<td>0.04206</td>
<td>0.03310</td>
</tr>
<tr>
<td>0.200</td>
<td>0.07137</td>
<td>0.49358</td>
<td>0.28245</td>
<td>0.12876</td>
<td>0.05953</td>
<td>0.04726</td>
<td>0.03182</td>
<td>0.04206</td>
<td>0.03310</td>
</tr>
<tr>
<td>0.150</td>
<td>0.07137</td>
<td>0.49358</td>
<td>0.28245</td>
<td>0.12876</td>
<td>0.05953</td>
<td>0.04726</td>
<td>0.03182</td>
<td>0.04206</td>
<td>0.03310</td>
</tr>
<tr>
<td>0.100</td>
<td>0.07137</td>
<td>0.49358</td>
<td>0.28245</td>
<td>0.12876</td>
<td>0.05953</td>
<td>0.04726</td>
<td>0.03182</td>
<td>0.04206</td>
<td>0.03310</td>
</tr>
<tr>
<td>0.050</td>
<td>0.07137</td>
<td>0.49358</td>
<td>0.28245</td>
<td>0.12876</td>
<td>0.05953</td>
<td>0.04726</td>
<td>0.03182</td>
<td>0.04206</td>
<td>0.03310</td>
</tr>
<tr>
<td>0.000</td>
<td>0.07137</td>
<td>0.49358</td>
<td>0.28245</td>
<td>0.12876</td>
<td>0.05953</td>
<td>0.04726</td>
<td>0.03182</td>
<td>0.04206</td>
<td>0.03310</td>
</tr>
<tr>
<td>$w_c$</td>
<td>$k_{1f}$</td>
<td>$k_{2f}$</td>
<td>$k_{3f}$</td>
<td>$k_{4f}$</td>
<td>$k_{5f}$</td>
<td>$k_{6f}$</td>
<td>$k_{7f}$</td>
<td>$k_{8f}$</td>
<td>$k_{9f}$</td>
</tr>
<tr>
<td>------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>0.260</td>
<td>-0.99224</td>
<td>-0.09744</td>
<td>-0.62122</td>
<td>-0.32768</td>
<td>0.83928</td>
<td>0.23554</td>
<td>0.27669</td>
<td>61.5985</td>
<td>10.4333</td>
</tr>
<tr>
<td>0.250</td>
<td>-1.24208</td>
<td>-0.62238</td>
<td>-0.73654</td>
<td>-0.67203</td>
<td>0.78667</td>
<td>-0.01667</td>
<td>0.04919</td>
<td>76.2899</td>
<td>12.2198</td>
</tr>
<tr>
<td>0.240</td>
<td>-1.60025</td>
<td>-1.57473</td>
<td>-0.88609</td>
<td>-1.29101</td>
<td>0.63478</td>
<td>-0.41250</td>
<td>-0.34409</td>
<td>97.8813</td>
<td>14.7925</td>
</tr>
<tr>
<td>0.235</td>
<td>-1.82011</td>
<td>-2.28411</td>
<td>-0.96652</td>
<td>-1.74917</td>
<td>0.49349</td>
<td>-0.67241</td>
<td>-0.63307</td>
<td>112.411</td>
<td>16.5312</td>
</tr>
<tr>
<td>0.230</td>
<td>-2.05011</td>
<td>-3.17046</td>
<td>-1.03602</td>
<td>-2.31807</td>
<td>0.29184</td>
<td>-0.96100</td>
<td>-0.99480</td>
<td>130.005</td>
<td>18.6803</td>
</tr>
<tr>
<td>0.225</td>
<td>-2.26176</td>
<td>-4.22653</td>
<td>-1.07349</td>
<td>-2.98929</td>
<td>0.01739</td>
<td>-1.25128</td>
<td>-1.43093</td>
<td>151.278</td>
<td>17.5149</td>
</tr>
<tr>
<td>0.220</td>
<td>-2.38762</td>
<td>-5.35266</td>
<td>-1.03694</td>
<td>-3.69035</td>
<td>-0.32957</td>
<td>-1.47211</td>
<td>-1.91281</td>
<td>176.366</td>
<td>24.7799</td>
</tr>
<tr>
<td>0.215</td>
<td>-2.30869</td>
<td>-6.29492</td>
<td>-0.85775</td>
<td>-4.24161</td>
<td>-0.72009</td>
<td>-1.49127</td>
<td>-2.36091</td>
<td>204.793</td>
<td>29.0698</td>
</tr>
<tr>
<td>0.210</td>
<td>-1.78155</td>
<td>-6.39507</td>
<td>-0.40554</td>
<td>-4.18317</td>
<td>-1.04529</td>
<td>-1.02902</td>
<td>-2.56585</td>
<td>234.178</td>
<td>34.5020</td>
</tr>
<tr>
<td>0.205</td>
<td>-0.40380</td>
<td>-4.32953</td>
<td>0.52070</td>
<td>-2.59324</td>
<td>-1.04281</td>
<td>0.38624</td>
<td>-2.09993</td>
<td>258.828</td>
<td>41.2886</td>
</tr>
<tr>
<td>0.200</td>
<td>2.56844</td>
<td>2.71191</td>
<td>2.27089</td>
<td>2.48213</td>
<td>-0.10046</td>
<td>3.63146</td>
<td>-0.06083</td>
<td>265.461</td>
<td>49.5903</td>
</tr>
<tr>
<td>0.190</td>
<td>19.5998</td>
<td>59.9006</td>
<td>10.9809</td>
<td>42.7220</td>
<td>11.2879</td>
<td>22.9167</td>
<td>17.6500</td>
<td>76.6481</td>
<td>69.5039</td>
</tr>
<tr>
<td>0.185</td>
<td>41.6243</td>
<td>148.362</td>
<td>21.2915</td>
<td>104.689</td>
<td>31.0677</td>
<td>47.8484</td>
<td>45.1956</td>
<td>-351.243</td>
<td>75.9843</td>
</tr>
<tr>
<td>0.180</td>
<td>91.3916</td>
<td>371.816</td>
<td>42.9807</td>
<td>260.514</td>
<td>84.3043</td>
<td>103.892</td>
<td>114.157</td>
<td>-1608.21</td>
<td>57.2655</td>
</tr>
<tr>
<td>$w_c$</td>
<td>$k_{1ff}$</td>
<td>$k_{2ff}$</td>
<td>$k_{3ff}$</td>
<td>$k_{4ff}$</td>
<td>$k_{5ff}$</td>
<td>$k_{6ff}$</td>
<td>$k_{7ff}$</td>
<td>$k_{8ff}$</td>
<td>$-k_{9ff}$</td>
</tr>
<tr>
<td>------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>0.800</td>
<td>9.17985</td>
<td>4.92637</td>
<td>1.65073</td>
<td>1.88165</td>
<td>1.60525</td>
<td>6.71923</td>
<td>0.49287</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.750</td>
<td>7.72743</td>
<td>3.01804</td>
<td>3.13896</td>
<td>3.15103</td>
<td>4.16593</td>
<td>1.51224</td>
<td>0.85481</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.720</td>
<td>7.48222</td>
<td>2.94616</td>
<td>2.90200</td>
<td>2.77606</td>
<td>4.09793</td>
<td>1.45379</td>
<td>0.80439</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.692</td>
<td>6.19734</td>
<td>2.19804</td>
<td>3.04015</td>
<td>1.68122</td>
<td>1.20474</td>
<td>1.45379</td>
<td>0.69215</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.650</td>
<td>6.00000</td>
<td>1.66010</td>
<td>3.11378</td>
<td>0.91460</td>
<td>1.73449</td>
<td>0.84903</td>
<td>0.49287</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.600</td>
<td>5.00000</td>
<td>1.04533</td>
<td>3.09793</td>
<td>0.99200</td>
<td>1.03128</td>
<td>1.90830</td>
<td>0.14537</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.550</td>
<td>4.00000</td>
<td>1.04533</td>
<td>1.32706</td>
<td>2.96435</td>
<td>0.70042</td>
<td>0.84903</td>
<td>0.49287</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.500</td>
<td>4.00000</td>
<td>1.17170</td>
<td>1.11701</td>
<td>4.96699</td>
<td>0.56612</td>
<td>0.84903</td>
<td>0.49287</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.450</td>
<td>4.00000</td>
<td>1.17170</td>
<td>1.11701</td>
<td>4.96699</td>
<td>0.56612</td>
<td>0.84903</td>
<td>0.49287</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.400</td>
<td>4.00000</td>
<td>1.17170</td>
<td>1.11701</td>
<td>4.96699</td>
<td>0.56612</td>
<td>0.84903</td>
<td>0.49287</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.375</td>
<td>4.00000</td>
<td>1.17170</td>
<td>1.11701</td>
<td>4.96699</td>
<td>0.56612</td>
<td>0.84903</td>
<td>0.49287</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.350</td>
<td>4.00000</td>
<td>1.17170</td>
<td>1.11701</td>
<td>4.96699</td>
<td>0.56612</td>
<td>0.84903</td>
<td>0.49287</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.325</td>
<td>4.00000</td>
<td>1.17170</td>
<td>1.11701</td>
<td>4.96699</td>
<td>0.56612</td>
<td>0.84903</td>
<td>0.49287</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.300</td>
<td>4.00000</td>
<td>1.17170</td>
<td>1.11701</td>
<td>4.96699</td>
<td>0.56612</td>
<td>0.84903</td>
<td>0.49287</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.275</td>
<td>4.00000</td>
<td>1.17170</td>
<td>1.11701</td>
<td>4.96699</td>
<td>0.56612</td>
<td>0.84903</td>
<td>0.49287</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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### TABLE V. (CONTINUED)

<table>
<thead>
<tr>
<th>(w_c)</th>
<th>(k_{1ff})</th>
<th>(k_{2ff})</th>
<th>(k_{3ff})</th>
<th>(k_{4ff})</th>
<th>(-k_{5ff})</th>
<th>(k_{6ff})</th>
<th>(k_{7ff})</th>
<th>(-k_{8ff})</th>
<th>(-k_{9ff})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.260</td>
<td>30.3616</td>
<td>1.97495</td>
<td>16.2611</td>
<td>1.14684</td>
<td>18.7988</td>
<td>-2.75618</td>
<td>3.42166</td>
<td>10976.6</td>
<td>42.6144</td>
</tr>
<tr>
<td>0.250</td>
<td>39.1290</td>
<td>2.37166</td>
<td>20.8927</td>
<td>1.47785</td>
<td>24.5713</td>
<td>-3.60655</td>
<td>3.80765</td>
<td>16560.2</td>
<td>53.3410</td>
</tr>
<tr>
<td>0.240</td>
<td>52.2727</td>
<td>3.05226</td>
<td>27.8334</td>
<td>2.05964</td>
<td>33.2314</td>
<td>-4.24375</td>
<td>4.24375</td>
<td>26534.9</td>
<td>64.6114</td>
</tr>
<tr>
<td>0.235</td>
<td>61.4340</td>
<td>3.67993</td>
<td>32.6687</td>
<td>2.56914</td>
<td>39.2054</td>
<td>-5.67372</td>
<td>4.43325</td>
<td>34536.1</td>
<td>68.1859</td>
</tr>
<tr>
<td>0.230</td>
<td>73.0964</td>
<td>4.78639</td>
<td>38.8226</td>
<td>3.40559</td>
<td>46.6536</td>
<td>-6.57596</td>
<td>4.51352</td>
<td>45852.9</td>
<td>66.9308</td>
</tr>
<tr>
<td>0.225</td>
<td>88.4657</td>
<td>6.99925</td>
<td>46.9279</td>
<td>4.95734</td>
<td>56.0695</td>
<td>-7.40169</td>
<td>4.30506</td>
<td>62404.1</td>
<td>55.0931</td>
</tr>
<tr>
<td>0.220</td>
<td>109.426</td>
<td>11.7934</td>
<td>57.9723</td>
<td>8.12849</td>
<td>67.9664</td>
<td>-7.64491</td>
<td>3.37605</td>
<td>87307.5</td>
<td>20.3563</td>
</tr>
<tr>
<td>0.215</td>
<td>139.525</td>
<td>22.9032</td>
<td>73.7976</td>
<td>15.2288</td>
<td>82.8643</td>
<td>-5.86745</td>
<td>0.66116</td>
<td>126064.3</td>
<td>-63.2909</td>
</tr>
<tr>
<td>0.210</td>
<td>186.152</td>
<td>49.9467</td>
<td>98.2334</td>
<td>32.2672</td>
<td>101.007</td>
<td>1.77249</td>
<td>-5.55671</td>
<td>189070.9</td>
<td>-256.536</td>
</tr>
<tr>
<td>0.205</td>
<td>265.585</td>
<td>119.310</td>
<td>139.574</td>
<td>75.9974</td>
<td>120.813</td>
<td>26.0560</td>
<td>-25.6412</td>
<td>296221.0</td>
<td>-692.002</td>
</tr>
<tr>
<td>0.200</td>
<td>418.271</td>
<td>307.482</td>
<td>218.241</td>
<td>195.763</td>
<td>134.177</td>
<td>97.9584</td>
<td>-77.8302</td>
<td>489192.7</td>
<td>-1675.85</td>
</tr>
<tr>
<td>0.195</td>
<td>754.837</td>
<td>854.944</td>
<td>389.460</td>
<td>549.271</td>
<td>107.780</td>
<td>312.818</td>
<td>-229.811</td>
<td>861055.3</td>
<td>-3919.72</td>
</tr>
<tr>
<td>0.190</td>
<td>1624.03</td>
<td>2618.46</td>
<td>825.883</td>
<td>1707.31</td>
<td>-96.9325</td>
<td>1000.85</td>
<td>-719.794</td>
<td>1638767.3</td>
<td>-9213.32</td>
</tr>
<tr>
<td>0.185</td>
<td>4420.33</td>
<td>9409.12</td>
<td>2209.44</td>
<td>6243.20</td>
<td>-1161.79</td>
<td>3589.32</td>
<td>-2612.16</td>
<td>3441062.6</td>
<td>-22644.5</td>
</tr>
<tr>
<td>0.180</td>
<td>17156.5</td>
<td>45223.2</td>
<td>8426.80</td>
<td>30523.4</td>
<td>-7697.47</td>
<td>16754.4</td>
<td>-12626.9</td>
<td>829129.0</td>
<td>-55798.7</td>
</tr>
</tbody>
</table>
Fig. 1 Experimental Results of Sato-Kuriki for the Wake Behind a Flat Plate
Fig. 2 Local Spatial Amplification Rate as a Function of $w_c$
Fig. 3a Distribution of Amplitude and Phase of $f_0$ at $w_c = 0.692$
Fig. 3b Distribution of Amplitude and Phase of $f_0'$ at $w_c = 0.692$
Fig. 3c  Distribution of Amplitude and Phase of $f_0$ at $w_c = 0.40$
Fig. 3d Distribution of Amplitude and Phase of $f_0'$ at $w_c = 0.40$
Fig. 3e  Distribution of Amplitude and Phase of $f_0$ at $w_c = 0.30$
Fig. 3f Distribution of Amplitude and Phase of $f_0'$ at $w_c = 0.30$
Fig. 3g  Distribution of Amplitude and Phase of $f_0$ at $w_c = 0.20$
Fig. 3h Distribution of Amplitude and Phase of $f'_0$ at $w_c = 0.20$
Fig. 3i Distribution of Amplitude and Phase of $f_0$ at $w_c = 0.15$
Fig. 3j Distribution of Amplitude and Phase of $f'_0$ at $w_c = 0.15$
Fig. 4 Comparison of the Mean Centerline Velocity Defect, $w_c$
CASE A

\[ w_{co} = 0.7 \]
\[ E_{uo} = 1 \times 10^{-5} \]

\[ R = 2 \times 10^5 \]

Fig. 5 Comparison of the Wake Half-width b
Fig. 6 Calculated Variation of the Integrated Fluctuation Energy in the $u'$-component $E_u$

$R = 2 \times 10^5$

$E_{u_0} = 1 \times 10^{-5}$

$w_{co} = 0.7$

CASE A

$$E_u = \frac{1}{b} \int_0^\infty u'^2 \, dy$$
Fig. 7  Variation of the Total Integrated Fluctuation Energy $E_F$

$E_F = \int_0^\infty (u'^2 + v'^2) \, dy$

$R = 2 \times 10^5$
$w_{co} = 0.7$
$E_{uo} = 1 \times 10^{-5}$

CASE A
$E_T = \frac{1}{b} \int_0^\infty (\overline{u'^2} + \overline{v'^2}) \, dy$

Fig. 7a Variation of the Total Integrated Fluctuation Energy Density $E_T$
Fig. 8 Relative Energy Content in the $u'$ and $v'$ Components as Function of $w_c$

FREQUENCY = 730 cps
$R = 2 \times 10^5$
FUNDAMENTAL MODE ONLY
Fig. 9 Comparison of the Non-dimensional Wave Propagation Velocity $c^*_r$
Fig. 10 Variation of the Normalized Amplitude $|A|^2$

$R = 2 \times 10^5$
$E_{uo} = 1 \times 10^{-5}$
$w_{co} = 0.7$

CASE A
Fig. 11 Variation of the Normalized Integral Fluctuation Energy in the $u'$-component $A_u$

\[
A_u = \int_0^\infty \overline{u'^2} \, dy^*
\]
Fig. 12 Variation of the Magnitude of the Various Interacting Mechanisms

$R = 2 \times 10^5$
$E_{uo} = 1 \times 10^{-5}$
$w_{co} = 0.7$

CASE A
Fig. 12a Variation of the Local Amplification Rate ($-\alpha_1^*$)

\[ R = 2 \times 10^5 \]
\[ E_{uo} = 1 \times 10^{-5} \]
\[ w_{co} = 0.7 \]

CASE A

FREQUENCY = 730 cps
Fig. 13 Breakdown of the Energy Transferring Mechanism $T_{RM}$

$T_{RM} = T_{R1} + T_{R2}$

$R = 2 \times 10^5$

$E_{uo} = 1 \times 10^{-5}$

$w_{co} = 0.7$

CASE A
Fig. 14 Comparison of the Steady Laminar Wake Solutions
Fig. 15 Effect of $w_{c0}$ on the Variation of $w_c$.
Fig. 16 Effect of $w_{c0}$ on the Variation of $E_u$.
Fig. 17 Effect of $w_{c0}$ on the Variation of $E_T$

\[ E_T = \frac{1}{b} \int_0^\infty (u'^2 + v'^2) \, dy \]
Fig. 18 Effect of $E_{u0}$ on the Variation of $w_c$
Fig. 19  Effect of $E_{u0}$ on the Variation of $E_u$

$$E_u = \frac{1}{b} \int_0^\infty \frac{u^2}{y} dy$$

$R = 2 \times 10^5$

$w_{c0} = 0.7$

- $E_{u0} = 3 \times 10^{-5}$
- $E_{u0} = 1 \times 10^{-5}$
- $E_{u0} = 1 \times 10^{-6}$
$w_{co} = 0.7$
$E_{uo} = 1 \times 10^{-5}$
EXPT. AT $R = 2 \times 10^5$
EXPT. AT $R = 1 \times 10^5$

PURE LAMINAR WAKE

Fig. 20 Reynolds Number Effect on $w_c$ (Case A) and Comparison with the Experiments
Fig. 21 Reynolds Number Effect on $E_u$; Case A.
Fig. 22 Effect of the Viscous Dissipation Term $T_{v1}$ on $w_c$; Case A
Fig. 23 Effect of the Viscous Dissipation Term $T_{vf}$ on $E_T$; Case A

- $R = 2 \times 10^5$
- $E_{uo} = 1 \times 10^{-5}$
- $w_{co} = 0.7$

CASE A
Fig. 23a Effect of the Viscous Dissipation Term $T_{vf}$ on $E_u$; Case A
Fig. 24 Effect of Decoupling b from $w_c$ on the Variation of $w_c$; Case A
Fig. 25 Effect of Decoupling $b$ from $w_c$ on the Variation of $E_T$ Case A

$R = 2 \times 10^5$

$E_{\text{uo}} = 1 \times 10^{-5}$

$w_c = 0.7$

$b = b(w_c)$

$b = b(w_c, |A|^2)$
Fig. 25a  Effect of Decoupling $b$ from $w_c$ on the Variation of $E_u$; Case A
Fig. 26 Comparison of Wake Half-width for $b = b(w_c)$ and $b = b(w_c, |A|^2)$.
Fig. 27. Effect of the Additional Shape Parameter on the Mean Centerline Velocity Defect

$R = 2 \times 10^5$

$S \neq 0$

$S \equiv 0$
Fig. 28 Effect of the Additional Shape Parameter on $E_u$
Fig. 30 Variation of \( \frac{S}{w_c - S} \)
Fig. 31a  Distribution of $F(y^*)$ at $w_c = 0.692$
Fig. 31b Distribution of $F(y^*)$ at $w_c = 0.40$
Fig. 31c  Distribution of $F(y*)$ at $w_c = 0.30$
Fig. 31d Distribution of $F(y^*)$ at $w_c = 0.20$
Fig. 32a  Distribution of $g_0(y^*)$ at $w_c = 0.692$
Fig. 32b Distribution of $g'_0(y^*)$ at $w_c = 0.692$
Fig. 32c  Distribution of $g_0(y^*)$ at $w_c = 0.40$
Fig. 32d Distribution of $g'_0(y^*)$ at $w_c = 0.40$
Fig. 32e Distribution of $g_0(y^*)$ at $w_c = 0.30$
Fig. 32f Distribution of $g_0'(y^*)$ at $w_c = 0.30$
Fig. 32g  Distribution of $g_0(y^*)$ at $w_c = 0.20$
Fig. 32h Distribution of $g_0'(y^*)$ at $w_c = 0.20$
Fig. 33 Effect of the Second Harmonic on $w_c$

$R = 2 \times 10^5$
$E_{uo} = 1 \times 10^{-5}$

CASE A

CASE B

$w_{co} = 0.7$
**Case B**

\[
E_{uf} = 2 |A|^2 \omega_c^2 \int_0^\infty |f_0|^2 \, dy
\]

\[
E_{u2f} = 2 |A|^4 \omega_c^2 \int_0^\infty |g_0|^2 \, dy
\]

**Figure 35** Variation of the Energy Contents in the Fundamental and the Second Harmonic
Fig. 36 Effect of the Second Harmonic on $E_T$

- CASE A
- CASE B

$R = 2 \times 10^5$
$E_{uo} = 1 \times 10^{-5}$
$w_{co} = 0.7$
Fig. 36a Effect of the Second Harmonic on $E_{uf}$

- $R = 2 \times 10^5$
- $E_{uo} = 1 \times 10^{-5}$
- $w_{co} = 0.7$
Fig. 36b  Effect of the Second Harmonic on $A_{uf}$

$A_{uf} = E_{uf}/w_c^2$

$R = 2 \times 10^5$
$E_{uo} = 1 \times 10^{-5}$
$w_{co} = 0.7$
Fig. 37 Effect of the Second Harmonic on $|A|^2$

$R = 2 \times 10^5$

$E_{uo} = 1 \times 10^{-5}$

$w_{co} = 0.7$

CASE B
$R = 2 \times 10^5$
$E_{uo} = 1 \times 10^{-5}$
$w_{co} = 0.7$

- $T_{Vf} \equiv 0$
- $T_{Vf} \neq 0$
- $k_{8g} \equiv 0, k_8 \neq 0$

$T_{Vf} \sim k_8 |A|^{2} + k_{8g} |A|^{4}$

Fig. 38 Effect of the Viscous Terms on $w_c$; Case B
$R = 2 \times 10^5$
$E_{uo} = 1 \times 10^{-5}$
$w_{co} = 0.7$

- $T_{Vf} \equiv 0$
- $T_{Vf} \neq 0$
- $k_{8g} \equiv 0, k_8 \neq 0$

$T_{Vf} \sim k_8 |A|^2 + k_{8g} |A|^4$

Fig. 39a Effect of the Viscous Terms on $E_{uf}$; Case B
$R = 2 \times 10^5$
$E_{uo} = 1 \times 10^{-5}$
$w_{co} = 0.7$

- $T_{Vf} \equiv 0$
- $T_{Vf} \neq 0$
- $k_{8g} \equiv 0$, $k_8 \neq 0$

Fig. 39b Effect of the Viscous Terms on $|A|^2$; Case B
$R = 2 \times 10^5$
$E_{uo} = 1 \times 10^{-5}$
$w_{co} = 0.7$

- $T_{Vf} \equiv 0$
- $T_{Vf} \neq 0$
- $k_{8g} \equiv 0, k_{8} \neq 0$

$T_{Vf} \sim k_{8} |A|^2 + k_{8g} |A|^4$

Fig. 39c Effect of the Viscous Terms on $E_{u2f}$, Case B
Fig. E2 Comparison of the Static Pressure Distributions along the Wake Axis

\[ \Delta p = 2(\rho_0 - \rho) \]

CASE A

\[ R = 2 \times 10^5 \]
\[ E_{u_0} = 1 \times 10^{-5} \]
\[ w_{co} = 0.7 \]
Fig. E3 Effect of the External Static Pressure Gradient on the Variation of $w_c$

$R = 2 \times 10^5$, $E_{uo} = 1 \times 10^{-5}$

--- NO EXTERNAL PRESSURE GRADIENT
--- FICTITIOUS PRESSURE GRADIENT IMPOSED

CASE A: FUNDAMENTAL ONLY
• EXPT.
Fig. E4 Effect of the External Pressure Gradient on the Total Fluctuation Energy Density Variation

NO EXTERNAL PRESSURE GRADIENT

FICTITIOUS PRESSURE GRADIENT IMPOSED

CASE A: FUNDAMENTAL ONLY

$R = 2 \times 10^5$

$E_{uo} = 1 \times 10^{-5}$
Fig. E5 Effect of the External Pressure Gradient on the Variation of $E_u$
Fig. E6 Effect of the External Pressure Gradient on the Variation of $|A|^2$

- NO EXTERNAL PRESSURE GRADIENT
- FICTITIOUS PRESSURE GRADIENT IMPOSED

$R = 2 \times 10^5$, $E_{u_0} = 1 \times 10^{-5}$

CASE A: FUNDAMENTAL ONLY
Fig. E7 Distribution of the Mean Vertical Velocity at the Edge of the Wake, $\bar{v}_e$

$$R = 2 \times 10^5$$
$$E_{uo} = 1 \times 10^{-5}$$

CASE A

CALCULATED

APPROXIMATION

$$- \frac{\bar{v}_e}{0.0172} = \left[1 - \left(\frac{x-.154}{.079}\right)^2\right]^5$$

PURE LAMINAR WAKE

X

-310-
Fig. E8 Calculated Distribution of the Induced Static Pressure Coefficient

\[ \bar{X} = \frac{X - 0.154}{0.079} \]
Fig. Fla Forcing Function $F_1(y^*)$ at $w_c = 0.692$
Fig. F1b Forcing Function $F_J(y^*)$ at $w_c = 0.40$
Fig. F1c Forcing Function $F_1(y^*)$ at $w_c = 0.30$
Fig. Fld: Forcing Function $F_1(y^*)$ at $w_c = 0.20$. 

$F_{lr}$ and $F_{li}$ are marked on the diagram.
Fig. F2a  Distribution of $f_1(y^*)$ at $w_c = 0.692$
Fig. F2b  Distribution of $f'_1(y^*)$ at $w_c = 0.692$
Fig. F2c Distribution of \( f_1(y^*) \) at \( w_c = 0.40 \)
Fig. F2d Distribution of $f'_1(y^*)$ at $w_c = 0.40$
Fig. F2e Distribution of $f_1(y^*)$ at $w_c = 0.3$
Fig. F2f Distribution of $f'_l(y^*)$ at $w_c = 0.3$
Fig. F2g Distribution of \( f_1(y^*) \) at \( w_c = 0.2 \)
Fig. F2h Distribution of $f_1(y^*)$ at $w_c = 0.2$
\( R = 2 \times 10^5 \)
\( E_{uo} = 1 \times 10^{-5} \)

CASE A  
CASE B  
CASE C

---

Fig. F3 Comparison of the Variation of \( w_c \) for the Three Cases
$R = 2 \times 10^5$
$E_{uo} = 1 \times 10^{-5}$
$w_{co} = 0.7$

**CASE A**

**CASE B**

**CASE C**

Fig. F4 Comparison of the Variation of $E_T$ for the Three Cases
Fig. F6 Effect of the Excessive Viscous Dissipation on $w_c$; Case C
$R = 2 \times 10^5$ CASE C
$k_{8g} = k_{8f} = k_{8ff} \equiv 0$

Fig. F8 Variation of $E_{uf}$ and $E_{u2f}$ with the Viscous Dissipation Terms Partially Ignored
$R = 2 \times 10^2$

CASE C

$k_{8g} = k_{8f} = k_{8ff} \equiv 0$

$k_{8g} \neq 0, k_{8f} \neq 0, k_{8ff} \neq 0$

Fig. F9 Variation of $|A|^2$ for Case C