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ABSTRACT

A variety of phenomenological experimental methods are employed to con-
struct and validate kinetic models for heterogeneous catalytic reaction systems.
Both static input and stimulus-response experiments are performed with partic-
ular emphasis placed on the novel feedback-induced bifurcation method. These
techniques are applied to CO oxidation on Rh/Al,O; and Ag/Al;03 to iden-
tify kinetic models that are able to reproduce transient as well as steady-state
experimental data.

Static input experiments for CO oxidation on supported Rh, reduced at
170°C, reveal oscillatory responses for some inlet conditions. Two adsorbed CO
species, linear and dicarbonyl forms, are observed with the linearly adsorbed CO
shown from step-response experiments to be more reactive than CO adsorbed in
the dicarbonyl form. The oscillations seem to be driven by surface temperature
fluctuations rather than by interconversion between the adsorbed CO species.

Steady-state and step-response experiments at 147°C are used to estimate
and to bound parameters in two reaction models that were previously postulated
for CO oxidation on supported Ag. Data from feedback-induced steady-state
bifurcation experiments are reproduced well by both models but neither reac-
tion model is able to reproduce closed-loop Hopf bifurcation data. Also, long-
time-écale transients observed in some step-response experiments are not accu-
rately simulated by either model. A new model is proposed for CO oxidation
on Ag/Al203, which incorporates a slow reversible step that forms an adsorbed
oxygen species that blocks reaction sites. This model is able to reproduce the
long-time-scale dynamics and a variety of cycled feedstream experiments.

The feedback-induced bifurcation method is also applied to the CO oxidation
reaction on supported Rh. After reducing the Rh/Al,O3 catalyst at 500°C, only

linearly adsorbed CO is observed. Measurements of the fractional coverage of CO
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and the gas—phase CO are used for feedback control. The closed—loop bifurcation
data are used to discriminate between two reaction models for CO oxidation on
supported Rh, which are determined from steady-state experiments. Higher order
dynamics resulting from closed—loop operation are also observed. The usefulness of
various types of experimental feedback-induced bifurcations, as applied to model
development, is discussed.

Finally, the feedback-induced bifurcation method is used to generate basis
oscillations that are subjected to forced periodic operation. This provides a process
in which entrainment behavior can be systematically examined. Experimental
and simulated entrainment responses are compared and are found to be in close

agreement.
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CHAPTER 1

INTRODUCTION
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While most heterogeneous catalytic reaction systems are designed to operate
at a fixed steady-state condition, the practical realization of this is difficult and,
in some instances, is not the optimal operating strategy. Reactor dynamics can
be introduced through a variety of stimuli and can be characterized by small
time scale events (e.g., reactor input perturbation) or long time scale events (e.g.,
catalyst deactivation). Although some perturbed systems are capable of relaxing
back to the desired steady-state condition, others, because of a limited stability
domain around a given steady state, will not return to the original steady state.
In the most extreme case, perturbations can lead to reactor runaway. Conversely,
the operation of a chemical system near an unstable steady state may be desirable
(Bruns and Bailey, 1975; Cinar et al., 1987). Some chemical reactors will yield
enhanced conversion and/or selectivity by incorporating periodic operation (e.g.,
Bailey, 1973; Abdul-Kareem et al., 1980; Barshad and Gulari, 1986; Thullie et
al., 1986). In general, a rate expression based upon steady-state data will not
accurately describe these dynamic phenomena and, therefore, a more detailed

model is necessary.

A fundamental problem in the characterization and modeling of heteroge-
neous catalytic reactions is the limited number of reactant and reaction interme-
diate species that can be quantified experimentally. With limited observations,
the existence and form of some reaction steps in an overall reaction sequence can
only be inferred. The goal, then, becomes to design experiments that provide
sensitive information about the reaction kinetics even under the constraint of lim-
ited observables. As a secondary goal, it is preferable to perform experiments
that yield the most information with a minimum of experimental difficulty and
experimental repetition. Phenomenological experimental methods that have been
employed to characterize heterogeneous catalytic reactions can be divided into
two basic classifications. These are stimulus-response experiments in which the

behavior of a reaction system is examined under dynamic input conditions and



-3 -

static input experiments in which a hierarchy of reaction system responses such

as steady—state multiplicity and oscillations may be observed.

The simplest stimulus—fesponse experiment is performed by changing a reac-
tor input in a stepwise manner and monitoring the time trajectory of the reaction
system (Kobayashi and Kobayashi, 1974; Bennett, 1976). Data obtained from
step-response experiments have been used for parameter estimation (Savatsky
and Bell, 1982), model discrimination (Kobayashi, 1982b), and characterization
of complex reaction sequences (Muller and Hofmann, 1987b). Muller and Hof-
mann (1987a) suggest that a carefully planned set of step-response experiments
can be used for constructing a kinetic sequence corresponding to a complex reac-
tion network by systematically stimulating individual reaction steps. The idea of
developing a kinetic mechanism from step-reponse experiments was also proposed
by Kobayashi (1982a) where an attempt was made to correlate qualitatively modes
of response to reactor input step changes with underlying mechanistic features.
A drawback of the step-response method can be the insensitivity of the experi-
mental method to the underlying reaction mechanism. For example, Kobayashi
(1982b) found four different parameter sets that were able to reproduce experi-
mental step-response data for the reaction of CO and N2O on silver. Simulations
by Lyberatos et al. (1984) also showed step-response information to be insensitive

to mechanistic differences in rival models for N,O decomposition.

Step-response experiments tend to stimulate a single characteristic time scale
of a reaction system, which can possibly obscure salient kinetic features. This
problem is particularly acute in heterogeneous catalytic reactions, where surface
reactions frequently occur more rapidly than adsorption and desorption of reaction
species. By cycling reactor inputs rather than using a single step—change in the
reactor input, multiple reaction time scales can be resolved (Bailey, 1973). For
example, in an experimental application, Cutlip et al. (1983) exploited the multi-

time scale information obtained from cycling feedstreams to discriminate between
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rival models for CO oxidation on supported Pt.

For most reaction systems, introducing a static input will cause the system
to yield a steady-state response. The steady state corresponding to this input
may not be globally stable. If more than one steady-state condition can result
from the same reactor input, the system is said to have steady—state multiplic-
ity. Experimentally observed multiplicities have been reviewed by Hlavacek and
Votruba (1978) and Hlavacek and Van Rompay (1981). As with step-response
data, steady-state multiplicity data have been used for model discrimination (Her-
skowitz and Kenney, 1983; Graham and Lynch, 1987) and parameter estimation
(Conrad and Treguer-Seguda, 1984; Harold and Luss, 1987a,1987b). Each of these
applications of steady-state multiplicity data to model development requires pos-
tulating a priort a reaction mechanism, but Harold et al. (1987a,1987b) and
Sheintuch (1987) depart from this approach by introducing a methodology in
which multiplicity data are used to characterize functional features of intrinsic

kinetic expressions.

Autonomous oscillations may also be observed in chemical systems (Ray,
1976; Sheintuch and Schmitz, 1977; Slin’ko and Slin’ko, 1978; Razon and Schmitz,
1986; Chang, 1986) and range from harmonic limit cycles to chaotic oscillations.
While the oscillatory behavior of some reaction systems can be attributed to an
interaction of reaction kinetics with heat and mass transfer effects (e.g., Kaul and
Wolf, 1985), other experimental studies under well defined reaction conditions
suggest that oscillations can be driven purely by reaction kinetics (e.g., Ertl et
al., 1982; Lindstrom and Tsotsis, 1986). Uppal et al. (1976) have shown that
autonomous oscillations are possible for a system as simple as a CSTR with an
exothermic reaction that has first—order, irreversible kinetics. In addition, a wide
variety of kinetic mechanisms have been postulated that will also admit oscillatory
responses, including surface coverage dependent parameters (Ivanov et al., 1980),

adsorbate interactions (Kevrekidis et al., 1984a), dual adsorption sites (Patnaik,
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1984), heterogeneity of the catalyst surface (Pikios and Luss, 1977; Jensen and
Ray, 1986), adsorbate phase transition (Lynch et al., 1986), slow adsorption of
an inert species (Eigenberger, 1978), thermal fluctuations on the catalyst surface
(Dagonnier and Nuyts, 1976; Lagos et al., 1979), and oxidation—reduction of the
catalyst (Sales et al., 1982). It is clear that many kinetic models will produce
oscillatory behavior under appropriate parametric values, so the experimental
observation of oscillations cannot, in general, be used to construct a kinetic model
for the reaction system. However, several studies (Sheintuch, 1985; Sheintuch
and Luss, 1987a,1987b) have attempted to classify the oscillatory behavior of an

experimental reaction system in order to develop qualitative reaction models.

Although steady-state multiplicity and autonomous oscillation data are a
rich source of kinetic information, this bifurcation data can be obtained only for
a limited number of reaction systems at normal operating conditions. Methods
of analysis of reaction models for parametric values leading to the existence of
multiplicities (Balakotaiah and Luss, 1986) and oscillations (Halbe and Poore,
1981; Doedel and Heinemann, 1983; Chang, 1986; Seydel and Hlavacek, 1987) are
well devloped. However, the search for regions of experimental operation in which

bifurcations will occur for a given reaction system can be tedious and futile.

The use of feedback-induced bifurcations for model identification was pro-
posed by Kuszta and Bailey (1982) as a novel synthesis of the stimulus—response
and autonomous bifurcation experiments. The method consists of operating a
process in a closed—loop configuration so that manipulation of controller gain
values can be used to stimulate bifurcations. By using feedback to induce insta-
bilities in a reaction system, bifurcation information can be readily obtained for
systems that do not bifurcate naturally. Unlike autonomous bifurcation experi-
ments, the bifurcation diagram for a reaction system under closed—loop operation
can be systematically evaluated, since the instabilities are stimulated only by ad-

justment of the controller gain values. The application of the feedback-induced
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bifurcation method to chemical reaction systems has been extensively developed
in several numerical studies (Lyberatos et al., 1984,1985; Lyberatos and Tsiligian-
nis, 1987), but few studies involving the experimental application of the method
to chemical reactions have been reported. Using feedback—induced Hopf bifurca-
tion data, McDermott et al. (1985) estimated parameters in a dynamic model
for a:n autothermal reactor with the water—gas shift reaction. Controller—-induced
instabilities were also exploited in experimental studies of ethylene hydrogenation
by Prairie and Bailey (1986,1987) to discriminate between rival parameter sets

and for estimation of characteristic reaction time scales.

A second method with potential for model discrimination that integrates stim-
ulus-response experiments with systems that exhibit steady-state multiplicity and
oscillations has been reviewed by Rehmus and Ross (1985). This method primarily
consists of periodic forcing of an oscillating chemical reaction system, but periodic
forcing of systems exhibiting steady-state multiplicities has also been considered
(Sincic and Bailey, 1977). The dynamic behavior resulting from the interaction of
periodic forcing with autonomous oscillations includes harmonic and subharmonic
oscillations as well as quasi-periodic oscillations and chaos. Kevrekidis et al.
(1984b,1986a,1986b) have developed an extensive theoretical framework for low-
amplitude forcing of oscillating reaction systems, the qualitative features of which
have been experimentally verified (Hudson et al., 1986). Very few experimental
studies have been performed with this method and no quantitative comparisons

between experimental data and model calculations have been reported.

The main theme of the work presented here is the experimental application of
the feedback—induced bifurcation method to model development in heterogeneous
catalytic reaction systems. In the course of the experimental investigations, static
input and stimulus-response data were used primarily for parameter estimation in
the postulated reaction models, but also for use in kinetic mechanism development.

The variety of experimental data provides a basis for comparing and contrasting
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the information available from the different experimental techniques. Two reaction
systems are studied, carbon monoxide oxidation on Ag/Al,Og and on Rh/Al,Os3.

Chapter 2 contains autonomous oscillation data for the CO oxidation reaction
on Rh/A,0g3. Step-response experiments are used in conjunction with static input
experiments in an effort to elucidate the underlying effects leading to the oscilla-
tory response. The feedback—-induced bifurcation method is applied in Chapter 3
to the discrimination between rival models for CO oxidation on Ag/Al;0O3. Static
input and step-response data are used to estimate and bound model parameters.
Questions arising as to the validity of either postulated model in Chapter 3 are ad-
dressed in Chapter 4, where cycling experiments are used to develop an alternative
kinetic model for CO oxidation on silver. The usefulness of the feedback-induced
bifurcation method for model identification in heterogeneous catalytic reactions
is more extensively examined in Chapter 5. CO oxidation on Rh/Al,Oj3 is stud-
ied with feedback control based on gas—phase and adsorbed species concentration
measurements. Higher order dynamic reponse from closed—loop operation is also
examined. Finally, feedback-stimulated limit cycles are used in Chapter 6 as a
basis for systematically examining an oscillatory process subjected to periodic

forcing.
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CHAPTER 2

AUTONOMOUS OSCILLATIONS IN CARBON MONOXIDE

OXIDATION OVER SUPPORTED RHODIUM
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INTRODUCTION

Autonomous oscillatory states have been observed in many heterogeneous
catalytic reaction systems (Chang, 1986) with carbon monoxide oxidation over
platinum receiving the most attention (Razon and Schmitz, 1986). In order to
elucidate the underlying sources of the oscillatory reponses to time invariant in-
puts, several studies have been performed with reactions over supported catalysts
in which transmission infrared spectroscopy was incorporated to measure IR ac-
tive surface species. Particularly noteworthy are the findings presented by Kaul
and Wolf (1984,1985,1986) and Lindstrom and Tsotsis (1985,1986a,1986b) for CO
oxidation on supported Pt. Kaul and Wolf postulate the oscillations to be mani-
festations of surface non-uniformities and wave propagation of high reaction rate
fronts, while Lindstrom and Tsotsis attribute mechanistic causes, specifically, ox-

idation and reduction of the Pt.

Few studies have reported oscillatory behavior in the reaction of CO with
oxygen on rhodium (Franck et al., 1983; Tufan and Lintz, 1983; Prairie et al.,
1988a). The aperiodic oscillations in CO, production reported by Franck et al.
(1983) coincided with large temperature fluctuations in the gas phase. Using a
transmission IR reactor with a thin wafer of supported Rh, Prairie et al. (1988a)
observed fluctuations in gas-phase and surface species, which were not periodic.
The purpose of the present work is to show oscillatory behavior observed for CO
oxidation on Rh/Al,O3, which is quite different from that reported previously for
this reaction. A transmission IR reactor was used so that oscillations in the surface
species as well as gas-phase species could be observed simultaneously. Therefore,
the contribution of different adsorbed CO species to the overall dynamic behavior

could be ascertained.



- 16 —

EXPERIMENTAL SYSTEM

Gas flow rates of helium (99.995%), oxygen (99.5%), hydrogen (99.9995%),
and carbon monoxide (99.99%) into the reactor utilized a feed system described
in detail by Prairie et al. (1988b). The reactor is based on a transmission IR
cell design of Oh and Hegedus (1982) and has been described elsewhere (Prairie,
1987). Mounted in the reactor is an exposed-tip thermocouple bent to within 0.1
mm of the catalyst surface. The effluent concentration of either CO or CO, was
measured with a Wilkes Miran I infrared analyzer operating at 4.6 um or 4.2 um,
respectively. At 155°C and 100 sccm total flow rate, the reactor was found to
yield an ideal CSTR response to a step change in the inlet concentration with a

time constant of 3.8 s.

Transmission infrared spectra were obtained with a Beckman IR-8 infrared
spectrophotometer modified to use a high-speed HgCdTe detector (Santa Barbara
Research, Model 40742). In order to incorporate the HgCdTe detector, a high-
speed chopper (Laser Precision, Model CTX-534) is placed in the sample beam,
and a lock-in amplifer (Princeton Applied Research) is coupled with the detector
and chopper. This arrangement allowed for data to be taken only in single-beam
mode. A monochrometer slit width of 0.2 mm and a chopping speed of 400 Hz
were used for all of the transmission IR spectra. An HP9825 data aquisition

system was used to store the effluent and surface IR data.

5wt % Rh/Al,03 catalyst was prepared from Alon fumed alumina and RhCl;
using the aqueous incipient wetness technique. The catalyst powder was dried
overnight and calcined for five hours in flowing air at 500°C. Catalyst wafers were
made by pressing the powder at 500 psi in a 20 mm diameter die. Two catalyst
wafers were used in the present study: one was 35 mg and 0.10 mm thick and the
other was 22 mg and 0.07 mm thick. Prior to use, the wafers were each reduced in
situ with 20% H, in He at 175°C for 10 hours. Following hydrogen reduction, the

reactor was cooled to 155°C while flowing He through the cell. Before introducing
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any carbon monoxide to the system, a baseline spectrum was obtained.

RESULTS AND DISCUSSION

Figure 1(a) shows the spectrum resulting from introducing CO to the reduced
catalyst at 155°C. The spectrum has been corrected for the baseline. Three ab-
sorbance bands were observed that have been previously assigned to adsorbed CO
species on supported Rh (Yang and Garland, 1957; Yates et al., 1979). The dou-
blet at 2090 cm™! and 2025 cm™! corresponds to the symmetric and asymmetric
stretching modes, respectively, of CO adsorbed in a dicarbonyl form. The band
at 2070 cm™! is assigned to linearly adsorbed CO. No clear band was seen that

could be attributed to a CO species adsorbed in bridged form.

To resolve the large amount of overlap between the absorbance bands, tran-
sient experiments were performed to determine the relative reactivity of the CO
surface species. A transient was induced by a step—change in the feed concentra-
tion from 4% CO in He to 5% O, in He at 155°C. Figure 2(a) shows the response
of the efluent CO mole fraction to the step—change. Also, shown in Figures 2(b)
and 3 are the time trajectories of the intensities of the 2070 cm~! and 2025 cm™!
bands, respectively. The 2070 cm~! band intensity decreases to zero stepwise con-
currently with the concentration of CO in the reactor approaching zero. The 2025
cm™~! band displays a sharp decrease in intensity followed by a slower decline.
The early rapid decrease in the 2025 cm™! band occurs simultaneously with the
disappearance of the 2070 cm~!. Consequently, this behavior at 2025 cm™~! can
be attributed to overlap between the absorbance bands. This effect on the full
spectrum is illustrated in Figure 1 where spectrum (b) was started 1 minute after
the switch, with a scan time of 20 seconds and spectrum (c) was taken 30 minutes
later. All three of the spectra in Figure 1 are shown after subtracting out the
same baseline. As can be seen, the band corresponding to linearly adsorbed CO

disappears within one minute. Also, a shoulder at 2125 cm™! becomes apparent.
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This band was previously assigned to CO and an oxygen atom bonded to the
same Rh atom (Yang and Garland, 1957; Rice et al., 1981). Figures 2(b) and
3 demonstrate that linearly adsorbed CO is more reactive than dicarbonyl CO
at 155°C which agrees with a previous report by Yang and Garland (1957) at a

comparable temperature.

The response of the system containing the 35 mg catalyst wafer to a steady
100 sccm feed of 5% CO, 20% O in He is shown in Figure 4. Measurements of the
intensity of the 2070 cm™! band and of the effluent CO, mole fraction were per-
formed simultaneously (Figure 4(a) and (b)). Following this measurement, the CO
efluent concentration was monitored along with the 2070 cm™! band. Although
the effluent mole fractions of CO and CO, could not be measured simultaneously,
these responses were inphase, with high conversion corresponding to low linear CO
coverage, because each was synchronized with the oscillations in the 2070 cm™!
band. .During the oscillations, no temperature fluctuation was indicated by the
thermocouple, although this in the gas phase measurement may not be sensitive
to temperature excursions of the catalyst. The shape of the oscillations are very
similar to those reported by Plichta and Schmitz (1979) for CO oxidation on Pt
foil. The instantaneous conversion of CO varied between 96% and 30% during the
cycles, corresponding to reaction rates from 3.6 to 1.1 umol/s. Based on observed
quantities, the Thiele modulus (Aris, 1975) is approximately 0.55 and 0.01 for
the high and low instantaneous reaction rates, respectively, based on quasi-steady

state estimates.

Oscillations inphase with the effluent CO measured response were observed
while monitoring the absorbance at 2025 cm~!. The absorbance at 2070 cm™!
decreased to nearly zero during the high reaction rate portion of the oscillations,
indicating no linear CO on the surface. The absorbance at 2025 cm™! remained
substantial even during high conversion. Although the absorbances at the two

wavenumbers could not be monitored simultaneously, the response of the 2025
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cm™! band during the oscillations was very similar to that of the 2070 cm™!
band. These observations coupled with the reactivity results shown in Figures
2(b) and 3 indicate that the primary cause of the oscillations measured at 2025
cm™! is the overlap of the absorbance band for linear CO with the dicarbonyl
band. A comparison between the time scale for removal of dicarbonyl by reaction
with oxygen (Figure 3) and the oscillation period shows that the contribution of
the dicarbonyl species to the intensity at 2025 cm™! remains essentially constant
during the oscillations. Therefore, the oscillations cannot be attributed primar-

ily to an interchange between linear CO and dicarbonyl species on the catalyst

surface.

The effect of varying the inlet O, concentration is presented in Figure 5.
Shown is the adsorbance at 2070 cm™! for steady feeds of 2% CO and four O,
concentrations: 20%, 15%, 12%, and 10%. Each of the feed configurations that
result in oscillations has a nearly equivalent high conversion level in a cycle but
differs markedly in the maximum absorbance during a cycle and in the cycle
period. Decreasing the inlet O, concentration causes the absorbance to stay at a
relatively high value for a longer portion of the cycle, until, as shown in Figure

5(d), the oscillations cease and the surface reaches saturation coverage.

The oscillatory behavior of the system with the 22 mg wafer is shown in
Figures 6 and 7 for two different reaction temperatures, 155°C and 164°C. Plotted
is the percent conversion of CO for various inlet CO mole fractions and a fixed O,
inlet mole fraction of 0.20. The solid circles represent stable steady states, and
the ends of the bands give the maximum and minimum instantaneous conversions
during an oscillation. Because of limitations in the mass flow controllers, the
minimum CO concentration that could be obtained accurately in the feed stream
was 0.5%. At 155°C (Figure 6), decreasing the inlet CO mole fraction from
a stable steady state (solid circles) with low conversion caused the system to

bifurcate to a large amplitude limit cycle. No hysteresis effect was observed as
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increasing the CO mole fraction from 0.03 to 0.035 caused the system to return
to the low conversion state. In contrast, increasing the inlet CO concentration
from the large amplitude oscillatory regime at 164°C forced the system to an
oscillatory state of small amplitude and high conversion. Again, no hysteresis was
observed switching between the large and small amplitude oscillations. Figure 8
shows the oscillations in the efluent CO mole fraction resulting from a feed of
5% CO, 20% O, at 164°C. The oscillations are not periodic as were observed for
the large amplitude oscillations but were still correlated between the effluent CO

mole fraction and the absorbance at 2070 cm™!.

Figures 6 and 7 provide insight into a possible contributing factor to the
large amplitude oscillations. While increasing the CO mole fraction at 155°C
caused the oscillations to quench to a low conversion state, the system moved to
a high conversion value at 164°C. If the catalyst surface is being locally heated
by chemical reaction, but this heating is undetected by the thermocouple, then
ignition and extinction may be occurring between the low and high conversion
states as the crystallites heat and cool. The pebbly surface model proposed by
Jensen and Ray (1986) could be used to explain the complex behavior shown in
Figure 8, but the long-time scale oscillations in Figure 4 are difficult to recon-
cile with this model. Oscillations with periods of approximately 7 minutes were
reported by Lynch and Wanke (1984) for CO oxidation on Pt-Pd/Al,03, which
were postulated to coincide with surface temperature fluctuations rather than

with independent crystallite vacillations.

Although the precise oscillatory mechanism has not been isolated, it is ap-
parent that neither interchange between linear CO and dicarbonyl species nor a
change in the fractional coverage of CO adsorbed in the dicarbonyl form occurs
during the oscillations. Rice et al. (1981) have presented data indicating that
dicarbonyl species occur on Rh in a +1 oxidation state, while linearly adsorbed

CO corresponds to Rh in a zero oxidation state. Using the interpretation of Rice
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et al., the oscillatory data here does not confirm a change in the oxidation state of
the rhodium during the oscillations. The data presented in this work do suggest
that temperature fluctuations appear to be a likely contributor to the oscillatory

behavior observed in this reaction system.
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FIGURE CAPTIONS

Figure 1:

Figure 2:

Figure 3:

Figure 4:

Figure 5:

Figure 6:

Figure 7:

Figure 8:

IR spectra of CO on Rh/Al;O5 at 155°C; (a) saturated coverage, (b)
one minute after switch from CO to Oz, (c) 30 minutes after spectrum

(b).

Step change from 4% CO in He to 5% O in He; (a) trajectory of the
effluent CO mole fraction, (b) trajectory of the absorbance at 2070 cm™1.

Absorbance trajectory at 2025 cm™! for switch from 4% CO to 5% O,.
Oscillations at 155°C for a steady feed of 5% CO, 20% O,; (a) absorbance

at 2070 cm™!, (b) efluent CO, mole fraction, (c) efluent CO mole frac-
tion.

Response of the adsorbance at 2070 cm™! for a feed composition of 2%
CO and (a) 20% 02, (b) 15% 02, (C) 12% 02, (d) 10% 02.

Oscillatory behavior of the reaction at 155°C. Bands denote oscillation
amplitudes, and solid circles denote stable steady states.

Oscillatory behavior of the reaction at 164°C. Bands indicate the mag-
nitude and maximum and minimum values of the oscillation.

Small amplitude oscillations in the efluent CO mole fraction at 164°C
with feed composition of 5% CO, 20% O,.
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CHAPTER 3

EXPERIMENTAL INVESTIGATIONS USING FEEDBACK-INDUCED

BIFURCATIONS: CARBON MONOXIDE OXIDATION

OVER SUPPORTED SILVER
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INTRODUCTION

Steady-state experiments in which gas phase species are monitored have been
shown in some cases to be inadequate in discriminating between rival heteroge-
neous catalytic models. Therefore, a different vantage has become necessary for
investigating catalytic kinetic models. Two general approaches utilizing gas phase
measurement have been applied to this problem: variation of a reaction input

with time and operation of a reaction at or near a point of instability.

Time dependent inputs have been primarily applied using the transient re-
sponse method, reviewed by Kobayashi and Kobayashi (1974) and Bennett (1976),
in which a reaction is subjected to a perturbation (e.g., a step-change in the reac-
tant concentration or the reaction temperature). The behavior of the perturbed
system as it undergoes a transition to a new steady state can be used to evaluate a
kinetic model. By classifying possible characteristic features in transient response
curves, Kobayashi (1982a) describes general correspondences between catalytic
reaction sequences and transient experimental data. For this type of experiment,
the characteristic time scale or scales of the reaction system being studied must be
considered. First, the residence time of the reactor must be sufficiently small as
not to obscure the dynamics of the reaction. Also, if the elementary reaction steps
occur on widely different time scales, the transient that is due to a slow step may
completely dominate the observed response. Multiple time scales can generally
be more extensively examined by using a forced cyclic input rather than a single
perturbation (Bailey and Horn, 1970). An example experimental study by Cutlip
et al. (1983) used forced periodic oscillation data to discriminate between four

rival models for CO oxidation on platinum.

Multiple steady states and autonomous oscillations have been experimentally
observed for a range of reaction systems (Sheintuch and Schmitz, 1977; Hlavacek

and Votruba, 1978; Slin’ko and Slin’ko, 1978). These kinetic instability data pro-
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vide a powerful test of postulated reaction models by prescribing strict nonlinear
behavior that the models must be able to simulate to be accepted. Sheintuch
(1985) discusses general mechanistic conditions necessary in a reaction model to
simulate kinetic instabilities occurring in catalytic oxidation reactions. In a more
specific application, Chang and Aluko (1984) have used data on reaction oscil-
latio;m to discriminate between Eley-Rideal and Langmuir-Hinshelwood mecha-
nisms for carbon monoxide oxidation on platinum. Unfortunately, not all reactions
and experimental reactor configurations have regions of instability that occur nat-
urally at normal operating conditions, and if instabilities do occur, an extensive
search of parameter space is often necessary to isolate the conditions that give rise

to multiplicity or oscillations.

Kuszta and Bailey (1982) have incorporated elements of each of these ap-
proaches, transient response and autonomous bifurcations, in introducing a method
in which feedback is used to stimulate bifurcation. Using this method, nonlinear
information, which is only available when a system is at bifurcation can be ob-
tained even when the system does not bifurcate autonomously. In a modeling
study, Lyberatos et al. (1984) used feedback-induced bifurcation to discrimi-
nate betweeen two rival kinetic models for the catalytic decomposition of N5O.
The technique was also applied to ethylene hydrogenation by Prairie and Bailey
(1986,1987). In their work, experimental bifurcation data were used to differen-
tiate between two parameter sets and to estimate parameters for a postulated

model.

The idea of feedback-induced bifurcation is applied in the present work to
CO oxidation on alumina-supported silver. Using kinetic models presented in the
literature for this reaction, the kinetic parameters are estimated from conventional
steady-state and transient step-response experiments. Then the experimental bi-
furcation results will be compared with the simulated bifurcation behavior of the

rival kinetic models. The sensitivity of the reaction kinetics to open-loop ex-
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periments compared to experimental determination of bifurcations resulting from
closed-loop operation will be examined to determine if the bifurcation experiments

provide new information relative to the open-loop experiments.

POSTULATED KINETIC MODELS

Because of its unique ability to catalyze alkene epoxidation, particularly the
oxidation of ethylene, silver catalysts have been studied extensively under a variety
of reaction conditions. Most controversial has been the characterization of the
adsorbed states of oxygen on the silver catalyst. While at least two adsorbed
oxygen species are accepted as being present on silver, no general agreement as to
the the exact forms (i.e., monatomic, diatomic, and/or oxide) has been reached
(Sachtler, 1970; Verykios et al., 1980; Sachtler et al., 1981). In order better to
understand the interaction between oxygen and silver, the CO oxidation reaction
on silver has been studied. Several studies have shown that neither CO or CO,
will adsorb on silver without preadsorption of oxygen (Lawson, 1968; Keulks and
Ravi, 1970; Keulks and Chang 1970), although Force and Bell (1975) assign a
band to weakly chemisorbed CO; on silver in transmission IR experiments.

Two alternative models have been presented in the literature for the CO-O,
reaction on a silver catalyst. The first mechanism that was considered for the
CO oxidation reaction on silver (Model 1) was postulated by Keulks and Chang
(1970). They based the model on static isotopic exchange experiments performed
at 100°C and 200 Torr using isotopic 80, with C1®0 in a recirculation reactor
containing powdered silver catalyst. The model is expressed by the following
equations:

02 +2x 5320+ (14)
CO; +0x 53 CO, « (1B)

Kg
COgx = COy + * (10)
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cos*i"—_i CO, + O, (1D)

where the adsorbed form of oxygen is described by the authors as being either
monatomic or diatomic. For the simulations in this work, the sequence given
by Equations (1A-D) will be taken as elementary steps, and O* will be assumed
monatomic. The assumption of dynamic equilibrium in Equation (1C) will be
addressed later in this work. The resulting differential equations for Model 1 in

an isothermal CSTR are

d:l:l

n—a—t— = FCO — leo - k2z101 (1)
dxg 2
n? = FO, —z2F, — klx20v (2)
d$3
n-ﬁ = —x3F, + koz101 — k_4230, + k403 (3)
dé, 2
n’? = 2k1$200 - k2$101 - k—4$301 + k403 (4)
0
n‘%—ti = k_4$301 - k403. (5)

Using the transient response method, Kobayashi (1982b) proposed an alter-

native reaction sequence (Model 2):

Os+ +B 0,4 (24)

O2t+ ¥220+ (2B)
_s

CO + Oz% 3 CO3 + (2C)

COg k’%co2 +Ox. (2D)

The postulated model was fit to experimental transients in the efluent CO, con-
centration resulting from step-changes of the inlet reactant concentrations. A

differential reactor containing silver impregnated on a—Al,03 was operated at
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20°C in all of Kobayashi’s experiments. The set of equations describing Model 2
in the isothermal CSTR used in the present simulations are

dﬂ:l

N~ = Fco — z1F, — k3z(0, (6)
dmg
n—E = FO, - zZFo - k1$20v (7)
N R Y e (8)
d01 2
na— = 2kabafy, — 2k_263 + ka3 — k_qzs0s (9)
d02 2
n— = k1z20y — k2020, + 2k_207 — kaz16, (10)
di,
n,—- = ksz102 — k4ls + k_4z30;. (11)

In Equations (1-5) and (6-10), z;, z, and z3 are the mole fractions of CO, Og,
and COa, respectively, and Foo and Fp, are the inlet flow rates of CO and O,.
The fractional coverages of the adsorbed species are given by the 6;’s, where 8,
corresponds to Ox%, 8 to Oy%, 03 to CO3%, and 04 to COy%. The expression
for the fraction of vacant sites, 8,, is different for the two models with 6, =
1—6, — 03 — 0, for Model 1 and 6, =1 — 6; — 02 — 05 for Model 2. Using the
dynamic equilibrium assumption in Model 1, 84 can be removed from 6, with
04 =z3(1 — 0, — 65)/(Kq+ z3).

All of the experiments conducted in this work were performed at constant
temperature and pressure, so the number of moles of gas in the reactor was also
constant. Therefore, a closed form of the exit molar flow rate, F,, can be deter-
mined giving

F,=Fr —kiz50% — k_4z30; + k405 (12)

for Model 1 and
Fo = FT - klxzﬂ,, - k3$102 + k403 - k_4$301 (13)

for Model 2. These expressions were used to remove F, from the model equations.
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EXPERIMENTAL SYSTEM

Specific details of the experimental apparatus, including characterization of
the static and dynamic behavior of the individual components in the system, have
been provided elsewhere (Prairie et al. 1988). Briefly, the system contains four
major components: mass flow controllers, reactor, infrared analyzer, and micro-
computer. Carbon monoxide (99.99%), oxygen (99.5%), hydrogen (99.9995%),
and helium (99.995%) are fed to the reactor through independent Tylan mass
flow controllers with a maximum feed rate of 20 sccm except for the helium con-
troller, which has a maximum rate of 200 sccm. Upstream from the CO mass flow
controller, the CO passes through a carbonyl trap. A total flow rate of 100 sccm
was used for all of the experiments. Wilkes Miran I infrared analyzers operating at
4.6 ym and 4.2 um were used to monitor efluent concentrations of CO and CO,,
respectively. The time constants of the IR cells were 0.2 seconds for the flow rate
used, so the mixing in the IR cells was neglected in modeling. The IR analyzers
were found to have an accuracy of £1% for the range of concentrations measured
in the experiments. A Hewlett-Packard 9825B microcomputer was used for data
acquisition from the IR analyzers and for control of the mass flow controllers. The
maximum sampling rate with the control algorithm was 4 Hz, which was shown
to be sufficiently fast relative to the dynamics of the system so that the sampling

could be modeled as continuous (Prairie et al., 1988).

The stainless steel, fixed-bed, internal recycle reactor (= 10 cm® total volume)
was loaded with 2.3 grams of Engelhard 1 wt% silver on a—alumina catalyst. The
silver forms a thin shell on the -}; inch cylindrical alumina core. Following the pro-
cedure presented by Seyedmonir et al. (1984), oxygen chemisorption experiments
yielded a dispersion of 13.7% for the silver on alumina. 100 of the halved catalyst
cylinders were used in the reactor with the remaining volume packed with 2 mm

glass beads. For this packing and a 100 sccm flow rate, the reactor had a residence
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time of 4.7 seconds. All of the experiments were performed at 147°C. The reactor
temperature was monitored by two thermocouples located at different bed heights

and was controlled by a Thermo Electric PI controller.

Prior to the experiments, the catalyst was treated with 10% oxygen for 2
hours at 250°C and then reduced in 20% hydrogen also at 250°C. Reactant gases,
CO and O; in helium, were fed to the reactor until the catalyst stabilized (=~ 36
hours). This long initial transient was also observed by Nowobilski et al. (1986) for
the ethylene epoxidation reaction over silver and was attributed to an oxidation
of the silver. Also, Seyedmonir et al. report slow oxygen uptake on reduced

Ag/Al203 in chemisorption experiments performed at 170°C.

The effect of internal diffusion on the reaction kinetics was assessed using the
observable modulus, ®,, introduced by Weisz and Prater (1954). Within the range
of experiments that were performed in the present work, the maximum steady-
state reaction rate was found to be 9.5 umol/cm3s corresponding to 20% CO and
20% O in the feed stream. Mercury porosimitry data indicated that the silver
catalyst was a bidisperse pore system, so the random-pore model (Smith, 1981)
was used to determine the effective diffusivity, D.. For the reaction conditions
used, CO in helium had a D, = 0.0112 cm?/s and O in helium a D. = 0.0108
cm?/s. Therefore, ®, = 0.0116 and 0.0106 for CO and O respectively, indicating
that internal diffusional effects can be neglected (Weisz, 1973). External mass
transfer restrictions were eliminated by operating in a mixing regime in which

increasing impeller velocity had no effect on the overall reaction rate.

PARAMETER ESTIMATION

In order for a catalytic model to reproduce dynamic behavior, the model
must be able to fit steady-state data as a first criterion. Therefore, steady-state

experiments were used to estimate kinetic parameters for each proposed model.
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Parameters that were indeterminate from static experiments were then evalu-

ated by fitting the models to step-response experiments. The type of experiment

necessary to determine parametric values in each model can be illustrated by con-

sidering the nondimensionalized forms of the Equations (1-5) and (6-11). The

dimensionless equations describing Model 1 are

dIL'l 3 A 2 2 Ts1 Ts1
T—— =124 — 11 — ko101 + k1T12502 + —zx12360; — .0
4 1 1 2101 1T1Z20, 752131 Ta2Keq13
'ré:-g:z"—x —(1——:1: )l:: T 02+T—’£x T30, — Tal -0
7! 2 2 2)K1T20 732231 T02ch28
dz T s A
T—2 = —z3 — (1 — z3) ('5‘1‘17391 - 33203) + k2z16, + ki o236,
dt T2 T2 gq
dé, a A Ta1 Tal
To1—— = 2k1220,, — koz160; — — 361 — 0
sl 1Z20, 2T10; 1’3231 Ta2Keq3
; dis 9 05
82 dt 3 1 Keq’
where
~ ki k_4 n, n,
; = Keg = — Tyl = Too =
1 FT eq k4 al FT 82 k_4,

and for Model 2 are

d . X X ) .
r% = x‘l — T — (1 — zl)k3x102 + klxlzg()v — k4$103 + k_4$1$301
dI2 ; 2 2 7 1
1'7 =Zz5— I3 — (1 - z2)k1z29,, + k3x1z202 - k4$203 + k-4222301
d a a - a
T% = —z3 — (1 — z3) (k-4730, — k4b3) + k3z12302 + k1Zo730,
df, . . 5 -
Tal—dt— = —2k_201 + 2k2020v + k403 - k_4$301
df; - $oa2 1 P
1‘817 = k1x20,, + k_201 - k2020,, - k3$102
dé - & &
T“_dtg = k3z102 — kybs + k_47304,

(14)

(15)
(16)
(17)

(18)

(19)
(20)
(21)
(22)
(23)

(24)

with similar dimensionless groups. The parameters, l::,-, K4, and K., can be

determined from steady-state data, but the parameters 7,; and 7,, in Model 1
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and 7,; in Model 2 must be evaluated from dynamic experiments. For these
models, 7,2 arises only in Model 1.

Steady-state experiments were performed for a range of feed conditions, 2-
20% CO and 2-20% O in helium. In all, 70 data points were obtained using
different feed compositions while measuring the efluent CO concentration. The
steady-state CO mole fraction was measured after spending 1 hour at a fixed
inlet composition. The observed reaction rate was then calculated by knowing the
amount of CO consumed for the fixed total flow rate.

The rate parameters were estimated by minimizing a sum of squares objective
function for the difference between the observed and calculated reaction rates. A
finite difference, Levenberg-Marquardt routine (IMSL routine ZXSSQ) was used
for solving the nonlinear least squares problem. The specific forms of the calcu-

lated reaction rates

re1 = koz1 0, (25)

for Model 1 and

Te2 = k3x102 (26)

for Model 2, are also implicitly a function of the remainder of the state variables.
While‘zl, T, and z3 can be determined from a mass balance on the reactor,
the fractional coverages of adsorbed species must be evaluated by solving the
steady-state form of the adsorbed species balances simultaneously with the least
square determination of the rate parameters. Dynamic equilibrium of Equation
(1C) in Model 1 was assumed because the minimization routine was insensitive
to the magnitude of the forward and reverse rate parameters for this step which,
therefore, could be taken as arbitrarily large. However, the ratio of the forward
and reverse rate constants, K4, always remained the same in the parameter op-
timization searches. Also, k4 and k_4 in Model 1 could not be independently
determined from static experiments because, at steady state, Equation (18) gives

a relationship between 6; and 63 in terms of K., = k_4/k4.
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The results of the steady-state parameter estimation are summarized in Table
1 for each of the models. Also given in the table are the correlation coefficients for
the best-fit parameter sets. Shown in Figure 1 is a comparison of the experimen-
tal steady-state data and the two models for three fixed inlet O mole fractions
(0.02,0.05,0.14) and a range of CO feed concentrations. Keulks and Chang (1970)
presented no parameters for their postulated model, but the dynamic equilibrium
assumption for Equation (1C) agrees well with the suggestion of Force and Bell
(1975), that weakly chemisorbed CO, can exist on the silver catalyst. A compar-
ison between the parameters estimated for Model 2 and those given by Kobayashi
(1982b), although determined at different temperatures, reveals similar relative

values for the corresponding rate parameters.

Step-response experiments were used to evaluate the relative magnitude of
the dynamic surface parameters in Model 1, 7,; and 7,2, and in Model 2, 7,;.
In these experiments, transients are induced in the reactor by a step-change in
the inlet reactant concentrations, and the effluent responses of CO and CO, are
monitored. Several different feed concentrations were used in the step-response
experiments, but all yielded rapid monotonic approach to the steady-state condi-
tion. The exception to this behavior was a switch from pure CO feed to a CO-O,
mixture, which created a slow overshoot in CO, production. The slow transient
resulting from introducing Oz to a reduced catalyst will be discussed later. The
rapid transients observed from step-change in the inlet concentrations involving
other feed configurations indicated that the dynamic surface parameters are small
relative to the reactor time constant. Simulations of the transient response data
could give only upper bounds on the values of 7,; (< 0.1 s) and 7,5 (< 0.1 s)
for each model because, the dynamics of the reactor dominated the observed re-
sponses. The step-response experiments were also used to determine the time
delay in the system due to transport and measurement lag. The measured time

delay, 7p = 3.26 s, will be used in the bifurcation simulations.
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FEEDBACK-INDUCED BIFURCATION

Feedback to the inlet gas flow rates was introduced to the open-loop process
by applying a feedback control algorithm. The reasons for choosing an arctangent
control function have been presented by Prairie et al. (1988). For the inlet reactant

flow rates, the algorithms have the form

re 2w - e
Fco=F55+ —Tan Yuco(z1 — 7)) (27)
2 re
Fo, = Fg;f + —;f—Tan—l[uo2 (zy — =z} N, (28)

where uco and up, are the gains to the CO and O, mass flow controllers, respec-
tively. Here, feedback in both of the control algorithms is based on the effluent
mole fraction of CO. The controller gains can be independently manipulated, and
consequently these were used as the bifurcation parameters in the feedback experi-
ments. Primarily, two types of bifurcations result for the closed-loop configuration
given in Equations (27-28): steady-state and Hopf bifurcation. Steady-state bi-
furcation experiments can be simulated using the steady-state form of Equations
(14-18) and (19-24) with the inlet flow rates replaced by Equations (27-28), but
Hopf bifurcation simulations require the full set of dynamic equations. Therefore,

analysis of the static and dynamic bifurcations can be treated separately.

Steady-State Bifurcation

The system will go through a steady-state bifurcation when changing the
value of a bifurcation parameter causes the base or reference steady-state (steady-
state corresponding to no feedback control), to become unstable concurrently
with the emergence of two new stable steady states. In the static bifurcation
experiments, a steady state resulting from 10% CO and 10% O, in the feed was

used as the reference condition. Feedback was then added to the system with a
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value of w = 5 sccm used for the half-width of the arctangent control function.
Because of noise in the experimental system, the value of z[*/ ( = 0.074) could

be determined only to an accuracy of two digits.

Using a fixed gain to the O, mass flow controller, the CO gain ugp was in-
creased until the system was operating on one of the bifurcation branches. The
entire static bifurcation diagram was then traced by decreasing the CO gain in-
crementally until the system returned to its reference condition, which defines one
of the two bifurcation branches. Then the CO gain was incrementally increased
until the system traced the other bifurcation branch. Sometimes a perturbation
to the system was necessary for the second branch to be evaluated. Figure 2 shows
experimental data that were determined in this manner. Plotted is the deviation
of the effluent mole fraction of CO from the reference CO mole fraction versus the

CO gain for two different fixed O, gains, 0.0 and 400.

Using just the parameters estimated from steady-state experiments and con-
ditions identical with those used in the steady-state bifurcation experiments, the
rival models were used to simulate the static bifurcation data. The results of these
simulations are shown with the corresponding data points in Figure 2. Here, the
model curves were determined by simultaneously solving the steady-state equa-
tions with the inlet flow rates under feedback control. Because the precise value
of x;e‘f is difficult to obtain with a high enough degree of accuracy, the experi-
mental system has been perturbed from an ideal, symmetric bifurcation. There-
fore, rather than displaying pitchfork bifurcation, where the stable solutions all
merge at the bifurcation point, the experiments and model produce imperfect
steady-state bifurcation (Iooss and Joseph, 1980). This type of bifurcation was

first observed for an experimental catalytic reaction system by Prairie and Bailey

(1986).

As Figure 2 shows, static bifurcation experiments cannot be used to discrim-

inate between the rival models for CO oxidation because the simulations for each
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model give excellent reproduction of the experimental data.

Hopf Bifurcation

Since steady-state bifurcation does not differentiate between the two models,
the behavior of the system was studied under Hopf bifurcation conditions. When
a system passes through a Hopf bifurcation, the reference steady state becomes
unstable, and the system variables exhibit a limit cycle. The system was studied
at or near a bifurcation point, so a local analysis was used for the simulations of
model stability. A convenient form in which to do this analysis is through transfer
functions. By using a frequency domain analysis, time delay that is inherent to the
experimental system can be readily treated. A block diagram for the experimental
system has been given by Prairie et al. (1988) with a corresponding overall transfer

function matrix
GT = [I + GmechcD]-IGmechca (29)

where the individual transfer function matrices are G, for the CO oxidation reac-
tion in a CSTR, Gyt for the mass flow controllers, G. for the control algorithm,
and D for the system time delay.

The transfer functions, Gpt., Ge, and D can be determined independently
and are intrinsic to the experimental system. A detailed description of the methods
used to evaluate the matrices is presented elsewhere (Prairie et al., 1988), so only
the final matrix values will be given here. Only two elements of the G,,s. matrix

are nonzero; these are given by

Imfe11 = 0.956ezp(—0.31w) (30)

for the CO mass flow controller, and

Imfe,22 = 0.94562:})(—0.49&)) (31)
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for the O, mass flow controller, where the pre-exponential factor gives the ampli-
tude ratio and the exponential term gives the phase shift for the controllers. The

transfer function G, also has two elements that are nonzero,
ge,11 = —CUCO (32)

ge21 = —CUQO, (33)

where ¢ = 2w /7 Fr. Finally, the delay matrix, D, will have two nonzero elements
dyy = dz3 = ezp(—7ps). (34)

The process transfer function, G, is determined from the catalytic model
Equations (14-18) and (19-24). For the local analysis, these equations are lin-
earized about the reference steady-state condition, and deviation variables, X = x
- x™*f can be introduced, where x is a vector of the state variables (i.e., x = (z;,

Ty, T3, 0, 03)T for Model 1). The time domain model can then be represented by

dx
—— — A% 35
T Ax + Bu (35)

y =Cx (36)

where A is the Jacobian of the model equations evaluated at X = 0, u is a vector
of the manipulated variables which are the dimensionless inlet CO and O, flow
rates, and y is a vector containing the observable variables, which here consist
only of the CO effluent mole fraction. G, then, is found by taking the Laplace

transform of Equations (35-36) and removing X, giving
Gp(s) =C(Irs—A)"'B (37)

In the simulations, the resolvent of A was determined numerically for a spe-
cific reference steady state using the QZ method (Golub and Van Loan, 1983)
which can be used for unsymmetric eigenvalue problems. Because of the large dis-

parity in the magnitude of the Jacobian matrix eigenvalues associated with both



— 49 —

postulated models, the resolvent of A was also evaluated for a single reference
steady state, using symbolic manipulation. Despite the apparent “stiffness” of
the model system Jacobian, the numeric QZ algorithm gave identical results with
those derived by symbolic manipulation.

The stability behavior of the model equations can be determined by solving

for the zeros of

p(s) = det[I + GpGms.G.D], (38)

which is the characteristic function associated with the overall transfer function,
Gr. Steady-state bifurcation will occur when a single root of the characteristic
function has zero real and imaginary parts (p(0)=0), and the remaining roots
all have a negative real component. This condition on Equation (38) gives a

relationship between uco and up,,

_ —0.945g, 12(0)uo, 1
Uuco = ’
0.956g, 11 (0) 0.9569,.11(0)

for steady-state bifurcation. Equation (39) gives the exact theoretical point of

(39)

static bifurcation, but as shown in the previous section, a small perturbation in
the system will give imperfect bifurcation, making the experimental determination
of an exact steady-state bifurcation point difficult. The perturbed bifurcation
is the reason for using a different analysis for static bifurcation than for Hopf
bifurcation.

For Hopf bifurcation to occur, the characteristic function must have a complex

conjugate pair of roots with zero real part (p(tw) = 0), while the remaining roots

lie in the negative half plane. At a Hopf bifurcation point, the values of the
bifurcation parameters are given by

—1 —0.945g,, 12 (iw)uo, (cos(rpw — 0.49w) — isin(rpw + 0.49w)) ]
0.956g,,11 (iw) (cos(rpw + 0.31w) — tsin(rpw + 0.31w))

Uco = Re

40)
r . (4
-1 - 0.945gp, 12 (MU)UO, (COS (TDw — ()_49w) — isin(-er + 0'49w))
0.9569y,11 (1w) (cos(rpw + 0.31w) — isin(Tpw + 0.31w))

uco =Im

(41)
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which are parametric in the bifurcation frequency, w.

Shown in Figure 3 is an example of the form in which the Hopf bifurcation
experimental data are obtained. The deviation of the efluent CO mole fraction
from the reference condition is plotted versus time for decreasing values of the CO
gain and a fixed O, gain. The experimental data shown resulted from a feed of
16% CO and 4% O2. Each section shows the last 90 seconds of 600 seconds spent
at the prescribed CO gain value. The value of the O, gain was held constant at
100 throughout the experiment. The stability of the experimental limit cycle near
the bifurcation point was determined by forcing the stable system through a Hopf
point and then back to the stable condition. No hysteresis in the bifurcation point
was observed, indicating that the system exhibits a supercritical Hopf bifurcation
(Iooss and Joseph, 1980). Because supercritical Hopf bifurcation was observed,
the experimental Hopf bifurcation point was found using the method outlined
by Prairie and Bailey (1987), which is based on the amplitudes of a sequential
set of limit cycles near the Hopf bifurcation point. The effects of noise and of
perturbation of the programmed reference steady-state value have been addressed
by Prairie et al. (1988) and have been found to have a negligible effect on the

observed Hopf bifurcation point.

The Hopf bifurcation experimental data were tabulated in the form of a bi-
furcation or stability diagram for a reference feed composition of 16% CO and
4% O5. A half-width of 3 sccm was used for the arctangent control function in
all of the Hopf bifurcation experiments reported in this work. A total of 17 Hopf
bifurcation points were obtained by fixing the O, gain between -300 and 500 and
by increasing the magnitude of the CO gain until the system bifurcated to a limit
cycle. Oxygen gains outside the -300 to 500 range caused the oxygen mass flow
controller to default fully open or closed, leading to behavior uncharacterized in
the model for the mass flow controllers. Figure 4(a) shows the results of the Hopf

bifurcation experiments in O, gain, CO gain parametric space. Shown in Figure
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4(b) is the frequency of the resulting limit cycles versus the CO gain necessary
to induce bifurcation. Implicit in this figure is the corresponding O5 gain at the
bifurcation point.

Using the dynamic surface parameters estimated from the transient step-
response data as initial values, the two models were fit numerically to the ex-
perimental Hopf bifurcation gain and frequency data shown previously through
minimization of an objective function. The objective function used, F(r,;), where

j=1,2 for Model 1 and j=1 for Model 2, had the form

17
F(rij) = ) [a(w: - w(u0,0)” + (o — w8o(uo,))’],  (42)
i=1
where w; and “go;‘ are the bifurcation frequency and gain observations for a
specific ©o,i, w(ro,:) and v¥ (uo,:) are the corresponding model values, and o
is a weighting factor. The results of the minimization, which are given in Table
2, were found to be independent of the value of the weighting factor. Using the
result of the chemisorption experiment, a value of 7,; = 0.6 s is calculated. The
possible cause of the difference between the chemisorption value of 7,; and the
value found from fitting the models to data obtained in dynamic experiments is
considered in more detail elsewhere (Shanks and Bailey, 1987).

Figure 4(a) shows the simulations of the stability diagram under the imposed
experimental conditions for both models, using the best fit values of the dynamic
parameters. In this figure, the reference steady state is stable within the stability
envelope and unstable elsewhere. At the bottom of the envelope, the straight line
corresponds to a locus of the steady-state bifurcation points, while passing out
of the envelope at any other point will lead to Hopf bifurcation. The simulated
and experimental bifurcation frequencies are shown in Figure 4(b) plotted against
the CO gain at bifurcation. While the two models give bifurcation diagrams of
different shape, neither of the models could be said to be clearly superior for

reproducing the experimental data. Model 1 fits the experimental bifurcation
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frequency data extremely well, although this is somewhat misleading, since the
curves shown are projections of the limit cycle frequencies onto the frequency—CO
gain plane, obscuring the frequency dependence on the O, gain value. If the

bifurcation frequency is plotted versus the oxygen gain value up, at bifurcation,

Model 1 does not fit as well as Model 2.

An example of the sensitivity of Model 1 to the values of the dynamic surface
parameters is demonstrated in Figure 5. Shown are bifurcation diagrams for Model
1 using the best fit values of 7,; and 7,2 and two other sets of the two parameters.
As shown in the figure, the stability envelope calculated for the model system is

sensitive to order-of-magnitude changes in these parameters.

The stability of the limit cycles near the bifurcation point for the models was
investigated using the BIFOR2 program presented by Hassard et al. (1981). The
numerical bifurcation program evaluates the leading coefficient of the asymptotic
expansion for the nonzero Floquet exponent corresponding to the periodic solu-
tion. This coefficient provides the stability information. In order to apply the
program, the model equations must be in time-domain form. Time delay was
treated in these calculations using a memory function given by Lyberatos (1985).
Time delay was approximated by a finite system of equations for the model, which
in the infinite limit gives exactly the eigenvalue structure of the model with delay.
Both kinetic models were checked for up, = 100 and gave stable limit cycles at

bifurcation, which agrees with the experimental observations.

As a second test of the models, Hopf bifurcation points were determined ex-
perimentally for a range of CO inlet mole fractions from 0.04-0.16 and a fixed O,
mole fraction in the feed of 0.04. Here, the reference steady state is different for
each case, depending on the feed CO mole fraction. Figure 6(a) shows experi-
mental data for the CO gain necessary to induce bifurcation at a fixed O, gain
plotted against the inlet CO mole fraction. The data presented are for O, gains

of 150 and -150. Also shown in this figure are the results of simulations of bifurca-
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tion gain and frequency using the two models. These calculations were performed
using the dynamic parameters determined by best fit to the stability diagram in
Figure 4; 1.e., the values in Table 2. Figure 6(b) gives the frequency of the Hopf
bifurcations for the given CO inlet mole fraction. As can be seen, neither model
appears to give an adequate reproduction of the experimental bifurcation data,

although each model does give different results.

DISCUSSION

The inability of either kinetic model to reproduce the experimental Hopf bi-
furcation data can be attributed to several possible problems: inaccuracy in the
model of the experimental apparatus or incorrect kinetic mechanism. As men-
tioned previously, Prairie et al. (1988) have carefully characterized the experi-
mental system and have postulated a model for the apparatus that agrees closely
with the experimentally observed bifurcation points and frequencies. The model,
though, is least accurate for time delays of 5 seconds or less. In this region the
model, while agreeing with the qualitative shape of the experimental bifurcation
curve, gives larger magnitudes of the controller gain necessary to induce Hopf
bifurcation than those observed experimentally. The time delay in the present
work, 3.26 s, is within the region where the system apparatus model is less ac-
curate. The direction of the offset between the simulations and the experimental
data here is consistent with that seen in the reactor system model alone for small
time delays. To overcome this problem, it is necessary to obtain as complete a
stability envelope for a single reference steady state as is possible, subject to the
limitations of the experimental apparatus, so that the qualitative shape of the
envelope can be used in discriminating between rival models. The extent of the

stability envelope that can be observed experimentally in Figure 4(a) was limited
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by the O, gain values available. Consequently, to extend this work, a different or

more compact stability envelope is needed.

A different stability diagram can be constructed by changing the feedback
configuration so that different reaction species other than CO are monitored for
control. Large O, gains were needed in these experiments because, as shown
in the steady-state experiments, the reaction rate is relatively unaffected by the
oxygen concentration in the reactor and fluctuations in the CO concentration of
the size seen in the bifurcation experiments have little effect on the consumption
of Oa. The current reactor system is limited to measuring the IR active species,
CO and CO;, so experiments were performed in which the measured effluent
concentrations of both CO and CO, were used for feedback. Control of the CO
mass flow controller around the reference feed of 10% CO was based on the gain,
uco, associated with the CO deviation variable and another gain, uco,, with the
CO; deviation variable. During these experiments, the flow rate of O, was held
constant so that 10% O, was always in the inlet feed. Large values of uco, were
necessary to induce Hopf bifurcation, so only a very small portion of the stability

diagram could be determined.

The controller gains necessary to stimulate Hopf bifurcation can be decreased
in magnitude by increasing the time delay between measurement and control. This
behavior is displayed in Figure 7, where the stability diagram and bifurcation fre-
quency have been simulated using Model 2 with the experimental 7p = 3.26 s and
a second delay, 7p = 10.0 s. Using the larger time delay decreases the magnitude of
the O3 gain at the Hopf bifurcation points but also introduces new behavior. The
locus of the gain values giving pure imaginary roots of the characteristic function
(p(iw) = 0.0) winds back on itself for increasing values of the frequency parame-
ter. Dotted in Figure 7 are the portions of the curve where the purely imaginary
roots of the characteristic equation are not the roots with largest real parts. Con-

sequently, these points do not correspond to Hopf bifurcation loci. In addition to
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the F; and F, bifurcation points (Lyberatos et al., 1985) seen in the small time
delay simulation, the 10.0 s simulation also contains a F3 bifurcation point. The
problem with increasing the time delay can be seen in Prairie et al. (1988) where
the bifurcation behavior of a system becomes increasingly dominated by the time
delay as this parameter increases, thus obscuring the inherent nonlinear structure
of the system of interest. There is a trade-off, then, between manipulating time
delay to decrease controller gains, and decreasing the sensitivity of the observed
bifurcation characteristics to the underlying reaction kinetics, which are the object
of the experiments. More experiments need to be performed to further elucidate

the effect of intentionally manipulating time delay in the experimental system.

One of the major difficulties in postulating a representative kinetic model of
the CO-O, reaction on silver is determining the state of the silver catalyst sur-
face during reaction. The very slow initial transient before the catalyst activity
stabilizes is not described in either proposed model. However, this transient indi-
cates that either the morphology of the supported silver is changing, an active site
blockage is occurring, or the primary active site for CO oxidation and, therefore,
the rate-determining kinetic step is changing. By reducing the used catalyst in
hydrogen at 250°C, much of the original high activity can be recovered, which
would seem to discount morphological change as the primary contributor to the
slow dynamics. The blocking of active sites would most likely be due to the for-
mation of an inactive oxide site. Other work with silver catalysts has indicated
the presence of a silver oxide on the surface or subsurface (Keulks and Outlaw,

1972; Temkin, 1979; Sachtler et al. 1981).

The slow transient evident during activity stabilization is not expected to
affect the Hopf bifurcation experiments significantly, since these oscillations occur
on a much shorter time scale. The postulated models, while not reproducing the
slow dynamics, could still be valid under the conditions imposed in the dynamic

feedback-induced bifurcation experiments, because the slow process will remain
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at quasi-steady state throughout the Hopf experiments. The changing state of
the surface would have the most impact on Model 2, as this model was fit by
Kobayashi (1982b) to transients imposed immediately after reduction.

The slow transients observed during step-response experiments point to the
need for using multiple experimental methods to study catalytic reactions and
to test proposed reaction mechanisms. Feedback-induced bifurcation experiments
cannot alone provide comprehensive characterization of a kinetic mechanism for a
specific catalytic reaction. For example, the bifurcation data are sensitive to small
kinetic time constants that cannot be determined from open-loop experiments
(Kuszta and Sinha, 1980), while the long transients observed in step-response

experiments have little effect on the Hopf bifurcation behavior.

CONCLUSIONS

Bifurcation data can be readily obtained for a catalytic reaction by utilizing
feedback control. Simulations of the feedback-induced bifurcation experiments
indicate that the observed bifurcation behavior can be attributed to the process
being studied, not solely to the experimental apparatus that is being used. While
the two postulated mechanisms for the CO—O, reaction are indiscriminate from
conventional steady-state and transient experiments, differences in the nonlinear
structure of the models are exploited in the bifurcations resulting from closed-loop
operation.

Both kinetic models gave excellent reproductions of the experimental steady-
state bifurcation data, including the effect of perturbing the reference condition.
The models, though, failed to fit adequately the Hopf bifurcation data for a single
reference steady state or for multiple feed conditions. It was found that smaller

magnitude gains were needed to induce dynamic bifurcation in the experimental
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system than were given by the simulations of each kinetic model. However, para-
metric information about small time-scale processes, which was not available in

open-loop experiments, was obtained by introducing a control loop.

NOTATION
A Jacobian matrix
B coefficient matrix of manipulated variables
c scale factor for the arctangent function
C coefficient matrix of the process observables
di; element of the delay matrix
D delay matrix
F flow rate (mol/s)

F(r,;) objective function

9is element of transfer function matrix

G transfer function matrix

k; rate parameter (mol/s)

Ky dynamic equilibrium parameter in Model 1

K., equilibrium parameter in Model 1
n reactor capacity (mol)
n, active sites on the catalyst (mol)

p(s) characteristic function

r reaction rate (mol/s)
t time (s)
u controller gain

vector of manipulated variables
w half-width of the arctangent function (sccm)

x; gas-phase mole fraction
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vector of the state variables

vector of the observables

a weighting factor

wy fractional surface coverage
T reactor residence time (s)
™D system time delay (s)

7,;  dynamic surface parameter (s)

w bifurcation frequency (rad/s)
subscripts
c controller

cl Model 1 calculation
c2 Model 2 calculation
(0]0) carbon monoxide

mfc  mass flow controller

o outlet
(02} oxygen
D process
T total
superscripts

H Hopf

ref  reference condition
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TABLE 1: Parameters estimated from steady-state data.
(2 is the correlation coefficient for the
model relative to all of the steady-state
experimental data.)

Model 1 Model 2
k; (mol/s) 1.23x10~4 k; (mol/s) 9.64x10~*
ko (mol/s) 2.59x10~4 k2 (mol/s) 1.60x10~4
K4 0.195 k_o (mol/s) | 2.40x10-8
K., 171 ks (mol/s) 1.46x10~4
r? 0.93 k4 (mol/s) 9.59x10~2
k_4 (mol/s) 1.83x10~2
r? 0.98
TABLE 2: Dynamic surface parameters estimated from
Hopf bifurcation data.
Model 1 Model 2
To1 (s) 0.03 To1 (s) 0.03
Ta2 (s) 0.007 r2 0.97
r2 0.97 r2 0.89
r2 0.90




FIGURE CAPTIONS

Figure 1:

Figure 2:

Figure 3:

Figure 4:

Figure 5:

Figure 6:

Figure 7:

Steady-state reaction rate data and simulations for Model 1 (dashed)
and Model 2 (solid). (a) z% = 0.14, (b) z5 = 0.05, (c) z% = 0.02.

Experimental and calculated curves for steady-state bifurcation with
Model 1 (dashed) and Model 2 (solid). (a) uvp, = 0.0, (b) vp, = 400.

Experimental Hopf bifurcation data with up, = 100.

(a) Bifurcation diagram with data and best fit simulations for Model 1
(dashed) and Model 2 (solid). (b) Hopf bifurcation frequency relationship
to the carbon monoxide gain.

Simulated bifurcation diagrams for Model 1 with 7,; = 0.03 s and 7,5 =
0.007 s (solid), 7,; = 0.03 s and 7,2 = 0.07 s (dashed), and 7,; = 0.3 s
and 7,2 = 0.007 s (dash-dot).

(a) Carbon monoxide gain necessary for Hopf bifurcation with fixed oxy-
gen gain (up, = 150 :squares; up, = -150 :circles) for different inlet CO
mole fractions with Model 1 (dashed) and Model 2 (solid). (b) Frequency
of the resulting Hopf bifurcations.

Simulated bifurcation diagram and bifurcation frequency using Model 2
with 7p = 3.26 s (solid) and 7p = 10.0 s (dashed). The dotted curves
correspond to nonleading zeros of the characteristic equation for 7p =
10.0 s.
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CHAPTER 4

MODELING OF SLOW DYNAMICS IN THE OXIDATION OF

CARBON MONOXIDE OVER SUPPORTED SILVER
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INTRODUCTION

Silver catalysts have received a large amount of attention because of their
ability to selectively catalyze ethylene epoxidation (reviewed by Sachtler, 1970;
Verykios et al., 1980; Sachtler et al., 1981). The most elusive aspect of this reac-
tion concerns the form or forms of adsorbed oxygen on the silver catalysts. While
the existence of at least two oxygen species on silver is generally accepted, less
equanimity has been reported as to the oxygen species that participate in oxida-
tion reactions on silver. Czanderna (1964) has postulated that at temperatures of
0°C to 100°C, lower surface coverages are dominated by a monatomic oxygen form
and higher coverages give predominantly a diatomic oxygen species. For higher
temperatures (150-250°C), Force and Bell (1975b) suggest that any diatomic oxy-
gen formed on the silver will readily decompose. Several studies suggest that while
both diatomic and monatomic oxygen are present on silver and both are active

for ethylene adsorption, one form promotes epoxidation and the other complete

oxidation to CO, and H,O (Sachtler et al., 1981).

While oxygen adsorption on silver has been studied with a variety of tech-
niques, the oxygen species contributing to the reaction mechanism at reaétion
conditions are difficult to analyze. Adding to the analysis problems is the relative
complexity of the ethylene epoxidation reaction. One approach for reducing the
system to a more manageable form is to use carbon monoxide oxidation as the
model oxidation system on silver. Keulks and Outlaw (1972) studied CO oxidation
over silver in a recirculation reactor operating at 100°C. Oxygen was preadsorbed
on the silver catalyst in small quantities to maintain fractional surface coverages
of less than 10% of a monolayer, and both CO and CO, were found to adsorb.
CO and CO;, did not adsorb without the preadsorption of O5. Keulks and Outlaw
conclude that a monatomic oxygen species is active for CO and CO, adsorption.

Using the initial stage of adsorption of NO and O, as sources for monatomic
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and diatomic oxygen species, respectively, Kobayashi and Takegami (1984) pre-
sented transient data for CO oxidation over alumina-supported silver. Differences
in the observed activation energies for the CO-O5 and CO-N,O reactions were
attributed to different rate-controlling steps. Since diatomic oxygen was assumed
to be the active site for CO adsorption, the slower rate for the CO-N,O reaction
relative to the CO-O, reaction was postulated to be due to the slow formation of
diatomic oxygen from a monatomic oxygen source.

In previous work with the CO oxidation reaction studied at 147°C, Shanks
and Bailey (1987) report a slow transient when oxygen is introduced to a reduced
silver catalyst. The present study uses transient experiments to examine in more
detail the source of the long-time-scale aynamics. Experimental data are com-
pared with simulation results to test the validity of a proposed reaction model for

CO oxidation over Ag/Al203.

EXPERIMENTAL SYSTEM

The catalyst used in the experimental reactor was 2.3 g of 1 wt% silver on 3
mm cylindrical a—Al;O3 pellets (Engelhard). A dispersion of 13% for the silver
catalyst was determined from oxygen chemisorption experiments based on the
method of Seyedmonir et al. (1984). In addition to the catalyst, 2 mm glass
beads were used to pack the reactor (=~ 10 cm® total volume). For this packing
and for the conditions used in all of the experiments, 100 sccm total flow rate and
147°C, the reactor behaved as an ideal CSTR with a residence time of 4.7 s.

Gas flow rates of helium (99.995%), oxygen (99.5%), hydrogen (99.9995%),
and carbon monoxide (99.99%) into the reactor were set and monitored by two
banks of identical mass flow controllers (Tylan). A carbonyl trap operating at
500°C was used upstream of the CO mass flow controllers. Also, the CO, O,

and He inlet lines contained desiccant columns. Computer controlled, high-speed
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solenoid valves were used to switch between the two mass flow controller banks.
The efluent CO and CO, concentrations were measured with two infrared an-
alyzers (Wilkes Miran I) operating at 4.6 um and 4.2 um, respectively. Mixing
that is due to the IR cells was found to be negligible. More specific details of the
experimental apparatus have been presented by Prairie et al. (1988).

i’retreatment of the catalyst consisted of introducing 10% oxygen in helium
for 2 hours at 250°C and then reducing with 20% hydrogen also at 250°C. The
catalyst activity stabilized after approximately 36 hours of exposure to a feed of
10% CO and 10% O, at 147°C. By reducing again with 20% hydrogen at 250°C,
the unstable catalytic activity could be reproduced, which then required a similar
length of time to reach a stable value. Kobayashi (1982a) and Nowobilski et
al. (1986) also report long initial stabilization transients for their studies of the
ethylene epoxidation reaction over silver catalysts. In the work by Nowobilski et
al., the long transient was attributed to slow oxidation of the initially reduced
silver.

Internal diffusional and external mass transfer effects were found to be negli-
gible for the operating conditions imposed in all of the experiments (Shanks and

Bailey, 1987).

REACTION MODEL

Two kinetic models have been postulated previously in the literature for the
CO-0O, reaction on Ag. Keulks and Chang (1970) based their model on isotopic
tracer experiments performed at 100°C in a recirculation reactor. The model
contains no differentiation between various forms of adsorbed oxygen, but in later
work the monatomic oxygen species is regarded as the active site for CO adsorption
and reaction (Keulks and Outlaw, 1972). Using transient response experiments

in a differential reactor operating at 20°C, Kobayashi (1982b) has postulated a
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reaction mechanism in which diatomic oxygen is the reactive adsorbed species. In
other work (Shanks and Bailey, 1987), these models were compared with dynamic
experiments. Both models provided good descriptions of steady-state rate data
but failed to reproduce long transients that resulted when introducing oxygen to
a reduced silver catalyst.

An alternative model represented by

0, + 28 B 205, (14)
CO +0S, % c0o,S (1B)
C0,S l:k—j*:co2 +5 (10)

0s £ 0's (1D)

-«
was used in the current work. The postulated existence of step (1D), the formation
of an inert oxygen species, results from observations in the transient experiments
described later. Because of the long transient that was observed during catalyst
stabilization, the exact nature of the vacant site, S, is not clear. Temkin (1979)
and Sachtler et al. (1981) suggest that this site may be silver oxide. If this site
is an oxide, then successive oxygen may be adsorbing on top of the surface oxide
(Keulks and Outlaw, 1972). Preadsorption of oxygen on silver has been shown
in several studies to be a necessary precursor for the adsorption of either CO
or CO; (e.g., Keulks and Ravi, 1970; Lawson, 1968). Force and Bell (1975a),
in transmission IR experiments, have assigned a band to CO, that is weakly
chemisorbed directly on silver.

The equations representing the model (1A-D) in an isothermal CSTR are

d.’L‘l

nw = Fco — 2, F, — kaz,0, (1)
dzz 2

‘n?‘ = FO, - x2Fo - k1x2ou (2)

nZ3 _ 2o F + ke — k_szs0, (3)

dt
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n,% = 2’6123203 — koxz10y + k40, — k_405 (4)
d
n,—‘Ttg = k2x101 - k302 + k_3z30,, (5)
dés
Ng di = k401 — k_403, (6)

where z;, 3, and z3 are the mole fractions of CO, O5, and CO., respectively,
6; is the fractional coverage of an adsorbed species, and Fco and Fp, are the
inlet molar flow rates of CO and O, respectively. The fractional coverages 6,,
65, and 03 correspond to OS, CO,S, and O*S, respectively, with the fraction of
vacant sites, 8, given by 1 — 8; — 6, — 03. Experimental data were taken under
isothermal (147°) and isobaric (~ 1 atm) conditions, so the number of moles of
gas in the reactor remains constant. Therefore, the exit molar flow rate, F,, can

always be determined from the equation
Fo= Fr — k12262 — ko210, + kabz — k_3z30,. (7)

Equation (7) can be used to remove F, from the differential equations (1-3).
Kinetic parameters were determined for the model from an estimation scheme
based on steady-state rate data. Here, estimation of the parameters used a finite-
difference, Levenberg-Marquardt routine in conjunction with a minimization of the
sum of squares objective function based on the difference between the observed
and calculated reaction rates. Using various feed compositions of 2-20% CO and
2-20% O2, 70 steady-state reaction rates were determined. The observed rates
were evaluated by monitoring the efluent CO concentration, giving the amount
of CO consumed. Accordingly, the simulated reaction rate was calculated using

the theoretical consumption rate of CO:
r = k2x101. (8)

From static experiments, k4 and k_4 cannot be independently evaluated, so only
the ratio K, = k4/k_4 can be estimated from steady-state rate data. The results

of the parameter estimation are summarized in Table 1.
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Two parameters are left undetermined from this procedure: n,, the total
moles of catalytic active sites in the reactor and k4 (or k—_4). Based on the oxy-
gen chemisorption result, the number of sites available in the CSTR for oxygen
chemisorption is 2.92x10~° moles. This number is not necessarily equivalent to
n, because it was determined on the reduced silver catalyst. At reaction condi-
tions, n, is probably less than the chemisorption result as evidenced by the loss
in activity of the catalyst during the initial stabilization period following the in-
troduction of CO and O, to the H, treated silver. The value of k4 and, therefore,

k_4 (through K.) must be determined from dynamic experiments.

RESULTS

Transient experiments in which reactant concentrations were changed step-
wise were performed while monitoring the efluent concentrations of CO and CO,.
Two characteristic time scales were observed: a rapid response when an oxygen-
rich reaction environment was maintained, and a very slow response when stepping
from only CO in He to O, and CO in He. The slow transient will be discussed
later with the results from cycling experiments. The rapid response can be used to
estimate a value for n,. Figure 1 shows the transients in the CO and CO, effluent
resulting from a step—change of 1% CO, 10% O, to 10% CO, 10% O,. Also shown
on this figure are simulated responses of the model for three values of n, between
7.5x107° and 5.0x10~%. The value n, = 7.5x10~¢ moles gives the best reproduc-
tion of the experimental data. The simulated trajectories were calculated using
Gear’s method (IMSL routine DGEAR) to simultaneously solve equations (1-6).
Because of the assumption of slow exchange for step (1D) of the reaction sequence
and the undetermined value of k4, the fractional coverage of O* was taken to be

constant at its initial steady-state value during the simulations used in estimating
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a value for n,. The conditions for this step-response experiment were chosen so

that the catalyst was always exposed to an oxygen-rich environment.

The slow transient observed when the catalyst was reduced in CO at reaction
temperature was characterized, using cycled reactant feed concentration experi-
ments. Figures 2(a) and 3(a) show the experimental effluent CO (top trajectory)
and CO; (lower trajectory) for symmetric cycling between 10% CO, 10% O, and
10% CO for two periods, 60 s and 1800 s, respectively. In both cases, each of
the indicated feed streams was introduced into the reactor for one-half of the
period. The data were taken after the reactor had reached stable periodic opera-
tion. Of particular interest is the rate overshoot in CO, production when the O,
containing feedstream is introduced. This relatively high instantaneous rate, as
compared with the steady-state rate for 10% CO, 10% O, is not as high a rate as
is first observed when a similar feed stream is introduced to the reactor after the
250°C pretreatment in H,. The slow transient seen during catalyst stabilization
following pretreatment cannot be reproduced merely by reduction with CO at
147°C. Therefore, the slow transient seen reversibly under reaction conditions is
likely due to a different process than that which occurs during initial stabilization.
Also, when the 10% CO portion of the cycle was changed to pure He, no overshoot

was observed when the CO, O, portion of the cycle was introduced.

Using only k4 as an adjustable parameter, simulations of the cycling data were
performed with the parameters determined from steady-state experiments and
the value of n, found from the step-response experiment. In these calculations,
the fractional coverage of O was evaluated by integrating Eq. (6). The best fit
simulations resulting from minimizing an objective function based on the difference
between the observed and calculated CO mole fraction response are shown in
Figures 2(b) and 3(b) for periods corresponding to the experimental results in
Figures 2(a) and 3(a). A value of k4 = 7.5x10~8 mol/s was found to yield the

optimal fit. Figures 2 and 3 show the excellent agreement between model and
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data for two widely different periods. Using the estimated value of k4, simulation
of the step-response experiment used for evaluating n, gave the same result as
was calculated when k4 was unknown.

A more comprehensive comparison of the experimental data and model is
presented in Figure 4, where the time-average reaction rate is shown for various
symmetric cycling periods and feed streams of 10% CO, 10% O, and 10% CO.
The average experimental reaction rate was calculated using the time-average CO
effluent mole fraction. In these calculations, the assumption of constant exit molar
flow rate was invoked yielding the equation

i =
= ﬁ(ft)sa-il)) (©)
Because of the low conversion of CO and the high concentration of inert He, the
assumption of constant F, should be reasonable. The time-average reaction rate

was calculated for the simulations using

1 T
rf= —/ kz.’lflaldt, (10)
T Jo

where 7 is the cyclic period. Both the experimental and simulated results indicate
that as 7 — 0, relaxed steady-state operation (Bailey and Horn, 1971), the average
reaction rate increases. Thullie et al. (1986) have shown that Eley-Rideal surface
kinetics will, in general, give the largest average reaction rate as the cycling period
approaches zero.

The modeled relative rates of formation and consumption of O* on the sur-
face can be tested with asymmetric cycled feed streams. Here, « is the fraction
of the period in which the feed is 10% CO. During the remainder of the period,
(1 — 4)r, the feed contains 10% CO and 5/(1 — 4)% O., so that the time-average
mole fraction of O in the reactant feed stream was 0.05 for all of the experiments.
Figures 5 and 6 show a comparison between experiment and simulation for v =
0.25 and v = 0.75, respectively. The simulation for 4 = 0.25 reproduces the ex-

periment, but the simulation for v = 0.75, while agreeing with the qualitative
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shape of the experimental trajectories, gives a reduced reaction rate during the
oxygen portion of the cycle. Summarized in Figure 7 are simulation and experi-
mental time-average reaction rates for several values of 4. Shown are results for
two different cycling periods, 7 = 60 s and 1800 s. As illustrated in Figure 7, the

greatest disparity between model and experimental results are seen for 4 > 0.5.

DISCUSSION

In agreement with past studies of oxidation reactions on silver, the experi-
mental data presented here indicate the presence of at least two adsorbed oxygen
forms on Ag/Al,03 during CO oxidation at 147°C. An apparent inactive or neg-
ligibly active oxygen species is formed and consumed on a much slower time scale
than is characteristic of the CO-O, reaction. While the exact chemical form of
this inactive species has not been precisely determined, it is clear that this species
can be removed only in a reducing environment and will not desorb at the reaction
temperature. The presence of a contaminant in the oxygen feed stream causing
the loss of activity seems unlikely because of the purity of the oxygen source and
the ability of either CO or H, to restore the catalyst activity. These observa-
tions are consistent with the formation of an inert adsorbed oxygen species as was
proposed in the reaction model.

Neither of the papers postulating reaction sequences for the CO-O, reaction
over silver, Keulks and Chang (1970) nor Kobayashi (1982b), reports a compara-
bly slow transient under their reaction conditions. There are two possible reasons
for this disparity: (1) different reaction temperatures and (2) different experimen-
tal schemes. Reaction studies at temperatures comparable to those employed in
those two works could not be performed in the present experimental apparatus

because the resulting reaction rate was immeasurably small. Keulks and Chang
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report data for CO introduced to an O, pre-exposed catalyst but not for O; intro-
duction following CO reduction. An experiment similar to those presented here
was reported by Kobayashi, using a step—change in the reactant feed from 5.5%
CO, 94.5% He to 5.5% CO, 19.7% N,O, 74.8% He. No overshoot was observed in

CO, production at the reported reaction temperature of 20°C.

The model presented in Equations (1A-D) is similar to the reaction sequence
proposed by Kobayashi (1982b) except that a monatomic oxygen species is taken
as the active site for CO adsorption but as with the Kobayashi model, only one
adsorbed oxygen form is assumed to be active. The vacant site in the proposed
model is likely some type of silver oxide, which is not reduced by CO at 147°C but
can be reduced at 250°C with H,. This is corroborated by a comparison of the
number of active sites for O adsorption found from the chemisorption experiment
and from fitting the experimental step-response data. The uptake of oxygen in
the chemisorption experiment, which was performed on the catalyst used in the
experimental reactor following the completion of the transient experiments, was
more than three times the fitted value. Two characteristic time scales are sug-
gested by the proposed model, one corresponding to the total number of active
sites and one associated with the kinetics of the inert oxygen step. Experimen-
tal transients exhibited both fast and slow time scale respones attributed to the

surface reaction, which could be reproduced by the model.

While the postulated reaction model reproduced a wide range of experimental
cycling results, it was not as quantitatively accurate for asymmetric cycling with
~ > 0.5. The difference between the simulated and experimental time-average re-
action rates for 4 > 0.5 implies that the activity of the catalyst can be regenerated
more rapidly than is given by model simulations. As shown in Figure 6, though,
the qualitative features of the CO and CO; responses for 4y = 0.75 are reproduced
by the simulation. For this large value of «, any discrepancy between the exper-

imental and simulated time-average reaction rate will be magnified because the
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conversion of CO occurs only during 25% of the period.

CONCLUSIONS

The interaction of oxygen with silver is complex. Although oxygen adsorp-
tion experiments allow characterization of the possible forms of adsorbed oxygen
species, the contribution of the various forms to oxidation kinetics is not clear.
This complexity was manifested in long-time scale dynamics observed in the CO
oxidation reaction on Ag/Al,O3 during step-response experiments. The transients
were characterized using cycled feed stream experiments, where the cycle periods
were varied for symmetric and asymmetric feed conditions. The overall reaction
appeared to precede on two time scales that could be attributed to reactions oc-
curring on th<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>