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Abstract

In this thesis, T present a search for scalar leptons in eTe™ annihilation using the L3
detector at LEP. Data collected in 1999 and 2000, at center-of-mass energies between
192 GeV and 208 GeV, was used in this analysis.

This work covered the scalar lepton searches in both SUGRA and GMSB models. To
achieve this analysis, a parametrized selection was developed to handle the different event
signatures in SUGRA models. Improvement of the L3 simulation and reconstruction
program packages was carried out so that one can simulate the scalar leptons in GMSB
models correctly. The simulation of the L3 Time Expansion Chamber (TEC) dE/dx
measurement, was rewritten to facilitate the analysis for a stable slepton signal, which is

relevant in some parts of the parameter space in GMSB models.

In this analysis, we didn’t observe any significant indication of scalar lepton produc-
tion of any type. We achieved the following mass exclusion limits for scalar leptons in

SUGRA models, for large AM (AM > 0.3 x M;j):

M, > 97 GeV (expected 97 GeV) (1)
M, > 86 GeV (expected 86 GeV') (2)
M;, > 78 GeV (expected 79 GeV) (3)

We achieved the following lifetime independent mass exclusion limits for scalar taus
in GMSB models:
M;:, > 80 GeV (expected 79 GeV) (4)

A%
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1. Introduction and Overview

In this thesis I present the search for scalar leptons which are predicted by supersymmetry the-
ory. The analysis is performed in both Supergravity (SUGRA) and Gauge Mediated Supersymmetry

Breaking (GMSB) scenarios. The motivation for this analysis is clear:

e The belief in a more beautiful and fundamental theory behind our current knowledge of particle
interactions, the Standard Model, which might lead us to the ultimate understanding of our world.

Currently, the best candidate is supersymmetry theory.

e For all the supersymmetric particles, scalar leptons are always among the top few that are most
likely to be detected at current or next generation accelerator experiments, and thus to lead to

the discovery of supersymmetry.

The data sample analyzed in this thesis was collected using the L3 detector at the LEP accelerator
during its last two years of running, 1999 and 2000, when LEP reached its highest center-of-mass
energies, ranging from 192 GeV to 208 GeV. The corresponding integrated luminosity is 233.2 pb~*
in 1999, and 217.3 pb~! in 2000. LEP was a unique place to search for scalar leptons due both to its
clean (machine and physics) background environment, and its ability of provide high center-of-mass
energy and high luminosity at the same time. The L3 detector provided superior measurements of
electrons, photons and muons by a precise BGO electromagnetic calorimeter and a large muon chamber
system inside a 0.5 T magnetic field, which helped to measure the leptons in the final state of scalar
lepton decay. However, these factors were counterbalanced by the compact size and hence the limited

resolution of the central tracking system, as well as the limited acceptance of some other detectors.

This analysis covers scalar lepton searches in both the SUGRA and GMSB scenarios. In the first
case, all of the scalar leptons have a very short lifetime, and we expect to observe a pair of acoplanar
leptons in the final state with large missing energy. In the latter case, a scalar tau is always the lightest
of the three slepton flavors, and it may have a short or a long lifetime. So we searched for scalar
taus only, and developed several selections focusing on different lifetimes. The result of this analysis is

interpreted in the framework of the Constrained Minimal Supersymmetric Standard Model.
The thesis is organized as follows.

Chapter 2 gives an overview of the Standard Model, its known problems, and its supersymmetric
extension. At the end of this chapter, we also discuss the phenomenology issues in searching for scalar

leptons.



2 1 Introduction and Overview

Chapter 3 describes the LEP accelerator and the L3 detector, with emphasis on those issues relevant
to this analysis, such as the LEP RF system upgrade, beam energy measurement, and various L3 sub-

detectors.

Chapter 4 covers the L3 radiation monitor which I was responsible for from 1998 to the end of
LEP running. This detector provided real time protection of the L3 central tracking system, and
gave measurements of the radiation background in the detector area. This chapter discusses both the

hardware and the results.

Chapter 5 mainly discusses various simulation issues for this analysis. Since scalar leptons in the
GMSB scenario may have long decay length, the simulation program must be able to trace long-lived
particles with rather complicated decay modes. The L3 standard simulation program was upgraded
for this purpose. The TEC dE/dx signal simulation was totally rewritten to correct many problems
existing in the old version. This is crucial for the analysis of heavy stable charged particles, as well as

some other analyses which require particle identification.

Chapter 6 describes the analysis for scalar leptons in the SUGRA scenario, in which sleptons decay
promptly and leave a pair of acoplanar leptons. Large missing energy is also an important signature
in this scenario. However, the configuration of the final state depends strongly on the mass differ-
ence between the slepton and the Lightest Supersymmetric Particle (LSP, assumed to be the lightest

neutralino). To handle this complication, parametrized selections were developed.

Chapter 7 describes the analysis for scalar taus in GMSB models, in which the stau may have a
very large range of possible lifetimes. To take into account all the possibilities, a series of selections
were optimized for different decay lengths. This analysis is able to set a stau mass exclusion limit

independent of its lifetime.

Chapter 8 summarizes the results obtained in this analysis, and compares them to those obtained
in other experiments. A brief outlook for supersymmetry searches at current and future accelerators

also is presented.



2. Theory: Standard Model and

Supersymmetry

The Standard Model (SM), as an electroweak and strong interaction quantum gauge theory for
particle physics, is extremely successful. However, it is believed that the Standard Model is not the
ultimate particle theory, because of various concerns. Among many proposed new theories beyond the
Standard Model, supersymmetry remains the most motivated and experimentally favored one, not only
because it is the only possible extension of the known spacetime symmetries of particle theory, but
also because it provides an elegant solution to the hierarchy problem, it may contain a dark matter
candidate and it may lead to a grand unified theory. To search for evidence of supersymmetry, one can
search directly for the new particles predicted by supersymmetry theory, including scalar leptons which

are among the most promising to be found at LEP.

This chapter will give a brief overview of the Standard Model and supersymmetry theory, and at the
end, discuss the motivation and various phenomenology issues for this analysis: the search for scalar

leptons.

2.1 Standard Model

The Standard Model is a non-Abelian gauge theory, with the gauge group SU(3)c x SU(2), x U(1)y.
It incorporates the unified electroweak theory and Quantum Chromodynamics, and describes the elec-

tromagnetic, weak and strong interactions between elementary particles.

The particle spectrum of the SM consists of matter fields which are all fermions, gauge bosons
that mediate the interaction and the Higgs boson. The fermions in the SM are listed in Table 2.1, and
bosons are listed in Table 2.2, with their major quantum numbers. Leptons interact with other particles
through electroweak interactions, while quarks also have strong interactions. Fermions came in families.
Each family contains a left-handed lepton doublet, a right-handed lepton singlet, a left-handed quark
doublet and two right-handed quark singlets. There are, in total, three known fermion families. The
2nd and 3rd are exact repetitions of the 1st family except for the particle masses. The reason for 3

largely identical family is not yet known.
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families: 1 2 3 Ts Y Q L B
v v vy 1/2 -1 0 1 0
Leptons: ‘ . /
e ), r), T/, -1/2 -1 -1 1 0
ER MR TR 0 -2 -1 1 0
c t 1/2 1/3 2/3 0 1/3
Quarks:
. s ), b . -1/2 1/3 -1/3 0 1/3
UR CR tR 0 4/3 2/3 0 ]./3
dgr SR br 0 -2/3 -1/3 0 1/3

Table 2.1: Fermions in the Standard Model, with major quantum numbers.

Bosons T3 Y Q

Gauge y 0 0 0
Bosons A 0 0 0
W 1 0 1

W~ -1 0 -1

gi (i=1-8) 0 0 0
Higgs ¢ = ¢ 1/2 ! !
#° -1/2 1 0

Table 2.2: Bosons in the Standard Model, with major quantum numbers.

In principle, the fermion mass eigenstates are not identical with their weak interaction eigenstates.
The two sets of eigenstates of the three fermion families are related by a linear transformation. In the
quark sector, it is expressed by a 3 x 3 matrix, called the Cabibbo-Kobayashi-Maskawa (CKM) matrix
[1, 2]:

d Vud Vus Vub d
Sl = Vcd Vcs Vcb S ) (21)
v Via Vis Vi b

in which (d s b) are the mass eigenstates of the down type quarks, and (d' s’ ') are their weak
eigenstates. Equation 2.1 states that the weak eigenstates of the quarks are obtained by mixing their

mass eigenstates. A similar story should happen to the lepton sector as well. However, since the
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masses of the neutrinos are assumed to be 0 ! in the Standard Model, any mixing of the neutrino mass

eigenstates is still their mass eigenstates.

Among the gauge bosons, v mediates the electromagnetic interaction, and Z° and W# particles
together mediate the weak interaction, while gluons (g;, 1 = 1 - 8) mediate the strong interaction. All

fermions interact with each other through the exchange of gauge bosons.

2.1.1 Electroweak interaction and Spontaneous Symmetry Breaking [4, 5]

By introducing covariant derivatives, the fermionic terms in the SM electroweak Lagrangian read
Ly=> iy" Dy, (2.2)
¥

in which
1
Du=0u + igi3B,-Y + igaW, T, (2.3)
where g1 and g» are U(1)y and SU(2);, coupling constants, and the sum of 1) runs through all lepton

and quark flavors. This Lagrangian is invariant under local SU(2);, x U(1)y transformations. By

rotating the gauge boson fields to a physical basis, we have

Ly= Z iy O — e Z Quiy' A,
¥ ¥

2
- _9 ke _
20059[/{/ ;1/}7 (gv gA’Y5)'L/}Z,u (24)
2
g " _
— ﬁ%:¢L7u(U+WJ + U,Wu )1/1[,,

in which o1 = (o1 +i03). The first term is the free fermion term, the second describes the electromag-
netic interaction, and the third term is the weak neutral current interaction, while the last term is the
weak charged current term. In this formula, the physical gauge bosons are obtained through mixtures

of the “bare” gauge boson fields:

A, = sin BWWg + cos 0w B,

Z, = cos BwW; — sin 0w B, (2.5)
1
G

I Evidence for oscillation of atmospheric neutrinos was observed recently by the Super-Kamiokande collaboration, which

1 R
W, F iW,)

suggests nonzero neutrino masses [3]. If it is confirmed, mixing in the lepton sector also should be taken into account in

the Standard Model.
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with the weak mixing angle cosfw = g2/\/g? + g5. The total electroweak Lagrangian also contains the

gauge boson kinetic terms as well as self-interaction terms,

1

Ly=—7

. . 1
WZLVWWV - ZBHVBMV, (26)
in which the field tensors are defined as

Wi, =0,W) — 0,W} + g *Wiw}
(2.7)
B,, = d,B, — 9,B,

with €% the antisymmetric Levi-Civita tensor.

The SM electroweak Lagrangian shown above describes massless particles, while the physical parti-
cles we observe are mostly massive. Since gauge invariance prohibits terms such as mt, we can not
add particles mass terms directly into the Lagrangian. This problem is solved by the Higgs mechanism

[6], in which the electroweak gauge symmetry is spontaneously broken.

In the SM, the simplest choice of the Higgs field is a complex doublet,

ot
¢ = o ) (2.8)
The key point here is that this Higgs field has a non-trivial scalar potential in the Lagrangian,

EHiggs = (Du¢)T(DH¢) - V(QS)
V(g) = p’ele + Ao'e)?,

(2.9)

in which X\ > 0 is required by the stability of the theory, and we artificially choose u? < 0 so that the

Higgs field has non-vanishing vacuum expectation value,

2
Pl = —g—/\ = % (2.10)

with v the vacuum expectation value. Without losing generality, we can choose the vacuum state to be

b = — (2.11)

= — , 2.12
¢ V2 v+ H ( )

where H is the Higgs boson scalar field. However, such a choice, although it doesn’t matter which choice

indeed, loses the symmetry of the original V(¢) and Lp;g4s. The mass terms of the gauge bosons and
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the Higgs boson are then generated from Lpiggs,

2
1
Lifiggs = %W‘“Wj(v + H)? + g(gzwi*“ - @1B")(92W) —g1B,) (v + H)?

1 2 A
+ ;@ H)©O.H) - @+ H? - S0+ H)' (2.13)
1, g3v? _ _ L (g7 + g3)v° 1
= 5(2T)(WM+W LW WE) 4 5(71 42 ZuZ") + 5(2N2H2) + o
from which we can read off the boson masses directly,
v
iy - 2
Mz = o\/6 +63
2 (2.14)
M, =0
My = V2pu.

The fermion masses are generated through Yukawa couplings with the Higgs boson with the form

Grl(brd)vr + Pr(d'vL)] (2.15)
and this gives the fermion mass,
_ G
My = h (2.16)

So the coupling between fermion and the Higgs boson is proportional to the fermion mass.

The Higgs mechanism introduced above is the minimal choice, since we can have additional doublets
or larger multiplets. This choice of the Higgs sector, called the Minimal Standard Model (MSM), has

been proven to be renormalizable [7].

2.1.2 Quantum Chromodynamics

The strong interaction is also described by a non-Abelian gauge theory named Quantum Chromody-
namics (QCD). The symmetry group of this theory is SU(3)¢, and the gauge bosons associated with

this interaction are gluons carrying “color” quantum number, g,, with a = 1,...,8.

In analogy to electroweak theory, the covariant derivative in QCD has the form
. Aay ya
Dy, = 0 — zg3(7)Au, (2.17)

in which g3 is the strong coupling constant and A are the gluon fields. As in electroweak theory, the

quark-gluon interactions are contained in the following terms of the QCD Lagrangian,

L, = ) @iy Dua, (2.18)
q
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in which the sum of ¢ runs through all quark fields. In addition, the QCD Lagrangian also contains the

kinetic term for the gluon fields which describes the gluon self-interaction,

1 (e v
Ly = —ZFWFo‘j (2.19)
with the gluon field tensor defined as
FSI/ = 8LLA10; - 811143 + g3faB’YA,uBAV’y; (220)

where f*57 are the structure constants. So we can see that gluon fields have three- and four-gluon

vertexes, meaning that point-like gluon-gluon interactions are allowed.

2.1.3 Tests of the Standard Model and Remaining Open Questions

The Standard Model, in particular the electroweak theory, has been tested experimentally with extreme

accuracy. Some of the most recent results obtained at LEP are listed below as an example [8, 9, 10]:

My = 91187.5 (2.1) MeV

Iy = 24952 (2.3) MeV

My = 80450 (39) MeV (2.21)
Ty = 2150 (91) MeV

N, = 2.9841 (83)

Triple Gauge Couplings:

g7 = 0.990100%%  (SM:1)
Ky = 0.896100%  (SM :1) (2.22)
A, = —0.023100%5  (SM:0)

However, there are still many open questions for the Standard Model. Some of them make us believe
that the SM cannot be the ultimate theory. We list here some of the major concerns about the Standard

Model:

e The SM does not incorporate gravity. Although gravity is always negligible in particle interactions
at current energy scales due to its extremely small coupling constant, we have to consider its effect
at very high energies near the Planck scale (~ 10'° GeV') where gravity has comparable strength

with the other interactions. And a grand unified theory including gravity is always desirable.



2.2 Supersymmetry 9

e The Standard Model depends on eighteen free parameters®. One can assume that a “final” theory
should not have so many free parameters. We expect a grand unified theory to include relations

between the gauge couplings, and perhaps also among the fermion masses and boson masses.

e The hierarchy problem. Although the Higgs mechanism solved the particle mass problem, it turns
out that when a large energy scale is involved (for example, to embed the Standard Model in a
grand unification theory), the mass of the Higgs boson is always calculated from an algebraic sum
of extremely large positive and negative quantities. To keep the electroweak scale as low as we
observe, we need a rather small Higgs mass, and hence a ‘fine-tuning’ of the theory parameters.

This is rather suspicious. The hierachy problem is discussed in more detail in Appendix A.

Despite the great success of the Standard Model, people are still searching for a theory beyond it.

2.2 Supersymmetry

Supersymmetry is a subject of considerable interest among physicists and mathematicians, not only
because of its nice features such as solving the hierarchy problem which is inevitable for almost any
extension of the Standard Model, but also due to some fundamental concerns. An important result of
Haag, Sohnius and Lopuszanski states that the supersymmetry algebra is the only graded Lie algebra®

of symmetries of the S-matrix consistent with relativistic quantum field theory [11].

2.2.1 Supermultiplets and particle content of MSSM [12]

Supersymmetry is a symmetry relating fermions and bosons. A supersymmetry transformation turns a
bosonic state into a fermionic state, and vice versa. The operator Q which generates such a transfor-

mation must be an anti-commuting spinor, with

Q|Boson) = |Fermion); Q|Fermion) = |Boson) (2.23)

20ne of the choices of these parameters is: the QED coupling constant a, Mz, My, My, the masses of the charged
leptons, the masses of the quarks, the strong coupling constant as, the three mixing angles and a phase in the CKM

matrix.
3Graded Lie algebra (or superalgebra) is an algebraic system whose defining relations involve anticommutators as well

as commutators [11].
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The supersymmetry generators @ and Q! must satisfy an algebra of anti-commutation and commutation

relations with the form
{Qa, QL) = 200, P,
{Qa,Qs} = {QL.QL} = 0 (2.24)
[Qa,Pul = [QL, P = 0,

in which o, are Pauli matrices, a,ﬂ,o’z,,@ = 1,2 and P, is the momentum generator of space-time
translations. The single-particle states of a supersymmetric theory fall naturally into irreducible repre-
sentations of the supersymmetry algebra which are called supermultiplets. Each supermultiplet contains
both fermion and boson states which are superpartners of each other. Particles that inhabit the same
irreducible supermultiplet must have equal masses. Since @ and Qf commute with the generators of
the gauge transformations, particles in the same supermultiplet must also be in the same representa-
tion of the gauge group, and thus must have the same electric charges, weak isospin and color degrees
of freedom. In each supermultiplet, the number of bosonic degrees of freedom equals the number of
fermionic degrees of freedom.

4

The simplest supermultiplet consists of a single Weyl fermion® and two real scalars. This is called

chiral® (or matter, or scalar) supermultiplet.

The next simplest supermultiplet contains a spin-1 vector boson. If the theory is to be renormaliz-
able, this must be a gauge boson which is massless, at least before the gauge symmetry is spontaneously
broken. Its superpartner is therefore a massless spin-1/2 Weyl fermion, called a gaugino. Such a com-

bination of spin-1/2 gauginos and spin-1 gauge bosons is called a gauge (or vector) supermultiplet.

For N = 1 supersymmetry with renormalizable interactions, other representations are always re-
ducible to combinations of chiral and gauge supermultiplets. In a supersymmetric extension of the
Standard Model, each of the known fundamental particles must therefore be in either a chiral or gauge

supermultiplet and have a superpartner with spin differing by 1/2 unit.

Since only chiral supermultiplets may contain fermions whose left- and right-handed parts transform
differently under the gauge group, all Standard Model fermions (quarks and leptons) therefore must be
members of chiral supermultiplets. In addition, the Higgs boson must reside in a chiral supermultiplet
too, since it has spin 0. However, it turns out that one chiral supermultiplet is not enough; we need

6

at least two, both for triangle gauge anomaly cancellation® and for giving mass to up-type quarks as

4A Weyl fermion is a two-component spinor with definite “handedness”
5Chirality is the nature of an object whose left- and right-handed components have distinct properties. A chiral

supermultiplet may host fermions whose left- and right-handed parts have different interaction properties.
6Tn a gauge theory in which gauge bosons couple to a chiral current, the triangle diagrams appear in the one-loop
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Names spin 0 spin 1/2 SU(3)¢, SU(2),U(1)y
squarks, quarks @ (iig,dp) (ur,dr) (3,2,4+1/3)
(x 3 families) U A ul, (3,1,-4/3)
D s, dt, (3,1,+2/3)
sleptons, leptons L (7,ér) (v,er) (1,2,-1)
(x 3 families) B &5 el (1,1,42)
Higgs, higgsinos  H, (H[,H)) (A HY) (1,2,+1)
Hy (H}Hp) (H}H;) (1,2,-1)

Table 2.3: Chiral supermultiplets in the Minimal Supersymmetric Standard Model.

Names spin 1/2  spinl  SU(3).,SU(2);,U(1)y
gluino, gluon g g (8,1,0)
winos, W bosons W%, Wo w* Wwo (1,3,0)
bino, B boson B° B (1,1,0)

Table 2.4: Gauge supermultiplets in the Minimal Supersymmetric Standard Model.

well as down-type quarks and charged leptons. The vector bosons of the Standard Model clearly must
reside in gauge supermultiplets. Their fermionic superpartners are generally referred to as gauginos.
Now we have specified all the chiral and gauge supermultiplets for a minimal phenomenologically viable
extension of the Standard Model. The chiral and gauge supermultiplets are summarized in Table 2.3

and Table 2.4, respectively.

corrections to the three-gauge-boson vertex function. The anomalous term violates the Ward identity for this amplitude.

Thus, such a theory can be gauge invariant only if the anomalous contribution is somehow canceled [13].
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2.2.2 MSSM Lagrangian and R-parity

The MSSM Lagrangian can be constructed from the chiral superfields, gauge and gaugino fields, by
requiring gauge symmetry and supersymmetry as follows [14, 15],
L = Z(D 8) Zdjz udji
- = ZF,“,AFZ" + ZAM“D Aa

_\/_Z

(2.25)

L
T(gatan) 75>\ +hc}

2
- %Z [Z SggataASi] )
A %

in which S; (¢;) is the scalar (fermion) component of a chiral superfield, F),, 4 is a gauge field, A4 is a
gaugino field, and t,4 is the hermitian matrix representation of the interaction gauge group. The first
two lines of the Lagrangian describe the particle interactions with gauge bosons and thus contain the
SM Lagrangian. The third line gives interactions of gauginos with chiral superfields, and the last line

describes quartic couplings of the scalars in chiral superfields.

Given the superfield components, the only freedom one has in constructing the supersymmetric
Lagrangian is the superpotential W, which is an analytic function of the chiral superfields S =
Q,U,D,L,E, H,, Hy. In arenormalizable theory, an SU(3)c x SU(2)r, xU(1)y invariant superpotential

has the following form (for the first generation):
W = Gijqu;HCJl. + €5 [ALHéEjE + /\DHéQjD + )\UHszU] (2.26)
+ € [ML'L'E + ML'Q'D] + \UDD,
in which i, j are the SU(2)r doublet indices and €;; = —¢j; (€12 = 1). In general, the X coefficients

should be matrices which mix the interactions of the 3 generations. The superpotential gives the
following terms in the Lagrangian:

w1 _ 1—75} W
— —| - = i — ; h.c.p. 2.27
x| Q;j{@b[ 2 (asias)wﬁ } 227)

Both the scalar potential and the Yukawa interactions of fermions with scalars can be found in Lyy.

The p term gives mass terms for the Higgs bosons. The Az p i terms give the Yukawa interactions of

the fermions with the Higgs bosons. So these coefficients are determined by fermion masses and the

Vacuum Expectation Values (VEV’s) of the neutral members of the Higgs doublets. Here an additional

free parameter with respect to that of the SM appears, which is defined as tan8 = vs /vy, with vy = (HY),
— (HY).
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The Aq 2,3 terms result in lepton and baryon number violating interactions. For example, they can
mediate proton decay at tree level by exchange of a scalar down quark. Among the many ways to avoid
this kind of problem, a usual one is to require an additional symmetry, called R-parity. R-parity is a

quantum number that distinguishes SM particles and their SUSY partners, and is defined as
R = (-1)*B- 0t (2.28)

in which s is the spin of the particle. So all Standard Model particles have R-parity +1, while their
SUSY partners have R-parity —1. Obviously, one removes all the A\; 2 3 terms by requiring R-parity

conservation”.

The assumption of R-parity conservation has important phenomenological consequences:

e The lightest sparticle, called the lightest supersymmetric particle (LSP), must be absolutely stable.

If the LSP is electrically neutral, it interacts only weakly with ordinary matter.

e Each sparticle other than the LSP must eventually decay into a state which contains an odd

number of LSPs (usually just one)

e In collider experiments, sparticles can only be produced in even numbers (usually in pairs)

The LSP is an attractive candidate [16] for the non-baryonic cold dark matter that is thought to make
up ~30% of the mass of the observable universe. And in collider experiments, a signal for R-parity

conserving SUSY is missing energy from the non-observed LSPs.

2.2.3 Supersymmetry breaking [12]

One important observation is that supersymmetry can not be an exact symmetry of the world, otherwise
it becomes extremely easy to discover supersymmetry: all SUSY particles would then have masses
degenerate with their SM partners. So a realistic phenomenological model must contain supersymmetry
breaking, leading to heavy SUSY particle masses. However, from a theoretical perspective, we expect

that supersymmetry should be an exact symmetry which is spontaneously broken.

The exact mechanism of supersymmetry breaking is not clear now, however, we know that for

spontaneous supersymmetry breaking it requires us to extend the MSSM. In addition, if we want to have

"The R-parity conservation requires that the product of R-parity for all the fields of a vertex is +1. We consider
(—1)3(B=L) and (—1)2¢ separately. The product of (—1)2% is +1, due to the angular momentum conservation. And
it is easy to check that the quark and lepton supermultiplets all have (71)3(3_]“) = —1, while the Higgs and gauge

supermultiplets have (—I)S(B_L) = +1, therefore the A1 23 terms violate R-parity.
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a phenomenologically viable theory, it seems that supersymmetry breaking occurs in a “hidden sector” of
particles which have no (or only very small) direct couplings to the “visible sector” chiral supermultiplets
of the MSSM. However, the two sectors do share some interactions to mediate supersymmetry breaking
from the hidden sector to the visible sector, which appear as calculable soft terms in the effective
Lagrangian.

There are two main proposals for what the mediating interactions might be. The first is that they are
gravitational. In this gravity-mediated supersymmetry breaking scenario (often referred as SUGRA),
the energy scale of SUSY breaking in the hidden sector should be roughly 10'° or 10! GeV, and the
spin-3/2 gravitino has a mass of the order of electroweak scale. The second main possibility is that the
flavor-blind mediating interactions for supersymmetry breaking are the ordinary electroweak and QCD
gauge interactions. In this gauge-mediated supersymmetry breaking (GMSB) scenario, the MSSM soft
terms arise from loop diagrams involving some messenger particles &, and the SUSY breaking scale is
much lower, around 10* or 10° GeV. In addition, the gravitino has a mass of order eV to KeV, and is

therefore the LSP. The two models have very different phenomenological consequences.

From a practical point of view, we usually directly introduce extra soft terms which break super-

symmetry explicitly in the effective MSSM Lagrangian,
L = Lsysy + [fsoft- (2.29)

The possible soft operators for the MSSM are: mass terms for scalar members of the chiral multiplets
and gaugino members of the gauge supermultiplets, bi-linear mixing terms (“B” terms) and trilinear
scalar mixing terms (“A” terms). So the soft terms are given by (for the first generation) [15, 18],
—E%ﬁtSM = mi|Hy|> + m3|H,* — B,ueij(HéHf; + h.c.)
+ M{Q'Q" + M{UU + MLDD + M{L'L'’ + MLEE
+ % [M1§°é° + MoWewe + M2§§]

My

sinf

Me

cosf3

€ij m ey )L
P { L AHIQIdE +

= AHIQM s +
V2My | cosB @ik

AHLLIE, + he.|,
(2.30)

in which i,j are the SU(2), doublet indices. The scalar and gaugino mass terms have the desired effect
of breaking the mass degeneracy between SM particles and their SUSY partners. The tri-linear A-terms

affect primarily the particles of the third generation. The By term mixes the scalar components of the

8The messengers couple to a supersymmetry-breaking VEV (F), and also have SU(3)c x SU(2)r, x U(1)y interactions
which provide a link to the MSSM [12]. The messenger sector is formed by some new superfields and it is the main source

of model dependence [17].
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two Higgs doublets. In general, all the mass and interaction terms should be matrices for all three
generations.

Unlike the supersymmetry-preserving part of the Lagrangian, E%fts M introduces many new param-

eters which were not present in the SM. A careful count [19] reveals that there are 105 masses, phases
and mixing angles in the MSSM Lagrangian which has no counterpart in Standard Model. Among

them, 104 are from E%ftSM, and only one, tang, is from Lgysy -

2.2.4 Constrained MSSM

In the general form of the MSSM with R-parity conservation, one expects that most of the 105 extra
free parameters should be related. Currently we have several experimental hints that suggest how to
reduce the total number of parameters. One of them is the behavior of the gauge coupling constants.
The evolution of the coupling constants with energy is sensitive to the particle content of the theory.
Evolving the measured coupling constants within the framework of Standard Model, there is no apparent
unification at a single point at high energy. However, if we do this in SUSY theory with particle masses

at the electroweak scale, then the constants meet at roughly 10'¢ GeV, as shown in Figure 2.1 [12]. In

60 ‘
50 | a,” ~~< o
40 ¢ -
O, 30 b=== P ]
20 - - E

10 § 3

0 L L L L L L L L
2 4 6 8 10 12 14 16 18

Log,,(Q/1 GeV)

Figure 2.1: RG evolution of the inverse gauge couplings a, *(Q) in the Standard Model (dashed lines)
and in the MSSM (solid lines) [12].

addition, we usually assume the gaugino masses also unify at Mgyr, with My (Mgur) = May(Mgur)

= M3(MguT) = my /. Their mass at the electroweak scale is given by the renormalization group (RG)
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equations® [20],
3My, M, M

= —,

— = — Ms = 0.82m 2.31
59% g% 92 2 1/2 ( )

To avoid lepton number violation, the slepton mass matrices My, My should be flavor diagonal.
Constraints on Flavor Changing Neutral Currents (FCNC) suggest that the squark mass matrices and
trilinear couplings are also flavor diagonal [21]. We also assume that all squarks and sleptons have the

same mass at the GUT scale, and the same trilinear couplings:
M§(Maur) = Mp(Maur) = My(Maur) = Mi(Maur) = Mp(Mgur) = mj (2.32)
Ai(Mgur) = Au(Mgur) = Ae(Mgur) = Ao (2.33)

The MSSM with all these assumptions is called the constrained MSSM (CMSSM) [22], and we are

left with only 6 parameters:

e M,: the SU(2)r, gaugino mass at the electroweak scale

myg: the universal scalar mass at the GUT scale

Ap: the universal trilinear coupling at the GUT scale

tang: the ratio of VEV’s of the two Higgs doublets

w: the higgsino mass parameter at the electroweak scale

M y4: the mass of the CP-odd Higgs boson.

The CMSSM is highly predictive: once the 6 parameters are set, the sparticle spectrum can be calculated
at the electroweak scale by the RG equations. The SUSY interpretation of this analysis is carried out
in the framework of the CMSSM.

2.2.5 Neutralinos and charginos [12]

The higgsinos and electroweak gauginos mix with each other because of the effects of electroweak
symmetry breaking. The neutral higgsinos (H? and HY) and the neutral gauginos (B, W°) combine to

form four neutral mass eigenstates: X7, X9, X3, X}, in order of increasing mass, called neutralinos.

The charged higgsinos (H; and H}) and the winos (WW+ and T ) mix to form two mass eigenstates

with charge +1: Xli, )Zz,i, in order of increasing mass, called charginos.

9The parameters of a renormalizable field theory are scale-dependent entities. And renormalization group equations

are simple differential equations that describe this scale dependence. [13]
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The lightest neutralino, X9, is usually assumed to be the LSP, unless there is a lighter gravitino or
unless R-parity is not conserved, because it is the only MSSM particle which can make a good cold

dark matter candidate.

2.3 Scalar leptons

Whether in gravity mediated SUSY breaking models or in gauge mediated SUSY breaking models, scalar
leptons are always listed as one of the most probable SUSY particles to be found at this generation of
collider experiments, due to their relatively light masses and/or distinctive signatures involving final-
state leptons. The analysis described in this thesis is focused on the search for scalar leptons. We will

discuss here the phenomenology issues relevant to SUSY scalar leptons.

2.3.1 Fermion mass and mixing

The physical masses of SUSY fermions at the electroweak scale are determined from their masses at the
GUT energy scale by using the RG equations. There are three contributions to the running of sfermion

masses: the gaugino coupling, the Yukawa coupling and the trilinear interactions.

The gaugino contribution to the sfermion mass-squared parameter, M3z, remains positive as the
energy scale evolves downward. The squarks become considerably heavier than the sleptons as they

have contributions proportional to the strong coupling constant from the gluino loops.

The Yukawa and trilinear contributions, which are negligible for the first two generations, signifi-
cantly modify the mass running of the third generation sfermion. Their contributions always decrease
the masses when evolving to lower energy scale. Since the Yukawa coupling for stop (the top SUSY

partner) is very large due to its large mass, the mass parameter for stop decreases most.

In principle, sfermions of the same electric charge and color quantum numbers mix with each other.
The mass eigenstates are obtained by diagonalizing 6 x6 mass-square matrices, one for each: up type
squarks, down type squarks and sleptons. To avoid large Flavor Changing Neutral Currents (FCNC),
we can assume that these matrices are block diagonal and can be decomposed into 2x2 matrices. As
an example, the mass-square matrices for charged sleptons are

m2  amy

M2 = it (2.34)

l 2
aym; m?
Ir
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with
m? = M; + my cos2B (I — Qi sin’0w) + mj
ml?R = M% + Qi m% cos2B sin’Ow + mj (2:35)

Ar — p (tanB) 2N

w
So the slepton masses are determined by the soft SUSY masses AM; at the electroweak scale, 4;, 1 and
tanf. The left- and right-handed sfermions will mix due to the off-diagonal terms, and this mixing is
proportional to the corresponding SM lepton masses — we can safely neglect the mixing of € and &, but

not for 7. These results also apply to squarks.

The transformation between mass and weak eigenstates of sleptons is usually expressed by a mixing

angle:
2:1 _ COSQLR sinBLR {L (236)
12 —sz’m‘)LR COSGLR lR
with
cosbrr = — (2.37)
oz = m2) & apm
and the mass eigenvalues are
1
mlgl’2 = §(mlgL + mlgR F \/(ml?L — mlgR)2 + 4aim?), (2.38)

in which [; is always the lightest eigenstate. At high tang, 7y and 7r are strongly mixed and give a
large mass splitting between the two mass eigenstates, 71 and 7». A similar result also applies to b and

f. So 7, and maybe also b, and i, are likely to be the lightest detectable SUSY particles.

2.3.2 Scalar lepton in SUGRA

In SUGRA models, the possible SUSY particles that may be detected at LEP are sleptons, third
generation squarks, the lightest charginos, and the next to lightest neutralinos. And the LSP is assumed

to be the lightest neutralino, ¥9.

Scalar leptons can be produced in pair in eTe™ collisions through s-channel v/Z exchange, while for
scalar electrons, its production cross section is enhanced by t-channel ¥} exchange and thus its cross
section depends on the ) mass. Figure 2.2 shows the diagrams of slepton production processes. Figure

2.3 shows the production cross section as a function of the slepton mass, at /s = 189 GeV.

Assuming R-parity conservation, scalar leptons always have very short lifetimes in this scenario.

The scalar lepton decays into its partner lepton mainly via I* — 01F, but also via cascade decays,

such as I* — ¥3I* — {9 Z*1*, which may be important in some regions of the parameter space.
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Figure 2.2: The Feynman diagrams for slepton production processes.
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Figure 2.3: The production cross section of the sleptons, as a function of the slepton mass, at /s =
189 GeV. The cross section of the selectron depends on the mass of the LSP, due to the t-channel

contribution.

Due to the stable, weakly interacting LSP, the slepton signature is very clear: two acoplanar leptons
of the same flavor with large missing energy. However, this clear and simple final state suffers from

irreducible SM background processes such as 2-photon collisions and W-pair production.

2.3.3 Scalar lepton in GMSB

In GMSB models, supersymmetry breaking takes place at a rather low scale v/F, which leads to a light

gravitino:

F VvF
~ 25 eV ()2,
\/§MP 100 TeV

(2.39)
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which has a mass of order eV to KeV. So the gravitino is generally the Lightest Supersymmetric
Particle (LSP). In GMSB models with a Next to Lightest Supersymmetric Particle (NLSP) lighter
than ~ 100 GeV, i.e., accessible at LEP2, the NLSP is always a neutralino or a stau throughout the
parameter space [23]. However in the stau NLSP case, it is possible that ég and jir are almost mass
degenerate with 7, and act as “co-NLSPs.” Assuming that R-parity is conserved, the scalar leptons
(when they are NLSP or co-NLSP) decay into their corresponding lepton and a gravitino, [ — IG.
Depending on the mass of the gravitino, the decay length of the NLSP is given by

E ~
( NLSP\5 MNLSP ),5( mea )2 om (2.40)

L =176 x 10~*
NLSP % MNLSP 100 GeV/e? 1eV/e?

Given the scale of mg, the decay length of the NLSP could vary from being undetectable, to longer
than the radius of any LEP detector.

In GMSB models, scalar leptons can be pair-produced in eTe™ collisions through s-channel v/Z
exchange, and t-channel ! exchange enhances the scalar electron production. However, since the
scalar 7 is always the lightest of the three scalar lepton flavors, we only search for the scalar tau NLSP
in this analysis, and we also cover the co-NLSP case. This analysis covers the entire stau lifetime range,
and we can expect a lifetime independent mass limit from it. One can also foresee that for rather long
stau lifetimes, we should be very careful about the background from cosmic rays. The neutralino NLSP

case is covered by a separate analysis, focused on single and multi-photon events.



3. LEP and the L3 Detector

This analysis is based on the data collected by the L3 detector at the LEP (Large Electron-Positron)
storage ring. The LEP program has been very successful both from the accelerator point of view and
the detector and physics point of view. This chapter gives a brief overview of LEP and the L3 detector,

with emphasis on those aspects that are important for SUSY searches.

3.1 LEP accelerator

LEP is a large electron-positron collider operated by the European Laboratory for Particle Physics
(CERN), located near Geneva, Switzerland (Figure 3.1).

The early development of LEP started in the 70’s. In the Annual Reports to the CERN Council
in 1979 and 1980, it said, “After many years of studies of different types of machines ... the choice
of the European community settled ... on a very large electron-positron collider called LEP. ... The
basic feature of the present LEP design is a large machine circumference in which the machine will be
installed in stages corresponding to the new physics events that are predicted by the unified theory of
weak and electromagnetic interactions. The first predicted event is the ... Z° at an energy of 90 GeV'.
Since these bosons can be produced singly, the LEP machine energy is about 50 GeV per beam ... The
next predicted event is the production of pairs of the charged intermediate boson — W*+W = pairs —
at an energy of about 180 GeV which requires LEP energies of about 90 GeV per beam. ... To explore
the Z° region, only a part of the RF accelerating cavities and their power amplifiers will be installed in
the machine. To reach the next energy stage one has the choice either to install the full set of copper
RF accelerating cavities or to install superconducting cavities, if they are ready at that time. ... the

latest development of the LEP Project is to use the PS and SPS machines as the injectors for LEP ... ”

Finally, LEP was built into a Main Ring tunnel of 26.67 km circumference, and consists of eight
straight and eight curved sections. The former hosts the four LEP experiments, ALEPH [24], DELPHI
[25], L3 [26] and OPAL [27], as well as the RF accelerating cavities, while the latter hosts dipole bending
magnets, quadrupole and sextupole focusing magnets. The plane of the LEP tunnel is inclined by 1.4%,
to ensure that all underground caverns and the main part of the tunnel would be located in solid rock

while, at the same time, limiting the maximum depth of the shafts to less than 150 m (see Figure 3.2).

21
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Figure 3.1: 3-D schematic view of LEP accelerator, Super Proton Synchrotron (SPS), four LEP exper-
iments, and the surrounding Geneva area. The varying depths of the experiments below the ground,

from 50 m for L3 to 150 m for ALEPH, are not shown in this sketch.
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Figure 3.2: Inclined plane of the LEP tunnel.

3.1.1 Injectors and pre-injectors [28]

The LEP storage ring was the last accelerator in a chain of five (see Figure 3.3). The LEP injectors
consisted of two linacs of 200 MeV and 600 MeV followed by a 600 MeV Electron-Positron Accumu-
lator (EPA), which injected into the CERN Proton Synchrotron (PS) operating as a 3.5 GeV ete™
synchrotron. The PS then injected into the CERN Super Proton Synchrotron (SPS), which operated
as a 20 GeV electron-positron injector for LEP. The decision to use the two already existing CERN
proton synchrotrons (the SPS and the PS) and all the infrastructure associated with them resulted in

significant economies both in cost and in time.

In order to serve LEP, both the PS and the SPS operated in multicycle mode. In this mode, a
supercycle was used which incorporated four cycles of electrons or positrons, followed by one cycle of
protons. Due to the fact that the electrons or positrons were accelerated in the dead-time between
the proton cycles, the filling of LEP had little or no effect on the 450 GeV SPS fixed target physics

program, which ran in parallel.
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Figure 3.3: LEP injectors and pre-injectors.

3.1.2 LEP energy and RF power upgrade

The maximum possible beam energy in LEP depends on the energy loss of electrons/positrons per turn

and the available RF voltage to restore this loss. The radiative energy loss per turn U is a steep

function of the beam energy E [29, 30]:

04 EY[GeV]
plm]

Here, an iso-magnetic lattice is assumed and p denotes the average bending radius of the ring collider

UoleV] ~ 8.85 x 1 =28.5 x E*[GeV]. (3.1)

(~ 3100 m for LEP). On the other hand, to obtain a finite quantum lifetime 7,, an overvoltage is needed
to maintain a bucket size large enough to allow quantum excitations [31]. The required RF voltage per

turn in LEP is shown as a function of the beam energy in Figure 3.4.

The LEP RF system originally consisted of 128 copper cavities organized in 8 RF units of 16 cavities
per unit, where each cavity provided 2.5 MV of accelerating voltage. This setup enabled LEP to run at
the peak of the Z resonance until 1995. By October 1995, in addition to the copper cavities, a total of
64 superconducting (SC) cavities! were operational, allowing an increase in beam energy from 45 GeV’

to 70 GeV. The first 16 SC cavities were constructed of solid Nb with a design gradient of 5 MV/m,

IThe SC cavities at LEP ran at 352 M Hz, in standing wave mode, with four-cell, and an active length of 1.7 m.
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Figure 3.4: The required RF voltage per turn, to make up for radiative energy losses in LEP, as a

function of the beam energy [31].

while all later ones were made by sputter-coating a Cu substrate with a thin layer of Nb with a higher
design gradient of 6 MV /m. In 1996, the number of SC cavities increased to 144, and W¥ physics on
LEP started at 80.5 GeV beam energy. Subsequently more SC cavities were added, when all available
space was filled, partially replacing the original copper system. The final configuration of the LEP RF
system included 56 Cu cavities, 16 solid Nb SC cavities and 272 sputtered Nb SC cavities [30].

With continual upgrading of the RF system, LEP was able to increase the beam energy from 45 GeV'
before 1995 to 104 GeV in 2000 (see Figure 3.5). The last two years of LEP physics emphasized the
search for new phenomena such as the Higgs boson, and consequently the highest possible beam energy
at good luminosity became the main priority. Instead of increasing the number of SC cavities, as in
previous years, the gain in beam energy during the last two years was mainly achieved? by pushing the
RF system far beyond its original specifications (see Figures 3.5 and 3.6), and leaving less RF margin
[30, 32].

The solid Nb cavities had a nominal design gradient of 5 MV /m and were operated up to 4.5 M'V/m.
The average gradient of the sputtered SC cavities was significantly increased above the design gradient
of 6 MV/m (see Figure 3.6). In 2000, the LEP RF system routinely provided more than 3620 MV,
allowing the beam energy to be raised up to 104.5 GeV [30].

20ther factors were as follows: using reduced RF frequency, increasing bending radius by using corrector magnets,

and changing the horizontal damping partition number, etc.
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Figure 3.6: Average accelerating gradient of RF
Figure 3.5: Beam energy, available and nominal

units with sputtered SC cavities after conditioning
RF voltage from 1995 until 2000 [30].

in 2000 [30].

An RF voltage margin was necessary due to cavity trips from time to time®

: by working at an
energy lower than the maximum, it was possible to keep the beam when having RF trips. Trips of
the RF cavities were issued by an interlock system, and occurred mainly due to field emission, on a
statistical basis. An RF trip resulted in the lost of the voltage of eight cavities driven by the same
klystron, about 100 MV, corresponding to 0.8 GeV in beam energy. Due to the cost in energy of the
RF voltage margin, a special ramping strategy was implemented in 2000 to obtain the highest possible
beam energy with good luminosity. A physics fill was started at an energy equivalent to a 2 klystrons
margin, then after a while the beam was ramped, under physics conditions, to an energy equivalent to

a 1 klystron margin. Towards the end of a fill the beam energy was ramped to the maximum (no RF

margin), the end of fill then being given by the next RF trip [30, 32].

3.1.3 Beam energy measurement

For many LEP physics measurements, such as the properties of the Z° and the mass of the W+ bosons,

the precise determination of LEP beam energy was crucial.

Evaluation of LEP1 center-of-mass energy [33]

During LEP1 runs, in the region of the Z resonance, the beam energy was accurately measured by the

resonant depolarization method. The attained precision was more than one order of magnitude better

3The average time between RF trips was 14 min and recovery normally took about 2 min [30].
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than that provided by other existing methods [34].

Due to the Sokolov-Ternov effect [35], an electron beam can be vertically polarized because of the

emission of synchrotron photons. The asymptotic polarization level is

b8 1
00_5\/§1+Tp/7'd’

where 1/7, and 1/74 are the rates of self-polarization and depolarization of the beam. In the simplest

(3.2)

model, the ratio 7,/74 o< E%. An oscillating radial field from an RF-magnet was used to artificially
deflect the polarization vector. The depolarization is maximized if the RF-magnet field is in phase with

the spin precession. This happens when the frequency of the oscillating field fqe, satisfies,

faep = (kK £[V]) * frev (3.3)

where f,, is the revolution frequency of the particles (fre, = 11.25 kH2z at LEP) and k is an integer.
[v] denotes the non-integer part of the spin tune, which is the number of cycles the spin vector of a
beam particle will precess during one revolution in the storage ring. v is directly proportional to the

beam energy E:
_alb E[MeV]

T me? . 440.6486(1)[MeV]

where a is the anomalous magnetic moment of electron, and m is the mass. Knowing f,e, to ~ 10710,

(3.4)

and measuring fgep up to ~ 2 Hz in ~ 1 M Hz, one can get v, and thus calculate E to AE/E = 2-1076.
Combining systematics, the overall uncertainty on E.,, is less than 1 MeV. The measurement was so
accurate that it was actually sensitive to, for example, the tidal effects of the Moon and Sun, and even

passing trains [36].

Evaluation of LEP2 center-of-mass energy [37, 38|

Due to an insufficient polarization level, the center-of-mass energy at LEP2 was evaluated using a mag-
netic extrapolation method. The average beam energy was measured with the resonant depolarization
method in the range 41 - 61 GeV, and the beam energy for the physics run was then inferred from
the change of the magnetic field in LEP main bending dipoles, measured by NMR (Nuclear Magnetic

Resonance) probes both during the resonant depolarization measurements and during physics fills.

A flux-loop field measurement was used to compare with the NMR probe method, and determine
the systematic uncertainty of the beam energy measurement. Two alternative methods of beam energy

determination, the LEP2 spectrometer? and a fit of the total RF voltage to the synchrotron tune, were

4The setup consisted of a steel bending magnet flanked by a triplet of beam position monitors at each side providing

a measurement of changes in the bending angle when the beams were accelerated to physics energies [39].
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implemented since 1999. All these methods gave consistent results. Table 3.1 shows the result of beam

energy measurements from the LEP energy working group®.

Year Nominal Ecp(GeV)  Uncertainty of Ey(MeV)  Ecp spread (MeV)

1996 161 27 144+ 7
1996 172 30 165+ 8
1997 183 25 219+11
1998 189 20 237+ 12
1999 193 21 254+ 13
1999 196 21 266 + 13
1999 200 21 265+ 13
1999 202 21 253 +£13
2000 206 25 236 £12

Table 3.1: The uncertainty of beam energy and luminosity weighted center-of-mass energy spread [38].

3.1.4 Particle background at LEP detectors [41, 42]

The two main types of beam induced particle backgrounds in the LEP experiments were photons
from synchrotron radiation (SR) in the fields of straight section quadrupoles and off-energy elec-
trons/positrons from bremsstrahlung of beam particles with rest-gas molecules along the straight sec-
tions and the first part of the bending arcs. The rate of off-energy electrons produced by beam-gas
interactions is to first order independent of beam energy. However, the number of radiated SR-photons
and the critical energy of the spectra increase sharply with beam energy and would lead to very high

photon background level during LEP2 running.

To cope with this situation, the background protection system has been upgraded for LEP2 running,
by adding collimators, using enlarged vacuum chambers, photon absorbers and synchrotron radiation
masks close to the interaction points (IPs). Dedicated radiation monitoring system and a beam-dump
trigger system have been installed on the LEP detectors, to provide extra protections against radiation

background, especially during unstable beam conditions.

5A recent report of the LEP beam energy measurement, using radiative return to the Z events, also showed consistent

results [40].
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3.1.5 LEP performance [43]

LEP, from its commissioning in 1989 until its final shutdown in November 2000, operated in many
different modes, with many different optics settings and at many different energies. LEP has provided
a huge amount of data for the precision study of the Standard Model and searches beyond that, first
on the Z° resonance, then above the W= threshold, and finally, with beam energy above 100 GeV,

hunting for the Higgs bosons. A summary of the performance through the years is shown in Table 3.2.

As an example, Figure 3.7 shows the maximum expected mass, with 3o sensitivity, reachable in

searches for the Standard Model Higgs boson at LEP, given the produced luminosity and energy.

Year Beam Energy [GeV] Total Current [mA] [ L [pb~'] Peak Lumi. [103%cm™2s57!]

1989 45.6 2.6 1.74 4.3
1990 45.6 3.6 8.6 7

1991 45.6 3.7 18.9 10

1992 45.6 5.0 28.6 11.5
1993 45.6 9.5 40.0 19

1994 45.6 9.5 64.5 23.1
1995 45.6-70.0 8.4 46.1 34.1
1996 80.5-86.0 4.2 24.7 35.6
1997 91.0-92.0 5.2 73.4 47.0
1998 94.5 6.1 199.7 100
1999 96.0-101.0 6.2 253 115
2000 100.0-104.5 9.2 233.4 60

Table 3.2: Performance of LEP from 1989 to 2000 [29, 43].

3.2 The L3 detector

Over the quarter of century before the construction of the LEP detectors, some of the most spectacular
discoveries in experimental particle physics have been associated with precision measurements of photons
and leptons. Examples are the discovery of the .J/1, the discovery of the T, and the discovery of the Z°

and W=*. So the main purpose of the L3 detector, as it was designed, was not to verify any particular
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Figure 3.7: Given the delivered luminosity and energy at a specific date, the corresponding expected

mass limit with 3¢ sensitivity in searching for the Higgs boson, as a function of running days.

theory or prediction, but to use the good resolution of the detector on leptons and photons to explore

the unknown [44] by searching for new physics processes.

L3 was built to have superior ability to measure photons, electrons, and muons with a resolution
of AP/P ~ 1%, and at the same time, to measure hadron jet energies with a good resolution [44].
The detector was a multi-layered cylindrical set of different devices, each of which measured different
physical quantities in eTe™ collision events. Starting from the center, close to the beam pipe, the L3

detector consisted of a series of sub-detectors:

Silicon Microvertex Detector (SMD)

Luminosity Monitor (LUMI)

Time Expansion Chamber (TEC)

Scintillation Counters
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Figure 3.8: A perspective view of the L3 detector.

e Crystal Electromagnetic Calorimeter (ECAL)
e Hadron Calorimeter (HCAL) and Muon filter

e Muon Chambers (MUCH)

All of these sub-detectors were mounted inside a large volume (~ 1300 m?) solenoid magnet produc-
ing a magnetic field of 0.5 T'. Before the 1999 and 2000 LEP running, a 202 m? ¢, scintillator system
was installed in two phases on top of the L3 magnet. Together with an air shower scintillator array on
the roof of the surface hall above L3, it enabled precise measurements of cosmic muons with momenta
between 20 GeV and 2 TeV, using the existing L3 sub-detectors. The cosmic muon measurement
(L3+Cosmics) was carried out in parallel with the colliding beam experiment, without disturbing each

other.

A perspective view of L3 detector is shown in Figure 3.8, and a detailed side view of the inner
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Figure 3.9: A side view of the L3 inner detector components: SMD, TEC, ECAL, HCAL, in the
region around the beam pipe, and the forward detector components: ALR (Active Lead Rings), SLUM

(Silicon), and LUMI (Crystal) for luminosity measurement.
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detectors is shown in Figure 3.9. In the following sections, the L3 sub-detectors will be discussed in
detail, with an emphasis on those aspects related to vertex determination, track detection, and lepton

identification, which are crucial for this analysis.

3.2.1 Silicon Microvertex Detector [45]

The L3 Silicon Microvertex Detector (SMD) was installed before the 1993 running, since the radius of
the LEP beam pipe at its four interaction points was reduced from 8 em to 5.5 em at the beginning of

1991.

It consisted of 24 identical “ladders,” arranged in two cylindrical layers with mean radii 60.7 mm
and 77.5 mm, respectively (see Figure 3.10). Each ladder was built from 4 silicon sensors, and each
sensor was 70 mm long, 40 mm wide, and 300 wm thick. The sensor was a high purity n-type silicon
wafer, with parallel strips every 25 um along the z direction on one side and every 50 pm along the ¢
direction on the other side. The strips along the z direction were on the junction side, had a readout
pitch of 50 um, and could measure the r — ¢ coordinate with ~ 7 um resolution. The strips along
the ¢ direction were on the ohmic side of the sensor, had a readout pitch of 150 mm (Jcosf| < 0.53)
or 200 mm (0.53 < |cosf| < 0.93), and could measure the r — z coordinate with 14 pm resolution.
The installation of SMD significantly improved the transverse momentum resolution and the impact
parameter measurement. Figures 3.13 and 3.14 show the DCA and 1/Pr resolution in the year 2000,
combining information from both the SMD and TEC.

The L3 SMD provided 27 coverage in azimuthal angle, and covered the polar angle region |cosf| <
0.93. It had 72576 readout channels in total. The whole system added very little material (~ 1.3% of

a radiation length at normal incidence) in front of the other detectors.

To protect the SMD against catastrophic radiation damage, a dedicated radiation monitor was
installed in the vicinity of SMD to provide both a fast beam dump signal if the radiation dose rate
exceeded a pre-defined threshold and a long term monitoring of the total radiation dose. More detail

on the radiation monitor and its operation will be given in Chapter 4.

3.2.2 Time Expansion Chamber [46]

The L3 Time Expansion Chamber (TEC) was designed to perform both vertex detection and particle
tracking. This detector had the following tasks in the L3 experiment:

e Measure the transverse momentum and determine the sign of charged particles
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Figure 3.10: A perspective view of L3 Silicon Microvertex Detector (SMD).

e Determine the charge multiplicity of the event

e Together with SMD, reconstruct the interaction point and determine the lifetime of short lived

particles

e Determine the particle’s entrance point to the electromagnetic calorimeter (ECAL), and distin-

guish electrons from photons together with the ECAL

e Measure the ionization of tracks to identify particles and search for unknown heavy charge particles

with long lifetime

The TEC was a cylinder with an inner radius of 90 mm, an outer radius of 457 mm and a total
sensitive length of 970 mm. It consisted of two concentric chambers which are in the same gas volume
(Figure 3.11). The inner TEC chamber was divided into 12 symmetric sectors and the outer TEC
chamber into 24 symmetric sectors. Figure 3.12 shows one inner and two outer TEC sectors, and the

wire distribution.

In order to precisely measure the momentum of energetic charged particles in the small inner volume
defined by ECAL, the TEC was designed with the following characteristics: a low drift velocity (~

6 pum/ns), a low diffusion gas, a shaping amplifier removing the ion tail of analog pulses from the
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Figure 3.11: A perspective view of the L3 TEC. Figure 3.12: A TEC ¢ sector viewed in r — ¢ plane.
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Figure 3.13: The L3 DCA resolution: TEC + SMD.

Al tube

anode, and a readout of the signals from the wires by 100 M Hz flash analog-to-digital converters

(FADC) to allow for drift time determination by the center of gravity method [44, 46]. An average

single wire spatial resolution of 58 um and a double track resolution of 640 um were achieved.

Figure 3.13 shows the DCA resolution in year 2000 of the L3 vertex detectors, ¢ = 30 wm, com-

bining information from both the SMD and TEC. Figure 3.14 shows the 1/Pr resolution in year 2000,

combining information from both the SMD and TEC.
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Figure 3.14: The L3 1/Pr resolution: TEC + SMD.

3.2.3 Crystal Electromagnetic Calorimeter and RFQ Calibration

The Electromagnetic Calorimeter was designed to measure the energies and positions of electrons and
photons with energy ranging from 20 MeV to 100 GeV with high resolution and, together with the

hadron calorimeter, determine properties of hadronic final states [44].

The L3 ECAL used bismuth germanium oxide (BGO) crystals as both the showering and detecting
medium. The detector consisted of about 11,000 BGO crystals pointing to the interaction region. They
were mounted in the cells of a carbon fiber honeycomb structure, and were made in two main parts: the
central part (“barrel”) and the forward part (“end-caps”). The barrel part consisted of 7,680 crystals,
each cut into a truncated pyramid shape, 24 ¢m long with 2 ¢m X 2 ¢m inner end, 3 ¢m x 3 ¢m outer
end. The ECAL barrel covered the polar angle range 42° < § < 138°. The two end-caps consisted of
1527 BGO crystals each, and covered range of polar angles 11.6° < 6 < 38° and 142° < § < 168.4°. All
crystals pointed to the interaction region, with a small angular offset to suppress photon leakage. By
coating the polished crystals with high reflectivity paint, one obtained a nearly uniform light collection
efficiency. At the outer end of each crystal, two photo-diodes, each with 1.5 em? active area and ~ 70%

quantum efficiency at 480 nm, were glued to the crystal surface to collect the scintillation light [44, 47].

Due to the strong dependence of crystal light yield on its temperature, the whole system was under
strict thermal control. The gradient along the crystal axis was designed to be less then 0.25°C'/24 cm.
In addition, several hundred AD590 thermal sensors were installed to monitor temperature changes

with a sensitivity of £0.1°C [44].

The crystal light yield could be affected by irradiation and its self recovery. It was then crucial to
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Figure 3.15: Perspective view of the RFQ system:
1. ion source, 2. RFQ accelerator, 3. steering and Figure 3.16: Bhabha energy spectrum in the
focusing magnets, 4. beam neutralizer. ECAL barrel and end-caps region, obtained in

2000.

have accurate calibration and stability monitoring of the crystals, so that the designed high resolution
of the calorimeter could be achieved. A combination of several methods was used. Before installation, a
pre-calibration of each crystal with cosmic rays and of each photo-diode with a C0°” source was made.
The barrel part of the calorimeter was further calibrated at a CERN SPS test beam, as well as a special
test beam extracted from the LEP injector. After installation, a xenon flash method [48] was used to
monitor the transparency of crystals, as well as to track the overall response of a given crystal relative
to its neighbors. The precise absolute calibration was achieved by Caltech’s RFQ calibration system

together with Bhabha scattering information [44, 47].

The RFQ calibration system [49, 50] used a pulsed H~ beam from a radio-frequency quadrupole
(RFQ) accelerator to hit a lithium target installed inside the ECAL. The beam was neutralized by a
beam neutralizer so that it can pass through the magnetic field of the L3 detector. Radiative capture of

the protons by the target produced 17.6 M eV photons with very high rate, which were used to calibrate

the calorimeter in a few days [51].

A perspective view of the RFQ system is shown in Figure 3.15. It consists of

e 3 30 KeV H™ ion source
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a 1.85 MeV RFQ accelerator
e steering and focusing magnets

e a beam neutralizer with nitrogen cell

a Li target (not shown on the plot)

The ion source, RFQ accelerator and neutralizer cell were shielded from the fringe field of the L3
magnet. By using the 17.6 MeV photons from the target as the calibration source, we obtained an

absolute calibration with the calibration constant:

Egp+

Calibration Constant (KeV/ADC channel) = HHT — Pedestal ’

(3.5)

where the HH ™ edge was the half height point on the upper edge of the calibration signal peak. The
sharp falling edge of the peak ensured this point to be the least sensitive to a number of possible
systematic effects. Using this calibration directly, which was referred as the “RFQ Only” method, one
observed a typical energy resolution ~ 2.3%, while without any calibration, it was larger than 8%.
This method was limited by the nonlinearity of the calorimeter when extrapolate the calibration from
17.6 MeV to high energy, and by the geometric effects since the target was placed far away from the

interaction point.

To overcome these limitations, an ‘RFQ+Bhabha’ method has been introduced [51, 52]. It took
the “RFQ Only” calibration as the relative inter-calibration, and used Bhabha event information to
correct the geometric effects and detector non-linearity. Applying this method, an overall resolution of
~ 1% was achieved in the energy spectrum of Bhabha scattering electrons and positrons, corresponding
to a calibration precision of better than 0.5%. Figure 3.16 shows the Bhabha spectrum in 2000, after
“RFQ+Bhabha” calibration.

3.2.4 Scintillation Counters

The L3 scintillation counter system consisted of 30 single plastic counters in the barrel region and 8
plastic counters on each endcap. It was located between the electromagnetic and hadronic calorimeters,

covered the polar angle region cosf < 0.83 in the barrel and goes down to cosf = 0.90 in the end-caps.

The time resolution of the counter system was approximately 1 mns, so it could clearly reject the
cosmic muons from colliding beam events (for example, di-muon events). The flight time for a cosmic
muon to go through the two opposite layers of the scintillation counters is about 5.8 ns. The scintillator

hit multiplicity was also used as an independent trigger for hadronic events.
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(HCAL).

3.2.5 Hadron Calorimeter

The energy of hadrons emerging from e*te™ collisions was measured in L3 by the total absorption
technique with the electromagnetic and hadron calorimeters. The hadron calorimeter (HCAL) consisted
of three parts: the central “barrel” made of nine rings with sixteen modules in each ring and a muon
filter outside the rings; and two end-caps. A perspective view of the hadron calorimeter is shown in
Figure 3.17, and a barrel module is shown in Figure 3.18. Depleted uranium plates were used in the
barrel and end-caps as the absorption material, and the sampling elements were chosen to be wire
chambers operating in the proportional mode with analog pulse height readout. The muon filter used
brass absorber layers alternating with brass proportional tubes, and was designed to reduce the rate of

punch-through particles reaching the precise muon spectrometer [44, 47].

The barrel part of the HCAL covered the angular region 35° < # < 145°, and the end-caps extended
the coverage to 5.5° < 6 < 174.5°, which is 99.5% of the 47 solid angle. The energy resolution, o,
defined as the standard deviation of a Gaussian fit to the pulse height distribution, as a function of E

was found to be

o 55
E(GeV) = (\/W +5)%. (3.6)

Since uranium is radioactive, it also served as a built in v source for the calibration of the wire chambers.
The chambers were oriented in such a way that alternating chambers had their wires perpendicular to

each other, to get a better angular resolution of hadron jets.

By measuring the total energy of two-jet events at the Z° peak, an energy resolution of 10.2% was
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Figure 3.19: A perspective view of the L3 Muon Chambers.

reached, which is in very good agreement with the above formula. The angular resolution achieved was

Af =2.5° and A = 3.5°.

3.2.6 Muon Chambers [44, 47]

The design goal of the L3 muon chambers was to precisely measure muon momentum and direction in

the central muon detector, i.e.,

e to measure the curvature of 50 GeV muon tracks to 2% accuracy

e to reach a di-muon mass resolution of 1.4% at 100 GeV

The central muon detector consisted of two “ferris wheels,” each of which included eight independent
units, called “Octants” (see Figure 3.19). Each octant (see Figure 3.20) consisted of a special mechanical
structure supporting five precision drift chambers (P chambers). There were two chambers in the outer

layer (MO), each with 16 signal wires, two chambers in the middle layer (MM), each with 24 signal
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and the laser monitoring system.

wires, and one inner chamber (MI), with 16 signal wires (see Figure 3.21). The three layers of chambers
were approximately 1 m apart, and measure track coordinates in the bending plane. The top and
bottom covers of the MI and MO chambers were each equipped with two additional layers of chambers

which measured the z coordinate along the beam pipe direction (Z chambers).

Each P-chamber contained about 320 signal wires and a total of 3,000 wires (including field shaping,
cathode and guard wires), and had a single wire resolution of about 200 um. The Z chambers consisted
of two layers of drift cells offset by one half cell with respect to each other to resolve the left-right
ambiguities. The chamber resolution was typically 300 to 500 um.

To achieve the design resolution, the reduction of systematic errors in the alignment was critical.
Because muons with energies more than 3 GeV were confined to a single octant, the alignment errors
between chambers in the same octant were dominant and were kept below 30 um. The positions of the
chambers were further monitored in situ by a laser system (see Figure 3.20) after installation. Each
of the 16 octants contained a two-stage nitrogen ultraviolet laser. The laser beam was directed up and
across the top of the outer chamber layer. Mirrors directed the beam down through quartz windows
into selected drift cells of all layers of an octant, pointing roughly to the interaction point. Each octant
had eight laser beam trajectories, which left a straight-line ion trail in the gas, to simulate infinite

momentum particles coming from the interaction point. The sagitta of the “laser events” should have
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Figure 3.22: The resolution on muon momentum at the Z° peak.

been zero, and this was used to verify the alignment. Two laser beams had movable mirrors and could
produce parallel trajectories of known separation, allowing us to measure and constantly monitor the

electron drift velocity.

The central muon chambers covered the polar angle region 44° < 6 < 136° with high precision (~ 2%,
using all three P chambers), which was about 64% of the 47 solid angle. It also covered 35° < 6 < 44°
and 136° < 6 < 145° with lower precision (~ 15%, MI and MM chambers only), which was another
12% of the solid angle. During the shutdown periods in 1993-1994 and 1994-1995, a forward-backward
muon chamber system (FB) was installed on the L3 magnet doors (see Figure 3.8), and this extended
the angular coverage to 22° < # < 158°. The FB chambers consisted of three layers, with one inside
the magnet door, and two outside. With the FB muon chambers, the L3 muon system covered polar
angles 36° < 6 < 43° and 137° < 0 < 144° with MI, MM and the inner layer of FB, and had momentum
resolution of ~ 2 — 20% depending on 6. It covered 22° < § < 36° and 144° < § < 158° with the three

layers of FB chambers, and had momentum resolution of approximately 25% in these regions.

The accuracy of the L3 muon chamber system during the experiment was verified by Z — pTp~
data, taking into account the radiative corrections. The observed resolution, o(Epeam/pu) = 2.5%,

agreed with the design value (see Figure 3.22).
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3.2.7 Luminosity Monitor [53]

The integrated luminosity serves as an absolute normalization of event rates observed in detectors.
At L3, it was determined by a small angle Bhabha scattering (eTe™ — eTe™ (7)) measurement, in the
luminosity monitor (LUMI). The Bhabha scattering cross section has been calculated with high precision
from QED. To lowest order, the small angle Bhabha cross section (integrated over the azimuthal angle,

¢), in a detector with a polar angle coverage from 6,,i, t0 6,4 is given by

167 1 1
o = ( - ) (3.7)
s 072mn G?nam

where « is the fine-structure constant and s is the square of the center-of-mass energy. For small
scattering angles as we consider here, the reaction is dominated by t-channel exchange and the v — Z

interference effects are small.

The L3 luminosity monitor consisted of a calorimeter made of BGO crystals (LUMI), which provided
excellent energy resolution and an efficient trigger, complemented by a tracker made of single-sided
silicon wafers (SLUM). The wafers had very high intrinsic geometrical precision (1 — 2 pm) and could

be accurately positioned and measured (to 6 pm).

The luminosity detector was situated at small polar angles (see Figure 3.9). The LUMI consisted
of two detectors, which were situated on each side of the interaction point, at a distance of 2730 mm,
with polar angle coverage of 31 — 62 mrad relative to the beam line on both sides. Each calorimeter
was cylindrically symmetric and consisted of 304 BGO crystals parallel to the beam axis. Each crystal
was read out by a Hamamatsu photodiode, and monitored by a green light LED mounted on the front

side.

The SLUM was mounted in front of each LUMI calorimeter. On each side, the detector had three
layers which consisted of 16 overlapping wafers: two layers of strips concentric with the beam axis (r
wafers) to measure the § angle of a traversing particle, and one layer of strips perpendicular to the beam
axis (¢ wafers) to measure its ¢ angle. The r wafers each contained 96 silicon strips with three different
pitches: 64 x 0.5 mm, 16 x 1.875 mm, 16 x 1.0 mm, so that the cut boundaries of the fiducial volume
had the best granularity. There were 64 channels on each ¢ wafer, giving a total of 8192 channels for

the complete SLUM detector.

The Bhabha events were selected using the calorimetric measurement in the BGO to provide a back-
ground free sample of events, and the silicon tracker selected only those Bhabhas that were contained
in a precisely defined fiducial volume. The uncertainty in the L3 luminosity measurement came mainly

from systematics: the uncertainty on the theoretical cross section and limited Monte Carlo statistics.
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For data sets used in this analysis, the uncertainty on the integrated luminosity is about 0.2%.

3.2.8 T Scintillators and L3+Cosmics [54]

Since the L3 detector had a huge solenoidal magnet of volume ~ 1,300 m?3, and a high-precision muon
spectrometer installed in this volume, it was an ideal detector for cosmic muon measurement. In order
to reconstruct a muon track passing through the detector, an excellent knowledge of the time when a
muon passed through each layer of the muon detector was required. In contrast to the colliding beam
events, where beam crossing provided accurate timing, the measurement of cosmic muons relied on the
newly installed ¢y scintillators on top of the original L3 detector (see Figure 3.8). The time of passage
through each layer of the muon chambers could be calculated from the precise timing obtained from
to and the time-of-flight from the scintillator to each of the layers. The experiment that used these

facilities to measure cosmic muons is called L3+C.

L3+C was a unique detector in several respects. It had a large acceptance of some 200 m?sr and was
covered by only 30 m of overburden, in contrast to other underground muon experiments. The energy
threshold was therefore accordingly low (15 GeV), and the multiple scattering of muon tracks remained
below 4 mrad above 100 GeV energy. The precision drift chambers allowed the measurement, of muon
momenta between 20 GeV and 2 TeV, with one of the best resolutions obtained so far. The parallel
running of colliding beam experiment and cosmic muon measurement enabled L34C to determine the

resolution and detector efficiency, by using the muon pairs from Z° decays.

The ¢y scintillator system covered a total area of 202 m?, and was divided into three separate parts
for the three top octants with 72, 72 and 58 m?2, respectively. The smallest unit of the scintillator array
was a scintillator tile with a size of 25 x 25 x 2 ¢m?; sixteen of these tiles were packed in an aluminum

2 scintillation area called a cassette. The readout was performed by wavelength

box forming a 1 m
shifting fibers and photomultipliers (XP2020 by Philips). The average hit efficiency was 96.3%, and the

average time resolution was about 1.8 ns.

3.2.9 Trigger and Data Acquisition System [44, 47]

The L3 trigger and data acquisition system made use of three levels of triggers and several levels of
event buffering before the data was written out to mass storage. Because of the complexity of the L3
detector, it was physically and logically divided into sub-detectors, each of which had its own separate
level-1 trigger electronics chain, which encoded the trigger data and sent them to the level-1 trigger

logic and level-2 trigger. This data stream was completely separate from the main detector data which
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was used by the level-3 trigger. The task of the data acquisition system was to coordinate the flow of

data with the decisions of all the levels of triggers.

The Level-1 trigger

For L3, the level-1 trigger decision was made for every beam crossing. Thus, it had to be done within
22 pus (11 ps in 8 bunch mode). Once a positive decision was made, the subsequent digitization process
took ~ 500 us, which was the dead time of the system. In case of a negative decision, all the electronics

were cleared before the next bunch crossing.

A level-1 trigger occurred if one of the following five criteria was met.

e Energy trigger: total calorimeter energy greater than 20 GeV, or energy in the electromagnetic
calorimeter greater than 10 GeV, or the energy in the barrel region of both the BGO and HCAL
above 15 GeV, or a BGO cluster with an energy above 1 GeV which accounted for at least 80%
of all the ECAL energy was found (single photon trigger), or a cluster in the ECAL or HCAL of
at least 2.5 GeV, close in ¢ to a TEC track (cluster trigger).

e TEC trigger: at least two tracks with transverse momentum pr > 100 MeV (for 28° < 0 < 37°,
143° < 0 < 152°) or pr > 150 MeV (for 37° < 6 < 143°), and with a separation greater than

120° in the transverse plane.

e Scintillator trigger: at least 5 out of the 30 scintillator counters were hit within 30 ns of a beam

crossing, where the hits were well separated.

e Muon trigger: at least one muon track in the muon chambers with transverse momentum greater

than 1 GeV, measured by at least 2 out of 3 P chambers, and 3 out of 4 Z chambers.

e Luminosity trigger: a small angle Bhabha scattering identified by the luminosity monitor

The Level-2 trigger

The L3 level-2 trigger checked those events that passed only one level-1 selection criterion. By using
more data available at this time and analysing information from more than one sub-detector, the level-
2 trigger could reject calorimeter triggers arising from electronic noise and some of the TEC triggers

generated from beam gas, etc.
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The Level-3 trigger

The L3 level-3 trigger used all of the digitized data for an event, so it had finer granularity and higher
resolution compared to the level-1 and level-2 triggers. As in level-2, the level-3 trigger checked those
events with one level-1 trigger only, using more complicated algorithms and more stringent criteria. If

a positive decision was made on level-3, the event was then written out to tape.

The level-1 trigger rate was about 5 — 20 Hz, and the rate of writing tape was reduced to 1 —5 Hz

after level-3.



4. Running of the L3 Radiation

Monitor

Silicon microstrip detectors for colliding beam experiments can be damaged by high instantaneous
radiation rates which may destroy the coupling capacitors in the front-end electronics by a voltage
spike, and by long-term cumulative radiation doses which significantly decrease the gain and increase
the leakage current of the silicon detector. Therefore, a radiation monitoring system (RM) was built

for the silicon microvertex detector (SMD) in L3. It had several functions [55]:

e measuring radiation dose rates and integral doses
e providing alarms if persistent high radiation levels threaten long-term damage

e providing a trigger signal to LEP to dump the beam (within 1 ms) to protect the SMD in the

event of exceptionally high instantaneous dose rates.

This chapter describes the radiation monitoring system for L3, which was installed in the L3 detector
in April 1993 (sensors and the monitoring system) and April 1994 (beam dump trigger). The hardware

status and running results are also described here.

4.1 Introduction [55]

The main radiation background in the L3 central tracking region came from low-angle (with respect to
the beam axis) leptons and photons, such as off-momentum electrons and photons from bremsstrahlung
processes in the beam optical elements. To monitor the SMD radiation conditions, the RM sensors
were mounted near the inner surface of the L3 Active Lead Rings (ALR), facing the IP. The ALR was
installed around the beam pipe in 1991, on both sides of IP, approximately 1 m away, to reduce the
background seen in the L3 TEC. Thus the sensors were shielded in the direction away from the IP, and
sampled the low angle radiation coming through the SMD from the far side of the beam pipe. Figure
4.1 shows the layout of the RM sensors.

47
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Figure 4.1: The radiation monitor layout in L3 [55].

The RM senors were silicon diodes with a thickness of 600 um, and size of 1 x 1 cm? (Hamamatsu
S1723-06). These diodes with the associated amplifiers were calibrated at CERN with a very strong
radiation source, which covered dose rates from 0—170 rad/h, and showed excellent linearity of response
(see Figure 4.2). Twelve of these silicon diodes were mounted on each side of the SMD in front of ALR,
86 cm from IP. The diodes were located 8.5 ¢m from the beam axis. Ten silicon diodes from each side

were used and connected to the amplifiers.

In order to handle the large dynamic range of the radiation signal (from below 1 mrad/hr to over

107 rad/hr), the amplifiers had three different configurations.

e V-channel (Very High Gain): amplifiers/voltage-frequency converters were connected to four
diodes on each side of the SMD (shown as V1 - V4 in Figure 4.1). The frequency signals from these
amplifiers were sent to scalers and then monitored by the L3 online VAX cluster. The data from
these channels were used for online monitoring, and integrated dose calculation, and to produce
an alarm in case of high radiation level for a long period of time. The V-channels covered a dose

rate range from 1 prad/s to 60 mrad/s.

e H-channel (High Gain): amplifiers were connected to four diodes from each side of the SMD
(shown as H1 - H4 in Figure 4.1). Signals from these channels were used for high dose rate
monitoring and to provide the LEP beam dump trigger and a PC based DAQ system trigger. The

H-channels covered a dose rate from 6 mrad/s to 18 rad/s.
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Figure 4.2: Detector calibration using a *7C's

source at CERN [55].

e L-channel (Low Gain): amplifiers were connected to two diodes on each side of the SMD (shown
as L1 and L2 in Figure 4.1). The L channel signals were used to measure extremely high radiation
spikes which could saturate the H-channel amplifiers. The dose rate range covered by the L-

channels was from 1.33 rad/s to 6 krad/s.

A schematic plot of the data flow from the V and H/L channels is shown in Figure 4.3. The signals

from the sensors were used for three purposes:

e Online Monitoring: including a radiation level display in the L3 control room, warning mes-
sage generation for a continuous high radiation level, and calculation of the integrated radiation
dose. For this purpose, signals from all three channels were used continuously through a voltage-

frequency converter/scaler path, and handled by the L3 online VAX cluster.

e Beam Dump Triggering: a fast beam dump trigger was provided to LEP if a dangerous radiation
level lasted for a certain period of time. Two independent trigger logics were implemented based

on the H and L channel signals respectively, and will be discussed in Section 4.2.

e Spike recording: since the H and L channels amplifiers were chosen to have a short time constant

(about 100 us), it was possible to study the pulse shape of rapid intense radiation fluxes occurring
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typically during beam injections, beam adjustments or beam losses, and to determine by what
kind of beam condition the dump was triggered. This was done by sending the H and L channel
signals to a PC based flash-ADC for waveform recording. Its trigger logic will be discussed in

Section 4.2.

4.2 Trigger and data acquisition
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Figure 4.4: Trigger logic for the PC DAQ system [55].

The trigger schemes for the PC DAQ and beam dump were very similar. The differences were
the input channels and the threshold, the coincidence level, and the delay time settings. A schematic
diagram of the PC DAQ trigger logic is shown in Figure 4.4. The data acquisition through the L3 online

cluster and the PC system also is discussed in this Section [55].

Trigger for PC DAQ system

As shown in Figure 4.4, the trigger inputs were the 4 H-channels from one side of the L3 detector
(RB24 side). In order to record high radiation rate spikes, the discriminators were set to latch mode,
and the threshold was set to a voltage equivalent of 150 mrad/s; that was rarely reached by a continuous

radiation level. To reduce triggering by very short spikes and noise, the trigger required at least two out
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of the four input channels to exceed the discriminator threshold, and to last for at least 100 us. The
typical trigger rate during stable LEP physics running was typically 1/week, and it was much higher

during calibration runs at the Z° peak and during machine development.

Trigger for LEP beam dump

There were two separate beam dump trigger logics for L3, the low threshold trigger and the high
threshold trigger. Both provided a fast beam dump signal when dangerous radiation level occurred.
The low threshold trigger fired if at least 2 out of the 4 H-channels from either side (RB24 or RB26)
were above 6 rad/s for at least 300 us. In addition, it required the SMD bias voltage to be on. The
trigger electronics was the same as the one shown in Figure 4.4, except for the input channel used, and
a final 2/2 coincidence with the SMD bias. The high threshold trigger took the two L-channels from
each side of the detector as the input, and required two out of the four channels to exceed 600 rad/s
for at least 300 ps. This trigger didn’t require the SMD bias to be on, and had the same electronics as

the one shown in Figure 4.4, except for the input channel used.

Data acquisition

The RM DAQ included continuous recording of the radiation level with the L3 online cluster and a

spike spectrum recorded with a PC based system.

The online VAX cluster read and recorded the output of the RM scaler every 10 seconds, applied
a pedestal subtraction and a noise veto cut. The current radiation dose was then calculated and
displayed in the L3 control room. If the dose level exceeded 1 rad/h, or the dose accumulated during a
high radiation period exceeded 500 mrad, a warning message was issued on the run control screen. The
L3 shift leader reported this warning to the LEP control room. The integrated radiation dose suffered

by the L3 vertex detectors was also calculated based on this sampling at 10 second intervals.

The PC DAQ system was built with two National Instruments Waveform-ADCs. One was EISA
A2000, which had four channels that could support up to a 1 M Hz sampling rate. The four channels
on this board were connected to the four H-channels from RB24 side, which was the same side as those
used by the PC DAQ trigger. The other board was an AT-MIO-16F-5, which had up to 16 channels
and a 200 K H z sampling rate. Eight waveform ADC channels were used to record the H-channels from
the RB26 side and the L-channels from both sides. The EISA card worked at 200 K Hz and the signal
spectrum was recorded for 10 ms (2000 counts) per channel. The AT card worked at 15 K Hz and
the recording time was 33.33 ms (500 counts) per channel. Both cards were triggered by the PC DAQ
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trigger described above. In order to have a complete record of high radiation spikes, both cards held
some counts (1000 counts/5 ms for the EISA board and 150 counts/10 ms for the AT board) prior to
the trigger. An example of a recorded radiation spike is shown in Figure 4.5. The signals from the
H-channels on the RB24 side were recorded by the EISA board, and the others were recorded by the
AT board. The red line in the H-channel plots indicated the equivalent radiation level of the lower
threshold beam dump trigger, and that in the L-channel plot was the radiation dose rate of the higher
threshold trigger. This event clearly satisfied the lower threshold trigger requirements and fired the
LEP beam dump trigger. The plot shows that the LEP beam was dumped after about 2 ms. This
event was recorded on July 19, 1999, during LEP beam acceleration. The high radiation level was due

to a LEP power converter trip.

4.3 Hardware status

The L3 radiation monitor was first installed in 1993, and ran until the end of LEP in 2000. During this
time, the hardware configuration was changed a few times. The following list gives a brief history of

the hardware configuration [55, 56, 57, 58]:

e The L3 radiation monitor was installed before the LEP running period in 1993. It operated as a
monitoring device during that year. The L3 online cluster read signals from the V-channels only.

The H and the L-channel signals were recorded by the PC DAQ system.

e Before LEP running in 1994, the H and L-channels were upgraded with voltage/frequency con-

verters, and the L3 online cluster was able to record all RM channels.

e Also in spring 1994, the lower threshold beam dump trigger for LEP machine was installed. This
trigger was designed to protect the SMD coupling capacitors, and required the SMD bias to be
‘ON’ in the trigger logic.

e In September 1994, the higher threshold beam dump trigger was installed. This was to protect
the L3 SMD and other detectors from extremely high radiation spikes during the extensive LEP
machine development runs. It was in this year that LEP started boosting its energy from 91 GeV .

This trigger did not require the L3 SMD bias to be ‘ON.’

e In July 1997, the higher threshold beam dump trigger was removed, due to a hardware shortage
(part of the lower threshold trigger was broken) and the fact that this trigger rarely fired after its



4.3 Hardware status 53

installation in the end of 1994. The impact of removing this trigger will be discussed in Section

4.4.1.

e Also in July 1997, the trigger of the PC DAQ system was slightly modified so that both the
original PC DAQ trigger and the LEP beam dump trigger would start the waveform recording.
This was due to the fact that the original PC DAQ trigger took the four H-channels from the
RB24 side. In some rare cases, the radiation level on the RB24 and the RB26 sides was extremely
asymmetric. If the radiation level on the RB26 side was high enough to trigger the beam dump
but that on the RB24 side was too low to trigger the PC DAQ), the waveform of the radiation
spike was not recorded even if it dumped the LEP beam. This modification was to make sure

that at least the beam dump events were recorded.

e On July 24, 1997, the radiation level threshold for the lower threshold beam dump trigger was
changed from 21 krad/hr to 42 krad/hr, by adding attenuators to lower the H-channel input
signals. This was due to the high radiation level of the LEP Z° run during July, 1997. The
original threshold caused too frequent beam dumps. After installing the attenuators, the beam

dump trigger stopped firing even a single trigger.

e On September 11, 1997, the power supply of the trigger electronics was replaced due to a problem
with the 6 V output.

e On August 31, 1998, the attenuators were removed from the beam dump trigger system, and the
original trigger threshold of 21 krad/s was restored. This was due to a suspicious behavior of the
beam dump trigger: it didn’t fire a single trigger since the attenuators were installed. A later
test showed that there was a problem with the attenuators; their output could never reach the
threshold of the trigger discriminators no matter what the input, and they thus killed all beam
dump triggers. The trigger worked well after the attenuators were removed. The first beam dump

trigger after removing the attenuators fired on September 3, 1998.

e On July 16, 1999, the power supply of the trigger electronics was replaced again, due to a problem
with 6 V output. There was a 50 Hz component in the 6 V' DC output, which caused modules
to give fake triggers.

e One channel on a LRS365AL (4-fold logic unit) module used as a 4/1 coincidence in the trigger
electronic was broken. It randomly lost 20% output signals. The function of this channel was

replaced by a LeCroy 622 module on May 17, 2000.
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e The other channel on the same LRS365AL module was broken, and it randomly generated beam

dump triggers. It was replaced on August 8, 2000.

In summary, except for a few trigger module and power supply failures, the L3 radiation monitor
system, both the sensors and triggers, worked reliably to protect the vertex detectors and to monitor

the radiation dose throughout LEP running.

4.4 Results

Besides the fast beam dump trigger, which provided the L3 vertex detectors real time protection, the
radiation monitor system also provided continuous monitoring of the radiation level in the vertex region
and detailed tracking of high radiation level spikes, including every spike that caused a LEP beam dump.
The daily radiation dose, integrated radiation dose for the year and the waveforms recorded by the PC
DAQ system for high radiation spikes, were published on the web every week during LEP running in
1999 and 2000.

4.4.1 Beam dump triggers

The beam dump trigger was installed before the 1994 LEP running. The beam dump trigger events
during LEP running from 1994 to 2000 are summarized bellow [56, 57, 58, 59].

The beam dump triggers can be divided into four categories:

e category a and a*: events involving a catastrophic beam loss in the vicinity of the L3 detectors
are denoted as category a. Among category a events, those that had high enough instantaneous
radiation level to trigger the high threshold beam dump trigger are further denoted as a*. The
beams were already lost by the time when the dump trigger fired, so the trigger could not be used
to protect L3 in this case, and the radiation dose is usually high in these events. Due to the beam
being totally lost, the instantaneous radiation level was the highest among all categories, and was
usually the only category that might be seen by L-channels. A typical category a event is shown

in Figure 4.6, and this is also an a* event.

e category b: events involving decaying beam conditions over a few milliseconds. The radiation

dose rate increased rather slowly in this kind of event, and the beam dump trigger usually fired
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during the build-up of the radiation spike, and thus was able to prevent potential damage of the
detectors. This class of events was what the original design of RM aimed at. A typical category

b event is shown in Figure 4.7.

e category c: events involving relatively short (about 1 —2 ms) radiation spikes. These events could
be due to unsuccessful injection or instabilities during a fill. The high radiation level caused by
the spikes normally lasted no more than 2 ms. Since the time delay between the moment the
radiation level crossed the trigger threshold and the actual beam dump occurred was about 2 ms,
the spike was usually finished by the time of the actual beam dump. Due to the fact that this
kind of spike often came in groups spaced by only a few milliseconds’ interval, the beam dump
was effectively able to reduce the radiation dose received. The radiation level and dose of these
spikes were normally small, but occasionally caused a visible signal in the L-channel. A typical

category c event is shown in Figure 4.8.

e category d: fake beam dump triggers. Fake triggers had two sources. One was the spikes in the
DC power supply of the crate which hosted the trigger electronics. This happened a few times
when the crate was turned on or turned off. After noticing this effect, fake triggers from this
source were totally prevented. The other source was trigger hardware failure, which happened

only a few times during 7 years of running.

The beam dump trigger events in each year are shown in Table 4.1, with the events sorted into the
categories described above. Since a detailed record in 1997 is not available, events in that year are not

sorted.

If we sort the high radiation level events (those that triggered PC DAQ or beam dump) by the

Year beam dump events category a (a*) category b category ¢ category d

1994 3 1 (1) 0 1 1
1995 30 10 (3) 4 14 2
1996 19 1 (1) 10 7 0
1997 30 - () - _ ]
1998 3 1 (1) 2 0 0
1999 14 5 (2) 7 1 1
2000 10 4 (1) 0 5 1

Table 4.1: Beam dump events during 7 years of running of the L3 radiation monitor.
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LEP status, we find that they occurred during LEP filling, acceleration/RF adjustment and physics
(colliding beam). And the problems that caused these high radiation level events included RF power
converter trip, bending magnet ripple, quadrupole quench, beam kicker magnet fault and L3 support
tube motion, etc. A breakdown of the recorded events according to LEP status is shown in Table 4.2,

for 1999 and 2000.

There is another way to describe the LEP running status: according to its running purpose. In this
way, LEP2 running had three modes in each year: Z° run, physics run and machine development. Z°
runs provided calibrations for both the LEP machine and all the LEP detectors, so all the detectors
took data during this mode. Physics runs were the main data taking period at high energies. Machine
development was reserved for LEP machine study, all detectors were turned off during this mode. So
the bias voltage of the L3 SMD was always on during Z° runs and physics runs, and was always off
during machine development periods. This was crucial to understand the impact of removing the high

threshold beam dump trigger in 1997.

If we compare the trigger logics of the high and low threshold trigger, their differences are as follows:
first, the threshold, and second, the requirement on the SMD bias voltage. The low threshold trigger
required the SMD bias to be on, while the high threshold trigger did not. So the low threshold trigger
covered all the high threshold triggers when the SMD bias was on, and missed all the high threshold
trigger events when the bias was off. We can conclude that during LEP Z° runs and physics runs,
removing the high threshold trigger did not have any impact: all high threshold trigger events were
also triggered by the low threshold. These are the a* events among those in category a. We missed
some triggers during machine development after removing the high threshold trigger, but we still knew
what we missed from the PC DAQ record. Fortunately, there was only one such event recorded, during
the LEP machine study (131/90 degree optics) on September 7, 1998. The peak radiation dose rate
reached 107 rad/hr.

Year events filling LEP acceleration physics
1999 16 2 6 8
2000 20 15 5 0

Table 4.2: High radiation level events: breakdown according to LEP status.
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4.4.2 Daily and yearly integrated radiation dose

The daily and yearly radiation doses received by the L3 central detectors were published on the Web
every week during LEP running. The integration was done on the L3 online cluster by using information
from the L, H, and V channels of the radiation monitor. The integration sampling interval was 10
seconds. Figures 4.9 and 4.10 show the daily radiation dose during 1999 and 2000 LEP running, and
the total integrated dose of the year as a function of the number of running days. The high daily rates
came both from very high radiation level spikes, and integration of rather low radiation dose rates that

lasted for hours.

Figure 4.11 shows the yearly integrated radiation dose as a function of LEP running days, for all

years after the installation of the L3 radiation monitor.
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Figure 4.5: A high radiation level spike recorded by the PC DAQ system. The H-channels from the

RB24 side were recorded by the EISA card, which recorded a 10 ms waveform including 5 ms pre-

sampling. The H-channels from the RB26 side and L-channels from both sides were recorded by the

AT card, which recorded 33.33 ms of data including 10 ms pre-sampling.
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Figure 4.9: Daily and integrated radiation dose received by the L3 central detectors, during the 1999
LEP running.
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Figure 4.10: Daily and integrated radiation dose received by the L3 central detectors, during the 2000
LEP running.
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5. Monte Carlo Simulation and

Event Reconstruction in L3 Analysis

This chapter discusses the data processing and Monte Carlo simulation procedures in the L3 ex-
periment, with special emphasis on those issues that concern the scalar lepton searches. To handle
the possible long-lived scalar leptons, some improvements on the standard L3 simulation and recon-
struction program have been done. Section 5.1 gives an overview of the L3 offline analysis, Section 5.2
discusses the simulation of charged particles with visible decay length, and Section 5.3 addresses the

dE/dx simulation problem in the L3 TEC that was solved in the course of my analysis.

5.1 Introduction

The data processing and Monte Carlo event generation are controlled by a dedicated production group,
using pre-developed L3 standard program packages. All the data goes through a reconstruction program,
which converts the recorded detector signals into physics quantities that are useful for analysis. Monte
Carlo events are produced as sets of four vectors by generators of various physics processes, based on
theoretical calculations. The generated events are passed to a simulation program based on the CERN
Geant package [63]. The simulation program then traces all the particles in the event and simulates the
detector response along the paths of the particles. The Monte Carlo events are then digitised and are

subsequently treated just like real data, and passed to the reconstruction program [60].

Processing of L3 data

Formal processing of L3 data follows these steps:

e Reading and decoding the recorded data from the L3 online data acquisition system.

e Reconstruction at sub-detector level. Individual objects in sub-detectors, such as TEC tracks,

calorimeter bumps!, muon tracks, etc., are constructed from individual hits.

'Localized maxima in the energy deposition pattern in the calorimeters.

65
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e Global reconstruction using the individual objects from the previous step, to represent as accu-
rately as possible the individual particles that pass through the L3 detector, and to calculate

physics quantities.

REL3 is the L3 standard software package that takes care of all the phases of event reconstruction.
It decodes all the data from the L3 detectors and stores them in the form of ZEBRA banks. The
individual data objects at this stage are digitized ‘hits’ in different sub-detector components. Calibration

corrections are also applied at this phase, using information stored in the DBL3 database.

After decoding the raw data, reconstruction in the L3 sub-detectors takes place. At this stage,
information on hits in the active elements in each sub-detector is combined under the control of REL3,
and the higher level data objects are constructed. The program divides the L3 detector into several
parts, namely the TEC, scintillators, BGO, HCAL, MUCH, etc. The data objects produced at this

phase are clusters of energy deposits in the calorimeters and tracks in the tracking chambers.

These data objects from sub-detectors are further combined in a global reconstruction by the AXL3
package, still under the control of REL3. In this level of reconstruction, the relationship among sub-
detector objects is established. BGO bumps and HCAL clusters are matched according to their angular
position, and matched TEC/SMD tracks are also associated. Characteristic MIPs (minimum ionizing
particles) in the HCAL are also identified, and associated with matched muon tracks. At this stage,

the globally reconstructed objects are individual particles ‘seen’ with their finite resolution.

Processing of L3 Monte Carlo events

The processing of L3 Monte Carlo events follows these steps:

Generation of the four vectors arising from physics processes in eTe™ collisions, using theoretically

calculated event generators.

e Tracking the particles in generated events, and simulating the detector response to these particles

along their paths.

e Simulating the L3 data acquisition system, digitizing the detector response and producing records

for Monte Carlo events in the same format as real data.

e Reconstruction of the Monte Carlo events, performed using exactly the same programs and steps

of processing as real data.
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Monte Carlo events are generated process by process, using one of many generators written for an
individual process, or a class of physics processes, in ete™ collisions. Many generators are based on
theoretical calculations of real physics processes with the help of measurements in previous experiments
to resolve some issues, while there are some other generators that try to produce possible new physics
processes distributed according to theoretical predictions. The generated events are stored in a standard
format, no matter which generator was used, so that they can be passed to the L3 simulation program
easily.

The standard L3 detector simulation program is called SIL3, and is based on the GEANT package.
SIL3 tracks all the particles in an event produced by the generator as they go through each sub-detector
layer of L3, simulates the detector response, digitizes the detector hits, and produces raw data records
just as the L3 DAQ system does. The data format is exactly the same as the real data taken during
LEP running.

Simulated Monte Carlo events are then passed to REL3 for reconstruction. This process is done in
exactly the same way as for real data, except some information is saved about the event at the generator
level, for convenience in checking some aspects of the data analysis. For historical reasons, a very small
part of the detector simulation code which was developed separately was embedded into REL3, instead
of SIL3. One such simulation is the pulse height of the TEC wires which provides a measure of the
ionization of tracks, and is used to calculate the dE/dx of TEC tracks.

Although the simulation and reconstruction programs, SIL3 and REL3, have proven to be efficient
and effective for physics processes from the Standard Model, as well as for a wide range of processes
predicted by hypothesized new theories, there are still processes that they cannot handle. In this case,
a careful study and upgrade of the programs is necessary. In Sections 5.2 and 5.3, two problems with
the simulation and reconstruction of new physics processes that occurred in this analysis are discussed,

and my solution is presented.

5.2 Simulation of particles with long lifetime

The SIL3 program tracks all the particles in a generated event through the L3 detector until one of
the following happens: the particle flies out of the L3 detector, the particle stops in the detector, or
the particle decays in the detector. When the particle decays, SIL3 then tracks all the decay products.

Particle decay is an important issue here during particle tracking. It is a convention that the Monte Carlo
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generators handle all the particles with short lifetime, calculating the secondary vertex, determining
the decay mode and generating the decay kinematics, and leave stable and long lived particles to the
simulation program. Here particles with short lifetime refer to those which decay well before they
reach any detectors, such as W*, Z° 7%, etc. Excluding these particles, SIL3 was designed to handle
only known (Standard Model) stable particles and those with long lifetime, namely photons, electrons,

muons, neutral hadrons and charged hadrons.

This scheme works well for all known (Standard Model) particles, but a problem arises when new
particles are introduced. Here “new particle” refers to those predicted by theory but not yet found,
such as SUSY particles. The reason for the problem is twofold. On one hand, since various theories
predicted many interesting new particles, it is not practical to implement all of them in the simulation
program. So these particles are handled by each individual generator, which takes care of all the new
particle decays, no matter if it is short lived or long lived. On the other hand, SIL3 expects that all
generator level particle decays have very short decay length, and so it does not track the decaying
particles at this level. So the generator and simulation programs together would lose the signals from

the decaying new particles, even though they should be visible for the detectors.

To understand this problem, we first discuss the details of particle tracking in SIL3, and then a few
possible solutions will be mentioned here. In particular, the solution for long lived 7 simulation, which

is crucial for the analysis described in this thesis, is discussed in more detail.

5.2.1 Particle tracking in SIL3

The particle tracking in the SIL3 program is shown in the flow diagram in Figure 5.1. The SIL3 program
starts with an initialization process, and then starts reading in the generated Monte Carlo events from
generators. The output file of the generators has a standard format, and we call it an EGL3 file since it
has the file extension ‘.egl3’. The EGLS3 files give a list in each event of all particles that appear in the
event, including beam particles (e*e™), intermediate particles (such as v, Z° in Bhabha scattering) and
final state particles. The record for each particle includes its type, 4-momentum, and the coordinates
of the vertex where this particle was generated. The subroutine GTREVE controls the whole process
of reading in Monte Carlo events from an EGL3 file and performing the simulation. It loops through
all of the event, calls the routine GLTRAC to get all the particle information in a particular event, and

calls the routine GUTREV to trace all the particles and do the simulation.

The subroutine GLTRAC is called for each event by GTREVE. It loops through all the particles of
that event. The records of the particles are stored in a stack structure, named JSTAK. GLTRAC reads
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Figure 5.1: Flow diagram of the SIL3 package.
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in records from the stack, calculates the kinematics of the particle and stores appropriate information
into several common blocks (GCTRAK, GCKINE and GCVOLU). These common blocks are used by
the routine GUTREV during the simulation phase. GLTRAC does not store all the particles in an
event. It throws away all beam particles and intermediate particles. Based on the convention that only
fast decaying particles are decayed by the generator, GLTRAC also throws away mother particles in
these decays and keeps only their children. So if a new particle is decayed by the generator, its record

will be lost here, and it won’t be passed to the tracking routines.

The subroutine GUTREYV is called by GTREVE for particle simulation in an event. It then calls
the routine GTRAK to trace all the particles. Since all the fast decaying particles decayed at generator
level, GTRAK handles only 5 types of particles: photons, electrons(positrons), muons, neutral hadrons
and charged hadrons. It calls 5 particular routines to handle these 5 kinds of particles: GTGAMA,
GTELEC, GTMUON, GTNEUT, and GTHADR. When tracking a particle, it first decides if the particle
is decaying according to its type, if yes, it calculates a random decay length from its lifetime and energy.
When the decay length is reached, it provides the decay mode and kinematics and continues to track the
decay products. As expected, it handles only the decays from the 5 kinds of particles mentioned above,
in particular, not including particles like 7. This is a key point when considering possible solutions
for the new particle tracking problem mentioned above, especially when the new particle has a rather

complicated decay.

After tracking all the particles, SIL3 writes out the detector response to a standard format file, with

the file extension ‘.sil3’. This file is used in the reconstruction phase as data input.

5.2.2 New particle interface in SIL3

Knowing the problem with new particle decays, it is possible to create an interface to define new
particles and their decay modes in SIL3, so that the program will recognize the new particles, know
how to trace them and handle their decays. This interface was first done by Gerald Grenier for his
analysis searching for Chargino production [61]. The lightest chargino will have a rather long lifetime
if it is almost mass degenerate with the Lightest Supersymmetric Particle (LSP). The procedure of

creating such an interface is summarized here [62]:

1. Turn off the new particle decay at the generator level. Usually one can either turn off a switch in

the generator program, or assign the particle an infinitely long lifetime.

2. Define the new particles needed in routine UTPART in file utl3.car which is part of the standard
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L3 analysis package. The way to define particles is provided by the GEANT package, in two
routines, GSPART and GSDK. The first routine defines a particle by providing the identification
number, name, tracking method, mass, charge, lifetime and a few user defined parameters. The
second defines the decay mode for a particular particle ID by giving the branching ratios and
decay modes in two arrays. For details on these routines, one can look up the GEANT manual

[63)].

3. Define the translation between the two particle identification conventions: the PDG code (used
in the generator output) and the GEANT code (used in the simulation program, including the
new ID defined by GSPART in step 2), in routine UTPCOD of utl3.car.

4. Define the datacards in routine SIDATU of sil3.car, so that one can change the properties of the

newly defined particle by supplying a datacard at run time.

5. Re-compile the REL3 package with the updated sil3.car and utl3.car routines.
However, this interface has two problems:

e It cannot handle complicated decays, for example, many-body decays (the GSDK routine can
only define up to 3-body decays). And it is not practical if the number of possible decay channels

is too large.

e It cannot handle cascade decays if both the mother and the child are unknown to the program
and need to be defined by GSPART and GSDK. This seems to be an intrinsic problem of the

program.

Our 7 analysis encounters both of the above problems: both 7 and its decay product 7 (¥ — 7x7)
are not recognized by SIL3, and 7 has very complicated decays?. So I had to develop a new way to

solve the problem with long-lived new particles and their definition in the SIL3 package.

5.2.3 Solution to long-lived particle with complicated decay modes

Given the complications discussed above, it is impossible to solve the problem for 7 by using a program

interface alone, one has to get into the details of the tracking program. If we go through the flow

2 Although a standard 7 decay library routine is available, which can solve one of the two problems, we cannot use it
simply due to the other problem that the SIL3 package cannot handle cascade decays for user defined particles. On the

other hand, the interface to implement such a decay library would also be tricky.
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diagram in Section 5.2.1 (Figure 5.1), we can see that the 7 will not be tracked by SIL3 since it is
identified as a mother particle in a decay at generator level, and is then removed from the tracing list.
So if we try to keep 7 in this list and save its decay information from the generator, it is possible to track
7 through the L3 detector using available programs, and to stop the tracking process at the correct

position so that it can match the starting point of its decay products.

To get the 7 simulation correct, I made several modifications to SIL3. The modified program is
shown in the flow diagram in Figure 5.2. The 7 decay occurs at generator level. The EGL3 file records
all the information concerning the decay, both on the children and on the mother of the decay. When
SIL3 tries to read the EGL3 file and prepare the particle list for the tracking routines, it first makes a
decision if this particle is a scalar lepton. If yes, the particle is put into the tracking list directly. In
addition to the standard kinematics recorded in the common blocks GCTRAK, GCKINE and GCVOLU
for any particle in the tracking list, the modified SIL3 program also keeps the decay length information
for scalar leptons calculated at generator level. When SIL3 starts its tracking phase, it reads through the
tracking list and simulates the particle’s interactions with detectors along its path. If SIL3 determines
the particle being tracked is a decaying particle, it tries to generate the decay length first so that
tracking steps won’t go beyond that. In the modified version, SIL3 will not calculate the decay length
for a particle if it is identified as a scalar lepton, and it will use the recorded decay length from the
generator instead. This makes sure that the end point of a scalar lepton exactly matches the starting
point of its decay products, which are also produced by generator. Some more changes are made in the

program to get this work, including the following:

1. Defining the scalar lepton and its decay mode using the GSPART and GSDK routine, in UTPART
of utl3.car. The tracing program for the scalar lepton is a slightly modified GTMUON. The decay
mode of the scalar lepton is defined such that its decay products are invisible to the detectors,
otherwise there will be two sets of decay products, one from the generator and the other from
SIL3. It is not necessary to have a physically meaningful decay mode, but for 7, it is a good choice
to use 7 — 7xY, since ¥V is weakly interacting and 7 is not recognized by SIL3 and will simply

be ignored.
2. Defining the translation between the PDG code and the GEANT code for particle identification.

3. Defining datacards in the routine SIDATU of sil3.car to pass on the new particle properties.

After these modifications, the correct simulation of a scalar lepton with rather long lifetime has

been achieved for the first time in L3. Obviously, this procedure doesn’t only apply to the scalar lepton
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Program Initialization
Read in EGL3 file
[ eventloop|
| read in one particle |
Isthisoneafina | No isthis particle |Y€s
state particle ? adepton? :
Yes No record this one as
afina state particle,
record this particle for :Efg"g’g?g and store its calculated
program tracing P decay length in the
7 generator
Yi| more particles? < |
No
Start simulation
isthisparticle | Y€
_ _ aslepton?
read in one particle No | suppress the decay length
from memory generate radom decay calculation, use the stored
\L,? No length according toitg | decay length of slepton
stable lifetime information
Yes

trace the particletill
it stops or flys out of
the detector

v
% more particles ?k

v
track this particletill
it decays, stops or flies
out of sensitive region

No

Write output to the SIL3file
end of program

Figure 5.2: Flow diagram of the modified SIL3 package, to get the 7 simulation correct.
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case. In fact, any new particle can be embedded into SIL3 in this way, simply by substituting the scalar

lepton with any new particle of interest.

5.3 L3 TEC dE/dx simulation

The L3 TEC is a rather small tracking chamber compared to other LEP experiments, due to the limited
space available inside the high precision BGO electromagnetic calorimeter. It has a radius of 457 mm
and 62 sense wires (8 in the inner TEC, 54 in the outer TEC) positioned along the radius. The innermost
sense wire is placed at ~ 11 e¢m from the interaction point, and the outer most is at ~ 43 e¢m, so the

total sensitive length in the radial direction is only ~ 32 cm.

e ALEPH: has an Inner Track Chamber(ITC) which covers the radius from 12.8 e¢m to 28.8 ¢cm
with 8 layers of sense wires, and an outer Time Projection Chamber (TP C) which covers the radius

from 31 em to 180 em with 3-d readout. The dE/dx resolution is 4.5% for Bhabha electrons.

e DELPHI: has an Inner detector which consists of a JET chamber (24 sense wires in each sector)
and 5 trigger layers, and covers the radius from 13 em to 29 e¢m, and a Time Projection Chamber

(TPC) which covers the radius from 29 em to 122 cm.

e OPAL: has a Central Vertex Detector which is a drift chamber of 23.5 ¢m radius, and a jet
chamber that covers the radial range from 25 ¢m to 185 em by 24 identical sectors with a plane

of 159 sense wires in each sector.

The L3 TEC still provides reasonably good vertex resolution(together with the SMD), tracking
efficiency and momentum resolution at low momenta. Although it suffers from relatively low dE/dx
resolution, the L3 TEC can still provide useful information about the ionization of charged tracks for
particle identification. This is especially true for heavy charged stable particle searches, such as the
7 searched for in this analysis with long lifetime. However, a practical version of the L3 TEC dE/dx
simulation was not available until 1997, and that was mainly for particle identification in 2-photon

physics events, i.e., for particles with rather low momentum.

The L3 TEC dE/dx simulation is not based on a full detector simulation, but on a fit to the single
wire signal distribution, normalized by the Bethe-Bloch formula. The parameters of the Bethe-Bloch

formula are calculated from the measured dE/dx values for different particles in various 8+ regions.
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Figure 5.3: Fit of the Bethe-Bloch formula using proton, pion and electron samples in the old L3 TEC
dE/dx simulation [64].

Figure 5.3 shows the fitted Bethe-Bloch formula together with the measured points from proton, pion

and electron samples, in the old simulation.

The 1997 version of the simulation works reasonably well for particles with rather low momentum
(p < 10 GeV), which is sufficient for 2-photon physics. However, when it comes to an analysis searching

for heavy charged stable particles, such as a 7 with long lifetime, several problems appear:

1. In the simulation code, the v value should be calculated from the particle’s real momentum,
which is the one produced by the generator. In the 1997 version of the L3 code, it was the TEC
measured momentum that was used to calculate 8y and dE/dx. This introduced an unwanted

extra uncertainty from the momentum measurement, which is a very serious problem when the
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Figure 5.4: Data and MC simulation agreement: old calculation.

particle has a rather large momentum (p = 20 GeV or larger).

2. Using the 1997 version of the dE/dx simulation, one can observe a systematic deviation of dE/dx
in the high 8~ range from the measured values. This is mainly due to a wrong fit of the Bethe-
Bloch formula in Figure 5.3, in which the fit used a wrong dE/dx sample (electron sample) in the
high B~ region that doesn’t follow the Bethe-Bloch formula at all. This wrong fit led to a wrong
calculation of the dE/dx for particles that follow the Bethe-Bloch formula.

3. Obviously the dE/dx calculation for electrons from the fitted Bethe-Bloch formula was also wrong.

The electron doesn’t obey the Bethe-Bloch formula, and should have a separate calculation.

4. Although the 1997 simulation considered the hit pattern of TEC wires of a particular track, it
didn’t consider the performance of bad wires. Some wires had decreased performance after several

years’ running.

5. The single wire signal distribution used in the 1997 simulation does not agree with all types of

TEC sense wires. A more careful fit of the distribution for each type is necessary.

As a result of these problems, the dE/dx distribution of Monte Carlo events has a large deviation
from the measured data distribution. Figure 5.4 shows the agreement between the data and the Monte
Carlo simulation of dE/dx for selected events with two back to back tracks and a visible energy between
1/10 and 1/2 of the center of mass energy. To solve these problems, it was necessary to rewrite the
whole dE/dx simulation code. Section 5.3.1 discusses the whole procedure of the dE/dx simulation,

and Section 5.3.2 presents how it was realized.
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5.3.1 Method of dE/dx Simulation for the L3 TEC

The dE/dx simulation consists of two parts: the generation of the single wire signal distributions, and
the calculation of particle ionization energy loss which acts as a scaling factor on the wire signal. Here

I present the method of their calculation.

Calculation of the single wire signal distribution

The energy loss by ionization of a charged particle in a thin layer of matter has strong fluctuations.
It was first theoretically described by Landau [65], and gave rise to an asymmetric probability density
distribution with a narrow peak and a long tail towards the positive end, which is due to a small
probability of losing a relatively large energy in a small number of collisions. The mathematical definition

of the Landau distribution is

1 c+ioco
d(N) = / s s (5.1)

T 2mi e o
where )\ is a dimensionless number and is proportional to the energy loss, and c is any real positive
number. The general CERN program library, CERNLIB [66], provided convenient functions to calculate
the Landau possibility density distribution, as well as its integral, moment, and the inverse of integration
which could be used to generate Landau distributed random numbers [67]. A closed analytic form of

the probability density function is often used too for its simplicity [68]:

—(A+e™) E-E
T(\) = (GT) . where \ = %

N

(5.2)

Here F is the energy lost, Ey is the most probable value, and 2 is a constant depending on the absorber.
This distribution also has an asymmetric feature, however it has a much shorter tail compared to the
Landau distribution. In reality, none of the above distributions can perfectly fit the single wire signal for

all types of TEC sense wires. A combination of the two was used to fit the TEC wire signal distributions.

Calculation of particle ionization energy loss: the Bethe-Bloch formula

Moderately relativistic charged particles other than electrons lose energy in matter primarily by ion-
ization. The mean rate of energy loss is given by the Bethe-Bloch equation [69]. In practice, we use
measured data for different particles in various S regions to fit the Bethe-Bloch formula, and use it to
calculate the dE/dx of a certain particle at a particular momentum. This dE/dx value is proportional

to the most probable value of the single wire signal distribution and it was used as a scaling factor to
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generate the wire signal distributions. A parametrized form of the Bethe-Bloch formula is given by [70],

dE ¢ g
= Slea+logh =5~ 5] (5:3)
0, X < Xo;
. 1)
with 5(1‘) = Xb(X_Xa)+Xb(Xa_X0)[))((11:§0]m, Xo < X < Xy
Xp(X = X,), X< X
where X = logiofy = logios;

in which, ¢, c2, Xo, X1, X, and m are parameters that are obtained from actual measurement, and X,
has a fixed value of 4.606 [70]. In practice, to avoid complexity in fitting and a possible deviation from
the Bethe-Bloch formula at low Sy due to atomic binding effect, a simple polynomial form is chosen in
the low [~ region,

dE
o =P +PxX+P;xX?% for X < Xy < Xy, (5.4)
X

which brings in four more parameters, Py, P>, P; and X». In total there are 10 parameters to be

obtained from the data fit.

Since the Bethe-Bloch formula is not suitable for calculating the ionization loss of electrons and
positrons, a simple analytic form has been chosen, to reflect the fact that the ionization energy loss of

an electron or positron saturates quickly after its momentum exceeds a few GeV:
dE/dz = 1— e~ | (5.5)

where p is the momentum of the electron (positron), and a, b are fitting parameters. The fit of the
measured dE/dx from data produces not only the central value of dE/dx as a function of v for different

particles, but also the width of dE/dx (045/4,), Which reflects the dE/dx resolution of the TEC.

Calculation of dE/dx

Given the TEC single wire signal distribution and the parametrized formula to calculate the ionization
energy loss for various particles, dE/dx is then calculated from the generated wire signals with proper

scaling, by following the reconstruction procedure for real data.

The single wire signal distribution is usually obtained by fitting the signal from one kind of particle

that is easily separated from others. This distribution, when used to generate wire signals for other
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particles, is scaled in both its width and peak position. The calculated ionization energy loss is the
scaling factor for the peak, and the measured width of dE/dx for different particles is the scaling factor
for the width of the wire signal. At this stage, we also take into account the hit pattern of TEC wires.
We generate the hit pattern (fired and unfired wires) for every TEC track according to the statistics of
the TEC tracks in data, and keep the wire signals from fired TEC wires only.

After generating the wire signals for a particular charged particle in a Monte Carlo event, we then
follow the real data processing procedure to get the simulated dE/dx. The dE/dx value of a track is
the truncated mean of all available wire signals. For the L3 TEC, we truncate the 20% highest signals,

and take the mean value of the remaining 80% of the wire signals as the measured dE/dx.

5.3.2 New TEC dE/dx Simulation

To realize the simulation method described in Section 5.3.1, we performed the TEC single wire signal
fit by using data from ete™ — puTp~ or ete™ at the Z° peak. We fit the Bethe-Bloch formula using

selected samples of K, m, p, and p, and fit separately a formula for electrons.

TEC single wire signal distribution fit

Originally, there were four types of sense wires among the 62 sense wires along the radial direction in
TEC: inner TEC normal wires (6 in total, type 1), inner TEC z-wires (2, type 2), outer TEC normal
wires (45, type 3) and outer TEC z-wires (9, type 4). After many years of LEP running, bad wires
appeared and became type 5. Figure 5.5 shows the signal distribution from a typical good wire, and
Figure 5.6 shows a typical bad wire. The shapes of the distributions are quite different, and need a
separate fit. Since the majority of wires were type 3, only bad wires in type 3 were considered. The

fraction of bad wires was estimated to be 10 out of 45 (~22%).

The signal distribution for the five types of wires are fitted separately, using a combination of the
Landau distribution (with long tail) and the simplified Landau form (without long tail), as discussed
in Section 5.3.1:

e—(yte™)

¢ = (27)% +¢x DENLAN(y), where y=
Y[

(x — o)
—_— 5.6

) (56)
in which DENLAN(y) is the Landau distribution function provided by CERNLIB, z is the wire signal,
and xg, Q and c are fitting parameters. ‘c’ reflects the ‘tail’ in the distribution. We performed the single

wire signal fit using the wire signal data from processes ete™ — utpu~ or ete™ at Z° peak, provided

by Saverio Braccini. The result of the fit is shown in Table 5.1. It seems that only the two types of
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Figure 5.5: Single wire signal distribution for Figure 5.6: Single wire signal distribution for
a typical good sense wire. a typical bad sense wire.

inner TEC sense wires had a long tail component in their signal distribution. Figure 5.7 shows the

fitted curve together with the wire signal data distribution for each type of wire.

Type of wires Q Zo c
1 42.1 107.3 0.253
2 55.3 302.5 1.857
3 70.5  220.5 0.
4 137.2 513.2 0.
5 69.9 158.6 0.

Table 5.1: Parameters for single wire signal distributions, fitted from data.

K, m, p, and p sample selection

To fit the Bethe-Bloch formula, we need to select rather pure particle samples with a relatively precise
knowledge of their momentum, in order to cover all of the useful 5y ( = p/m) region. In the high g~y
region, to have a sample with high momentum resolution, the only choice is a muon with its momentum
measured by the L3 precision muon chamber system, while in the low Sv region, we have quite some
choices, including K, 7, p, etc. The momentum measured by the L3 TEC has acceptable precision at

low momentum. We selected all these particles to cover as much of a 57 region as possible, and we also
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7w, K and p subsamples, used to perform the the high 8+ region with a precise knowledge
dE/dx fit. of the particle momentum.

checked the validity of this fit by using overlapping regions for different particles.

Two photon samples are rich in pions, kaons and protons. In particular, a pure pion sample can be
easily selected from the process eTe™ — eTe ™ pp [71], since p decays into two pions (p — 7m) almost
100% of the time. Including measured dE/dx information, we can also separate out kaon and proton
samples easily. Muons can be easily identified by well measured tracks in the L3 muon chamber system.

Here, we list the selection criteria for these particles:

e Two-photon sample: the selection criteria are listed below in Table 5.2. The key point is requiring
low visible mass and missing momentum pointing along the beam pipe. The measured dE/dx as
a function of the measured particle momentum is shown as a scatter plot in Figure 5.8, in which
we can clearly identify the bands for 7, k and p, as well as some electrons at low momentum. By

applying some additional requirements, one can easily separate out each individual particle.

— m samples: in addition to the requirements above for the 2-photon event sample, we require
that each event has exactly 4 good tracks. Good tracks are defined as having at least 40 hits
and a DCA smaller than 5 mm. The selected 7 sample is shown in Figure 5.10. Although
residual K and p bands are quite visible in this scatter plot, we can see from Figure 5.11,

which is a narrow slice taken from a narrow interval of particle momentum in Figure 5.10,
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Variables Selection criteria

Myisibie < 10 GeV
0(Prissing) < 0.097ad or > 3.05 rad

Evisivte < 50 GeV

Niracks > 2and < 6

DC Apest < 3 mm
EALR+Lumi < 10 GeV

Table 5.2: Selection criteria for 2-photon samples.

that the purity of this m sample is better than 95%.

— K and p samples: no additional cut was applied, except some direct cut on the dE/dx—P

plot to extract the obvious bands of K and p.

e Muon sample: muons can be easily identified at L3, using the precise muon chambers. We required
a good muon track with momentum of at least 3 GeV, and DCA of the muon track less than
100 mm in both the R — ¢ plane and along the beam direction. In addition, a good TEC track
must match the muon track measured by the muon chambers. Figure 5.9 shows the selected muon

sample in the dE/dx—P plane.

Fitting the Bethe-Bloch Formula

Once the particle samples are separated out, fitting the Bethe-Bloch formula is straightforward. By
taking a small bin of particle momentum, we can fit the dE/dx distribution of this sub-sample of
identified particles by a Gaussian. The mean and width of dE/dx from the Gaussian fit are then
assigned to the mean value of the momentum (P) of this bin. By creating a large number of bins
for each particle sample we have, we can then create a sufficient number of sample points (dE/dx,

P) throughout the (7 region in which we are interested. We then fit these sample points with the
parametrization of the Bethe-Bloch formula described by Equation 5.3.

The result of the dE/dx fit is shown in Tables 5.4, 5.5, 5.6 and 5.7, for =, K, p and pu, respectively.
The width and average of the momentum bin are also shown, together with the fitted dE/dx mean

value, the corresponding width, and their uncertainties.
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p content.

.P (GeV) AP (GeV) dE/dX A(dE/dl‘) UdE'/dx A(UdE/dm)

0.05 0.02 2.90 0.43 0.74 0.94

0.063 0.006 2.35 0.15 0.40 0.32

0.073 0.006 2.087 0.034 0.267 0.032
0.080 0.004 1.868 0.055 0.269 0.083
0.086 0.004 1.726 0.023 0.192 0.029
0.094 0.004 1.574 0.016 0.181 0.016
0.102 0.004 1.447 0.013 0.161 0.014
0.116 0.004 1.3027 0.0081 0.1405 0.0083
0.130 0.004 1.1695 0.0093 0.1398 0.0093
0.144 0.004 1.0692 0.0058 0.1265 0.0057
0.158 0.004 1.0069 0.0048 0.1100 0.0047
0.178 0.004 0.9552 0.0047 0.1006 0.0044
0.198 0.004 0.8925 0.0037 0.0918 0.0034
0.218 0.004 0.8646 0.0036 0.0977 0.0032

0.248 0.004 0.8213 0.0033 0.0892 0.0030
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0.278
0.308
0.338
0.368
0.398
0.438
0.478
0.518
0.558
0.598
0.638
0.678
0.72
0.77
0.82
0.87
0.92
0.98
1.04
1.11
1.18
1.30
1.40
1.55
1.75
2.0
24
2.8
3.5

0.004
0.004
0.004
0.004
0.004
0.004
0.004
0.006
0.006
0.006
0.006
0.006
0.008
0.008
0.01
0.01
0.01
0.02
0.02
0.04
0.04
0.06
0.06
0.08
0.1
0.2
0.2
0.4
1.0

0.7988
0.7718
0.7649
0.7532
0.7528
0.7491
0.7448
0.7475
0.7463
0.7516
0.7492
0.7573
0.7602
0.7588
0.7711
0.7700
0.7753
0.7797
0.7822
0.7795
0.7900
0.7989
0.7958
0.8051
0.8224
0.8100
0.832
0.841
0.843

0.0032
0.0030
0.0029
0.0029
0.0033
0.0030
0.0037
0.0028
0.0032
0.0031
0.0035
0.0032
0.0034
0.0046
0.0045
0.0045
0.0039
0.0033
0.0033
0.0031
0.0039
0.0037
0.0045
0.0056
0.0076
0.0074
0.054
0.048
0.091

0.0839
0.0812
0.0802
0.0726
0.0802
0.0756
0.0809
0.0734
0.0761
0.0740
0.0718
0.0744
0.0716
0.0787
0.0811
0.0808
0.0672
0.0700
0.0653
0.0727
0.0866
0.0757
0.0769
0.0832
0.0861
0.0857
0.176
0.163
0.22

0.0031
0.0026
0.0026
0.0027
0.0029
0.0026
0.0032
0.0023
0.0033
0.0030
0.0029
0.0026
0.0026
0.0048
0.0040
0.0042
0.0034
0.0032
0.0027
0.0025
0.0038
0.0036
0.0041
0.0056
0.0080
0.0078
0.086
0.076
0.19

Table 5.4: Results from the 7 sample fit: dE/dx and its width with their uncertainties in the Gaussian

fit. The width of the momentum bin, and the average momentum of each bin are also shown.
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P (GeV) AP (GeV)

dE/dx

0.11 0.02
0.13 0.02
0.15 0.02
0.17 0.02
0.195 0.01
0.215 0.01
0.235 0.01
0.265 0.01
0.295 0.01
0.325 0.01
0.355 0.01
0.38 0.02
0.42 0.02
0.45 0.02
0.48 0.02

4.52
4.33
3.80
3.389
2.874
2.711
2.497
2.191
1.912
1.743
1.5932
1.4775
1.3164
1.2322
1.142

A(dE/dz) OdE/dx A(UdE/dz)
0.62 1.1 1.2
0.13 0.59 0.20
0.11 0.54 0.16

0.046 0.346 0.075
0.059 0.384 0.056
0.034 0.287 0.045
0.023 0.227 0.021
0.016 0.194 0.013
0.014 0.183 0.012
0.012 0.168 0.013
0.0100 0.1717 0.0097
0.0083 0.1441 0.0093
0.0076 0.1476 0.0082
0.0081 0.1225 0.0089
0.015 0.144 0.012

Table 5.5: Results from the K sample fit: dE/dx and its width with their uncertainties in the Gaussian

fit. The width of the momentum bin, and the average momentum of each bin are also shown.

Using the obtained (dE/dx, P) value from all the particle samples, we fit the Bethe-Bloch formula

and obtained the following value for the parameters:

X0=0.19334
X1=1.9146
C1=0.016751
C2=36.110
M=1.5765

XA=6.6113
X2=0.19334
P1=1.13433373
P2=-2.40285325
P3=5.0205

The fitted Bethe-Bloch curve with all the sample points is shown in Figure 5.12, together with the

old Bethe-Bloch fit in previous dE/dx simulation for comparison. The new curve fits the data points

better, especially in the minimum ionization region and in the large v region.
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Figure 5.12: The fitted Bethe-Bloch formula with all the data sample points, compared with the Bethe-

Bloch curves fitted using the old version of the simulation.
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P (GQV) AP (GQV) dE/dX A(dE/dCE) OdE/dx A(UdE/dz)

0.165 0.03 9.58 0.85 1.6 1.9

0.19 0.02 4.738 0.077 0.39 0.16

0.21 0.02 4.605 0.080 0.503 0.090
0.245 0.03 4.101 0.037 0.379 0.039
0.285 0.03 3.653 0.044 0.484 0.058
0.33 0.04 3.157 0.026 0.310 0.023
0.40 0.04 2.751 0.014 0.229 0.013
0.48 0.04 2.299 0.011 0.202 0.010
0.56 0.04 1.956 0.011 0.184 0.011
0.64 0.04 1.667 0.010 0.1521 0.0098
0.72 0.04 1.4902 0.0092 0.138 0.011
0.80 0.06 1.342 0.019 0.133 0.018
0.88 0.06 1.211 0.022 0.129 0.019
0.96 0.06 1.097 0.026 0.117 0.019

Table 5.6: Results from the p sample fit: dE/dx and its width with their uncertainties in the Gaussian

fit. The width of the momentum bin, and the average momentum of each bin are also shown.

Fitting of Electrons

Using a procedure similar to that used in fitting the Bethe-Bloch formula, we first obtained a sample

of electrons (positrons) and then fit them to the parametrized formula described by Equation 5.3.

Since the dE/dx measurements in the L3 TEC are normalized to the values for e* at the Z° peak,
it is not necessary to get an electron sample with momentum higher than a few GeV — its dE/dx is
stable above a few GeV and is always 1, by definition. However, electron samples at low momentum
are also easy to obtain from two-photon event samples. By applying a dE/dx cut, one can take out the
electron band in Figure 5.8. Following the same procedure for 7, K, p and u, we get the sample points
(dE/dx, P) for electrons too, which are listed in Table 5.8. Fitting Equation 5.3 is an easy task, and

we get:
a=14.5+22 b = 0.859 £ 0.060

The fitted electron curve is shown in Figure 5.13, together with the data sample points. The old
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Figure 5.13: Electron fit: new fit curve with electron sample points, compared with the old fit. The

new Bethe-Bloch curves are also shown.

dE/dx curve for electrons from the earlier version of the dE/dx simulation is shown as a dashed line
for comparison. The difference is huge, and this is one of the main reasons for the failure of the old
simulation. In this plot, the dE/dx values for 7, K, p and p calculated from the Bethe-Bloch formula

are also shown.

Adjustment of Width

A byproduct of the above fit is the width ¢ of the measured dE/dx distribution for each particle,
which reflects the resolution of the dE/dx measurement, Ayg/4, = 0454/ (dE/dx). Taking the proper
average for each particle sample, we get the following results for the dE/dx resolution Ayp/q, (We

assume that the widths for e and p are equal):
Ayg/daa(e, p) = 0.1005 + 0.0046

Augjar(p)  =0.0916 = 0.0068,

from which we get the dE/dx resolution of the L3 TEC is approximately 10.0%. Within the measurement
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uncertainty, it is independent of particle identity. This result is quite different from the old fit, where

we had different dE/dx resolution for different particles.

In principle, this width measurement should have no impact on our dE/dx simulation, since the
width there is taken into account from the single wire signal fit already. However, since the wire signal
fit was carried out on the electron and muon samples at the Z° peak, taken in 1995, we do expect some
changes from that time. We then simulated the pion sample to compare with the data measurement.
Table 5.9 shows the comparison between data and Monte Carlo samples, in which we take exactly the

same momentum binning, and compare the fitted dE/dx and its width. We observe:

e The fitted dE/dx values agree extremely well, which validates our Bethe-Bloch fit.

e The fitted width of dE/dx has a significant difference. It is likely to be the hardware changes

from 1995 to 1999. We measured Ayg/q, from both data and Monte Carlo samples:

Agpjar(data) = 0.0997 + 0.0046
Agpjaa(MC) = 0.0687 % 0.0035

So the width measured from data is 1.451£0.099 times larger than the Monte Carlo simulation. We
then included this 1.451 factor in our simulation to adjust the width of dE/dx.

5.3.3 Result of the New dE/dx Simulation

After our complete rewrite of the simulation program, we can look back at the distribution of dE/dx
for back to back charged tracks. Figure 5.14 shows the data - Monte Carlo agreement using the new
simulation. Compared to Figure 5.4, it is a considerable improvement. However, there are still non-
negligible deviations between the measured values and that from the Monte Carlo simulation. The

reasons are the following:

e Due to the limited data sample, the fit of the single wire signal was carried out using data from
only one out of the 24 TEC sectors. The estimated number of bad wires and their signal behavior
were also based on the knowledge of this TEC sector. The optimal method would be, if we had

enough statistics, to fit each TEC wire individually and store the wire response in a database.

e The only available data for the TEC single wire signal was from 1995, and this dE/dx simulation
is mainly for the Monte Carlo simulation of the 1999 and 2000 events. The TEC response changed

in the mean time, as we have already seen from the dE/dx resolution.
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e For this simulation, we studied good tracks only. But this is not a problem for our slepton analysis,

since we use only good tracks there.

e A recent report [72] showed a dE/dx dependence on the 6 coordinate of a track. This effect was

not considered in our simulation.
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Figure 5.14: Data and MC simulation agreement: results of the new simulation.
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.P (GeV) AP (GeV) dE/dX A(dE/dl‘) UdE'/dac A(UdE/dm)

1.5
2.5
3.5
4.5
9.5
6.5
8.5

1 0.856 0.038 0.115 0.067
1 0.8570 0.0049 0.0776 0.0047
1 0.8739 0.0046 0.0875 0.0041
1 0.8798 0.0042 0.0878 0.0041
1 0.9091 0.0041 0.0848 0.0041
1 0.9115 0.0050 0.0974 0.0055
1 0.9229 0.0044 0.0871 0.0039
10.5 1 0.9203 0.0054 0.092 0.005
15.5 1 0.9193 0.0078 0.103 0.009
19. 2. 0.9246 0.0071 0.098 0.008

2

2

2

3

4

4

6

25. 0.9245 0.0072 0.105 0.008
30. 0.9276 0.0071 0.095 0.007
35. 0.9552 0.0080 0.104 0.007
41.5 0.942 0.011 0.121 0.011
92. 0.962 0.010 0.103 0.017
62. 0.936 0.021 0.142 0.032
73. 0.935 0.040 0.189 0.055
85. 10. 0.962 0.039 0.183 0.059
95. 10. 0.965 0.047 0.179 0.074

Table 5.7: Results from the p sample fit: dE/dx and its width with their uncertainties in the Gaussian

fit. The width of the momentum bin, and the average momentum of each bin are also shown.
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P (GeV) AP (GeV) dE/dx A(dE/dz) 04pjar A(0ar/az)
0.045 0.01 0.66 0.13 0.32 0.21
0.055 0.01 0.717 0.011 0.118 0.010
0.063 0.004 0.737 0.010 0.097 0.010
0.073 0.004 0.7688 0.0087 0.1060 0.0092
0.080 0.004 0.8074 0.0080 0.0930 0.0076
0.086 0.004 0.816 0.013 0.119 0.016
0.092 0.004 0.844 0.011 0.111 0.014
0.098 0.004 0.8719 0.0099 0.1061 0.0087
0.103 0.004 0.914 0.018 0.136 0.015
0.108 0.004 0.890 0.013 0.103 0.013
0.116 0.004 0.893 0.011 0.093 0.008
0.124 0.004 0.902 0.027 0.089 0.019

Table 5.8: Results from the e sample fit: dE/dx and its width with their uncertainties in the Gaussian

fit. The width of the momentum bin, and the average momentum of each bin are also shown.
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.P (GeV) AP (GeV) dE/dX A(dE/dl‘) UdE'/dac A(UdE/dm)

0.16 0.01 1.0015 0.0034 0.1018 0.0030
0.21 0.01 0.8777 0.0027 0.0919 0.0022
0.31 0.01 0.7761 0.0020 0.0796 0.0018
0.41 0.02 0.7559 0.0017 0.0783 0.0014
0.51 0.02 0.7523 0.0018 0.0726 0.0015
0.61 0.02 0.7452 0.0021 0.0687 0.0019
0.71 0.02 0.7649 0.0029 0.0748 0.0025
0.81 0.02 0.7750 0.0032 0.0738 0.0031
0.91 0.02 0.7673 0.0041 0.0694 0.0041

P (GGV) AP (GGV) dE/dX A(dE/dCE) UdE/d:t A(UdE/dm)

0.16 0.01 1.0113 0.0028 0.0688 0.0024
0.21 0.01 0.8726 0.0028 0.0602 0.0026
0.31 0.01 0.7729 0.0031 0.0527 0.0031
0.41 0.02 0.7502 0.0024 0.0500 0.0020
0.51 0.02 0.7540 0.0029 0.0514 0.0028
0.61 0.02 0.7543 0.0032 0.0528 0.0030
0.71 0.02 0.7620 0.0032 0.0542 0.0033
0.81 0.02 0.7610 0.0038 0.0543 0.0049
0.91 0.02 0.7683 0.0047 0.0579 0.0051

Table 5.9: Comparison between the measured dE/dx (top) and the simulated dE/dx (bottom) for
7 samples with exactly the same momentum binning. There was very good agreement in the dE/dx
central value. The width, however, was different by a fixed factor within the uncertainty. The difference
was due to the single wire signal fit in which we used old data sample from 1995. The width of the

simulated dE/dx was corrected using this factor in the final simulation.



6. Search for Scalar Leptons in

SUGRA

Assuming the ¥? is the lightest supersymmetric particle (LSP) and R parity is conserved, we expect
scalar leptons (lN, I = e, u,7) to have very short lifetimes in SUGRA [73]. The resulting signature in

pair production would be two acoplanar leptons and large missing energy through the process:
ete™ = 1=, and each slepton [ — IxY. (6.1)

This chapter focuses on the analysis using events with this kind of signature. Section 6.1 discusses the
event reconstruction and lepton/photon identification, as well as the new particle group ntuple as a
general tool. Section 6.2 shows the selection issues, optimization of the selection, and the way to handle
different signatures by a parametrized selection. Section 6.3 summarizes the results obtained in this

analysis.

6.1 Event reconstruction and new particle group ntuple

The analysis in this thesis is carried out in the framework of new particle group ntuple !. This is a
friendly environment that allows users to carry out their analysis efficiently from an established software
package which takes care of the event reconstruction and the calculation of basic physics quantities in a
controllable way. The reconstruction here means, given the reconstructed energy bumps and tracks in
each sub-detector, to build meaningful objects and identify them as photons, leptons, or hadronic jets.
This section discusses the reconstruction procedure and gives an overview of the structure of the new

particle group ntuple.

6.1.1 Event reconstruction and particle identification

The event reconstruction starts from lepton/photon identification. This process starts with muons,

which can be easily separated out using the measured tracks in the L3 muon chambers. After removing

L An ntuple is the basic type of data used in PAW, a physics analysis software package developed at CERN. It consists

of a list of identical data structure, one for each event.

95
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all the objects belonging to identified muons, the next most easily identified particles are electrons
and photons. They are defined as electromagnetic bumps with and without associated TEC tracks.
Electromagnetic bumps are identified by the shower shape measurement in the BGO. The next step is
to identify taus, which are defined as a narrow jet with 1 to 3 associated tracks. The tau identification
can recover some isolated muons missing a muon chamber track that leave the energy deposit profile of
a MIP2. The remaining clusters and tracks are classified as hadrons. Jets are reconstructed with the

Durham algorithm [74] forcing the reconstruction into two jets.

Lepton identification is important for this analysis, and thus is discussed in more detail. The new
particle group ntuple provided a loose identification of leptons using very loose cuts, so that we can
keep most of the possible lepton candidates and select the part that we want for any specific analysis
by tightening one or more cuts. The tightened cuts are listed below, and are compared with the loose

cuts used in the new particle ntuple.

Muon identification

Muons in the L3 detector are recognized by tracks in the muon chamber system. Only muons with a
momemtum of 1.5 GeV or higher can pass through the inner detectors and reach the muon chambers.
In this analysis, we require the momentum of a muon track to be greater than 3 GeV', and we associate
to these muons the matched energy clusters in the ECAL and HCAL as well as the matched TEC
tracks. In addition, we require an identified muon to have both the distance of closest approach in the
r — ¢ plane (DCA) and the Z coordinate along the beam line (Zy) of the measured muon chamber track

to be less than 200 mm.

In Table 6.1, we listed the cuts for muon identification in this analysis, and the cut values in the

new particle ntuple as well.

Cut Variable Cut Value (this analysis) Cut Value (NP ntuple)

P, > 3 GeV > 2 GeV
DCA < 200 mm < 500 mm
| Zo| < 200 mm < 1000 mm

Table 6.1: Selection criteria for muon identification in this analysis, compared with the loose identifi-

cation in the new particle group ntuple.

2Minimum ionizing particle.
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Electron/Photon identification

Electrons and photons are defined as electromagnetic bumps with and without associated TEC tracks.
Based on the fact that an electron (photon) produces a narrow electromagnetic shower in the ECAL
with a large portion of the energy deposited in the single “hottest” crystal, the electromagnetic bumps
are identified by requiring X§/%5- > 0.93, Egcar/Ergcar < 0.1 and x%,, < 10. Among the variables,
Y5 (X85) is the energy deposited in a 3 x 3 (5 x 5) BGO crystal matrix in the ECAL around the most
energetic crystal of the bump. Egcar, (Egcar) is the partial energy of the bump deposited in the
HCAL (ECAL). x3;,, is computed by fitting the lateral shower profile to what is expected from electrons
according to test beam results. In addition, we require the energy of the electron/photon to be greater

than 1 GeV.

In Table 6.2, we listed the cuts for electron/photon identification in this analysis, and the cut values

in the new particle ntuple as well.

Cut Variable  Cut Value (this analysis) Cut Value (NP ntuple)

25/%5s > 0.93 > 0.93
Encar/Egcar <0.1 <0.2
X2EM < 10 [
E, > 1 GeV > 1 GeV

Table 6.2: Selection criteria for electron/photon identification in this analysis, compared with the loose

identification in the new particle group ntuple.

Tau identification

Based on the fact that most of the taus decay with either a one-prong decay mode (about 85%, one
charged particle and other neutral ones in the final state), or a three-prong decay mode (about 15%,
three charged particles and other neutral ones in the final state), the taus detected in the L3 detector are
defined as narrow jets with low multiplicity (1 to 3 associated tracks and a small number of calorimeter
clusters). We require the energy of the tau (defined as the energy of the clusters and tracks in a 10°
half opening angle cone) to be greater than 2 GeV, the number of clusters less than 8, and the ratio
between the energy deposited in a 30° cone excluding that from the tau and the tau energy to be less

than 1.5.

The tau identification can recover some isolated muons missing a muon chamber track that leave
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the energy deposit profile of a MIP. In Table 6.3, we list the cuts for tau identification in this analysis,

and the cut values in the new particle ntuple as well.

Cut Variable Cut Value (this analysis) Cut Value (NP ntuple)

Nirack >1,<3 >1,<3
Netuster <8 <8

E; > 2 GeV > 2 GeV
Ei9—30/E0 < 0.5 < 1.0

Table 6.3: Selection criteria for tau identification in this analysis, compared with the loose identification

in the new particle group ntuple.

6.1.2 New particle group ntuple

The new particle ntuple set is routinely produced for each data sample of L3. The ntuple production
runs through all the reconstruction procedure with a loose particle identification as described above, so

that the users have the choice of selecting a tight particle identification whenever necessary.

In addition to the particle identification described above, this ntuple set also provides several other

useful features:

e calculation of some important variables, such as visible energy, visible mass, etc. The visible
energy takes into account the energy deposition in the calorimeters and the momentum measured
by TEC and muon chambers. The algorithm [75] takes into account the difference between neutral
and charged clusters (those associated with tracks) and has different calibration constants for each

sub-detector;

complete trigger information for data, and simulated trigger bits for Monte Carlo events;

e some useful generator level information for Monte Carlo events, such as the particle id’s and their

masses for the primary particles;

B-tagging information;

a varied set of jet reconstruction results, including forced into two jets without subtracting any
leptons and photon; forced into two jets while subtracting only one identified lepton or photon

(the subtraction running through all the identified leptons and photons), forced into two jets while
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subtracting two identified lepton(s)/photon(s) (also running through all possible combinations

among the identified leptons and photons), forced into four jets, forced into six jets, etc.;
e a dedicated block for single and multi-photon physics, which appeared in some versions.

In principle, the new particle group ntuple provides enough information for most physics analysis
and significantly reduced the overall work load of carrying out an analysis. However, in some rare cases,
as the analysis we will discuss in Chapter 7, additional information is needed to be included in a newly

developed version.

6.2 Parametrized selection and optimization

For scalar leptons with prompt decay, the signature is simple since most of the time the final state is
given by two acoplanar leptons of the same generation and large missing energy, as shown in Equation
6.1. To account for the three lepton types, three different selections are performed. While for scalar
electrons and muons, two identified leptons are required in the event, scalar taus are selected as low

multiplicity events with two leptons or narrow jets.

However, the total visible energy and the event configuration in the slepton production and decay
process, ete” — It~ and | — XY, largely depend on AM, the mass difference between the scalar
lepton and the lightest neutralino (M; — M)ztl)), which is the available energy for scalar lepton decay.
Figure 6.1 shows the distribution of the total visible energy of the scalar electron signal as a function of
AM , compared with the same distribution from the data and the simulated Standard Model background
processes. In the low AM region, most of the energy is taken away by the two undetectable neutralinos,
and the event is left with two rather soft acoplanar leptons. The dominant background in this region
is two-photon processes. On the other hand, in the high AM region, the total visible energy is quite

high and the two acoplanar leptons are energetic, which is quite similar to the signature for leptonic W

pair decay.

To account for the AM dependence, a parametrized selection has been developed, i.e., the cut values
on the relevant physics variables are functions of AM and Mj. The parametrized cuts of each selection
are a priori optimized using the Monte Carlo signal and background events. In this section, we will first
discuss a loose pre-selection and Monte Carlo quality check, and then we focus on the optimization of

the parametrized selection.
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photon processes,

visible,» the total visible energy of an event, taking into account the energies of all the calorimeter

the resolution of the visible energy. In this way, we avoided double counting of particle energy

clusters, the momentum of the reconstructed TEC tracks, and the momentum of muon tracks, by
a weighted sum of these quantities. The weights, called “g-factors,” are optimized by minimizing

The variables in the table are defined as follows:
and used as much useful information as possible;

a function of AM, compared with the same distribution from the data and the simulated Standard
[ ]

A loose pre-selection was applied for each scalar lepton flavor, with slightly different cut values. The pre-
selection removed beam gas events, detector noise, tagged two-photon events, high multiplicity hadronic

events, and selected a compact sample with large missing energy and unbalanced momentum. Since the

check the quality of the Monte Carlo simulation. The pre-selection cut variables and their values are

pre-selection removed effects that are not simulated by Monte Carlo processes, such as the cosmic rays,
listed bellow in Table 6.4.

Figure 6.1: Distribution of the total visible energy of a scalar electron signal (

6.2.1 Event pre-selection
beam gas events and low visible mass two

Model background processes.
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Cut Variable € it 7
Evisibte < 95%+/s
Myisible >3 GeV, < 90%/s >3 GeV,<90%\/s >3 GeV,<60%\/s
P, > 3 GeV
Py /Eyisibie — > 0.4 —
Prissing —
Ntrack >1,<3 >2, <9
Netuster >2, <4 >2, <7 >2, <15
Niepton >1,<3
Niepton+r > 2
Veto: identified e — Yes —
Veto: identified p Yes — —
Veto: identified 7 Yes Yes —
Acollinearity > 0.3 rad > 0.2 rad —
Acoplanarity < 2.94 rad < 2.89 rad < 3.04 rad
sin(0(Prmissing)) > 0.4 > 0.3 —
Esy <4 GeV < 10 GeV <2 GeV
Ey < 30 GeV — —
EALR+Lumi < 10 GeV <5 GeV
DC Apest <5 mm

Tbest scint hit

> -5 ns,<dns

Table 6.4: Cut variables and their values for pre-selection of scalar leptons: €, i and 7.

e Myisibie, the visible mass;

e P, the total transverse momentum;

® Prissing, the missing momentum;

® Niack, the number of good tracks, which require at least 15 hits and have a span of at least 20

wires in the radial direction. Some other requirements on the transverse momentum, DCA and

hit patterns are also applied;

e Niuster, the number of calorimeter clusters with energy larger than 100 MeV;
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® Niepton, the number of identified leptons;

® Niepton+, the total number of identified leptons and photons;

e Acollinearity, the space angle between the two most energetic leptons;

e Acoplanarity, the angle between the two most energetic leptons in the r — ¢ plane;

® O(Ppissing), the polar angle with respect to the beam line of the missing momentum vector;
e Fs, the energy deposited in a cone of 25° half opening angle around the missing momentum;
e Ey, the visible energy other than the two most energetic lepton(s) and photon(s);

® FALR+Lumi, the sum of the energy deposited in the two small angle detectors, the active lead

ring (ALR) and the luminosity monitor (LUMI);

o DCApest, the best value (the one with the closest value to 0) of the distances of closest approach
in the r — ¢ plane (DCA) for all good tracks;

® Thest scint hit, the best scintillator hit time. Here best means: closest to the beam crossing time
plus the time of flight (the time to travel from the Interaction Point (I.P.) to the scintillator at
light speed),

in which, the DCApest and Thest scint hit requirements remove all the cosmic contamination. The
EArRr+Lumi cut removes tagged two-photon events. The P; requirement removes beam gas events and
a large number of two-photon events. Requiring M;sipe larger than 3 GeV in data is a must, since the
Monte Carlo simulated two-photon processes have this cut at generator level. The Nypqer and Nepyster
requirements remove hadronic events and make sure that we have a leptonic final state. The Niepton,
Niepton+~ and veto cuts make sure that we have the correct number and flavor of identified leptons. In
addition to these, the Fysipie, Pmissing, acollinearity and acoplanarity cuts help to select events with

missing energy and unbalanced momentum.

The selected number of data and simulated events for all three scalar lepton flavors is listed in Table
6.5, for both 1999 and 2000. We observe good agreement between the selected data and the expected

background level.

In addition, the distributions of the most important variables, i.e., those that will be used in the
final selection, are further checked for their agreement between data and the Monte Carlo simulation.
Figure 6.2 shows the variable distributions for € after pre-selection, Figure 6.3 is for & and Figure 6.4 is

for 7. In these figures, Ejepion1 is the energy of the most energetic lepton. The simulated scalar lepton



103

ion

izat

1miza

6.2 Parametrized selection and opt

low AM e w Two-Photon

|:| All Others

=)

e

R AR ARRRRX]

R IIRRRIIRIIIK]

X

%
RIS
SRR
QR
»omo»o»%.»n»o»o»%.

e

RRXRXK]

|:| All Others

60 80

40
EIeptonl (GeV)

20

125

50
E,isble (G&V)

25

o
o
2etel

5
3

s
Sosetetes
S5
D009

3
o393
2%

N Two-Photon

3
K
K

- high AM e

——Ilow AM e

 All Others

R
XKERKILRL
X EERUKRK
SRR

o

X

X
EAIRARARA
RIS
XXERAREL
2050%S
%
o

<%
%S

N
\ Two-Photon

NN

1

low AM e

|:| All Others

X

oSess!
5
Sossts!
3
X%
x5
<5

%
<3
3
b
<5
&

35S

55

2555

oo

85

55

&
S
oo

K3
R

S
So%e
5
o203
o

25

X BRINANK]
]
XK

150 200
(GeV)

100

50
Eyisble T Pmissing

50 75 100 125

25

P, (GeV)

low AM e

:

L[ ] An others

v
’

2

1
Acoplanarity

40

k\x Two-Photon

low AM e

high AM e

(B(Ppissing))

sin

: after pre-selection

tant variables

impor

t on

ion agreemen

Data and Monte Carlo simulat

Figure 6.2

The simulated € signals with
s =94 GeV and AM =5 GeV (low), and with AM = 50 GeV (high) are also shown.

Plots shown are for the data sample of 1999.
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and AM =5 GeV (low), and with AM = 55 GeV (high) are also shown.
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Selection é it T
Year Ndaata Nmc  Ndaata Nmc  Ndaata  Nuc
1999 771 755.2 963 929.8 1405 1391.2
2000 805 740.6 865 879.3 1202 1148.1

Table 6.5: Selected data and simulated background events after pre-selection for the three scalar leptons

é, i and 7 using data from 1999 and 2000.

signals both in the low AM region and the high AM region with arbitrary normalization are also shown
in these plots for comparison. The difference between the signature of a low AM signal and that of a
high AM signal is quite obvious. All the distributions shown here are from the 1999 data sample. The
distribution from the 2000 data sample gives similar results. We observe good agreement for all the
variables studied, including those regions of the plots where the backgrounds would dominate even if
scalar leptons were present, which suggests that we have well simulated Monte Carlo samples. We also
observe that the dominant background is coming from two-photon processes and W-pair production,

which is what we expected.

6.2.2 Selection optimization

The final selections are optimized for each scalar lepton flavor. The AM dependence of the final state
signature is taken into account by a parametrized selection, which consists of a few parametrized cuts
together with fixed cuts. The parameter used is defined as Z = (AM/Mj) X Epeam, to reflect the
dependence on AM as well as M;. The cut variables chosen for the final selections are listed in Table
6.6. Due to the difficulties of optimizing a parametrized selection, it is not possible to choose as many

parametrized variables as a simple cut-based selection can do.

The parametrized cuts of each selection are optimized using Monte Carlo signal and background
events. The optimization procedure selects a series of signal points with different AM and varies all
cuts simultaneously to maximize the signal efficiency and the background rejection. We first discuss the

optimization procedure in general, and then give details of the selection for each scalar lepton flavor.

Optimization procedure for parametrized selection

The parametrized selection is optimized with a series of Monte Carlo signal points at a fixed chosen Mj;

with different AM values that cover the entire practical region from 3 GeV up to M;—1 GeV. The M;
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Cut Variable 3 i 7
Myisibie — — parametrized
FEyisivle parametrized parametrized —
Eiepton_1 parametrized parametrized parametrized

P, parametrized parametrized parametrized

Eyisivie + Pmissing parametrized parametrized —

sin(0(Ppissing)) > 0.40 > 0.45 > 0.70
Acollinearity < 2.80 rad < 2.80 rad —
Acoplanarity < 2.84 rad < 2.84 rad > 0.30 rad

Ess < 2.0 GeV < 2.0 GeV < 2.0 GeV

Table 6.6: Cut variables chosen for the final selection of each scalar lepton flavor. The values of fixed
cuts used for some of the variables are listed. Parametrized variables are denoted as ‘parametrized,’ as

explained in this section.

for the optimization is chosen to be approximately the expected mass exclusion limit. The generated
Monte Carlo signals also have the highest statistics for this mass and nearby regions, to make sure we
have an accurate estimation of the signal efficiency as well as the best optimization in this region. The

optimization mass chosen for é is 94 GeV. For [ it is 90 GeV, and for T it is 80 GeV'.

To avoid biased optimization for a particular signal point (Mj, AM), signal events of nearby M; and
AM are also included with a lower weight. In practice, we choose a central signal point (le, AME).
The parameter Z is calculated from this central point Z¢ = (AMC/MIF) X Epeam. A small sample of
events at (M7, AM® + 61) and (M7 + 62, AM?) is also included for the optimization by assigning
it a small weight. We chose d§; to be £(5—10) GeV, and d2 to be +(5—10) GeV, —(10—20) GeV'.
This specially prepared Monte Carlo signal sample is used to optimize the cut values together with
the simulated background sample. After optimization, we get a series of cut values for each parameter
value Z¢, we then fit the cut values as a function of the parameter Z¢, and thus get the parametrized

selection. The details of the optimization and the fit of the parametrized selection are discussed below.

We optimize the signal efficiency and background rejection by minimizing the average cross section
exclusion limit 095 = Sg5/(eL), for an infinite number of experiments, where £ is the integrated lumi-

nosity of the data sample and e is the selection efficiency of the signal. Since L is fixed, in practice we
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minimize k1 = S95/€. 595 is expressed mathematically by the following formula:

So5 = Z 895(b, n)P(b, ’TL), (62)

in which, so5(b,n) is the 95% confidence level Bayesian upper limit, P(b,n) is the Poisson distribution for

n events with an expected background of b events. sg5(b,n) is determined from the following equation:

n

(8 + b)ie—(s+b) n bie—b
1-op =y BT S e (63)
=0 =0

by setting C.L. = 0.95 (95% confidence level). In practice, we calculate so5(b,n) by solving the equation

numerically.

The minimization process is controlled by the CERN MINUIT minimization package, which varies all
the variables simultaneously and searches for the global minimum of a user defined function. However,

it usually stops at a local minimum when the analytic properties of the function are poor.

Optimization for

The signal Monte Carlo used for fi is at M = 90 GeV, with twelve AM values: 3, 5, 10, 15, 25, 35, 45,
55, 65, 75, 85, and 89 GeV. As mentioned previously, the parameter Z is calculated using the central
value of (Mf =90 GeV, AM¢), but we still take into account nearby signals.

The initial values for all the variables listed in Table 6.6 are set by comparing the distributions from
background and corresponding signal. All variables are freely adjustable by MINUIT within a large
enough range, except for the cut on Fs5 which has a fixed value. The results of the first optimization
run showed that the cuts on three additional variables, sin(f(Ppissing)), Acollinearity, Acoplanarity, in
addition to Fss, tend to have fixed values. The other four variables, however, change rapidly as AM
gets larger. The values of these variables after the first optimization step are shown in Figure 6.5 as
functions of the parameter Z. Although they have large fluctuations as Z gets larger, which prevents
us from giving them a parametrization at this stage, we can see already that the cut values for some
variables fall roughly on a curve, such as Ejepton_1, Pr and Eyisipie + Prmissing. We then try to limit the
range of cut values for one variable around a smooth curve, and see how the other optimal cut values
change. Since there are correlations between these variables, we hope the values of other variables will

get closer to forming smooth curves after the second stage of optimization.

Before we start the second optimization, we fix the values of the sin(6(Pissing)), Acollinearity and
Acoplanarity cuts at the values indicated by the first run. Then we give the variable P, an initial value

on a smooth curve roughly falling on the values we got from last run, and give them a smaller range
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Figure 6.7: Value of the cut variables for fi selection, after the third optimization step. Each variable

is shown as a function of the parameter Z.

for MINUIT to search for minimum. We also reduce the search range of the other variables, according
to the results of the last run. The result of the second optimization is shown in Figure 6.6. This
time, both the ;55 and P; values fall on a smooth curve, and the other two variables, Ejepton1 and

Eyisivie + Prissing, also showed some improvement.

For the third optimization, we further reduce the range for E,isipie and Py, and give Ejepton_1 and
Eyisivie + Pmissing initial cut values that fall on smooth curves that roughly fit the last results. The range
of these variables are also reduced to a relatively small value. The result from the third optimization
is shown in Figure 6.7. After the third optimization, all variables have cut values that fall on smooth

curves.

Before we carry out the parametrization of the curves, we do a fourth optimization, where we use
the results from the third run as the initial set of cut values, and give all the variables a little larger
range (twice as large as that we used in the third run) to test if the result is robust. The result from this
optimization is shown in Figure 6.8. No visible changes occur for any variable, which means we have

achieved a quite stable result. The parametrization is then straightforward for all variables. We use
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smooth curves® for P, Eiepton_1, Evisivie + Pmissing, and use two joined straight lines for E,;sipe. The
result of the parametrization is given in Table 6.7. These curves are also shown in Figure 6.8, together

with the optimization result from the fourth run.

One question may arise after all these optimization and parametrization processes: did we sacrifice
selection sensitivity by forcing the cut values onto a smooth curve? The answer is in Table 6.8, in which
we show the values of the sensitivity function 395/e we minimize, after each optimization. We didn’t
observe any significant loss in selection sensitivity, and we even observed a small gain in sensitivity for

signals at a few AM values. This shows that

3For simplicity, we only considered the functional form 3, ¢n(Z€)", in which the c,’s are coefficients obtained from

the fit. Usually we considered integer n, with |n| < 3, but occasionally, we also considered n = +1/2.
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final selection for ji

Cut Variable Cut Value

Eyisibie > —4.384 + 2.5957 (if Z < 5.44); 10.0 (if Z > 5.44) (GeV)
Eicpton < 3.033 + 1.193Z — 8541 x 107422 + 1.778 x 107°Z3 (GeV)
P, > 3.226 + 0.9325Z — 8.376 x 107322 + 2.692 x 107523 (GeV)
Eyisivie + Pmissing > 135.9Z272 — 115.1Z7' + 28.82 + 0.2989Z (GeV)
sin(0(Prmissing)) > 0.45
Acollinearity < 2.80 rad
Acoplanarity < 2.84 rad
Ess < 2.0 GeV

Table 6.7: Cut variables and their parameterizations/values for the final selection used in searching for

scalar muons.

e The global minimum of the selection sensitivity function is quite broad. We can move the selection

in the nearby regions without losing significant sensitivity.

e In some AM regions, the parametrized selection is not the global minimum. This is mainly due
to the limited Monte Carlo statistics for signal as well as background. The former affects the
analytic property of the selection efficiency e, while the later affects the average Bayesian upper

limit So5.

The value of the sensitivity function cannot be turned into average cross section limit directly due to
the fact that the Monte Carlo signal sample we used for the optimization contains a small fraction of

events from nearby regions of the central point (Ml-c, AM?®) in the parameter space.

We summarize the results of our determination of an optimal parametrized selection below. In
principle, we can always implement a parametrized selection for signals that vary according to one or
more parameters. However, optimizing such a selection is not trivial due to the fact that usually we
have only limited statistics for signal and background. In addition, since the cuts are generally not
independent of each other, we cannot parametrize a lot of cut variables together in one selection. We
tried in our selections for scalar leptons to use five or more parametrized cut variables, and it became
very difficult to optimize due to increasing correlations between variables. We didn’t lose selection
sensitivity by forcing parametrized cut values, and found that this is mainly due to the nature of signal

and the broad bottom near the minimum of the sensitivity function. By a parametrized selection, we
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Runs Value of sensitivity function Sg5/e after optimization
AM (GeV) 3. 5. 10. 15. 25. 35. 45.  55. 65. 75. 85.  89.
Z (GeV) 3.3 54 109 16.3 27.2 381 49.0 599 70.8 81.7 92.6 96.9

1st 107.5 486 169 152 185 21.0 23.8 256 27.6 27.7 268 27.2
2nd 105.8 487 17.0 15.0 187 209 24.0 257 278 27.6 26.7 27.2
3rd 105.5 481 186 153 189 21.0 240 271 28.7 276 26.7 27.3
4th 105.5 481 186 153 189 21.0 240 271 28.7 276 26.7 27.3

Table 6.8: Evolution of selection sensitivity for the four optimizations.

now have good sensitivity for any signals within the parameter space we are interested in.

Given the detailed optimization procedure and the results for scalar muon selection, we will only
present the results of the optimization for scalar electron and scalar tau selection, since they follow the

same procedure.

Optimization for é

The signal Monte Carlo used for € selection optimization is at Mz = 94 GeV with AM = 3, 5, 10, 20, 30,
40, 50, 60, 70, 80, 90, and 93 GeV. The optimization procedure is the same as we described before for
the scalar muon, and it takes three optimization runs to reach the final cut values for parametrization.
Four parametrized cut variables are chosen together with four other fixed cuts. The final optimized
values for the parametrized cut variables are shown in Figure 6.9, together with the parametrized curves.

The parameterizations/values of all cut variables are also listed in Table 6.9.

Optimization for 7

The signal Monte Carlo used for 7 selection optimization is at M; = 80 GeV with AM = 3,4, 6, 10, 15,
25, 35, 45, 55, 65, 75, and 79 GeV. The optimization procedure is the same as we described before for
the scalar muon, and it takes four optimization runs to reach the final cut values for parametrization.
Three parametrized cut variables are chosen together with three other fixed cuts. The final optimized
values for the parametrized cut variables are shown in Figure 6.10, together with the parametrized

curves. The parameterizations/values of all cut variables are also listed in Table 6.10.
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Figure 6.9: Value of the cut variables for € selection, after final optimization. Each variable is shown as

a function of the parameter Z. The parametrization function for each variable is also shown in the plot.

6.2.3 Parametrized selection

We apply the optimal parametrized selection for scalar leptons to the data samples obtained in the L3
detector during 1999 and 2000. For any Mj, we now have available selections for all AM by varying
the parameter Z from 0 GeV to M;. The selection efficiency is estimated by a series of Monte Carlo
sample points in the parameter space. The Mj interval between the generated signal points in this space
is 10 GeV, and Mj ranges from 45 GeV to the kinematic limit. The mass region below 45 GeV was
excluded by LEP I data at the Z° peak already. The AM interval varies from 2 — 5 GeV at low AM
to 10 — 20 GeV at medium and high AM, and AM ranges from 3 GeV to M; — 1 GeV. The signal
efficiency at each simulated point is calculated by applying the corresponding parametrized selection.

The efficiency at any other point is calculated using linear extrapolation.

The number of selected events remaining after the cuts are shown in Figure 6.11 as we vary the
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final selection for é

Cut Variable Cut Value

Eyisibte > —0.7403 + 1.6420Z — 7.923 x 107322 (GeV)
Eicpton < 9.164 x 1072 + 1.334Z — 7.290 x 107322 (GeV)
P, >  0.5143 + 1.429Z7 (if Z < 10); 12.35 + 0.2455Z (if Z > 10) (GeV)
Eyisivie + Prissing > 114.7Z71 — 158527095 + 62.52 — 4.308 x 107122 (GeV)
sin(0(Prmissing)) > 0.40
Acollinearity < 2.80 rad
Acoplanarity < 2.84 rad
Ess < 2.0 GeV

Table 6.9: Cut variables and their parameterizations/values for the final selection used in the search

for scalar electrons.

parameter Z from 0 GeV to Epeqm for each parametrized selection for the three scalar lepton flavors:
é, i, and T, together with expected background level from Standard Model processes. The results from
both 1999 and 2000 are shown. All of the three selections have consistent results between 1999 and 2000,
and the selected number of data events is in good agreement with the Standard Model expectation. In
the low AM region, the main background is from two-photon processes, while at high AM, W-pair

production dominates.

The number of selected data and expected background events in each AM region are also summarized
in Table 6.11. The three AM regions are defined using the selection parameter Z: low AM, Z < 10 GeV;
medium AM, 10 GeV < Z < 30 GeV; high AM, Z > 30 GeV. Typical signal efficiency is shown in

Table 6.12. No significant indication of scalar lepton production has been observed.

6.3 Results

Having the selection and the result from the 1999 and 2000 data, as well as that from all previous
years’ LEP2 running, we didn’t observe any excess of events or any significant indication of scalar
lepton production. We now turn our results into various exclusion limits. All the limits presented in
the following represent the combined result from all the data samples from LEP2 running taken at

L3 whenever possible. The limits are always calculated at 95% confidence level. The calculation is
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carried out using the likelihood ratio method [76]. Use of this methodology automatically takes care of
problems such as multi-sample combination and error propagation, but also requires generating large
amount of Monte Carlo test experiments. In all cases, we generated enough events so that the results

are unaffected by the Monte Carlo statistics of the test experiments.

6.3.1 Model independent cross section limit

Since no significant excess of events is observed in our search, we set upper limits on the scalar lepton
production cross sections. Exclusion limits at 95% C.L. are derived taking into account the background

contributions.

Traditionally, there are two approaches to obtain this limit. One takes the data sample as a whole,
and calculates the cross section limit according to the total number of selected events, the expected
background level and the total integrated luminosity, ignoring the different cross sections at different
center-of-mass energies. The limit from this approach can be treated as a luminosity weighted average
absolute upper limit on a certain process, and thus, is model independent. The other approach uses
a cross section scaled luminosity, or as we did here, for any particular signal point (M;, AM), we
keep the ratio of the cross sections at the different center-of-mass energies (o 5, L Oya, T 1O \/gn)
and let the likelihood ratio method take care of the combination of several data samples. In this
way, we search for a scaling factor «, by which a scalar lepton production process with cross sections
(a0 5,00 /5 ,...,0 55 ) at center-of-mass energies (v/s,,1/55, .., /s, is excluded at 95% confidence
level. To this extent, we also call it a model independent limit.

Assuming a branching fraction for [+ — %1% of 100%, upper limits are set on the pair production

cross sections at /s = 205 GeV of scalar electrons, muons and taus in the Mo versus Mj plane, as

shown in Figure 6.12.

6.3.2 Scalar Lepton mass exclusion limit

We interpret our analysis result in the framework of the CMSSM with Grand Unification assumptions

[77]. We investigate the following MSSM parameter space:

1 tanf < 60, 0GeV < M,
—2000 GeV < I 2000 GeV, 0GeV < my

IN
IN

2000 GeV,
500 GeV .

AN
AN

The interpretation of the search result presented here does not depend on the value of Ag. We then

translate the limits on the cross sections previously shown and the SUGRA interpretation into exclusion
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regions in the MSSM parameter space.

In general, the SUSY partners of the right-handed leptons (l~ r) are expected to be lighter than their
counterparts for left-handed leptons. We show in Figure 6.13 the excluded region at the 95% confidence
level, in the Mﬁ — Mj plane considering only the reaction ete™ — l}gl} with decay mode [ - X9,
at ¢4 = —200 GeV and tanf = 2.0. These exclusion limits hold also for higher tanf and |u| values.
For smaller |u| values, the t-channel contribution to the scalar electron cross section is reduced, thus

reducing the scalar electron limit by approximately 2 — 3 GeV'.

For large enough AM, we observe

Mz, > 97 GeV (expected 97 GeV) (6.4)
My, > 86 GeV (expected 86 GeV) (6.5)
Mz, > 78 GeV (expected 79 GeV). (6.6)

The expected limits are the average limits obtained from a large number of Monte Carlo experiments

generated according to the probability density functions of all the possible results.
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final selection for 7

Cut Variable Cut Value
Myisibte < 176.0272 — 302.1Z71 + 57.72 (GeV)
Elepton_1 > —11.84 +3.5257 (if Z < 8.4); 12.38 +0.6417Z (if 8.4 < Z < 35.0);
18.85 + 0.45687 (if 35.0 < Z < 63.0); 43.42 + 6.679 x 10 2Z (if Z > 63.0) (GeV)
P, > 136.7272 — 87.43Z~1 +17.36 (GeV)
sin(0(Prmissing)) > 0.70
Acoplanarity > 0.30 rad
Ess < 2.0 GeV

Table 6.10: Cut variables and their parameterizations/values for the final selection used in the search

for scalar taus.

Scalar Lepton low AM medium AM high AM combined
Flavor Ndata NMC Ndata NMC Ndata NMC Ndata NMC
37 44.0 9 13.7 27 31.9 69 82.6

™

i 78 71.8 25 26.2 62 54.5 146 132.8

7 177 1472 79 64.4 66 66.5 229  202.0
Scalar Lepton low AM medium AM high AM combined

Flavor Ndaata Nmc  Ndaata Nmc  Naata Nmc  Ndaata  Numc

é 42 40.6 10 13.7 23 24.6 68 71.3

i 73 66.2 21 21.6 46 50.6 123 120.6

7 140  123.1 67 60.0 56 56.9 181  169.1

Table 6.11: Results of scalar lepton analysis: the selected number of data events and the expected
Standard Model background in each AM region and combined. Top: results from the 1999 data

sample; bottom: results from the 2000 data sample.
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Figure 6.11: Selected data events and expected background level as a function of the parameter Z =

(AM/M;) X Epeam, for €, i, T selection using data from 1999 and 2000.
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V5 = 205 GeV
AM € (M:=94GeV) % € ((Mz=90GeV) % e ((M;=80GeV) %
3 44 10.0 0.0
4 7.4 22.7 0.5
5 10.3 29.5 2.7
7 13.8 41.7 5.0
10 22.3 50.9 11.0
20 44.4 50.9 23.5
30 448 52.4 29.2
40 436 54.6 30.4
50 42.9 55.6 30.3
60 37.9 56.3 29.1
70 34.6 57.0 29.2
80 31.6 56.0 —

90 29.4 — —

Table 6.12: Typical selection efficiency for three scalar lepton flavors.
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Figure 6.12: Model independent limit on the production cross section at /s = 205 GeV, in the Mi‘f —Mj

plane, for all three scalar lepton flavors.
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Figure 6.13: Excluded region at 95% C.L. in the Mgo — Mj plane, for three scalar lepton flavors.
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7. Search for Scalar Taus in GMSB
Models

Assuming the gravitino G is the lightest supersymmetric particle (LSP), the event signature for
scalar leptons in GMSB models depends strongly on its decay length. For a decay length less than
~ 1 mm, there are two acoplanar leptons in the final state with missing energy from a pair of undetected
gravitinos. This is exactly the same signature as the scalar leptons in gravity mediated SUSY breaking
models, if we have Mgo ~ 0. For decay lengths ranging from ~ 1 mm to ~ 1 m, we expect a large
impact parameter and kinks. For even larger decay length, we search for a pair of back-to-back, heavy
stable charged particles. In this analysis, 5 specific selections are optimized for the search for a scalar
7 NLSP, in the cases of prompt decay (1 selection), short to medium decay length (2 selections), and

long decay length (2 selections).

We have already solved some simulation issues in particle decays with long decay length, and in the
TEC dE/dx Monte Carlo, as shown in Chapter 5. We present here a further technical issue, in the
use of the new particle group ntuple, before we get to the analysis searching for scalar taus in GMSB

models.

7.1 Upgraded new particle group ntuple

As we discussed in Section 6.1, the new particle group ntuple provides enough information for most
physics analyses, and it significantly reduced the overall workload in carrying out an analysis. We
encounter a special case, however, in the analysis of scalar taus in GMSB models. In this analysis,
due to the possible long decay length, we need detailed information on every reconstructed track,
as well as some more information about the scintillator hits and muon tracks. Since we have low
multiplicity events, b-tagging variables simply cannot help us. An obvious solution, which I carried out

as summarized below, was to upgrade the new particle group ntuple to a new version.

125
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7.1.1 New particle group ntuple version 15

Unlike the L3 standard program packages which use CERN PATCHY as the source code management
system, the production code for the new particle group ntuple uses CVS to manage the code and
program version. CVS provides a more friendly environment for code development and handling, and

the upgrade turned out to be straightforward, with just three data blocks added to the ntuple structure:

e block for TEC tracks: we list in this block the reconstructed TEC tracks up to the 10th most
energetic one, including physics quantities for each track such as their signed momentum (q - P),
# and ¢ angles, DCA (distance of closest approach in the r — ¢ plane), Zy (Z coordinate of the
point on the track where the DCA in the r — ¢ plane is achieved), total number of hits, span of
the hits, two words of hit pattern which record in their bits the fired wires (L3 TEC has 62 sense

wires along radial direction), x? of the track fit, as well as the dE/dx of the track!, etc.;

e block for muon chamber tracks: list up to the 10 most energetic muon tracks, including their

signed momentum, 6 and ¢ angles, DCA, Zj, and matched scintillator time, etc.;

e block for scintillator hits: list up to 15 scintillator hits with the time and the hit scintillator

counter number of the hit.

This upgraded version of the new particle group ntuple is called version 15 (np15).

7.1.2 New particle group ntuple production for version 15

Since the standard production of a full data/Monte Carlo sample takes a rather long time and is
basically out of the control of the physics analysis group, we decided to do the production run for the
data/Monte Carlo samples for 1999 and 2000 by ourselves. To accelerate the production process, we
utilized the fast rejection algorithm in the L3 reconstruction program which uses a small amount of
information to decide whether to keep an event at the beginning of the whole reconstruction process.
We rejected a large number of beam gas events and hadronic final states with high multiplicity through

this mechanism, which saved a lot of running time.

However, the production process is still quite time consuming. It takes more than a month to run a
complete data/Monte Carlo set of one year’s LEP running, using 3 out of the 32 CPUs of the L3 batch
job server and two dedicated PCs. Finally, we ran on the last two years’ LEP data (1999 and 2000) at

LIf it is a Monte Carlo event, values calculated from both the new and old versions of the dE/dx simulation are

recorded.
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high energy, ranging from /s = 192 GeV to 208 GeV, which is the most important data sample for

this analysis.

7.2 Event selection and optimization

Due to the different signatures from the various possible decay lengths, it is impossible to have a
single selection to cover all the cases, not even one at pre-selection level. So we developed dedicated
selections for each decay length case, from pre-selection level to the final selection. All the final selections
are optimized using the same method as we discussed in Section 6.2.2: we vary all the cut variables
simultaneously and try to minimize 395/¢ which is proportional to the average cross section exclusion
limit.

An important issue for the analysis of scalar taus in GMSB models is how to get the background
from cosmics under control, especially when the decay length is visible. Usually one can easily remove
cosmic rays from the data sample by applying a strict DCA cut and requiring in-time scintillator hit(s).
However, it is not so easy for the current analysis since we have particles decaying from secondary
vertices which means large DCA, as well as heavy stable charged particles which means they travel
rather slowly and cannot get to the scintillator in time. This problem is solved in quite different ways

in each decay length case.

The following sections discuss the selection details for each case. The selection for prompt decay is
special compared to the others since it can use existing results from previous analysis. The selection
for visible decay length consists of two similar selections for short and medium decay length, and will
be discussed together. The long decay length case also contains two selections, one that uses kinematic
cuts to cover the low M; region, and a second that uses TEC dE/dx information on the tracks that

achieves high sensitivity in the high M; region.

7.2.1 Selection for scalar taus with prompt decay

For scalar taus in GMSB models, if the gravitino is very light (ms of order eV'), the decay length of
the scalar tau would be so short that the signature is indistinguishable from what we’ve studied in
Chapter 6: a scalar tau in the Y9 LSP scenario when the mass of Y9 is close to 0. Thus, we don’t
need a new selection for scalar taus with prompt decay in GMSB models — the parametrized selection

described in chapter 6 for scalar tau can do the job, by setting the parameter Z = Ejpeqm (Mi? =0GeV,
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AM = Mj). However, we still need to know the exact performance of this selection on scalar tau signals
with different decay lengths. A careful check of the efficiency at a series of simulated decay lengths and

7 masses has been done. The result is shown in Table 7.1 bellow:

efficiency % Decay Length (mm)

M; (GeV) 107% 1072 0.1 10 100 100.0 400.0 MSSM 7 (Mg =0 GeV)
45 25.1 227 226 234 183 2.9 1.3 23.3
65 28.9 293 29.2 283 209 3.9 1.9 29.2
85 32.6 32.0 323 313 231 3.6 2.3 31.6

Table 7.1: Efficiency of the 7 signal at different decay lengths and mass, when applying the established
parametrized selection at Z = Epeqm. The efficiency of the 7 signal in the Y9 LSP scenario at M)ztl) ~

0 GeV is also shown in the last column for comparison.

For a decay length less than ~ 1 mm, the difference in selection efficiency for 7 in GMSB models at
different decay length is consistent with statistical fluctuations. And within statistical uncertainty, these
efficiencies are equal to that for the 7 signal in the ¥ LSP scenario at Mgo ~ 0 GeV, using the same
selection. Thus all the results obtained for the latter case are valid for the current analysis, provided

the corresponding decay length is less than ~ 1 mm.

7.2.2 Selections for scalar taus with visible decay length

In this section we focus on the signals with visible but still not very long decay length, i.e., at least one
scalar tau decays inside the sensitive region of the L3 TEC. We implemented two impact parameter
based selections targeted at slightly different decay lengths, one for short, the other for medium decay

length.

We also tried searching for secondary vertices due to long-lived particle decay, but this has very
low signal efficiency for any decay length, and does not contribute to the overall sensitivity. This is
mostly detector limited, instead of being a selection problem. Considering the compact size of the L3
TEC, which has an active region from r = 10.98 em to r = 42.72 ¢m, and the fact that a recognizable
secondary vertex should have at least two tracks with a minimum of 8 - 10 hits each, the actual
detectable secondary vertex must be in the radial range of r ~ 14 ¢m to 39 ¢m for 1-prong tau decay, or

in a slightly larger range (r ~ 5 c¢m to 33 ¢m) for 3-prong tau decays. This is illustrated schematically
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Figure 7.1: Detectable secondary vertexes are shown schematically. In the 1-prong decay mode the 2nd
vertex must fall in the outer radial band, while in the 3-prong decay mode the 2nd vertex also may be

detected in the inner band.

in Figure 7.1. Taking into account the fraction of scalar taus that can decay in this small range, the
branching ratio and the detection efficiency for short tracks, the selection efficiency for finding a 7 signal
by requiring a secondary vertex does not exceed 15% for any particular 7 signal. And in fact, the two

selections based on the impact parameter can pick up most of these events.

In these selections, we do not depend on lepton identification due to possible large impact parameters
and non-pointing calorimeter clusters. We use forced two-jet reconstruction instead to identify the two
taus in the final state. So variables such as acollinearity and acoplanarity are calculated using the jet

variables.

Pre-selections

Loose pre-selections are applied to two specific decay length regions. In the short decay length case,

we focus on the small difference between tracks from the Interaction Point (IP) and those from a short
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lived particle decay. In this case, we can still apply tight cuts on the best DCA of the reconstructed
tracks and the closest time from scintillator hits, to remove cosmic contamination. However, for the
medium decay length case, this is no longer true and we applied some dedicated veto cuts to remove
cosmic rays. The cuts for pre-selection are listed in Table 7.2. For the medium decay length selection,

two additional veto cuts are applied. Events are rejected if

o |DCAtrackt| > 0.5 mm, |DC Agrocr2| > 0.5 mm,
and |D0Atrack1 + DCAtrack2|/(|DCAtrack1| + |DCAtrack2|) < 0.1

o DCApest >3 mm and Tpest scint < —1 nsor > 2 ns,

in which trackl and track2 refer to the two most energetic tracks in the event. To understand the
first veto cut, it is necessary to introduce the convention of signed DCA in L3 analysis, which is shown
schematically in Figure 7.2. If a cosmic muon passes through the L3 central detector near the interaction
point (IP) during a beam crossing, it will be detected by the L3 TEC and recognized as two charged
particles flying out of the beam pipe, as shown in Figure 7.3. By definition in the L3 analysis, the two
tracks will have two DCAs with similar magnitude but opposite sign. This is a typical signature for a
cosmic muon [78], and if we plot the signed DCAs of the two most energetic tracks in a two-dimensional
plane, the cosmics are sitting along a band around the line DCA (trackl) + DCA (track2) = 0, as shown
in Figure 7.4. Thus, the first veto cut can remove these events efficiently. The second veto cut is based
on the fact that signal events from scalar tau either have short scintillator time but large best DCA
(in case of relatively short decay length. Since decay products are light particles, they can reach the
scintillator pretty fast), or have small best DCA but long scintillator time (in case of long decay length
with primary scalar tau being detected). But for cosmics, this is not necessarily true. After these cuts,

cosmic contaminations in our data sample can be neglected.

The number of selected data events and the expected background level from Standard Model pro-
cesses for 1999 and 2000 are also shown at the bottom of Table 7.2. We also checked the distributions
of all the important variables: Figure 7.5 shows the distributions after pre-selection for a scalar tau
with short decay length, while Figure 7.6 shows the distributions after pre-selection for a scalar tau
with medium decay length, in which the data and the simulated Monte Carlo distributions for the

backgrounds agree very well.
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Cut Variable

short decay length

medium decay length

DCApest <dmm —
Thest scint > —5ns, <5 ns > -3 ns, <5ns
Zy — < 40 mm
Nyood tracks >2 > 2
Priost energetic track > 1.5 GeV >4 GeV
Psnd most energetic track — > 1.5 GeV
Eyisibte — > 18 GeV
Evisibie — Ppus) — > 10 GeV
Ess <2 GeV _
Acollinearity — < 3.05
Acoplanarity — < 3.0
Width of jet <0.2 —
EALR+ Lumi <5 GeV <5 (GeV
additional veto cuts No Yes

year selected Nyato /| Nmc
1999 649/673.0 551/525.9
2000 635/602.2 443/451.3

Table 7.2: Cut variables and their values for the pre-selection of 7 in GMSB models, with short and

medium decay length.

Final selections

Final selections are optimized using signal and background simulations. The optimization procedure
selects signal points with several decay lengths and varies all cuts simultaneously to maximize the signal
efficiency and the background rejection. We optimized two selections focused on scalar taus with short
and medium decay length. The cut variables and their optimized values are listed in Table 7.3. For a
short decay length signal, we can reconstruct two good jets which reflect the acoplanar nature of the
events. So we are able to put cuts on the acoplanarity and acollinearity of the jets. However, for a
medium decay length, we may already observe the primary tracks from the scalar tau (before decay)
which are back to back, and we are not sure about the jet reconstruction. In addition, we distinguish

short and medium decay length mainly by one variable which is the average DCA from good tracks. We
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DCA > 0O for :

p > 0 and (Xrer,Yrer) iNside circle, or
p <0 and (Xref,Yrer) OUtSIe Circle.

DCA < Ofor :

p > 0 and (Xref,Yrer) OUtSIde circle, or
p < 0 and (X, Yrer) iNSide circle.

Figure 7.2: Definition of the sign of DCA, in the L3 analysis.

consider that the decay products of the tau in a signal event are in a very small cone along the direction
of their mother particle due to the high momentum of the tau itself and the low energy available to the
decay in its rest frame. The tracks from these particles will thus have similar (large) DCAs. Typical

selection efficiencies are listed in Table 7.4, for different 7 masses and decay lengths.

Cut Variable short decay length medium decay length
Average DCA > 0.326 mm > 2.96 mm
Eyisivie > 19.7 GeV; < 91.7 GeV > 25.6 GeV;< 95.6 GeV
Acollinearity < 2.89 —
Acoplanarity < 2.96 —
cos(O¢hrust) < 0.69 < 0.85

Table 7.3: Cut variables and their values for optimized selection of 7 in GMSB models with short and

medium decay length.

7.2.3 Selections for scalar taus with long decay length

For 7 with long decay length, information on the measured ionization of tracks (dE/dx) in the TEC
is very important. A new simulation of dE/dx was developed, as discussed in Chapter 5, which solved
many of the problems in the old version. Applying a dE/dx cut is very efficient for rather heavy 7,
however it loses its power for lighter 7 (M7 < 70%./s). Since we carry out this analysis for data
samples in 1999 and 2000 only, which has center-of-mass energies ranging from 192 GeV to 208 GeV,
we developed two analyses for 7 with long decay length: one using a dE/dx cut for high ¥ mass, and

one using kinematic cuts only for low 7 mass.
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- o

Reconstructed as two back

One cosmic muon goes to back tracks with opposite
through the TEC signed DCA

Figure 7.3: Schematic view of a cosmic muon passing through the L3 TEC. Due to the reconstruction
algorithm, the track is split into two sections, recognized as two outgoing particles with roughly equal

|DCAJ, but opposite sign.

Pre-selection

The two selections for long-lived scalar taus share the same pre-selection, with the cut variables and their
values listed in Table 7.5. Basically, we require two back to back tracks with reasonable momentum
and good DCA. Although we can apply a strict cut on the best DCA of tracks, we cannot require
an in-time scintillator hit, since the scalar tau may be very heavy and travel at a low speed. We
thus added an additional veto cut to remove any remaining cosmic muons: we reject events with
Eyisivie — Pu(s) < 10 GeV and Eyisipe < 30 GeV. The typical energy deposited by a cosmic muon in
the L3 calorimeters is below 10 GeV. Requiring Fy;sine < 30 GeV is based on the fact that for scalar
tau signals with this kind of low momentum, it cannot penetrate the L3 calorimeters and form tracks

in the muon chambers.

The number of selected data events and the expected background level from Standard Model pro-
cesses for 1999 and 2000 are shown in Table 7.6. We also checked the distributions of all the important
variables. Figure 7.7 and Figure 7.8 show that the data distributions after pre-selection for a scalar
tau with long decay length agree very well with the Monte Carlo distributions resulting from Standard

Model backgrounds.
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Figure 7.4: Since cosmic rays are recognized as two outgoing particles, they can be found along the

band near DCA (trackl)+DCA (track2)=0.

Final selections

The optimization of the final selection is straightforward. We used signal Monte Carlo samples from
medium to very long decay length with different scalar tau masses for the two selections. The cut
variables and optimized values for the final selections are listed in Table 7.7. To have a good overall
coverage of possible scalar tau signals with any decay length, we always consider the case of one scalar
tau decay inside of the L3 detector together with the two stable stau case, so that we won’t leave any

gap uncovered between the selections of medium decay length and long decay length.

The selection using kinematic cuts focuses on relatively low scalar tau mass, where we require two
good back-to-back tracks with high momentum. The requirement on the ¢ angle difference between the
two tracks is much stronger than that for the 6 angle difference due to the higher resolution in the r — ¢
plane provided by the L3 TEC. We also require both tracks to be detected by the inner TEC chamber
(most inner hit < 8). The cut on 6,5 actually selects events in the barrel region. For a scalar tau in

this mass region, they always can reach the muon chambers and be recognized as energetic ‘muons,’ if
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efficiency (short) % Decay Length (cm)
M; (GeV) 0.01 0.1 1.0 10.0 40.0 90.0 150.0 400.0
45 54 203 29.8 6.1 24 1.8 1.2 0.5
75 8.0 279 322 54 34 2.5 1.6 0.3
efficiency (medium) % Decay Length (cm)
M; (GeV) 0.0t 0.1 1.0 10.0 40.0 90.0 150.0 400.0
45 04 05 16.1 38.1 316 236 164 2.6
85 1.3 15 369 490 436 299 208 8.8

Table 7.4: Efficiency of 7 analysis from selections based on short and medium impact parameter.

they live long enough. However, we also take into account the case with one scalar tau decaying inside
the L3 inner detectors, so we only cut on the visible energy other than the energy of the most energetic

‘muon.’ This energy could be from another ‘muon,’ or from the decay products of a scalar tau.

The selection using TEC dE/dx information is aimed at high scalar tau mass. In this case, the
SUSY particle may or may not be able to pass through the calorimeters and reach the muon chambers.
And we want to have good efficiency for events where one scalar tau decays early. So the final cuts
used as much information from the TEC and calorimeters as possible, and avoided any cuts on detected
muon tracks. We have a pretty strong cut on the dE/dx information which removes almost all the

background, except those events with large fluctuations in dE/dx.

Typical selection efficiencies are listed in Table 7.8, for different 7 mass and decay lengths.

7.3 Results

The results of all the selections obtained from the data samples of 1999 and 2000 are shown in Table
7.9, in which the selection for a scalar tau with prompt decay is obtained by the parametrized selection
method described in Chapter 6 by setting the parameter Z = Fpeqp- No significant indication of 7

production has been observed.

Following the procedure described in Section 6.3, we derived upper limits on the 7 production cross
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Cut Variable long decay length
DC Apest <5 mm
Thest scint > -3 ns

Zo < 30 mm

Nyood tracks >2

Priost energetic track > 7 GeV
Porg most energetic track > 7 GeV
Ab(trackl,track?2) <1rad
Ag(trackl,track?2) <1rad

EALRt Lumi <5 GeV

additional veto cuts Yes

Table 7.5: Cut variables and their values for the pre-selection of a 7 in GMSB models with long decay

length.

long decay length
year  Nqata Nme
1999 683 690.2
2000 538 495.0

Table 7.6: Number of data events selected and the expected Standard Model background level after

pre-selection for a scalar tau with long lifetime.

section at 95% C.L. for scalar tau production at /s = 205 GeV, as a function of its mass and lifetime
(see Figure 7.9), taking into account the background contributions. To derive the cross section limit,

we combined the results from 1999 and 2000 from all the selections.

As we did in Section 6.3, we combine the most conservative production cross section estimation in
the framework of the MSSM with gauge mediated SUSY breaking models with the production cross
section limit we obtained in this analysis, and get the mass limit for a scalar tau. We show in Figure
7.10 the excluded region in the M;z—lifetime plane, at 95% C.L., obtained by using all the selections.
The excluded region by prompt decay selection takes into account all the available LEP2 data, while
the other selections combined results from 1999 and 2000 only. For the selections of short, medium and

long decay length, we also take into account the possible combinations among them to achieve the best
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Cut Variable

kinematic cuts

using dE/dx

Evyisible
Eyisivie — Py,

P
cos(Bthrust)
Ag(trackl,track?2)
Ab(trackl,track?2)

Ptrackl

Wire No. of inner most hit of trackl

Pt'r'ackQ

Wire No. of inner most hit of track2

(dE/dm)trackl X (dE/dx)trackZ

> 19.5 GeV; < 77.7T GeV
> 5.5 GeV
< 0.66

< 0.005 rad
< 0.43 rad
> 20.0 GeV

<8
> 19.2 GeV

<8

> 10.2 GeV; < 115.0 GeV

> 1.539

Table 7.7: Cut variables and their values for the optimized selection of a 7 in GMSB models with long

decay length, using kinematic cuts only, and using dE/dx information.

exclusion. From this analysis, we obtain an absolute limit on the 7 mass, regardless of its lifetime:

M: > 80 GeV (expected 79 GeV).

(7.1)

The expected limit is an average limit obtained from a large number of Monte Carlo experiments

generated according to the probability density function of all the possible results.
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efficiency (long 1) % Decay Length (cm)
M; (GeV) 0.1 1.0 100 40.0 90.0 150.0 400.0 1000.
45 0 0 0.2 6.5 16.1 20.3 19.0 19.8
75 0 0 0.1 8.8 20.1 254 23.0 23.2
efficiency (long 2) % Decay Length (cm)
M; (GeV) 0.1 1.0 10.0 40.0 90.0 150.0 400.0 1000.
45 0 0 0 0 0 0 0 0
75 0 0 03 75 135 148 17.8 182
95 0 0 1.5 235 396 466 479 473

Table 7.8: Efficiency of 7 analysis from each selection. Long 1 refers to the selection with kinematic

cuts only, while long 2 refers to that also uses dE/dx information.

data prompt short medium long (1) long (2)
sample  Ngata Nmc  Naata Nmc  Niata  Nvc Niata Nmc Ndaata  Nuc
1999 o7 60.5 8 7.1 3 1.1 6 4.8 1 0.2
2000 50 51.0 13 6.9 2 2.6 9 4.9 0 0.2

Table 7.9: Results of 7 analysis: the number of selected data events and expected Standard Model
background in each selection. Long (1) refers to the selection with kinematic cuts only, while long (2)

refers to that also uses dE/dx information.
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Figure 7.5: Data and Monte Carlo simulation agreement on important variables: after pre-selection in

the search for a scalar tau with short decay length. Plots shown are for the data sample of 1999. The

simulated 7 signal with M3 = 75 GeV and decay length of ~ 1 mm is also shown as an open histogram

in each plot.
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8. Results and Discussion

In this thesis, we presented the analysis searching for the scalar leptons predicted by supersymmetry
theory. We analysed data samples from 1999 and 2000, taken with the L3 detector at LEP. The final
results combined previous analyses at lower center-of-mass energies whenever possible. This analysis
covers both the SUGRA and GMSB scenarios. We summarize the results obtained from this analysis,

and from the combination with other analyses, and draw our conclusions in this chapter.

8.1 Summary of Results

8.1.1 Scalar leptons in SUGRA

To search for scalar leptons in SUGRA, we developed parametrized selections for each slepton flavor.
The selected data events are in good agreement with the Standard Model background expectations.

And we achieved the following mass limits for scalar leptons, for large AM* (AM > 0.3 x Mj):

Mz, > 97 GeV (expected 97 GeV') (8.1)
My, > 86 GeV (expected 86 GeV) (8.2)
Mz, > 78 GeV (expected 79 GeV). (8.3)

To compare this result with our LEP colleagues, I list the scalar lepton mass limits in the following
Table (8.1), together with the LEP combined (ADLO) limit. The differences among the limits obtained
by the experiments are mainly due to the differences of the detectors. OPAL didn’t provide their

selectron result in a comparable format, however, their contribution is properly taken into account in

the LEP combined result.

8.1.2 Scalar tau in GMSB models

To search for scalar taus in GMSB models, we developed four new selections for stau signals with short,

medium and long decay length. Together with the prompt decay region which is covered by selections

I The mass difference between scalar lepton and the lightest neutralino.
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Vs up to 208 GeV

Ms, GeV M, GeV M3, GeV
Observed (expected) Observed (expected) Observed (expected)
ALEPH 95 (97) 88 (87) 79 (83)
DELPHI 98 (98) 88 (87) 83 (83)
L3 97 (97) 86 (86) 79 (79)
OPAL — () 82 (84) 81 (78)
Combined (ADLO) 99.6 (99.2) 94.9 (91.4) 85.9 (85.8)

Table 8.1: Scalar lepton mass limits at large AM from all LEP experiments, as well as the combined

result from the LEP SUSY working group [79].

developed in the SUGRA scenario, we are able to set a stau limit for any lifetime:

Mz, > 80 GeV (expected 79 GeV). (8.4)

To compare with the other LEP experiments, the lifetime independent limit and the mass limit
in the very long lifetime region (where they searched for charged heavy stable particles) are shown in
Table 8.2 for all the LEP experiments as well as the LEP combined result. The lifetime independent
limit is always determined by the prompt decay search, so we compare the limits at the two ends of
the possible stau lifetime range. OPAL didn’t report its results in a comparable format, however, their

contribution is taken into account in the final combination by the LEP SUSY working group.

/s up to 208 GeV

ALEPH DELPHI L3 OPAL Combined (ADLO)
Obs.(Exp.) Obs.(Exp.) Obs.(Exp.) Obs.(Exp.) Obs.(Exp.)
Mz GeV (overall) 77 (82) 83 (83) 80 (79) —(—) 87 (90)
Mz GeV (stable 7) 97 (95) 96 (96) 95 (95) —(—) 97 (97)

Table 8.2: Scalar tau mass limit for any 7 lifetime (overall) and for a very long lifetime (stable), from

all LEP experiments, as well as the combined result from LEP SUSY working group [80].
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8.2 Results obtained by combining this and other analyses

Having the results from scalar leptons, we can obtain more exclusion power in the SUSY parameter

space by combining the results from different searches.

60 TT I T T T T T 1rrr I T T
Any mQ L3 preliminary

N 39.4 GeV —

Excluded at 95% C.L.

20+ — —

1 10
tan 3

Figure 8.1: Lower limit on Mgo as a function of tanp for any mg, when combining the slepton, chargino

and neutralino searches.

In the framework of the CMSSM, the scalar lepton mass and cross section depend strongly on mg,
the universal scalar mass at the GUT scale. By knowing the cross section limit for scalar leptons at
any mass, this analysis can contribute to an indirect limit on the LSP in some region of the parameter
space. Figure 8.1 shows this indirect limit on the lightest neutralino for any mg, obtained by combining
the slepton, chargino and neutralino searches. Scalar lepton searches contribute in the low mg region,
chargino searches contribute mainly in the high mg region. For low tan/ values, the neutralino searches
give an additional contribution in the intermediate mg region [81]. This work is done by Sylvie Lee-

Rosier.

Combining the results from stau searches and neutralino searches in GMSB models, one can cover all

the possible NLSP scenarios, and thus, obtain exclusion power in more of the parameter space. This has
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been done by Haijun Yang, using a scan in the parameter space of the minimal GMSB model 2. Table
8.3 shows the lower limit obtained for SUSY parameters for different numbers of messenger particle
pairs®, in which A is the universal mass scale of SUSY particles, M,,ess is the common messenger mass

scale, and Nj is the number of messenger pairs.

Minimal GMSB  Number of Messenger Pairs (Ns)
Parameters 1 2 3 4 5
A (TeV) 52 28 20 18 16

Mpmess (TeV) 63 40 25 25 25

me (eV) 1 025 016 0.10 0.06

mg  (GeV) TT.0 744 T7.6 859 957
mz  (GeV) 739 740 739 740 743
mu, (GeV) 957 758 757 76.0 76.0
me, (GeV) 95.7 758 757 760 76.0

Table 8.3: Lower limits for SUSY parameters in the minimal GMSB model, from stau and neutralino

searches [82].

2Here, minimal refers to minimum particle content. Compared with the MSSM with gravity mediated SUSY breaking,
GMSB models introduce one more messenger sector. In some papers in the literature, it refers to specific models with

the number of messenger particle pairs N5 = 1. Here, we consider the N5 > 1 case as well.
3The messenger particles are in additional chiral supermultiplets which couple to the ultimate source of supersymmetry

breaking, and also couple indirectly to the MSSM through the ordinary SU(3)¢ x SU(2)r X U(1l)y gauge interactions.



8.3 Conclusion 149

8.3 Conclusion

We performed searches for scalar leptons in two major SUSY scenarios using data samples obtained
at the highest possible LEP center-of-mass energies. We found no significant excess of events over the
expected level of Standard Model processes. Supersymmetry, if it exists, is still hiding somewhere. By
searching in a new energy range, we have been able to set new limits on scalar lepton masses and SUSY

parameters.

LEP and the four LEP experiments, ALEPH, DELPHI, L3 and OPAL, finished a period of successful
running stretching over 11 years. All the results obtained at LEP once again confirmed the Standard
Model, with extraordinary precision. The task of searching for new physics has now been passed to the

Tevatron, and in the near future, to the LHC.
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A. The Hierarchy Problem

The hierarchy problem is not really a difficulty with the Standard Model itself, but rather a disturb-
ing sensitivity of the Higgs potential to new physics in almost any imaginable extension of the Standard

Model [12].

The Standard Model Higgs field is a complex scalar H with a potential given by
V(H) = my|H? + XH" (A1)

This potential has a non-vanishing vacuum expectation value at the minimum, which requires m?% < 0,
resulting in (H) = \/—m%/2)\. From the precise measurement of the properties of the electroweak
interaction, we know that m?% is roughly —(100 GeV)2. However, m% receives enormous quantum
corrections from the virtual effects of every particle which couples, directly or indirectly, to the Higgs

field [12].

T T |

(@ (b)

Figure A.1: Quantum corrections to the Higgs (mass)? [12].

For example, a fermion f with mass my, which couples to the Higgs field through a term —/\fof,

will introduce the following correction through the diagram in Figure A.la:

)\ 2
Am? = |16’;|2 [—2A%y + 6m} In(Apv/my) + .., (A.2)

in which Ayy is an ultraviolet momentum cutoff. Similarly, for a scalar particle S with mass mg, which
couples to the Higgs field through a term —\g|H|?|S|?, the correction is (through the diagram in Figure
A.1b):

As

Am? = = A7y — 2m% In(Apyv/ms) + ... (A.3)

The momentum cutoff Ayy should represent an energy scale at which new physics enters. The

problem is that if Ayy is very large, say at Mp, then the quantum correction to m?% would be many
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(30, in the case of Mp) orders of magnitude larger than m%. Such a cancellation of all the huge
corrections is extremely unnatural. In addition, all the fermions and the electroweak gauge bosons of
the Standard Model owe their masses to (H), so that the entire mass spectrum of the Standard Model

is sensitive to the cutoff Ay [12].

The systematic cancellation of the huge contributions to Am? can only be brought about by some
sort of symmetry. The supersymmetry theory forced us to introduce two complex scalar fields to each
Standard Model Dirac fermion, which is just needed for the cancellation of the quadratically divergent
(A%,) pieces. This cancellation requires that the associated dimensionless couplings should be related
as

As = AP (A.4)

and this is exactly the relation for particles in the same supermultiplet. So the supersymmetry theory

indeed provides a beautiful solution to the hierarchy problem.



B. Prospect for SUSY Searches at
Future Colliders

LEP finished a period of successful running stretching over 11 years, but supersymmetry searches
will remain one of the main physics goals for experiments at future colliders. Here we briefly discuss

supersymmetry searches at Tevatron Run II, LHC, and NLC.

B.1 SUSY Searches at Tevatron Run IT and LHC [83, 84]

At hadron colliders, such as Tevatron and LHC, the detectors are capable of measuring isolated electrons,
muons, and photons with high Pr, tagging b quarks, and measuring missing Pr, Er, and energetic jets.

The strategy for supersymmetry searches is set according to the capability of these measurements.

Several channels of sparticle production in the R-parity conserving scenario are considered for Run II
at the Tevatron. Among them the production of X9x3, X X3, f1%1, b1b1, and §§ are the most important
ones. In particular, the stop and sbotom searches are the most promising discovery channels of gravity
mediated SUSY model with R-parity conservation. Scalar lepton production processes are not favored

due to their low cross sections.

The approximate reach of Run II for the sparticle masses, after collecting 25 (2) fb~* data, is: 150
(110) GeV for mgk; 75 (55) GeV for myo; 450 (330) GeV for my, provided mg < 200 GeV. The stop
could be observed up to 260 (180) GeV, and sbottom up to 280 (210) GeV. However, due to the nature

of the backgrounds at a hadron collider, the low AM region in the parameter space is not reachable.

At LHC, similar final states can be searched for. With higher beam energy, the ultimate sensitivity
could reach up to 2 TeV for the masses of squarks and gluinos. Moreover, the large cross sections for
squarks and gluinos with masses up to about 600 GeV should allow one to discover supersymmetry
at the very beginning of LHC. Figure B.1 shows the expected sensitivity in the mSUGRA parameter

space, assuming an integrated luminosity of 10 fb=!.
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B.2 SUSY Searches at NLC [86]

At NLC, the supersymmetry searches will be carried out using the same channels as we did at LEP:
chargino, neutralino, scalar lepton, and scalar quark productions are the most important channels.
Compared to LHC, the lower center-of-mass energy of NLC will be compensated by its clean background
conditions, so that one can search for sparticles with the lowest masses. Figure B.2 shows a comparison
of the supersymmetry reach by the LHC, and NLC at different center-of-mass energies, with their most
favored channels: gg — g for LHC; ete™ — x| and ete™ — é}é5 for NLC.

In addition, NLC may also exploit the ability to adjust the beam energy and to polarize the beam.
The former helps to produce just the particles of interest, while the latter helps to measure supersym-
metry parameters and separate the signal from the background. If supersymmetry is discovered, NLC
will also be able to accurately measure the properties of sparticles within its reach and determine the

supersymmetry parameters.
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assuming an integrated luminosity of 10 fb~!. Different curves indicate the expected sensitivity from
different final states: [ for lepton, j for jet, SS for lepton pairs with same charge, and OS for lepton
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Figure B.2: The supersymmetry reach of various facilities in the mSUGRA model, for tanfg = 2, 49 =0
and g > 0. The reach of a 1.2 — 1.5 TeV NLC is approximately equivalent to that of LHC [86].
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