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Abstract

Obtaining an accurate, detailed picture of deep-Earth structure is of fundamental
importance in a wide range of geophysical applications such as fluid dynamic,
magnetohydrodynamic, and mineral physics models of the Earth which incorporate
properties determined from seismology. Because it is such a drastic chemical and thermal
boundary layer, the nature of the core-mantle boundary has important implications for
deep-Earth processes, particularly those which have their origin in the lower mantle or
outer core. Seismic data provide the most direct method of sampling the Earth's interior
and are, therefore, useful for determining deep-Earth material properties.

The goal of this work has been to present models of three-dimensional, shear and
compressional velocity structure which are self-consistent with the data and which can be
used in other geophysical applications. The numerical inversions consisted of determining
the three-dimensional structure of the outermost core and mantle of the Earth from long-
period seismic waveforms. This approach is distinct from other global models of deep-
Earth heterogeneity because it accounts for possible lateral heterogeneity in an outermost
core layer whose properties are constrained by seismic phases which travel through the
core-mantle boundary region.

This method is different from previous core studies in several important ways:
synthetic seismograms are constructed using short-period normal modes for the entire set
of body-wave phases which travel through the interior of the Earth (e.g., P, PP, S, SS,
SKS). Over 5000 seismograms from global digital seismic networks were collected and
processed. First-order perturbations in P-wave velocities in one outermost core layer and

S-wave velocities within 11 mantle layers of varying thicknesses comprised the least-



squares solutions to the inverse problem. Spheroidal modes with periods between 33 and
100 sec were selected to model the body-wave portion of seismograms recorded from

earthquakes which occurred globally.
The preferred model is a 12-layered model incorporating data weighted by inverse

data variance. This model produces velocity anomalies in the mantle and outermost core
which are acceptable for first-order perturbaton methods. The results of one-layer
inversions also point to the possible existence of lateral variations in the outermost core,
most likely between £0.5% but not as large as £5%. This model suggests that outermost
core P-wave velocity perturbations accompany S-wave velocity perturbations in the
lowermost mantle to produce observed variations in SKS-S and SKKS-SKS travel times.
In addition, the patterns of structure vary smoothly and exhibit both large and small scale
features. The spectral amplitudes fall off more rapidly for the lower mantle layers than for
the upper mantle. The depth resolution displayed by the 08 spherical harmonic term is
200-300 km for upper mantle layer midpoints and increases to 500-600 km for lower
mantle layer midpoints.

The data variance reduction of entire body-wave portions as well as SnKS portions
of seismograms are slightly better for the 12-layered model than for the 11-layered model;
however, the total variance reductions were never very large. The results of the F ratio
suggest that lateral velocity variations in the outermost core layer are not zero and that the
deepest layer is statistically significant. This test does not require that the extra layer lie in
the outermost core (as opposed to the lowermost mantle).

The results of pattern retrieval resolution tests support the conclusion that
structure of the outermost core has been obtained independently from the mantle.
Multiplicative factors have been calculated from the resolution tests using synthetic Earth
models to place constraints on the amount of power leakage suspected from one region to
another due to incomplete data coverage. An upper bound of 84% and a lower bound of

68% of the power of outermost core structure is, in fact, due to heterogeneity in the



outermost core. By the same analysis, less than 100% of the power of structure initially
placed in the lowermost mantle was retrieved in that layer after the resolution inversion.
An upper bound of 60% and a lower bound of 53% of the power of lowermost mantle
structure is, in fact, due to D" heterogeneity. Almost no leakage occurred from structure
initially placed in the uppermost mantle layer.

Several possible sources of lateral velocity anomalies for the lowest layers are
explored. Invoking thermal coupling between the mantle and core, one explanation is that
the fluid surfaces are deformed due to cold downwellings of lower mantle, and as a result,
outermost core fluid. This will give the appearance of lateral velocity anomalies. If lateral
velocity anomalies indeed exist, they are likely to be due to a combination of lateral
temperature variatons and chemical inhomogeneity, suggested by mineral physics

relationships.
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Chapter 1: Introduction

1.1 Core-mantle boundary region

The core-mantle boundary (hereafter referred to as 'CMB') is the largest internal,
seismic discontinuity in the Earth and separates two remarkably differem_compositional
and thermodynamic regimes. Because it is such a drastic chemical and thermal boundary
layer, its nature has important implications for deep Earth processes, particularly those
which have their origin in the lower mantle (e.g., plumes) or outer core (e.g., magnetic
field). Although the topography of the CMB and its effect on flow patterns of outer core
and mantle fluid are not yet well determined, constraints on structure as well as the degree
and type of coupling between core and mantle need to be understood in order to
determine the three-dimensional nature of the CMB region. Since outer core flow
patterns are responsible for the geomagnetic secular variation and the source of the
geodynamo, it is desirable to know how CMB topography plays a role in fluid
characteristics in the outermost part of the outer core and how it in turn is affected by
lower mantle structure. The lower mantle is probably involved in large-scale dynamics in
which hotter material rises in convection patterns as cooler material sinks, reflected in
three-dimensional seismic structure. The present configuration of seismic anomalies in the
lower mantle represents thermal and compositional heterogeneity, and may be related to
CMB topography and outer core heterogeneity. This is the region of the Earth that

provides the motivation for the work presented in this thesis.



1.1.a Core-mantle coupling

It is becoming more important, as geophysical models become more refined, to
understand the extent to which flow in the core is controlled by the mantle. An increasing
number of studies no longer treat the mante and core as regions with independent
characteristics. Studies in seismology, geodynamics, geomagnetism, mineral physics, and
geodesy (among others) consider coupling between the mantle and core, and how one
regime can influence the other. Regions in which the rate of secular variation and velocity
anomalies are strongly correlated provide constraints on the thermal and mechanical
coupling between the mantle and core. Specific types of interaction include thermal
coupling in which the thermal variations in the lower mantle affect outer core fluid
motions [e.g., Kohler and Stevenson, 1990; Jones, 1977; Ruff and Anderson, 1980;
Bloxham and Gubbins, 1987, Bloxham and Jackson, 1990]. There is evidence for a
relationship between strong circulatory core fluid flow and a hot region associated with
CMB topography elevation beneath the southern Indian Ocean [Bloxham and Jackson,
1990; Kohler and Stevenson, 1990]. A discussion of one such model is presented in
Appendix Al. Mineral physics observations point to the possibility of chemical
interactions between core and mantle minerals at the CMB [Knittle and Jeanloz, 1986].
Coupling produced by effects of angular momentum through electromagnetic torques
[Bullard ez al., 1950], pressure torques [Hide, 1969], or gravitational torques [Jault and
LeMouél, 1989] have also been investigated.

The relationship between the Earth's mantle and core is the focus of numerous
studies which consider the thermal and morphological nature of the CMB and its influence
on core fluid motions. Various types of core-mantle boundary interactions have been
proposed by which the morphology of the CMB, and the dynamics and temperature
variations in the lower mantle affect motions of outer core fluid. Hide [1969] proposed a

coupling mechanism which involved a hydrodynamical interaction between core fluid



motions and undulations in CMB topography. Jones [1977] proposed that thermal
interaction influenced field geometry and caused some geomagnetic properties (e.g.,
reversal frequency) to vary on a mantle convection timescale. Ruff and Anderson [1980]
proposed a model for the formation and evolution of the Earth's core by accretion and
melting due to radioactive decay. They argued that fluid motions in the core are driven by
differential heating in the lower mantle and that resulting motions could produce the
geodynamo. In their secular variation study, Bloxham & Gubbins [1985] suggested
thermal, electromagnetic, and topographic core-mantle interactions to explain the
existence of static features in the Earth's magnetic field. The relationship was explored
further by Bloxham & Gubbins [1987] who proposed thermal interaction between the core
and lower mantle, where large lateral temperature variations just above the CMB
influenced convection in the core. Core-mantle interaction has also been invoked to
explain certain features of secular variation in the Earth's magnetic field such as westward
drift. Such nondipole features are believed by some to be the result of differential rotation
of outer core fluid relative to the deep outer core. In addition to using core-mantle
interaction to explain stationary features of secular variation [Gubbins & Richards, 1986],
Olson [1989] maintained that azimuthal drift of core fluid could be partially accounted for
by thermal wind flow and that lateral temperature differences as small as 10-3 K/km could
significantly excite thermal winds. Although most of the outer core is probably rotating
rigidly in a cylindrical pattern [Zhang and Busse, 1990], it is very likely that the outermost
200 km or less of core fluid is behaving independently [Jault, 1988] and that the Earth's

rotation causes differential flow with respect to the rest of the outer core.
1.1.b SnKS phases

Seismology provides the only direct method of sampling the outermost core. The
problems of seismic velocity structure of the core, and core fluid motions based on the

magnetic field have always been treated separately. Ultimately, models of the dynamo,



and nature and strength of the magnetic field in the core will be constrained by seismic
structure results.

The seismic SnKS phases (where n is an integer) are emitted from an earthquake
source and travel through the mantle as S waves. Upon entering the core at the CMB,
they are converted to P waves and reflect (n-1) times on the underside of the CMB. They
convert back to S waves on the upward leg of the raypath towards the Earth's surface. An
illustration of raypaths for SKS and SKKS can be seen in Fig. 1.1. Unlike for PnKP
phases, the core is not a low-velocity zone for SnKS; thus, they are more sensitive to
structure at the top of the outer core because they have shallower turning points. SKS
first emerges at epicentral distance, A, = 62° but is not easily observable until A = 85°
when it begins to amrive before the direct or diffracted S wave and large amplitude PS
phases, all observed on radial component seismograms. SKS dives deeper into the outer
core as the angle of incidence increases but its amplitude dies away by A =140°. SKKS
separates from SKS at A = 94°, arriving up to three minutes later, and spends even more
travel time in the outermost 200 km of the core since it turns closer to the CMB than
SKS. Arrival times of SnKS phases can be determined in data with periods less than one
second, but data with considerably longer periods (> 100 sec) are most useful for
determining global Earth structure via waveform inversions using normal mode and first-
order perturbation methods. Thus, although the SKKS phase is sometimes contained in
the coda of long-period SKS and its arrival times cannot be observed, its waveform is used

in the inversions.
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Fig. 1.1 Cross-section of the Earth illustrating SKS and SKKS raypaths.



1.2 Background

1.2.a Outermost core

A number of researchers have investigated the nature of the outermost core by
examining seismic phases which travel through the region (also known as E') just below
the CMB. However, few have searched for lateral variations in P-wave velocity because it
is usually assumed that outer core fluid is homogeneous as a result of vigorous mixing and
the inability to sustain lateral density variations [Stevenson, 1987] unless laterally varying
material has been trapped in pools underneath CMB topographic highs [Lay and Young,
1990]. In addition, uncertainties in whole-mantle and D" structure make it hard to
attribute tomographic effects to the core. At the same time, the outer core is expected to
be somewhat stratified due to the release of light elements from inner core growth [Fearn
and Loper, 1981] and possible chemical interaction with the mantle. Seismological studies
of the outer core are often limited for one or more reasons. Analyses are limited by small
data sets or by constraints inherent in the techniques. One recurring feature of studies has
been that they focus only on one dimension where outermost core velocity is defined in
the radial direction, and no attempts have been made to determine if lateral variations
exist. Another limitation is that the studies are regional. While seismologists have
suggested the existence of heterogeneity, their analyses are often based on a limited
number of data precluding the possibility of global interpretations directly from the results.

The first detailed studies of outermost core structure attempted to refine the radial
variations in P-wave velocity with respect to whole Earth models. Gutenberg [1938] was
one of the first to characterize the raypaths of the SKS phase and to refine outer core
structure based on SnKS phases. He concluded that the travel-time curves of SKS were

sensitive to velocities in the outer part of the core which ranged between 7.4 and 8.0



km/sec depending on distance; similar conclusions were drawn for SKKS. Gutenberg and
Richter [1939] performed a detailed analysis of the travel times of SKS waves based on
seismograms recorded in Pasadena, California and they tabulated their results for a
distance range of 80°-150°, corrected and smoothed for zero focal depth.

Hales and Roberts [1970] also looked at radial variations in core velocity and took
previous studies one step further by defining an empirical travel-time curve for SKS based
on observed travel times. They examined travel times of SKS up to 126° from events
recorded at the Long Range Seismic Measurements (LRSM) stations in North America
and World-Wide Standardized Seismograph Network (WWSSN) stations in North
America, specifically chosen for reasonably uniform azimuthal coverage. The travel times

(in seconds) were tabulated and fit by the quadratic curve

Tsks = (1493.96+0.27) +(4.61+0.01)(A —105.0) — (0.0440+ 0.0012)(A - 105.0)?

where A is the distance in degrees between the source and station. The all-positive
deviations from the Jeffreys-Bullen SKS travel times [Jeffreys and Bullen, 1958] ranged
from about 0.5 to 6.0 sec, while the Sy;¢r -SKS travel times were consistently lower than
the average calculated from a mean curve. From these observations and measurements,
Hales and Roberts [1970] concluded that, although they considered it unlikely, one
possible source of deviations was regionally varying outermost core velocities. (The other
possibilities, which they also found unsatisfactory, were differences in CMB radius and
upper mantle structure.) A year later, Hales and Roberts [1971] reported SKKS-SKS
travel times for distances between 110° and 130°. Correcting for ellipticity and focal
depth, the observed differences (in seconds) were added to the SKS travel-time

polynomial given in Hales and Roberts [1970] to get

Tokks =1539.18+7.02(A —105.0) - 0.0161(A — 105.0)*

and the differences were derived as



Tokks — Tsks = 45.22 + 2.41( A - 105.0) +0.0279(A — 105.0)%.

Plots of this curve and individual measurements indicated that the outermost 250 km of
core velocity was significantly lower than values (based only on extrapolation of SKS
travel times) given by Jeffreys-Bullen [Jeffreys and Bullen, 1958] and Randall [1970] near
the CMB. Hales and Roberts obtained P-wave velocities equal to 7.909, 7.907, 7.893,
and 7.893 km/sec respectively for SKKS core arc distances of 85°, 90°, 95°, and 100°.
These results, along with observed S3KS-SKKS travel times for three good records with
A=152°-161°, lent support to the earlier conclusions for reduced outermost core
velocities with respect to a radially-varying Earth model. The results were also in
agreement with Nelson [1954] who constructed travel-time curves of SKS, SKKS, and
S3KS from 1200 shallow, intermediate, and deep focus earthquakes recorded in Pasadena,
California and Huancayo, Peru for epicentral distances between 75° and 175°. He found
that the observations required lower velocities just inside the core relative to the published
results of Gutenberg [1951] and Jeffreys [1939]. Both these studies, however,
contradicted the results of Randall [1970] who obtained a revised velocity distribution
table for SKS by combining information on the AB branch of PKP with International
Seismological Centre Bulletin data grouped in one-degree distance ranges for earthquakes
described in Herrin [1968] for A=97.5°-118.5°, combined with data from Hales and
Roberts [1970] with A=83°-126°. His results indicated that velocity at the top of the core
was 8.26 km/sec, somewhat greater than Jeffreys' value of 8.10 km/sec.

While the debate continued over radial velocity values for the outer core, the
problem became more complex when studies began probing possible lateral variations in
outermost core structure. Upon examining Earth velocity models, Bullen [1969] derived
compressibility-pressure gradient curves and found evidence pointing to slight

inhomogeneity in the outer 700 km of the core. He attributed this to phase changes rather



than changes in chemical composition. Further analysis [Bullen, 1970] resulted in the
same conclusions along with the observation that the core seemed normal and uniform
below the outermost 700 km.

Around this time, seismologists began to use full waveforms to obtain details in
structure by attempting to fit waveform characteristics of SnKS phases. In particular,
Choy [1977] found that SnKS waveforms were sensitive to velocity gradients in the upper
200 km of the outer core and the results suggested that velocities in the outer 200-300 km
of the core were higher, but that the gradient was lower than that predicted by Hales and
Roberts [1971], model 1066B {Gilbert and Dziewonski, 1975], and closer to Jeffreys-
Bullen. Their analysis consisted of frequency-dependent, full wave theory (WKBI is not
useful near the turning point of the rays) to synthesize long-period seismograms of the
SnKS phases for distances between 100°-125°. Choy concluded that it was likely that the
regeneration of the Earth's magnetic field was accompanied by stable stratification in the
outer core. In addition, Kind and Miiller [1975] used the reflectivity method to show that
they could calculate theoretical seismograms that were a complete response that included
S, SKS, and ScS (assuming a layered half-space whole Earth model with the Earth
flattening approximation). Comparing the synthetic seismograms constructed for existing
core models to long-period observations of SKS/SKKS amplitude ratios and travel-time
differences for five deep-focus Tonga-Fiji earthquakes, they found that discrepancies
could be removed with a new Earth model in which the outer core had increased velocities
at a depth of about 3750 km [Kind and Miiller, 1977]. They further stated that no other
significantly different model could explain the observations and that the model implied
pronounced chemical inhomogeneity in the core, compatible with the results of Choy
[1977]. In a study by Schweitzer and Miiller [1986] countering the results of Kind and
Miiller [1977], travel-time residuals of SKKS and SKS for 12 Tonga-Fiji events for A =
96°-117° recorded at North and South American stations were examined. Schweitzer and

Miiller found that the residuals were larger by 2-3 sec than those predicted by PREM, and
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that the SKS/SKKS amplitude ratios were lower than PREM (Preliminary Reference Earth
Model) [Dziewonski and Anderson, 1981] predictions at the same stations. However, this
was not observed for Tonga-Fiji events to Eurasian and African stations, or from Sea of
Japan events to North American and African stations. Their preferred explanation was
lateral variations in the lower mantle since, they argued, the S3KS phase would be delayed
such that it would be observed as a separate phase after SKKS even in long-period data if
the outermost core were a high-velocity zone. They pointed out that this is almost never
observed and, thus, lateral variations (due to temperature variations) could not be used to
explain the data.

Schweitzer and Miiller's conclusions point to an ambiguity in outer core analyses:
because the SnKS phases also travel through the mantle, their signatures in seismograms
reflect mantle heterogeneity as well as outer core structure. This has become all the more
complicated by recent D" studies which suggest that the lowermost mantle may be quite
heterogeneous. For example, Garnero and Helmberger [1988] found up to 8 sec SKS-S
travel-time residuals (relative to Jeffreys-Bullen) and 2-3 sec SKKS-SKS residuals for the
mid-Pacific CMB region. They concluded that the observations could be explained by
several possibilities: up to 5% velocity increase in the top 300 km of the outer core, a 2%
increase in S-wave velocity in the lower mantle northeast of Tonga, or lateral variations in
D" shear wave velocities of up to 3%. However, they noted in this and in a later study
[Garnero and Helmberger, 1993] in which they looked at S-SKS travel-time anomalies
measured from short- and long-period data from deep-focus Fiji-Tonga events recorded in
North America, that although outermost core lateral variations were not needed to explain
the observations, the issue could not be resolved.

Accepting the possibility of both lowermost mantle and outermost core lateral
variations, Lay and Young [1990] carried out a similar study in which long-period
recordings of 21 intermediate and deep focus events in the western Pacific made at North

American WWSSN and Canadian Seismic Network (CSN) stations. Nine SKS-SKKS
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differential travel times and 21 SKS-S, SKS-Sgifr or SKS-ScS differental travel times
were compared to synthetics computed by the reflectivity method. They found that the
SKS-SKKS anomalies were systematically negative by about 2 sec and that the travel
times were insensitive to radially symmetric mantle-side structure because different
models, one of which contained a fast D" layer, changed the anomalies by very little. They
preferred the Hales and Roberts core models and concluded that the SKS-SKKS
differential travel times could be explained by a core model which is 1-2% slower in the
outer 50-100 km, possibly due to a stably-stratified chemical boundary layer combined
with 3% lateral variations in S-wave velocity in the lowermost mantle.

At the other extreme was a pair of studies carried out by Souriau and Poupinet
[1990, 1991] in which they were seeking not only the degree of outermost core lateral
heterogeneity, but also geographical dependencies of heterogeneity. In the first study,
they examined SKS and SKKS differential travel times for intermediate period Global
Digital Seismograph Network (GDSN) and broad-band GEOSCOPE and Network of
Autonomously Recording Seismographs (NARS) recordings of events (A = 83°-130°)
relative to PREM. From these results they claimed to see clear latitudinal dependence of
outermost core heterogeneity, with averaged residuals up to +1 sec at the higher latitudes
due to slight velocity variations in the outermost core. They discarded D" heterogeneity
as a source of residuals because the raypaths were far from the SKKS reflection points
whose latitudes gave the observed pattern. However, in the second study which involved
many more SKS, SKKS, and S3KS travel-time measurements from broad-band records,
geographical dependency was not obvious. They reported strong but small regional
variations in outermost core heterogeneity and concluded that their observations could be
explained by a 2-5% S-wave velocity increase in D" and a small decrease in P-wave
velocity in the upper 800 km of the core. They described a core model comprising a thin,

low-velocity layer at the top resulting from the accumulation of light elements.
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Recently, a triplet of studies by Tanaka and Hamaguchi [1993abc] focussed both
on radial and lateral variations in P-wave velocity in the outermost core. They used travel
times from long-period SKS, SKKS, and S3KS recordings from GDSN and WWSSN
stations. Their observations came from about 300 seismograms recorded for 71 deep-
focus earthquakes and they corrected for upper and lower mantle heterogeneity by
incorporating the models SH425.2 [Su and Dziewonski, 1991] and LO2.56 [Dziewonski,

1984]. They concluded that the quadratic polynomial

Toks =1427.52+3.771(A = 115.0) - 0.0404(A — 115.0)*

fit the SKS travel-time (in seconds) data better than previous models and proposed an
outermost core P-wave velocity of 8.016 km/sec, with higher velocities in the outer 200
km of the core than those of Hales and Roberts [1970, 1971} and velocities almost
identical to those of Hales and Roberts in the region 200-400 km below the CMB.
Further analysis of their data led them to suggest the existence of +0.3% lateral velocity
variations in the outermost 200 km from average residuals of (.6 sec in a hemisphere
bounded by the 120° E line of longitude including the Pacific, and -0.6 sec in the opposite
hemisphere [Tanaka and Hamaguchi, 1993c]. A spherical harmonic analysis of their
travel-time residuals indicated a strong ¢ = 1 component, one and one-half times stronger

than the ¢ =2 component.

1.2.b Mantle

The research presented in this thesis began with one-layer inversions for outermost
core P-wave velocity perturbations and progressed onto 11- and 12-layer inversions for
mantle S-wave and outermost core P-wave velocity perturbations. Therefore, it is useful
to describe a few other recent mantle heterogeneity models for ease of comparison with

the models presented here. Models for mantle heterogeneity have been based on travel-
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time tomography [e.g., Masters et al., 1992; Inoue et al., 1990], or inversion of waveform
data alone [e.g., Tanimoto, 1990a] while a few have combined travel times with waveform
data [e.g., Su et al., 1994] . This study is most similar to the inversion model MDLSH of
Tanimoto [1990a] who used long-period tangential seismograms and toroidal mode data
to invert for S-wave velocity anomalies in 11 mantle shells, expanding laterally in spherical
harmonics up to degree and order six. Other methods of inversion include S phase travel-
time residual and waveform inversion for S-wave velocity perturbations by normal mode
summation, expanding radially in Chebyshev polynomials and laterally in spherical
harmonics [Su et al., 1994; Su and Dziewonski, 1992; Su er al., 1992; Su and
Dziewonski, 1991], S phase travel-time residual inversion for S-wave velocity in shells
expanding laterally in spherical harmonics [Masters et al., 1992; Woodward and Masters,
1991a; Woodward and Masters, 1991b; Woodward and Masters, 1991c], P phase travel-
time inversions for P-wave velocity [Dziewonski et al., 1977; Dziewonski, 1984; Hager
and Clayton, 1989; Inoue et al., 1990; Gudmundsson and Clayton, 1991; Gudmundsson et
al., 1990], and normal mode splitting caused by aspherical structure [e.g., Dahlen, 1968,
1969; Woodhouse and Dahlen, 1978; Woodhouse, 1980; Lognonné and Romanowicz,
1990; Widmer et al., 1992].

These background studies provided the motivation for the work presented in this
thesis. In Chapter 2, normal mode and first-order perturbation theory used in the
inversions is outlined. Also, four structure resolution test results are presented as a
method of placing constraints on the power in real Earth structure of the mantle and
outermost core. Chapter 3 contains a description of the data sets and the cross-correlation
condition used in the automated method of discarding unsuitable data. Chapter 4
describes the results of an initial, one-layer inversion for P-wave velocity perturbations in
the outermost core. These were obtained by individual seismogram inversions of the
SnKS waveform portion of seismograms with source-receiver distances between 110° and

130°. Chapter 5 describes the results of the three-dimensional waveform inversions using
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entire body-wave portions of seismograms. Velocity anomalies are plotted as spherical
harmonic expansions up to degree and order 12 with respect to PREM using 11 mantle
shells and one outermost core shell. Results from 11-layer inversions are compared to 12-
layer inversions using the F ratio to test the statistical significance of the outermost core
layer. A discussion of possible sources of heterogeneity given by the preferred model is

made in the conclusions of Chapter 5.
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Chapter 2: Theory and Pattern Retrieval Resolution

Constraints

2.1 Waveform construction by normal mode summation

If the Earth were laterally homogeneous and could be described by a radially-
varying velocity model alone, rays would travel along great circle paths from source to
receiver. As seismic rays travel from the earthquake source to receiver in the real Earth,
they accumulate small deviations in travel times along the raypath due to laterally varying
structure. To describe global, three-dimensional velocity anomalies, the data must include
numerous raypaths with many different azimuths in order to better constrain the location
of the anomaly which can lie anywhere on the raypath. The problem can alternately be
described in terms of eigenfunction perturbations for the normal modes which are used to
model surface displacement. Fermat's principle makes it possible to express the travel-
time (or eigenfrequency) perturbations caused by perturbations in structural parameters as
a linear problem. A form of Rayleigh's principle leads to the calculaton of structural
parameter perturbations by inversion of eigenfrequency perturbations and the structural
parameter differential kernels. A summary of the theory used in the inversions presented
1n this thesis will be given in the first part of this chapter.

There remains the choice of how to parameterize the tomography problem. One
widely used method is to divide the region of interest into discrete cells and assume that
velocity perturbation is constant within each cell. The other method, used here, is the

"global" approach in which the perturbations are expanded in terms of a linear



16

combination of continuous basis functions. The natural choice for this is a spherical
harmonic expansion with associated Legendre polynomials. The advantages are that the
spectral content and resolution of the solution are easily examined. This method also
allows smoothing in areas for which there is little or no data due to lack of earthquake or

station coverage.

The observed displacement in a seismogram can be expressed as the sum of normal
modes and their associated excitation coefficients

u(r,t)=zzzna?‘~ns‘;‘(r,e,(p)ei“")‘t [2.1]

n /{ m

where 5sy (r,0,¢) are the homogeneous solutions (eigenfuntions subject to some
boundary conditions) with associated eigenfrequencies ,®,. The excitation coefficients
are given by na;n. As is standard in normal mode theory, n denotes the radial order
(fundamental: n = O or overtone: n > 0), ¢denotes angular order (also referred to as
‘degree’), and m denotes azimuthal order (also referred to as 'order’). Spatial coordinates
are referenced with respect to the three-dimensional, spherical coordinate system,
(r.8,0).

Accounting for an earthquake to provide the excitation source in the Earth, the
external force is applied as a Heaviside step function in time, f (r,t)=£(r)H(t). After
Laplace transforming the equations of motion, substituting in the expression for excitation
coefficients as functions of the eigenfunctions and body force, and inverse Laplace

transforming, the expression for displacement in a continuum becomes

()= ST T 0o (r,0,9) =02t 2.2]

n £ m n®,

where t is time [Gilbert, 1970]. If the external force is applied as a spatial delta function

f(r) = F&(r - rs) acting at the source location, ry, then,

2P = [F(r, )58 8(r - xg)av [2.3]
V
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=Fy 5?1* (rs) [2.4]

[Phinney and Burridge, 1973]. The double couple or point dislocation is used to describe
the mechanism of the earthquakes used in these inversion and the effects of source

complexity are not included.

If a stress Ty is applied at the source location rg at time t = 0,
1o(r,t) = M&(r —ry)H(t) [2.5]

giving the relationship between stress and the moment tensor, M, which specifies the

source completely [Phinney and Burridge, 1973]. Recalling that f =V - 1, it follows that

the external force can be written

f=V-[M3(r-r)H(1)]. [2.6]

Since 1 is taken at the point source,

P =~ (V- sP*:M)8(r - r)av [2.7]
\Y%
=~ [(Mne")3(r - x5)av, [2.8]
%
thus,
. 3 3
M:n€?1 (l‘s) = 2 Z Mijgij(rs) [2.9]

i=1j=1
where eij(rs) are the elements of the strain tensor associated with normal mode ns’;‘ (r)

and the sign change arises from use of the chain rule. The displacement is then

)= 35 3 (Mg (e (0,0 L0202 w0} g

n £ m n®y

including the effects of attenuation, ,Q,, for a particular mode.
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In the previous equation, the static response of the Earth (i.e., static field of
earthquakes) is ® 2. This is the limit of displacement for t — e« or @ — 0. However,
the instrument response of the static field is zero. Therefore, the static field expression is
subtracted from the displacement in order to construct the correct synthetic seismogram
corresponding to the Global Digital Seismograph Network instrument responses.

Recall that vector field u(r, t) can be written

(.= UP (1) Y (0,0)F+ Vi (1) VY (6.0) + W (1) £ x VY (6.0))

=, UF ()R 7(6,0)+,V(r)S7(8,0)+,W,"(r)T,*(6,¢) [2.11]

with associated Legendre functions Yén (6,(p) [Takeuchi and Saito, 1972].
nU?“(r), r,V;n(r), nWef’“(r) are the radial eigenfunctions associated with spheroidal (U, V)
and toroidal (W) motions; R}'(6,¢), S7'(6,0),and T;"(6,¢) are the corresponding
surface vector harmonics.

Evaluated at the surface of the Earth (radius = a), radial component seismogram

displacement becomes

ue(a,e,w,t)=22—c°2‘§oftex (2 2 ) oVe(a)- Y (M:neP(r,)) VYR(0,0)  [2.12]
n nW,

m

since only the average multiplet eigenfrequency, ,®,, is known for each mode. The
insignificant toroidal contribution has not been included in this expression. Substituting
spheroidal mode eigenfunctions and spherical components of strain into the expression for
excitation coefficients, and using "epicentral” coordinates in which the source is located at
the pole (6 = 0), instead of geographical coordinates (i.e., the limit of s‘;(rs)as the
source approaches 6 = 0 along the meridian ¢ = 0) [Dziewonski and Woodhouse, 1983b]

—COoSy Wyt —p @t
(2.8,9,t) ZZR (;‘2 £ exp(anll) [2.13]
n%y

where
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F(r,)

R=,V,(r)- {—ko[arU(rs M, + (Mgg + qup)]aepf(e) + 2Kk E(rg )[ Mg coso +

. ko V(r,) .
M sin <p]a(,p}(e)—2—2rﬁ--[(Mee - qup)cos2(p+2Mg(p sin 2<p]agpg(e)} [2.14]
with
F=r2U-e(e+1)V],
E,=9,V-r}(v-U),
and

km

n

1 J(2e+1)(e+m)!

omY\ 4n (£-m)!

which arise from the integration of the excitation coefficients over the volume of the
Earth. Source parameters for each earthquake were obtained from Harvard centroid
moment tensor solutions (referred to as 'CMT solutions’) [e.g., Dziewonski and
Woodhouse, 1983a]. Note that the coordinate transformation limits the range of m to
—2<m<2. The CMT solutions are obtained by nonlinear, least-squares inversions of
long-period waveforms; 50-60 sec body-wave data extending from the P wave to the
arrival of the fundamental mode surface waves, as well as < 135 sec surface wave data,
are inverted for the best point source (epicentral coordinates, depth and origin time) in
addition to the six independent elements of the seismic moment tensor.

The velocity inversion approach involved the construction of synthetic
seismograms and their displacement derivatives with respect to velocity by summation of
5262 normal modes. The mode eigenfunctions and eigenfrequencies had already been
computed for the initial, laterally homogeneous Earth model, Preliminary Reference Earth
Model (hereafter referred to as PREM) shown in Fig. 2.1 [Dziewonski and Anderson,

1981]. The eigenfunctions were not recomputed after each iteration and earthquake
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Fig. 2.1 Preliminary Reference Earth Model [Dziewonski and Anderson, 1981].
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sources were not relocated. Ideally, however, a more accurate approach would be to
recompute the eigenfunctions and source parameters after each iteration using the newly-
determined three-dimensional Earth model. The drawback to this, of course, is that it
requires a large amount of extra computer time. Solutions for velocity perturbations are
computed using perturbation theory and the least-squares method [e.g., Tanimoto, 1987].
Epicentral distance corrections due to ellipticity were made following the method outlined
in Woodhouse and Dziewonski [1984]. However, their approximations were not
appropriate for some modes used in our body-wave analysis; in particular, the correction
was not accurate for £< 5. As a result, a modified version of the distance correction was

applied to the spheroidal normal mode set. Details are contained in Appendix A2.

2.2 First-order perturbation theory

It is assumed that real Earth structure is not very different from a theoretical, inital
Earth model. If global, average perturbations to the initial Earth model are less than 10%
(assumed by many normal mode studies), first-order perturbation theory serves as a
convenient approach to solving for lateral variations in seismic velocities.

According to perturbation theory, if s=f ( t), then s+As=f (t +At), so that
As=f (t +At)-f (t) A form of Rayleigh's Principle says that the square of the
eigenfrequency is stationary for small variations in displacements from the exact solution;
i.e., calculation of the ratio of potential energy to kinetic energy using an approximate trial
solution with first-order deviations from the exact eigenfunction gives the eigenfrequency
accurate to first order. From variational theory, small perturbations in Earth structure
(i.e., seismic velocities) produce perturbations in eigenfrequencies. Thus, perturbations to

displacement can be expressed as
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- o
ug +dug = 2%-[—cos(mk +8mk)t]exp|:——(—c9-%mk—)t] (2.15]
k (Ok k
R 3
Z—— [-coswy tcosdwy t +sin oy tsin dwy t]exp mCISLCTYE [2.16]
Kk mi 2Qk

where d®, << @y and R has already been defined in Eq. [2.14]. Note that the subscripts
n, ¢, and m have been replaced with k to denote a specific normal mode multiplet. Also,
the spherical coordinate notation has been dropped for simplicity. Displacement is now
given as the summation over a finite number of modes. Since 8wy << 1, cosdmt =1 and
sin 8wy t = dw t. Also, since mode attenuation Q, >> 1, it is assumed that &ole—(l =0.

As a result, the simplified expression for displacement and its perturbation is given as

ug +dug :Z% (—cos@ t + dwy tsin cokt)exp( 20 l) [2.17]
k (‘)k
The left-hand side of this is computed as
dug = ud(t)—us(t) [2.18]

where ud(t) is the observed seismogram, and u®(t) is the synthetic seismogram

computed with PREM. In terms of partial differentials,

wI()-ui () =3 = (Scoktsma)kl)exp(;g‘;t) [2.19]

2 _a_u_ 8_(0 Z( du a(D Bu 80) B
oo dp © Lo S aco aB
using the chain rule. In reality, eigenfrequency perturbations, dw,, are not directly

calculated, and the velocity perturbations are. Perturbations due to slight variations in the

location of internal discontinuities with respect to the reference model have been
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neglected; however, there is an important tradeoff between boundary and velocity
perturbations. If the discontinuity contributions had been included, they would have been
subtracted from the expression for eigenfrequency perturbations for specific modes.
Similar perturbation methods have been used by Lemer-Lam and Jordan [1983] and
Woodhouse and Dziewonski [1984].

This expression can also be derived by differentiation. Upon differentiating

displacement with respect to ®,

du

— - R (tsin @ t)+( L
ow O=0 (i)i k 2Qk

-COS cokt):l exp( ;‘gl;‘) [2.20]

where k denotes the k% normal mode. Multiplying both sides by perturbation in

eigenfrequency, 0M,,

-g(%&ok - %{(&okwm @y t) +(2‘8: .cosa)kt):,exp(;gi[). [2.21]
@y
But 8wy <<1and Qy >> 1, yielding Q_ = (. Thus,
k
3—;5(01( =£2-(6coktsin mkt)exp(—;—%}k—t). [2.22]
0)
k

The wavelength of average, global Earth structure given by the solutions is much
greater than the wavelengths of the normal modes used in the inversion. For this case,
Jordan [1978] approximated the k' mode eigenfrequency perturbation as a local average
along the raypath from the earthquake source to the receiver; i.e.,

Sy = J&o;ocal 0,0)ds [2.23]
Asr §
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where Agg is the epicentral distance from the source (S) to the receiver (R). This
approximation is known to degrade the results laterally [Li and Tanimoto, 1993}, but still
remains a good, initial attempt to constrain the structure.

The local eigenfrequency perturbation can, in turn, be expressed in terms of

perturbations in density and seismic velocities:

r 5 Sa
BWjocal k = Dk I(Kp,k (r)Fp+ Ka,x (r):+ KB,k(r)S_[f)dr [2.24]

0
where K x (r) is the Frechet kernel for P-wave velocity as a function of depth for the kth
mode, KB,k(r) is the kemnel for S-wave velocity, Kp’k(r) is the Frechet kemel for
density, and ‘a’ denotes the radius of the Earth. For the frequency range considered here,
however, Kj g (r) is much smaller than the kemels for P- and S-wave velocites;

therefore, the density perturbation term can be neglected, yielding

2 da 5B
8Wiocal, k =O)kj[Ka,k(f)*&-+Kﬁ,k(r)-B—)dr. [2.25]

0

In this development, the kemels have been normalized by ®? and kinetic energy, which
arises from their derivation from Rayleigh's principle and first-order perturbation theory.
Tomographic [Dziewonski and Woodhouse, 1987; Davies, 1990; Li ez al., 1991b; Pulver
and Masters, 1990] and laboratory [Sumino and Anderson, 1984; Simmons and Wang,
1971; Duffy and Ahrens, 1992a; Duffy and Ahrens, 1992b] experiments provide evidence
for a linear relationship between P-wave and S-wave perturbations which changes with
depth within the mantle. This is a useful tool, both because it simplifies the inverse
problem and because teleseismic S-wave amplitudes are much larger than P-wave
amplitudes and dominate the least-squares inversions for velocity. This relationship is

defined as
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B _ s
1B = o

where  is a scalar. By incorporating this linear relationship, the number of unknown

[2.26]

parameters is reduced by one half, making the inversion more reasonable in size. The
inversions incorporated x = 0.6 for the upper mantle (layers 1-3), and x =0.5 for the
lower mantle (layers 4-11), both values lying between experimentally determined maxima
and minima [see above references]; y was held constant within each depth layer.

Expanding P-wave and S-wave velocities in spherical harmonic expansions,

I4
o &
=Y TalYR(e,0) [2.27]
® =0 m=—t
and
o fm &
B 3 pmym(g,g), [2.28]
B 720 m—rt

where ¢ .. is the maximum angular order (= 12), the full expression for eigenfrequency

perturbation can now be given as

Tyl

R
Sok = oy EE[Z;Q jy;l(e)ds}. 1zl(bgﬂ)i [(xKq () + K (0))ar |+
¢ m S i=1 T

12 T+
Y (a") [Kq(r)r [2.29]
=12 g

where a;' and by, are the coefficients of expansion, r denotes the radius of the top of
each layer, and P} (8) (Y,"(6,0) =P (6)e™?) are the associated Legendre functions

fully normalized as

P (8) = J(z ~8om)(2¢+ 1)%5—2—% Pym (8).
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Py, (0) are the unnormalized Legendre functions [e.g., Aki and Richards, 1980]. The

mantle was divided into 11 layers, denoted by i, and j denotes the outermost core layer.
Table 2.1 gives the radii and thicknesses defining the 12 layers used in the inversions [after

Tanimoto, 1990a]. Velocity perturbations (given by percentages) dct/o and df/B were

held constant within each layer. Finally,

<), ZZ[—JY’“ 6,¢) ] h(bm) :

Sug =z R2 (tsin wyt) exp(

kmk i=1
Ti+] 12 Tjn
Jlkan()+Kpu(ars 3 (af) [Kaledar |1 [2.30]
r j=12 I

! J

Eq. [2.30] gives an explicit representation for displacement at the Earth's surface in
terms of the model parameters (PREM), the source via the elements of the moment tensor,
and the variations in model parameters with respect to PREM. The inversion for the
model parameter perturbations by an iterative, least-squares approach forms the basis for
the problem of obtaining three-dimensional maps of Earth structure through phase shifts
which are reflected as linear increases of phase perturbation in the seismogram.

This is an approximation of the first-order Born approximation in which it is
assumed that heterogeneity is localized and that perturbations in Earth structure can be
represented by phase shifts alone in the waveform data. When the wavelength is small
compared to the scale length of inhomogeneity, the amplitude perturbation is smaller than
the phase perturbation, close to what is expected from geometric ray theory; i.e., the
inhomogeneous region is smooth and can be considered a piecewise homogeneous region
[Aki and Richards, 1980]. Thus, the Born approximation is only valid when the loss of
energy due to scattering is small compared to the total energy. No coupling effects have
been included in the above expressions. When the equation of motion is modified to

account for perturbations in density and velocity, and forward and inverse Laplace
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Table 2.1 Radii, depths, and thicknesses of layers used in three-dimensional
velocity inversions.
Layer | Top radius Bottom Top depth Bottom Thickness
(km) radius (km) depth (km)
(km) (km)
1 6371 6151 0 220 220
2 6151 5971 220 400 180
3 5971 5701 400 670 270
4 5701 5349 670 1022 352
5 5349 5087 1022 1284 262
6 5087 4816 1284 1555 271
7 4816 4555 1555 1816 261
8 4555 4283 1816 2088 272
9 4283 4012 2088 2359 271
10 4012 3741 2359 2630 271
11 3741 3480 2630 2891 261
12 3480 3280 2891 3091 200
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transformed assuming a step function type source, the resulting expression for
displacement can be related to the derivation given above which includes Jordan's [1978]
‘multiplet location parameter' [Tanimoto, 1984]. Note, however, that the effects of mode

coupling have not been included in the inversion results presented here.

2.3 Rayvleigh wave constraints

The data provide relatively uneven coverage of the upper mantle, so the surface
wave eigenfrequency perturbation results of Zhang [1992] have been included in the
inversions to constrain upper mantle structure. Zhang [1992] used Rayleigh wave data to
invert for upper mantle velocity and solved for eigenfrequency perturbations in terms of
spherical harmonic expansions for fundamental spheroidal modes (S35 to ¢S;3;. The
eigenfrequency perturbations are functions of surface wave group velocities and
perturbations in phase velocities, which in turn are expanded in spherncal harmonics via

ow U Crax ¢ o
(—)Swnding o ( ) 2 2R7Y[(6.9) [2.31]
wave, k

@ Cx £=0 m=—~¢

where R‘;‘ are the phase perturbation expansion coefficients for a specific eigenfrequency.

Hence,

CEC I RIS

wave, k
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I

Equating terms of the same angular and azimuthal order
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Ryy = Z(b?‘)l ' I(XKa,k(r)'*' KB,k(r))dr [2.34]

i=1 -

where, as before, (b?‘). are the coefficients of expansion for which we have solved. The
1

value of the right hand side of Eq. [2.34] is usually non-zero only for the top four layers of
the 11- and 12-layer models.

2.4 Pattern retrieval resolution tests

It is a well-known problem in inverse theory that even though many parameters are
obtained independently, there exists some dependence of one set of parameters on
another. For example, in inversions for multi-layered structure, the power of one set of
structure coefficients will often leak into the structure coefficients for adjacent layers.
This is because raypath coverage in the Earth is not complete due to the limited number of
station and event locations. Regions which deviate from the one-dimensional Earth model
may not be sampled by the data set; as a result, there is uncertainty about where the
regions actually exist in the models. For example, if a region of positive velocity anomaly
in the lower mantle is not sampled by many raypaths, the results of the inversion may place
part of it in the layer above and part in the layer below its actual location. Constraints can
be placed on the power contained in specific layers relative to the others by examining the
parameter amplitudes for a particular layer of interest. To find such constraints, a
theoretical inversion for Earth structure is carried out for which an initial, synthetic model
of Earth structure is known exactly. Synthetic data constructed from this initial Earth
model are inverted for model parameters and the parameters for one region are compared

to those of another in which some power leakage is suspected.
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2.4.a Outermost core layer

Four pattern retrieval resolution tests were performed with the data set used in the
11- and 12-layer model inversions. The tests involved the construction of synthetic data
based on a known Earth model. For the first synthetic Earth model, layers 1-11 were kept
one-dimensional using PREM, and layer 12 was additionally assigned the pattern
associated with unnormalized spherical harmonic term ci =—0.01, illustrated in Fig. 2.2.
This corresponds to minimum and maximum velocities of -1.73% and 1.73%. The choice
of this coefficient was based on the fact that it closely describes real-Earth velocity
structure in layer 11 and because ci is the largest term in the 11th layer of the preferred
Earth model discussed in Chapter 5. Thus, it was used so that the pattern of structure in
layer 11 would have the best chance of showing up in layer 12 if power leakage due to
poor resolution occurred. A complete set of 6375 synthetic, radial seismograms was
constructed using this Earth model and inverted for Earth structure in all 12 layers using
inverse techniques and damping parameters described in Chapter 5. Seismograms were
weighted by 1/M to damp large amplitude waveforms from large earthquakes more
heavily. A matrix eigenvalue damping scheme was also incorporated into the inversion,
although it served to control the amplitude of the coefficients, but not the ratios of
amplitudes between layers or the power distribution. The results were analyzed after the
first iteration only, since it is known from previous experience that further iterations do
not change the structure patterns or coefficient ratios; only the coefficient amplitudes
varied from one iteration to the next. The results for the 12-layered model of the first
inversion are given in Fig. 2.3. Contours are given every 0.1% in this figure. Contour
lines represent spherical harmonic expansions of structure with ¢ .. =12. Solid
contours indicate positive velocity variations and dashed contours indicate negative
velocity variations. Each layer for which structure is given is indicated at the top by its

depth range. It is clear from this figure that the original pattern of synthetic Earth
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Fig. 2.2 Initial synthetic Earth model pattern defined by spherical harmonic term
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Layer 11-depth range 2630“-2‘851 km

Fig. 2.3 Results for layers 1-12 from inversion for synthetic Earth model given in
Fig. 2.2. Velocity (layers 1-11: S-wave; layer 12: P-wave) contours are given every 0.1%.
Solid lines indicate positive velocity perturbations while dashed lines indicate negative

velocity perturbations. The first solid contour indicates zero velocity anomaly.
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structure has been retained in layer 12, but that there is some leakage of this pattern into
layer 11. These plots resolve two important issues: the core phases in the data waveforms
have supplied information specifically about the outermost core, separate from D" in the
lower mantle. Also, calculations of power exhibited by layer 12 compared to layer 11
indicate that layer 12 contains much of the original pattern and total power after the
inversion. The first column in Table 2.2 shows the percentage of total power contained in
each layer after the inversion, where the top of the column indicates (in parentheses)
which layer originally contained the synthetic Earth model given by ci =—0.01. From the
values given in Table 2.2 it can be concluded that an upper bound of 84% of the total
power obtained for layer 12 in real-data inversions actually resides in the outermost core.
It is not surprising that the input patterns have leaked into surrounding layers regardless of
the location of the initial heterogeneity. After all, many of the phases used to determine
core structure also record the signature of mantle heterogeneity and no seismic

tomography inverse problem is so well formulated that all eigenvalues are independent.

2.4.b Lowermost mantle layer

The second pattern retrieval resolution test was conducted to determine what
degree of leakage occurred into surrounding layers if the same pattern was put in layer 11
in order to place additional constraints on final Earth structure models. For the second
synthetic Earth model, layers 1-10 and 12 were kept one-dimensional using PREM, and
layer 11 was additionally assigned the pattern associated with spherical harmonic term
ci =—0.01. The pattern is the same as that given in Fig. 2.2. Again, a complete set of
6375 synthetic, radial seismograms was constructed using this Earth model and inverted
for Earth structure in all 12 layers. The results for the 12-layered model of the second
resolution inversion are given in Fig. 2.4. Contours are given every 0.1% in this figure.
As before, solid contours indicate positive velocity variations and dashed contours indicate

negative velocity variations. Contour lines represent spherical harmonic expansions of
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Table 2.2 Percent power contained in layers 1-12 after resolution inversions
described in text. The top of each column indicates the layer (in bold) which contained the
original synthetic Earth model described by spherical harmonic c} =—-0.01. The rows

indicate the % total power contained in layers 1-12 after the inversions.

Layer aflt’::i:?: power Perc:gt power Perc;rilt power
ynthetic | after 219 synthetic | after 3¥¢ synthetic

test (12) test (11) test (1)

1 0.00057 0.00383 99.42763

2 0.01320 0.01628 0.23180

3 0.00135 0.00306 0.06923

4 0.00524 0.02046 0.25640

5 0.00332 0.00368 0.00060

6 0.03852 0.06604 0.00917

7 0.17266 0.10423 0.00008

8 0.02470 0.35463 0.00287

9 0.92019 1.98101 0.00107

10 1.67041 29.43006 0.00072

11 13.45450 60.09549 0.00041

12 83.69535 7.92123 0.00002
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Fig. 2.4 Results for layers 1-12 from inversion for synthetic Earth model described
in text. Velocity (layers 1-11: S-wave; layer 12: P-wave) contours are given every 0.1%.
Solid lines indicate positive velocity perturbations while dashed lines indicate negative

velocity perturbations. The first solid contour indicates zero velocity anomaly.
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structure with £, =12. The figure shows that the original pattern of synthetic Earth
structure has been retained in layer 11, but that there is a little more leakage of this pattern
into layers 10 and 12 than in the previous case. These plots once again indicate that
specific phases in the waveforms are providing information about the lowermost mantle
separately from the outermost core. From the values in Table 2.2 it can be concluded that
an upper bound of 60% of the total power obtained for layer 11 in real-data inversions

actually resides in D".

2.4.c Uppermost mantle layer

The third test was conducted to determine what degree of leakage occurred if the
same pattern was placed in layer 1. This was to test if structure placed in the uppermost
mantle would leak into lowermost mantle layers. For the third synthetic Earth model,
layers 2-12 were kept one-dimensional using PREM, and layer 1 was additionally assigned
the pattern associated with spherical harmonic term ci = —0.01, the same as that shown in
Fig. 2.2. Again, a complete set of 6375 synthetic, radial seismograms was constructed
using this Earth model and inverted for Earth structure in all 12 layers. The results for the
12-layered model of the third resolution inversion are given in Fig. 2.5. Contours are
given every 0.1% in this figure. As before, solid contours indicate positive velocity
variations and dashed contours indicate negative velocity variations. Contour lines
represent spherical harmonic expansions of structure with ¢ .. =12. This figure shows
that almost all of the original pattern of synthetic Earth structure pattern and power has
been retained in layer 1. These plots demonstrate that not only are waveforms providing
independent information about the uppermost mantle layer, but that almost no power is
leaking into the lowermost mantle layers. As the third column of Table 2.2 shows, over

99% of the total power of these inversions results is contained in layer 1.

A fourth test was performed to determine if synthetic structure placed in the

middle of the mantle affected lower mantle or outermost core structure. For this synthetic
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Fig. 2.5 Results for layers 1-12 from inversion for synthetic Earth model described
in text. Velocity (layers 1-11: S-wave; layer 12: P-wave) contours are given every 0.1%.
Solid lines indicate positive velocity perturbations while dashed lines indicate negative

velocity perturbations. The first solid contour indicates zero velocity anomaly.
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Earth model, layer 6 was assigned the pattern associated with spherical harmonic term
c% =—0.01 and the inversion was carried out using the same approach as above. The
results of this test indicate that very little power leakage occurred outside of layer 6. This
is good evidence for the assertion that there is very little power leakage into layers 11 and
12 from the mid and upper mantle.

Because the relative values of structure power vary in the upper, mid, and lower
mantle, the pattern retrieval resolution results must be interpreted with appropriate
weights when applying them together to different parts of the mantle from that which
contained the original synthetic Earth model. Using the results of the first two pattern
retrieval resolution tests, upper and lower bounds can be placed on the amount of power
that actually originates from outermost core and lowermost mantle velocity structure. To
this end, we have computed multiplicative scalar factors by which to multiply the total
power in layers 11 and 12 from real-Earth structure inversions to determine upper and
lower bounds on the total power of each layer. These bounds affect the unnormalized
power and spectral amplitudes but not the patterns of velocity structure. Because power
is related to the square of the velocity amplitude, the upper and lower bound velocity
amplitudes are found by multiplying by the square root of the multiplicative factors.

The percentages of power retrieved presented in Table 2.2 were used to estimate
the factors which are given in Table 2.3. The method by which the factors were
determined is as follows: the upper bound multiplicative factor for layer 12 was
determined as the amount of power remaining in layer 12 after the resolution inversion for
structure in that layer (first resolution test). The lower bound was found by subtracting
the weighted percentage of power which had leaked into layer 12 from the resolution
inversion for structure in layer 11. The weight was determined as the ratio of absolute
power from real-Earth structure for layer 12 to layer 11. The factor for layer 11 was

determined similarly.
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Table 2.3 Upper and lower bound multiplicative factors for structure power in
layers 11 and 12. This factor is multiplied by the total power in the corresponding layers
to find the upper and lower bounds on the total power of real-Earth inversions. The
velocity field amplitudes of the real-Earth inversions, whose results are given in Chapter 5,

are multiplied by the square root of the multiplicative factors.

Multiplicative factor Layer 12 Layer 11

X o 0.84 0.60

R min 0.68 0.53

To find the actual value of the multiplicative factors, X, for layers 11 and 12,
let the total power (absolute, unnormalized) in layer 12 be A and in layer 11, B. Then the

minimum amount of power residing in layer 12 from the real-Earth structure inversion is
R min A = (0.837)A - (0.0792)B [2.35]
and the multiplicative factor is
Rpin = 0.837-(0.0792) B/, [2.36]

where 0.837 and 0.0792 are from Table 2.2. The value of % was determined from real-

Earth inversions to be 2.0. Similarly, the minimum amount of power residing in layer 11 is
X nin B =(0.601)B - (0.1345)A [2.37]
and the multiplicative factor is

Rpin = 0.601-(0.1345) A4 [2.38]
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where 0.601 and 0.1345 are from Table 2.2. The values of R, for layers 11 and 12 are
given in Table 2.3. Of course, this assumes that all other spherical harmonic coefficients
behave like ci and that no other layers leak into 11 or 12. With unlimited computer
resources and time, the ideal test would involve pattern retrieval resolution inversions for

patterns in all layers with coefficients other than c%, in addition to coefficient

combinations.
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Chapter 3: Data Selection Methods

3.1 General description

The data consist of filtered Global Digital Seismograph Network (GDSN) long-
period, radial-component seismograms provided by the National Earthquake Information
Center (NEIC). The seismograms came from event tapes which were generated by
extracting day tape data with event magnitudes greater than 5.5 recorded between 1980
and 1987. The data set includes seismograms from the Seismic Research Observatories
(SRO), Abbreviated Seismic Research Observatories (ASRO), Regional Seismic Test
Network (RSTN), Digital World-Wide Standardized Seismograph Network (DWWSSN),
and the China Digital Seismograph Network (CDSN). The sources are characterized by
depths between 10 and 663 km (the distance-quantity distribution is shown in Fig. 3.1),
and moments between 1024 and 1027 dyne-cm. Fig. 3.2a shows the locations of the
earthquakes and 3.2b shows the locations of the stations which recorded the seismograms
used in the inversions. The names and locations of the stations are given in Table 3.1. As
Fig. 3.2a illustrates, the earthquakes are globally well-distributed along major plate
boundaries. Although the stations are not quite as evenly distributed, their locations allow
reasonably good raypath coverage considering the years during which data were collected.
Coverage is best under the Pacific Ocean from the large number of paths between Pacific
events and North Amenican stations. It is most sparse for the lowest latitudes due to the
lack of stations in the Southern Hemisphere. The instrument responses for instruments in

the networks listed above are shown in Fig. 3.3. Each waveform record included
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(a)

(b)

| i ! i \
60 120 180 240 300

Fig. 3.2 Locations of the (a) 971 earthquakes and (b) stations which contributed

data to the one-layer and three-dimensional inversions.
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Table 3.1 Names and locations of GDSN stations which recorded waveforms used

in the one-layer and three-dimensional inversions.

Station name Network Location

ANMO SRO Albuquerque, New Mexico
ANTO SRO Ankara, Turkey

BCAO SRO Bangui, Central African Republic
BGIO SRO Bar Giyyora, Israel

BOCO SRO Bogota, Colombia

CHTO SRO Chiang Mai, Thailand

GAC SRO Glen Almond, Quebec, Canada
GRFO SRO Grafenberg, Germany

GUMO SRO Guam, Mariana Islands
NWAO SRO Narrogin, Australia

SHIO SRO Shillong, India

SNZO SRO South Karori, Wellington, New Zealand
TATO SRO Taipei, Taiwan

CTAO ASRO Charters Towers, Australia
KAAO ASRO Kabul, Afghanistan

KONO ASRO Kongsberg, Norway

MAJO ASRO Matsushiro, Japan

ZOBO ASRO Zongo Valley, Bolivia

AFI DWWSSN Afiamalu, Western Samoa
ALQ DWWSSN Albuquerque, New Mexico
BER DWWSSN Bergen, Norway

COL DWWSSN College, Alaska

GDH DWWSSN Godhaven, Greenland

HON DWWSSN Honolulu, Hawaii

JAS DWWSSN Jamestown, California

JAS1 DWWSSN Jamestown, California

KBS DWWSSN Kings Bay, Spitzbergen, Norway
KEv DWWSSN Kevo, Finland

LEM DWWSSN Lemban, Indonesia

LON DWWSSN Longmire, Washington

SCpP DWWSSN State College, Pennsylvania
SLR DWWSSN Silverton, South Africa

TAU DWWSSN Tasmania, Australia

TOL DWWSSN Toledo, Spain

RSCP RSTN Cumberland Plateau, Tennessee
RSNT RSTN Yellowknife, NWT, Canada
RSNY RSTN Adirondack, New York

RSON RSTN Red Lake, Ontario, Canada
RSSD RSTN Black Hills, South Dakota

BJI CDSN Beijing, China

1LZH CDSN Lhasa, China

WMQ CDSN Urumgqi, China

KMI CDSN Kunming, China
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Fig 3.3 Instrument response curves for SRO, ASRO, DWWSSN, RSTN, and

CDSN networks.
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information about the complex response function of the instrument which recorded it
(with peak instrument responsé amplitudes occurring at periods from 25-28 sec), and
header information including year, time (to milliseconds), epicentral distance, azimuth,
back azimuth (both measured clockwise from north), number of data points, and sampling
interval of the seismogram. Source parameters including location, depth, time, and six
independent elements of the seismic moment tensor were obtained from Harvard centroid
moment tensor solutions (also referred to as 'CMT solutions") [e.g., Dziewonski and
Woodhouse, 1983a]. The instrument response was convolved with the synthetic
seismograms in order to perform a direct comparison of synthetic seismograms with

observed waveforms at each station.

3.2 Analysis and selection

The initial list included 22,987 radial seismograms which were obtained by
resampling the raw data at a 10 sec time interval and cosine filtering for periods between
20 and 666.67 sec (0.0015-0.050 Hz). Seismograms were limited to epicentral distances
between 10° and 140°, and refiltered for periods between 33 and 100 seconds (0.01-0.03
Hz). Specifically, the filter was designed as a cosine function between frequencies 0.01-
0.015, and 0.025-0.03, and unity between 0.015-0.025 Hz. Earthquakes which had
produced half-duration times (given by the CMT solution as the shift in origin or centroid
time in the absence of source complexity) larger than 17 sec were discarded with the
justification that the point source approximation was no longer valid for this frequency

range.
3.2.a Cross-correlation technique

The advantage to using GDSN data is that the numerous waveform recordings

provide fairly good global raypath coverage, a requirement for three-dimensional, global
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velocity inversions. However, one disadvantage is that a large portion of the data is noisy.
The low signal-to-noise ratios are due to a variety of sources including random spikes
from power surges and fluctuations (e.g., lightning, wind), non-seismic signals, and signal
processing errors (e.g., windowing the time series such that part or none of the
seismogram is included, incorrect polarity). An automated cross-correlation measurement
technique was used as an objective method for discarding noisy or non-existent signals in
the data set. An initial synthetic seismogram was computed for the body-wave portion of
each record and the cross-correlation coefficient was computed for each synthetic-data
pair before the inversions were performed. All synthetic-data pairs with coefficients less
than 0.4 were discarded. The choice of a threshold coefficient of 0.4 was based on the
desire to have a data set with good to moderately poor initial synthetic-data fits, but not to
include fits that were very poor due to noisy, or non-existent data. This value corresponds
to a phase shift of about 66 degrees in two identical sine functions. Thus, the cross-
correlation coefficient condition allowed us to retain relatively poor data-synthetic fits for
the inversion. Several hundred synthetic-data pairs with coefficients < 0.4 were examined
to visually confirm that good data were not being thrown out by this technique. In all
cases, the correlation could not be improved by a stationary time shift between the data
and synthetic. Examples of two synthetic-data pairs that were removed from the data set
because their corresponding cross-correlation coefficients were too low are shown in Fig.
3.4. This figure shows initial fits that are extremely poor due to large-amplitude signals
that are probably non-seismic. To even out the distribution of seismic events so that
regions with heavy coverage would not bias the results, the surface of the Earth was
divided into 5° by 5° cells and the total number of seismograms produced by all

earthquakes which had occurred within each cell was limited.
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860712(RSCP.r) distance=103.1 degrees cross correlation= 0.36

SKS
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820306(BER.r) distance=109.5 degrees cross correlation= -0.19
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Fig. 3.4 Examples of data (solid lines)-synthetic (dashed lines) waveform fits using
PREM as the initial Earth model which were discarded because their corresponding cross-

correlation coefficients (given at the top right of each waveform) were < 0.4.
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3.2.b Travel-time and epicentral distance windows

Each seismogram was windowed for the time series segment containing only body-
wave phases, beginning 30 sec before the direct or diffracted P-wave arrival and ending 30
sec (for A <£60°), 120 sec (for 60°< A <100°), or 360 sec (for A =100°) before the
fundamental Rayleigh wave arrival (for the inversion results given in Chapter S). The P-
wave and diffracted P arrivals were obtained from the IASP91 Earth model travel-time
tables [Kennett and Engdahl, 1991] and the Rayleigh wave arrival was estimated by
calculating the travel time of the surface waves for a group velocity of 3.84 km/sec. This
value is slightly higher than the maximum group velocity (3.8392 km/sec) given by the
spheroidal modes used in the inversions. However, the higher value was used to ensure
that the Rayleigh waves were not included in the inversion since their large amplitudes
would have dominated the solution. Including a large number of body-wave phases in the
waveform inversion was desirable for several reasons: the different phases carry
information about various parts of the Earth's deep interior so that the resulting Earth
model is not biased by a very small number of phases, errors from travel-time
determinations do not enter the problem, and structure information is provided by
amplitudes in addition to phase shifts. The disadvantage, however, is that the S phases
dominate with their larger amplitudes. In particular, the phases which contributed most
heavily to the inversion were direct and diffracted S, PS, SS and SSS. P waves were
included, but probably did not contribute much due to their small amplitudes (see Fig. 3.5
for comparison).

The time window was modified for the one-layer inversions with corresponding
results given in Chapter 4. For these inversions, the waveform was windowed for the time
series beginning 30 sec before the SKS arrival time and ending 20 sec before either the
estimated diffracted S or the PKKP arrival time (depending on distance) in order to obtain

structure information solely from outer core phases. The SKS travel times were obtained
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Fig. 3.5 Radial seismogram recorded at CTAO for earthquake which occurred in

Central California, showing relative body-wave phase amplitudes.



57

using the Jeffreys-Bullen travel-time table [Jeffreys and Bullen, 1958]. To illustrate the
different raypath characteristics, raypath calculations for the turning point depths of SKKS
indicate that it turns just below CMB (e.g., ~ 100 km below the CMB for 112° and ~ 200
km for 121°). Thus, it samples the structure of a large portion of the outermost core.
SKS has deeper turning points (e.g., ~ 1200 km below the CMB for 112° and ~ 1500 km
for 121°).

The final, smaller data set for the individual SnKS waveform inversions (Chapter
4) included 2335 seismograms (i.e., source-receiver pairs) from 741 earthquakes with
110°< A £130°, all of which occurred in the Southern Hemisphere. Fig. 3.6 illustrates the
outermost core raypath coverage provided by this data set. The final, complete data set
for the mantle-core velocity inversions (Chapter 5) comprised 6375 seismograrms from 916
earthquakes with 10°< A <140°, which had occurred globally. Outermost core raypath
coverage provided by this complete data set is illustrated in Fig. 3.7; it is clear from this
figure that adding more long-distance data improved outermost core raypath sampling,

especially in the Southern Hemisphere.

3.3 Normal mode data

Raypath coverage plots give a clear picture of exactly how Earth structure is
sampled by phases in the data, but normal mode sampling is not quite as straightforward.
A good picture of spheroidal normal mode energy distribution can be obtained by depth
plots of the Frechet (sensitivity) kernels. These are the same kernels used to calculate the
displacement derivatives for the first-order perturbation problem summarized in Chapter 2.
The kernels illustrate the radial sensitivity of the spheroidal modes to Earth structure. For
example, Fig. 3.8a shows that spheroidal mode 5455, has most of its P-wave energy in the
outer core and is contributing to SnKS waveforms; all the SV énergy is in the mantle. By

contrast 5,Sgg (Fig. 3.8b) has all of its P-wave and most of its SV energy in the upper
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.

Fig. 3.6 Outermost core raypath coverage for data used in one-layer inversions;

the results of these inversions are presented in Chapter 4.
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Fig. 3.7 Outer core raypath coverage from data used in the three-dimensional

inversions; the results of these inversions are presented in Chapter 5.
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Fig. 3.8 Frechet kemels for spheroidal modes 54S,; and ,,Sgg plotted as

functions of depth.
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mantle and is not contributing to lower mantle phases in the waveforms. This can be
viewed another way, described in more detail in Chapter 4: in order to determine how
normal modes were being summed to form the core phases, the number of modes was
limited first to those with ray parameters close to that of SKS and, second, of SKKS. The

resulting waveforms match the SKS and SKKS phases independently, as expected.

3.4 Rayleigh wave phase perturbation data

The data provide relatively uneven coverage of the upper mantle, so the Rayleigh
wave eigenfrequency perturbation results of Zhang [1992] have been included in the
inversions to constrain upper mantle structure. Zhang [1992] used Rayleigh wave data to
invert for upper mantle velocity, and solved for eigenfrequency perturbations in terms of
spherical harmonic expansions for fundamental spheroidal modes (S33 to ¢S;3;. The
eigenfrequency perturbations are functions of surface wave group velocities and

perturbations in phase velocities, which in turn are expanded in spherical harmonics.
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Chapter 4: One-layer Inversions of SnKS Phases for

Outermost Core Structure

An initial, one-layered model of outermost core structure via the inversion of
SnKS phases is presented in this chapter. The most readily observable of the SnKS suite
of body-wave phases is the SKS phase which originates at A =62°, emerges as a first
arrival after its travel-time crossover with S at A =85°, and dies out after A =140°.
SKKS armives just after SKS and usually overlaps with the SKS trace in a long-period
seismogram. These phases provide a wealth of information about outermost core
structure, especially long-distance SKKS. In this study (also published in Kohler and
Tanimoto [1992]), the SnKS phases were inverted for P-wave velocity perturbations in a
single, 200 km thick layer at the top of the outer core. The scalar velocity anomalies were
obtained relative to the starting Earth model, PREM, and plotted at the midpoint of each
source-receiver raypath. P-wave velocity perturbations for each source-receiver pair were
independently obtained from the SnKS portion of the waveform and two mantle S-wave
heterogeneity models were incorporated in an attempt to remove the mantle heterogeneity
signature from the waveforms. The inversion results indicate that lateral variations in P-
wave velocity in the outermost core produce better waveform fits of SnKS phases after
the inversions and that the patterns of variation do not appear to be geographically
dependent. However, the large amplitudes and small-scale oscillations in pattern indicate

that mantle heterogeneity is not entirely removed by this method.
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4.1 Data set

4.1.a Analysis and description

The data comprise a subset of the total set described in Chapter 3. The original
Global Digital Seismograph Network (GDSN) long-period, radial-component
seismograms came from event tapes which were generated by extracting day tape data
recorded between 1980 and 1987 from the SRO, ASRO, RSTN, and DWWSSN
networks; the seismograms were filtered for periods between 33 and 100 seconds and
limited by the cross—correlation‘ coefficient of the synthetic seismograms and data. Each
waveform record included information about the complex response function of the
instrument which recorded it (with peak instrument response amplitudes occurring at
periods from 25-28 sec) and header information including year, time (to milliseconds),
epicentral distance, azimuth, back azimuth (measured clockwise from north), number of
data points, and sampling interval of the seismogram. Source parameters including
location were obtained from Harvard centroid moment tensor solutions [e.g., Dziewonski
and Woodhouse, 1983a]. The instrument response was convolved with the synthetic
seismogram in order to perform a direct comparison of synthetic seismogram with
observed waveform at each station. After limiting the distance range, the data set included
2335 seismograms (i.e., source-receiver pairs) from 741 earthquakes, all of which
occurred in the Southern Hemisphere. Each of these seismograms was then individually
inverted for P-wave velocity perturbations along the raypath. Fig. 3.6 illustrates the

outermost core raypath coverage provided by this data set.
4.1.b Travel time and epicentral distance range

Source-receiver distances for the scalar velocity inversions were limited to 110°-

130° in which SKS and SKKS are best isolated in the waveform from nearby phases which
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are not sensitive to outer core structure. Although the two phases overlap with SKS
arriving first, this was not a problem since the construction of synthetic seismograms by
normal modes also produced the overlap and knowledge of the exact arrival times was not
necessary. As Fig. 4.1 illustrates, it was important to avoid preceding travel-time body
wave phases (such as PPP which samples the crust and mantle) and succeeding phases
(such as diffracted S which samples only the mantle, and PKKP which samples the deeper
outer core) in order to prevent the mapping of mantle heterogeneity into core structure.
Within this distance window, the travel-time window was limited to that which contained
SKS and SKKS, beginning 30 sec before the SKS arrival time and ending ~ 20 seconds
before the arrival time of the diffracted S phase; this was estimated by calculating the
travel-time arrivals from the slope of the travel-time curves for 12 depth intervals.
Although it was impossible to put a formal error on diffracted S arrival times, the choice
of the earliest probable diffracted S arrival times reflected the conservative nature of the
window selection. Because so many seismograms were being analyzed, an automated
procedure was devised by which only the desired time portion of the seismogram was

isolated and searched for SnKS traces.

4.2 SnKS waveform construction by normal mode summation

Seismograms were individually inverted for P-wave velocity perturbations along
the raypaths using perturbation theory and a simple least-squares method [e.g., Tanimoto,
1987]. Velocity inversion for the outermost core was computed assuming a laterally
homogeneous initial Earth model in the core. The full theory behind the global, three-
dimensional inversions has already been discussed in Chapter 2. For clarity and
convenience, the modifications to the theory used in the one-layer inversions presented in
this chapter is summarized as follows: the synthetic radial displacement and perturbation

to displacement of seismograms were constructed as
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Fig. 4.1 International Seismological Center travel-time curves derived from
15,6061 picks corresponding to 10,791 events occurring between 1964 and 1986, with
depths of 0-50 km. This window shows picks for distances between 80° and 150° and

arrival times between 120 and 2000 sec; the SnKS phases are readily distinguishable.
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ug +dug =2%-(—cosa)kt+8(x)ktsincokt)exp(_zgkt) [4.1]
kK ©F k
where 8w, is the perturbation to the eigenfrequency @, of the k! multiplet
(8wy << ), tis time, and R is given by Eq. [2.14]. In this formulation, 8, contains
information about the differences between the theoretical Earth model and the true Earth
which are reflected in differences between data and synthetic seismogram, dug. The local
eigenfrequency approach [Jordan, 1978] (Eq. [2.23]) was incorporated where the local
eigenfrequency shift is integrated along the great circle path from the source to the

receiver. For the portion of the ray traveling through the core,

2 oo
Bodiocat k = Ok [Koic(r)==dr [4.2]

n
where da/a is the fractional deviation of P-wave velocity, K  is the Frechet kernel for
the kth spheroidal mode, and r; and r, denote the bottom and top radii (3280 and 3480
km, respectively) of the outermost core layer.

There exists a question of uniqueness regarding the use of SnKS phases to model
outermost core properties since they also travel through and sample the upper and lower
mantle. This problem is partially circumvented by incorporating two mantle heterogeneity
models to remove its signature from the SnKS waveforms. The first is MDLSH, an S-
wave mantle velocity model [Tanimoto, 1990a] which was computed using long-period
(40-100 sec) SH body waves and 1000 long-period (100-500 sec) Love waves. S-wave
velocity in MDLSH is expanded up to degree and order 6. Although the maximum
angular order is only siXx, it has been argued that mantle heterogeneity is dominated by low
order harmonics [Tanimoto, 1990a,b; Su and Dziewonski, 1991]. Thus, most of the
mantle signal should be removed by the first few harmonics. It should be noted that this

model, in addition to all other global models, is a long-wavelength model of average
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velocity structure. A spherical harmonic expansion was used to smooth structure laterally
and no smoothing was used radially. Velocity was held constant within 11 shells of
varying thicknesses. The second mantle heterogeneity model used in the one-layer
inversions is a modification of MDLSH. In a test of whether the amplitudes of the
velocity patterns given in MDLSH were large enough to describe mantle heterogeneity,
the lower mantle values (layers 4-11) were doubled. In effect, this produced a different
synthetic velocity model with the same patterns as MDLSH but with larger S-wave
velocity perturbations in the lower mantle.

Including the mantle S-wave velocity model in the problem, perturbation to
displacement can now be expressed as perturbations to P- and S-wave velocities in the
mantle and P-wave velocities in the core. Accounting for mantle heterogeneity, the partial

derivative of displacement, therefore, becomes

R . —opt 1 R o —ll o T+l
auezggi_.([smmkt)exp( L D) e gyg (0.9)ds |- E(bé ) rj'(xxm,k(r)ﬁu
12 T+ )
KB’k(r))dr+ 2 (a?‘)j J‘Ka,k\r)dr > [4.3]
=12 I

J

J

where (bg‘)_ are coefficients of a spherical harmonic expansion of S-wave velocity
1

structure solutions for the 11 mantle layers. The assumption that

S = 0.5—SE [4.4]
o B
has been used to simplify the problem. The resulting vector equation becomes
Ax=b [4.5]

where the elements of A are computed from the right-hand side of Eq. [4.3], b consists of
the difference between data and synthetics, Sug, and x is the scalar value dat/a for an

individual seismogram; Eq. [4.5] was solved by a simple least-squares method. In the
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following sections it will be shown that incorporation of mantle velocity models of this
kind is probably not sufficient for subtracting the effects of mantle heterogeneity on SnKS

waveform inversion.

4.3 Ray parameter test

Waveforms of SKS and SKKS overlap in long-period data, but this is not a
problem because it is not necessary to identify the arrival of the phases being modeled. Of
the over 5000 modes used in the summation, however, not all contributed specifically to
SnKS waveforms. Furthermore, just by looking at the total synthetic waveform it was not
clear that some modes were contributing mainly to the SKS phase while different modes
were contributing mainly to the SKKS waveform. Hence, a test was carried out to see if
normal mode waveforms could give waveform information about SKS and SKKS
separately. This is important because while SKS turns at depths of 1200-1800 km below
the CMB in the limited distance range, SKKS travels through the outermost core to
depths of only 150-500 km. Since it can be shown that SKKS is being fit separately, this
provides evidence for independent, more complete information from the outermost layer
of the core. In the first test, synthetics were constructed by summing normal modes
within a limited ray parameter p = (€ +%) /cok window around that of SKS. For SKS, the
a'r)

ray parameter was obtained by calculating p = (B_A SKS

Bullen travel-time table [Jeffreys and Bullen, 1958]. A window of pgkg % 30 sec/rad was

numerically from the Jeffreys-

applied to the normal mode set, resulting in the summation of fewer than 500 modes. It
was observed that only SKS, and not SKKS, was being fit in this ray parameter window,
illustrated in Fig. 4.2a. The second test consisted of summing modes with ray parameters
within a window around that of SKKS. For SKKS, the ray parameter was obtained by

calculating
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Fig. 4.2 Ray parameter tests for SKS and SKKS waveform fitting by normal
modes. (a) For the SKS test, a window of pggg * 30 sec/rad was applied to the normal
mode set, resulting in the summation of fewer than 500 modes; notice that only SKS, and
not SKKS, was fit with modes in this ray parameter window. (b) For the SKKS test, a
window of pgxks * 30 sec/rad was applied to the normal mode set ; the SKKS waveform

was fit with this window.
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p= (QI) = 10.401-0.0322A [4.6]
9A JSKKs

from the polynomial fit to SKKS arrival times
Toxis = 1539.18+7.02(A —105.0) - 0.016(A — 105.0)> [4.7]

given in Hales and Roberts [1971] where A is epicentral distance. In this case, a window
of pgkks * 30 sec/rad was applied to the normal mode set and it was observed that the
SKKS waveform was being fit, illustrated in Fig. 4.2b. However, even though these tests
were performed with a limited number of modes, the final inversion was performed with

all 5000+ modes.

4.4 Results and discussion

4.4.a Lateral variation

Although the procedure has been automated, a number of individual seismograms
and their corresponding synthetic seismograms were analyzed before and after the
inversions to make sure that the results could be explained by the improvement in
corresponding waveform fits. Fig. 4.3 shows the results of the inversion of a Nov. 22,
1984 mid-Atlantic earthquake recorded in Chiang Mai, Thailand (CHTO), 118.2° away.
This figure shows about 7 minutes of data (solid line), beginning just before the arrival of
SKS, and the synthetic seismograms (dashed line) computed before (top box) and after
(bottom box) the inversion. The brackets indicate the limited time window used in the
inversion and the phases being fit are SKS and the portion of SKKS which arrives before
diffracted S. About 2.3% lower velocity was required to minimize the misfit between the

data and PREM synthetics. Fig. 4.4 shows the results of an Oct. 12, 1984 southeast



71

841122(CHTO.r) distance=118.2 degrees

PREM

Time (minutes)

Fig. 4.3 Results before and after the individual inversion of a seismogram
recorded at station CHTO (Chiang Mai, Thailand) on November 22, 1984. The vertical
line segments indicate the limited time window used in the inversion. About 2.3% lower

velocity was required to minimize the misfit between data (solid lines) and PREM

synthetics (top dashed line).
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Fig. 4.4 Results before and after individual inversion of a seismogram recorded at
station RSNY (Adirondack, New York) on October 12, 1984. The vertical line segments
indicate the limited time window used in the inversion. About 2.6% velocity increase was
required to minimize the misfit between data (solid lines) and PREM synthetics (top

dashed line).
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Pacific earthquake recorded at Adirondack, NY (RSNY), 114.7° away. A velocity

increase of 2.6% was required to minimize the misfit. These figures illustrate how doi/a is
reflected in the time shift between data and synthetics. Results from 838 seismograms had
produced do/o<5% for the outermost core using MDLSH to account for mantle
heterogeneity. The distribution of data-synthetic SnKS waveform fit<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>