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Abstract

Obtaining an accurate, detailed picture of deep-Earth structure is of fundamental importance in a wide range of geophysical applications such as fluid dynamic, magnetohydrodynamic, and mineral physics models of the Earth which incorporate properties determined from seismology. Because it is such a drastic chemical and thermal boundary layer, the nature of the core-mantle boundary has important implications for deep-Earth processes, particularly those which have their origin in the lower mantle or outer core. Seismic data provide the most direct method of sampling the Earth’s interior and are, therefore, useful for determining deep-Earth material properties.The goal of this work has been to present models of three-dimensional, shear and compressional velocity structure which are self-consistent with the data and which can be used in other geophysical applications. The numerical inversions consisted of determining the three-dimensional structure of the outermost core and mantle of the Earth from long- period seismic waveforms. This approach is distinct from other global models of deep- Earth heterogeneity because it accounts for possible lateral heterogeneity in an outermost core layer whose properties are constrained by seismic phases which travel through the core-mantle boundary region.This method is different from previous core studies in several important ways: synthetic seismograms are constructed using short-period normal modes for the entire set of body-wave phases which travel through the interior of the Earth (e.g., P, PP, S, SS, SKS). Over 5000 seismograms from global digital seismic networks were collected and processed. First-order perturbations in P-wave velocities in one outermost core layer and S-wave velocities within 11 mantle layers of varying thicknesses comprised the least-
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squares solutions to the inverse problem. Spheroidal modes with periods between 33 and 100 sec were selected to model the body-wave portion of seismograms recorded from earthquakes which occurred globally.The preferred model is a 12-layered model incorporating data weighted by inverse data variance. This model produces velocity anomalies in the mantle and outermost core which are acceptable for first-order perturbation methods. The results of one-layer inversions also point to the possible existence of lateral variations in the outermost core, most likely between ±0.5% but not as large as ±5%. This model suggests that outermost core P-wave velocity perturbations accompany S-wave velocity perturbations in the lowermost mantle to produce observed variations in SKS-S and SKKS-SKS travel times. In addition, the patterns of structure vary smoothly and exhibit both large and small scale features. The spectral amplitudes fall off more rapidly for the lower mantle layers than for the upper mantle. The depth resolution displayed by the cθ spherical harmonic term is 200-300 km for upper mantle layer midpoints and increases to 500-600 km for lower mantle layer midpoints.The data variance reduction of entire body-wave portions as well as SnKS portions of seismograms are slightly better for the 12-layered model than for the 11-layered model; however, the total variance reductions were never very large. The results of the F ratio suggest that lateral velocity variations in the outermost core layer are not zero and that the deepest layer is statistically significant. This test does not require that the extra layer lie in the outermost core (as opposed to the lowermost mantle).The results of pattem retrieval resolution tests support the conclusion that structure of the outermost core has been obtained independently from the mantle. Multiplicative factors have been calculated from the resolution tests using synthetic Earth models to place constraints on the amount of power leakage suspected from one region to another due to incomplete data coverage. An upper bound of 84% and a lower bound of 68% of the power of outermost core structure is, in fact, due to heterogeneity in the
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outermost core. By the same analysis, less than 100% of the power of structure initially placed in the lowermost mantle was retrieved in that layer after the resolution inversion. An upper bound of 60% and a lower bound of 53% of the power of lowermost mantle structure is, in fact, due to D" heterogeneity. Almost no leakage occurred from structure initially placed in the uppermost mantle layer.Several possible sources of lateral velocity anomalies for the lowest layers are explored. Invoking thermal coupling between the mantle and core, one explanation is that the fluid surfaces are deformed due to cold downwellings of lower mantle, and as a result, outermost core fluid. This will give the appearance of lateral velocity anomalies. If lateral velocity anomalies indeed exist, they are likely to be due to a combination of lateral temperature variations and chemical inhomogeneity, suggested by mineral physics relationships.
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Chapter 1: Introduction

1.1 Core-mantle boundary region

The core-mantle boundary (hereafter referred to as 'CMB') is the largest internal, seismic discontinuity in the Earth and separates two remarkably different compositional and thermodynamic regimes. Because it is such a drastic chemical and thermal boundary layer, its nature has important implications for deep Earth processes, particularly those which have their origin in the lower mantle (e.g., plumes) or outer core (e.g., magnetic field). Although the topography of the CMB and its effect on flow patterns of outer core and mantle fluid are not yet well determined, constraints on structure as well as the degree and type of coupling between core and mantle need to be understood in order to determine the three-dimensional nature of the CMB region. Since outer core flow patterns are responsible for the geomagnetic secular variation and the source of the geodynamo, it is desirable to know how CMB topography plays a role in fluid characteristics in the outermost part of the outer core and how it in turn is affected by lower mantle structure. The lower mantle is probably involved in large-scale dynamics in which hotter material rises in convection patterns as cooler material sinks, reflected in three-dimensional seismic structure. The present configuration of seismic anomalies in the lower mantle represents thermal and compositional heterogeneity, and may be related to CMB topography and outer core heterogeneity. This is the region of the Earth that provides the motivation for the work presented in this thesis.
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1.1.a Core-mantle coupling

It is becoming more important, as geophysical models become more refined, to understand the extent to which flow in the core is controlled by the mantle. An increasing number of studies no longer treat the mantle and core as regions with independent characteristics. Studies in seismology, geodynamics, geomagnetism, mineral physics, and geodesy (among others) consider coupling between the mantle and core, and how one regime can influence the other. Regions in which the rate of secular variation and velocity anomalies are strongly correlated provide constraints on the thermal and mechanical coupling between the mantle and core. Specific types of interaction include thermal coupling in which the thermal variations in the lower mantle affect outer core fluid motions [e.g., Kohler and Stevenson, 1990; Jones, 1977; Ruff and Anderson, 1980; Bloxham and Gubbins, 1987, Bloxham and Jackson, 1990]. There is evidence for a relationship between strong circulatory core fluid flow and a hot region associated with CMB topography elevation beneath the southern Indian Ocean [Bloxham and Jackson, 1990; Kohler and Stevenson, 1990]. A discussion of one such model is presented in Appendix Al. Mineral physics observations point to the possibility of chemical interactions between core and mantle minerals at the CMB [Knittle and Jeanloz, 1986]. Coupling produced by effects of angular momentum through electromagnetic torques [Bullard et al., 1950], pressure torques [Hide, 1969], or gravitational torques [Jault and LeMouël, 1989] have also been investigated.The relationship between the Earth's mantle and core is the focus of numerous studies which consider the thermal and morphological nature of the CMB and its influence on core fluid motions. Various types of core-mantle boundary interactions have been proposed by which the morphology of the CMB, and the dynamics and temperature variations in the lower mantle affect motions of outer core fluid. Hide [1969] proposed a coupling mechanism which involved a hydrodynamical interaction between core fluid
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motions and undulations in CMB topography. Jones [1977] proposed that thermal interaction influenced field geometry and caused some geomagnetic properties (e.g., reversal frequency) to vary on a mantle convection timescale. Ruff and Anderson [1980] proposed a model for the formation and evolution of the Earth's core by accretion and melting due to radioactive decay. They argued that fluid motions in the core are driven by differential heating in the lower mantle and that resulting motions could produce the geodynamo. In their secular variation study, Bloxham & Gubbins [1985] suggested thermal, electromagnetic, and topographic core-mantle interactions to explain the existence of static features in the Earth's magnetic field. The relationship was explored further by Bloxham & Gubbins [1987] who proposed thermal interaction between the core and lower mantle, where large lateral temperature variations just above the CMB influenced convection in the core. Core-mantle interaction has also been invoked to explain certain features of secular variation in the Earth's magnetic field such as westward drift. Such nondipole features are believed by some to be the result of differential rotation of outer core fluid relative to the deep outer core. In addition to using core-mantle interaction to explain stationary features of secular variation [Gubbins & Richards, 1986], Olson [1989] maintained that azimuthal drift of core fluid could be partially accounted for by thermal wind flow and that lateral temperature differences as small as 10^3 K/km could significantly excite thermal winds. Although most of the outer core is probably rotating rigidly in a cylindrical pattern [Zhang and Busse, 1990], it is very likely that the outermost 200 km or less of core fluid is behaving independently [Jault, 1988] and that the Earth's rotation causes differential flow with respect to the rest of the outer core.
1.1.b SnKS phases

Seismology provides the only direct method of sampling the outermost core. The problems of seismic velocity structure of the core, and core fluid motions based on the magnetic field have always been treated separately. Ultimately, models of the dynamo,
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and nature and strength of the magnetic field in the core will be constrained by seismic structure results.The seismic SnKS phases (where n is an integer) are emitted from an earthquake source and travel through the mantle as S waves. Upon entering the core at the CMB, they are converted to P waves and reflect (n-l) times on the underside of the CMB. They convert back to S waves on the upward leg of the raypath towards the Earth's surface. An illustration of raypaths for SKS and SKKS can be seen in Fig. 1.1. Unlike for PnKP phases, the core is not a low-velocity zone for SnKS; thus, they are more sensitive to structure at the top of the outer core because they have shallower turning points. SKS first emerges at epicentral distance, Δ, ≈ 62° but is not easily observable until Δ ≈ 85° when it begins to arrive before the direct or diffracted S wave and large amplitude PS phases, all observed on radial component seismograms. SKS dives deeper into the outer core as the angle of incidence increases but its amplitude dies away by Δ ≈ 140°. SKKS separates from SKS at Δ ≈ 94°, arriving up to three minutes later, and spends even more travel time in the outermost 200 km of the core since it turns closer to the CMB than SKS. Arrival times of SnKS phases can be determined in data with periods less than one second, but data with considerably longer periods (> 100 sec) are most useful for determining global Earth structure via waveform inversions using normal mode and first- order perturbation methods. Thus, although the SKKS phase is sometimes contained in the coda of long-period SKS and its arrival times cannot be observed, its waveform is used in the inversions.



source

Fig. 1.1 Cross-section of the Earth illustrating SKS and SKKS raypaths.
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1.2 Background

l,2.a Outermost core

A number of researchers have investigated the nature of the outermost core by examining seismic phases which travel through the region (also known as E') just below the CMB. However, few have searched for lateral variations in P-wave velocity because it is usually assumed that outer core fluid is homogeneous as a result of vigorous mixing and the inability to sustain lateral density variations [Stevenson, 1987] unless laterally varying material has been trapped in pools underneath CMB topographic highs [Lay and Young, 1990]. In addition, uncertainties in whole-mantle and D" structure make it hard to attribute tomographic effects to the core. At the same time, the outer core is expected to be somewhat stratified due to the release of light elements from inner core growth [Feam and Loper, 1981] and possible chemical interaction with the mantle. Seismological studies of the outer core are often limited for one or more reasons. Analyses are limited by small data sets or by constraints inherent in the techniques. One recurring feature of studies has been that they focus only on one dimension where outermost core velocity is defined in the radial direction, and no attempts have been made to determine if lateral variations exist. Another limitation is that the studies are regional. While seismologists have suggested the existence of heterogeneity, their analyses are often based on a limited number of data precluding the possibility of global interpretations directly from the results.The first detailed studies of outermost core structure attempted to refine the radial variations in P-wave velocity with respect to whole Earth models. Gutenberg [1938] was one of the first to characterize the raypaths of the SKS phase and to refine outer core structure based on SnKS phases. He concluded that the travel-time curves of SKS were sensitive to velocities in the outer part of the core which ranged between 7.4 and 8.0
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km/sec depending on distance; similar conclusions were drawn for SKKS. Gutenberg and Richter [1939] performed a detailed analysis of the travel times of SKS waves based on seismograms recorded in Pasadena, California and they tabulated their results for a distance range of 80o-150o, corrected and smoothed for zero focal depth.Hales and Roberts [1970] also looked at radial variations in core velocity and took previous studies one step further by defining an empirical travel-time curve for SKS based on observed travel times. They examined travel times of SKS up to 126° from events recorded at the Long Range Seismic Measurements (LRSM) stations in North America and World-Wide Standardized Seismograph Network (WWSSN) stations in North America, specifically chosen for reasonably uniform azimuthal coverage. The travel times (in seconds) were tabulated and fit by the quadratic curve

τSKS = (1493.96 ± 0.27) + (4.61 ± 0.0l)(∆ -105. θ) - (0.0440 ± 0.0012)(∆ -105. θ)2
where Δ is the distance in degrees between the source and station. The all-positive deviations from the Jeffreys-Bullen SKS travel times [Jeffreys and Bullen, 1958] ranged from about 0.5 to 6.0 sec, while the Sdiff -SKS travel times were consistently lower than the average calculated from a mean curve. From these observations and measurements, Hales and Roberts [1970] concluded that, although they considered it unlikely, one possible source of deviations was regionally varying outermost core velocities. (The other possibilities, which they also found unsatisfactory, were differences in CMB radius and upper mantle structure.) A year later, Hales and Roberts [1971] reported SKKS-SKS travel times for distances between 110° and 130°. Correcting for ellipticity and focal depth, the observed differences (in seconds) were added to the SKS travel-time polynomial given in Hales and Roberts [1970] to get

τSKKS = 1539.18 + 7.02(∆ -105.0) - 0.016l(∆ -105.0)2
and the differences were derived as
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τSKKS ~τSKS = 45.22+ 2.4l(∆-105.0) + 0.0279(∆-105.0)2.

Plots of this curve and individual measurements indicated that the outermost 250 km of core velocity was significantly lower than values (based only on extrapolation of SKS travel times) given by Jeffreys-Bullen [Jeffreys and Bullen, 1958] and Randall [1970] near the CMB. Hales and Roberts obtained P-wave velocities equal to 7.909, 7.907, 7.893, and 7.893 km/see respectively for SKKS core arc distances of 85°, 90°, 95°, and 100°. These results, along with observed S3KS-SKKS travel times for three good records with ∆=152°-161o, lent support to the earlier conclusions for reduced outermost core velocities with respect to a radially-varying Earth model. The results were also in agreement with Nelson [1954] who constructed travel-time curves of SKS, SKKS, and S3KS from 1200 shallow, intermediate, and deep focus earthquakes recorded in Pasadena, California and Huancayo, Peru for epicentral distances between 75° and 175°. He found that the observations required lower velocities just inside the core relative to the published results of Gutenberg [1951] and Jeffreys [1939]. Both these studies, however, contradicted the results of Randall [1970] who obtained a revised velocity distribution table for SKS by combining information on the AB branch of PKP with International Seismological Centre Bulletin data grouped in one-degree distance ranges for earthquakes described in Herrin [1968] for Δ =97.5o-118.5°, combined with data from Hales and Roberts [1970] with Δ=83°-126°. His results indicated that velocity at the top of the core was 8.26 km/see, somewhat greater than Jeffreys' value of 8.10 km∕sec.While the debate continued over radial velocity values for the outer core, the problem became more complex when studies began probing possible lateral variations in outermost core structure. Upon examining Earth velocity models, Bullen [1969] derived compressibility-pressure gradient curves and found evidence pointing to slight inhomogeneity in the outer 700 km of the core. He attributed this to phase changes rather
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than changes in chemical composition. Further analysis [Bullen, 1970] resulted in the same conclusions along with the observation that the core seemed normal and uniform below the outermost 700 km.Around this time, seismologists began to use full waveforms to obtain details in structure by attempting to fit waveform characteristics of SnKS phases. In particular, Choy [1977] found that SnKS waveforms were sensitive to velocity gradients in the upper 200 km of the outer core and the results suggested that velocities in the outer 200-300 km of the core were higher, but that the gradient was lower than that predicted by Hales and Roberts [1971], model 1066B [Gilbert and Dziewonski, 1975], and closer to Jeffreys- Bullen. Their analysis consisted of frequency-dependent, full wave theory (WKBJ is not useful near the turning point of the rays) to synthesize long-period seismograms of the SnKS phases for distances between 100o-125o. Choy concluded that it was likely that the regeneration of the Earth's magnetic field was accompanied by stable stratification in the outer core. In addition, Kind and Müller [1975] used the reflectivity method to show that they could calculate theoretical seismograms that were a complete response that included S, SKS, and ScS (assuming a layered half-space whole Earth model with the Earth flattening approximation). Comparing the synthetic seismograms constructed for existing core models to long-period observations of SKS/SKKS amplitude ratios and travel-time differences for five deep-focus Tonga-Fiji earthquakes, they found that discrepancies could be removed with a new Earth model in which the outer core had increased velocities at a depth of about 3750 km [Kind and Müller, 1977]. They further stated that no other significantly different model could explain the observations and that the model implied pronounced chemical inhomogeneity in the core, compatible with the results of Choy [1977]. In a study by Schweitzer and Müller [1986] countering the results of Kind and Müller [1977], travel-time residuals of SKKS and SKS for 12 Tonga-Fiji events for Δ = 96o-117° recorded at North and South American stations were examined. Schweitzer and Müller found that the residuals were larger by 2-3 sec than those predicted by PREM, and
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that the SKS/SKKS amplitude ratios were lower than PREM (Preliminary Reference Earth Model) [Dziewonski and Anderson, 1981] predictions at the same stations. However, this was not observed for Tonga-Fiji events to Eurasian and African stations, or from Sea of Japan events to North American and African stations. Their preferred explanation was lateral variations in the lower mantle since, they argued, the S3KS phase would be delayed such that it would be observed as a separate phase after SKKS even in long-period data if the outermost core were a high-velocity zone. They pointed out that this is almost never observed and, thus, lateral variations (due to temperature variations) could not be used to explain the data.Schweitzer and Miiller's conclusions point to an ambiguity in outer core analyses: because the SnKS phases also travel through the mantle, their signatures in seismograms reflect mantle heterogeneity as well as outer core structure. This has become all the more complicated by recent D" studies which suggest that the lowermost mantle may be quite heterogeneous. For example, Gamero and Helmberger [1988] found up to 8 sec SKS-S travel-time residuals (relative to Jeffreys-Bullen) and 2-3 sec SKKS-SKS residuals for the mid-Pacific CMB region. They concluded that the observations could be explained by several possibilities: up to 5% velocity increase in the top 300 km of the outer core, a 2% increase in S-wave velocity in the lower mantle northeast of Tonga, or lateral variations in D" shear wave velocities of up to 3%. However, they noted in this and in a later study [Gamero and Helmberger, 1993] in which they looked at S-SKS travel-time anomalies measured from short- and long-period data from deep-focus Fiji-Tonga events recorded in North America, that although outermost core lateral variations were not needed to explain the observations, the issue could not be resolved.Accepting the possibility of both lowermost mantle and outermost core lateral variations, Lay and Young [1990] carried out a similar study in which long-period recordings of 21 intermediate and deep focus events in the western Pacific made at North American WWSSN and Canadian Seismic Network (CSN) stations. Nine SKS-SKKS
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differential travel times and 21 SKS-S, SKS-St}jff or SKS-ScS differential travel times were compared to synthetics computed by the reflectivity method. They found that the SKS-SKKS anomalies were systematically negative by about 2 sec and that the travel times were insensitive to radially symmetric mantle-side structure because different models, one of which contained a fast D" layer, changed the anomalies by very little. They preferred the Hales and Roberts core models and concluded that the SKS-SKKS differential travel times could be explained by a core model which is 1-2% slower in the outer 50-100 km, possibly due to a stably-stratified chemical boundary layer combined with 3% lateral variations in S-wave velocity in the lowermost mantle.At the other extreme was a pair of studies carried out by Souriau and Poupinet [1990, 1991] in which they were seeking not only the degree of outermost core lateral heterogeneity, but also geographical dependencies of heterogeneity. In the first study, they examined SKS and SKKS differential travel times for intermediate period Global Digital Seismograph Network (GDSN) and broad-band GEOSCOPE and Network of Autonomously Recording Seismographs (NARS) recordings of events (Δ = 83o-130o) relative to PREM. From these results they claimed to see clear latitudinal dependence of outermost core heterogeneity, with averaged residuals up to ± 1 sec at the higher latitudes due to slight velocity variations in the outermost core. They discarded D" heterogeneity as a source of residuals because the raypaths were far from the SKKS reflection points whose latitudes gave the observed pattern. However, in the second study which involved many more SKS, SKKS, and S3KS travel-time measurements from broad-band records, geographical dependency was not obvious. They reported strong but small regional variations in outermost core heterogeneity and concluded that their observations could be explained by a 2-5% S-wave velocity increase in D" and a small decrease in P-wave velocity in the upper 800 km of the core. They described a core model comprising a thin, low-velocity layer at the top resulting from the accumulation of light elements.
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Recently, a triplet of studies by Tanaka and Hamaguchi [1993abc] focussed both on radial and lateral variations in P-wave velocity in the outermost core. They used travel times from long-period SKS, SKKS, and S3KS recordings from GDSN and WWSSN stations. Their observations came from about 300 seismograms recorded for 71 deep- focus earthquakes and they corrected for upper and lower mantle heterogeneity by incorporating the models SH425.2 [Su and Dziewonski, 1991] and LO2.56 [Dziewonski, 1984]. They concluded that the quadratic polynomial

τSKS = 1427.52 + 3.771(∆ -115. θ) - 0.0404(∆ -115.θ)2
fit the SKS travel-time (in seconds) data better than previous models and proposed an outermost core P-wave velocity of 8.016 km∕sec, with higher velocities in the outer 200 km of the core than those of Hales and Roberts [1970, 1971] and velocities almost identical to those of Hales and Roberts in the region 200-400 km below the CMB. Further analysis of their data led them to suggest the existence of ±0.3% lateral velocity variations in the outermost 200 km from average residuals of 0.6 sec in a hemisphere bounded by the 120θ E line of longitude including the Pacific, and -0.6 sec in the opposite hemisphere [Tanaka and Hamaguchi, 1993c]. A spherical harmonic analysis of their travel-time residuals indicated a strong (. = 1 component, one and one-half times stronger than the € = 2 component.
1.2.b Mantle

The research presented in this thesis began with one-layer inversions for outermost core P-wave velocity perturbations and progressed onto 11- and 12-layer inversions for mantle S-wave and outermost core P-wave velocity perturbations. Therefore, it is useful to describe a few other recent mantle heterogeneity models for ease of comparison with the models presented here. Models for mantle heterogeneity have been based on travel
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time tomography [e.g., Masters et al., 1992; Inoue et al., 1990], or inversion of waveform data alone [e.g., Tanimoto, 1990a] while a few have combined travel times with waveform data [e.g., Su et al., 1994]. This study is most similar to the inversion model MDLSH of Tanimoto [1990a] who used long-period tangential seismograms and toroidal mode data to invert for S-wave velocity anomalies in 11 mantle shells, expanding laterally in spherical harmonics up to degree and order six. Other methods of inversion include S phase traveltime residual and waveform inversion for S-wave velocity perturbations by normal mode summation, expanding radially in Chebyshev polynomials and laterally in spherical harmonics [Su et al., 1994; Su and Dziewonski, 1992; Su et al., 1992; Su and Dziewonski, 1991], S phase travel-time residual inversion for S-wave velocity in shells expanding laterally in spherical harmonics [Masters et al., 1992; Woodward and Masters, 1991a; Woodward and Masters, 1991b; Woodward and Masters, 1991c], P phase traveltime inversions for P-wave velocity [Dziewonski et al., 1977; Dziewonski, 1984; Hager and Clayton, 1989; Inoue et al., 1990; Gudmundsson and Clayton, 1991; Gudmundsson et 
al., 1990], and normal mode splitting caused by aspherical structure [e.g., Dahlen, 1968, 1969; Woodhouse and Dahlen, 1978; Woodhouse, 1980; Lognonné and Romanowicz, 1990; Widmer etal., 1992].These background studies provided the motivation for the work presented in this thesis. In Chapter 2, normal mode and first-order perturbation theory used in the inversions is outlined. Also, four structure resolution test results are presented as a method of placing constraints on the power in real Earth structure of the mantle and outermost core. Chapter 3 contains a description of the data sets and the cross-correlation condition used in the automated method of discarding unsuitable data. Chapter 4 describes the results of an initial, one-layer inversion for P-wave velocity perturbations in the outermost core. These were obtained by individual seismogram inversions of the SnKS waveform portion of seismograms with source-receiver distances between 110° and 130°. Chapter 5 describes the results of the three-dimensional waveform inversions using
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entire body-wave portions of seismograms. Velocity anomalies are plotted as spherical harmonic expansions up to degree and order 12 with respect to PREM using 11 mantle shells and one outermost core shell. Results from 11-layer inversions are compared to 12- layer inversions using the F ratio to test the statistical significance of the outermost core layer. A discussion of possible sources of heterogeneity given by the preferred model is made in the conclusions of Chapter 5.
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Chapter 2: Theory and Pattern Retrieval Resolution 
Constraints

2.1 Waveform construction by normal mode summation

If the Earth were laterally homogeneous and could be described by a radially- varying velocity model alone, rays would travel along great circle paths from source to receiver. As seismic rays travel from the earthquake source to receiver in the real Earth, they accumulate small deviations in travel times along the raypath due to laterally varying structure. To describe global, three-dimensional velocity anomalies, the data must include numerous raypaths with many different azimuths in order to better constrain the location of the anomaly which can lie anywhere on the raypath. The problem can alternately be described in terms of eigenfunction perturbations for the normal modes which are used to model surface displacement Fermat's principle makes it possible to express the travel- time (or eigenfrequency) perturbations caused by perturbations in structural parameters as a linear problem. A form of Rayleigh's principle leads to the calculaton of structural parameter perturbations by inversion of eigenfrequency perturbations and the structural parameter differential kernels. A summary of the theory used in the inversions presented in this thesis will be given in the first part of this chapter.There remains the choice of how to parameterize the tomography problem. One widely used method is to divide the region of interest into discrete cells and assume that velocity perturbation is constant within each cell. The other method, used here, is the "global" approach in which the perturbations are expanded in terms of a linear
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combination of continuous basis functions. The natural choice for this is a spherical harmonic expansion with associated Legendre polynomials. The advantages are that the spectral content and resolution of the solution are easily examined. This method also allows smoothing in areas for which there is little or no data due to lack of earthquake or station coverage.The observed displacement in a seismogram can be expressed as the sum of normal modes and their associated excitation coefficients

u(r,t) = ∑∑∑ na“· ns∞(r,θ,φ)e1"ωzt [2.1]
n (. mwhere ns^1(r,θ,φ) are the homogeneous solutions (eigenfuntions subject to some boundary conditions) with associated eigenfrequencies nωi. The excitation coefficients are given by najjn. As is standard in normal mode theory, n denotes the radial order (fundamental: n = 0 or overtone: n > 0), € denotes angular order (also referred to as 'degree'), and m denotes azimuthal order (also referred to as 'order'). Spatial coordinates are referenced with respect to the three-dimensional, spherical coordinate system, (r,θ,φ).Accounting for an earthquake to provide the excitation source in the Earth, the external force is applied as a Heaviside step function in time, f(r,t) = f(r)H(t). After Laplace transforming the equations of motion, substituting in the expression for excitation coefficients as functions of the eigenfunctions and body force, and inverse Laplace transforming, the expression for displacement in a continuum becomes

u(r,t) = ∑∑∑( n⅜,m)ns"(r.θ.φ)tl~c°s"m^ti [2.2]η ι m nω^where t is time [Gilbert, 1970]. If the external force is applied as a spatial delta function f (r) - Fδ(r - rs) acting at the source location, rs, then,
nΨfm =∫F(r,t),,s'"*δ(r-rs)dV

V
[2-3]
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= F∙ns∞*(rs) [2.4]

[Phinney and Burridge, 1973]. The double couple or point dislocation is used to describe the mechanism of the earthquakes used in these inversion and the effects of source complexity are not included.If a stress τ0 is applied at the source location rs at time t = 0,
τθ(r,t) = Mδ(r-rs)H(t) [2.5]

giving the relationship between stress and the moment tensor, M, which specifies the source completely [Phinney and Burridge, 1973]. Recalling that f = V ∙τθ, it follows that the external force can be written
f = V-[Mδ(r-rs)H(t)]. [2.6]

Since τθ is taken at the point source,nΨfm =-∫(V∙ns∞∙rM)δ(r-rs)dV [2.7]
V

thus,
= -∫(Mrnε"a*)δ(r-rs)dV, V
M ⅛ ε∞*(rs) = ∑ ∑ Mijεij(rs) i=lj=l

[2.8]
[2.9]

where εij(rs) are the elements of the strain tensor associated with normal mode ns^1(r) and the sign change arises from use of the chain rule. The displacement is then
u(rj) = E£l(M:neHrj)„s;"(r,S,9)('~COy'-°expf^) [2.10]

η I m

including the effects of attenuation, nQ^, for a particular mode.
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In the previous equation, the static response of the Earth (i.e., static field of_9earthquakes) is ω . This is the limit of displacement for t → ∞ or ω → 0. However, the instrument response of the static field is zero. Therefore, the static field expression is subtracted from the displacement in order to construct the correct synthetic seismogram corresponding to the Global Digital Seismograph Network instrument responses.Recall that vector field u(r, t) can be written

nu"(r,t)=nU"(r)Y,m(θ,φ)r+11V,m(r)VYf,(θ,φ)0+nWfm(r)(-fxVY,ln(θ,φ))φ

=nlJ°'(r)R^Θ,φ)+nV,"'(r)S"(θ,φ)+,1W,m(r)Tfm(θ,<p) [2.11]
with associated Legendre functions Yjn(θ,φ) [Takeuchi and Saito, 1972], nU“(r), nV^n(r), nWjtl(r) are the radial eigenfunctions associated with spheroidal (U, V) and toroidal (W) motions; Rj1(θ,φ), S∞(θ,φ), and Tjn(θ,φ) are the corresponding surface vector harmonics.Evaluated at the surface of the Earth (radius = a), radial component seismogram displacement becomes
uθ(a,θ,φ, t) = χχΞΞ⅛≤ilexp⅛}nV,(a) ∙∑(m⅛ ε∞(rs)) VY"(θ,φ) (2.12]

n (. nω∕ n m

since only the average multiplet eigenfrequency, nω^, is known for each mode. The insignificant toroidal contribution has not been included in this expression. Substituting spheroidal mode eigenfunctions and spherical components of strain into the expression for excitation coefficients, and using "epicentral" coordinates in which the source is located at the pole (θ = θ), instead of geographical coordinates (i.e., the limit of ε^1(rs)as the source approaches θ = 0 along the meridian φ = 0) [Dziewonski and Woodhouse, 1983b]
uθ(a,θ,φ,t) = ∑∑R∙ η ι

-cosnω^t1ω exp ~nω∕t
.2nQ,

[2.13]2
twhere
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R=nV√r)∙ -kr 3rU(rs)Mπ +⅛l(Mβθ + Mφφ)

l⅛V(r,)

⅞Pzθ(θ) + 2k1Es(rs)[Mrθcosφ
Mrφ sin φ]aθPf1 (θ)-2—2 Γ?·ψΜθθ - Mφφ)cos2φ + 2Mθφ sin 2φ]dθP2(θ) [2.14]

+

with
F≡ r-1[2U-^(f+ l)v],Es≡3rV-r^1(V-U),

and k =J_ ∣(2l+l)(l + m)i m 2m y 4π (( — m)!
which arise from the integration of the excitation coefficients over the volume of the Earth. Source parameters for each earthquake were obtained from Harvard centroid moment tensor solutions (referred to as 'CMT solutions') [e.g., Dziewonski and Woodhouse, 1983a]. Note that the coordinate transformation limits the range of m to -2 ≤ m ≤ 2. The CMT solutions are obtained by nonlinear, least-squares inversions of long-period waveforms; 50-60 sec body-wave data extending from the P wave to the arrival of the fundamental mode surface waves, as well as < 135 sec surface wave data, are inverted for the best point source (epicentral coordinates, depth and origin time) in addition to the six independent elements of the seismic moment tensor.The velocity inversion approach involved the construction of synthetic seismograms and their displacement derivatives with respect to velocity by summation of 5262 normal modes. The mode eigenfunctions and eigenfrequencies had already been computed for the initial, laterally homogeneous Earth model, Preliminary Reference Earth Model (hereafter referred to as PREM) shown in Fig. 2.1 [Dziewonski and Anderson, 1981]. The eigenfunctions were not recomputed after each iteration and earthquake
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Fig. 2.1 Preliminary Reference Earth Model [Dziewonski and Anderson, 1981]
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sources were not relocated. Ideally, however, a more accurate approach would be to recompute the eigenfunctions and source parameters after each iteration using the newly- determined three-dimensional Earth model. The drawback to this, of course, is that it requires a large amount of extra computer time. Solutions for velocity perturbations are computed using perturbation theory and the least-squares method [e.g., Tanimoto, 1987], Epicentral distance corrections due to ellipticity were made following the method outlined in Woodhouse and Dziewonski [1984]. However, their approximations were not appropriate for some modes used in our body-wave analysis; in particular, the correction was not accurate for V. < 5. As a result, a modified version of the distance correction was applied to the spheroidal normal mode set. Details are contained in Appendix A2.
2.2 First-order perturbation theory

It is assumed that real Earth structure is not very different from a theoretical, initial Earth model. If global, average perturbations to the initial Earth model are less than 10% (assumed by many normal mode studies), first-order perturbation theory serves as a convenient approach to solving for lateral variations in seismic velocities.According to perturbation theory, if s = f(t), then s+∆s = f(t + ∆t), so that ∆s = f(t + ∆t)-f(t). A form of Rayleigh's Principle says that the square of the eigenfrequency is stationary for small variations in displacements from the exact solution; i.e., calculation of the ratio of potential energy to kinetic energy using an approximate trial solution with first-order deviations from the exact eigenfunction gives the eigenfrequency accurate to first order. From variational theory, small perturbations in Earth structure (i.e., seismic velocities) produce perturbations in eigenfrequencies. Thus, perturbations to displacement can be expressed as
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uθ +δue = ∑-^-∙[-cos(ωk +δωk)t]exρ ^ωkθδωk^t [2.15]

k ω£ j L zMk J

R [-cosωktcosδωkt + sin ωktsinδωkt]exp -(ωk+δωk)t

2Qk
[2-16]

where δωk « ωk and R has already been defined in Eq. [2.14]. Note that the subscripts 
η, ι , and m have been replaced with k to denote a specific normal mode multiplet Also, the spherical coordinate notation has been dropped for simplicity. Displacement is now given as the summation over a finite number of modes. Since δωk « 1, cosδωkt ≈ 1 and sin δωkt ≈ δωkt. Also, since mode attenuation Qk » 1, it is assumed that δωkQk1 ≈ 0. As a result, the simplified expression for displacement and its perturbation is given as

uθ +δuθ ∑-y∙ ∙ (-cosωkt + δωktsin ωkt)exρf ■ 
k ωk k Uk

The left-hand side of this is computed as
δuθ =ud(t)-us(t)

[2.17]

[2-18]
where ud(t) is the observed seismogram, and us(t) is the synthetic seismogram computed with PREM. In terms of partial differentials,

ud(t)-us(t)=X~∙(δωktsinωkt)expft<∙>k V2Qk [2.19]
= y⅛, f3ω= Σ

k

3u ∂ω 3ω 3ρ *÷Σ⅛>∙÷Σ 3u ∂ω 3ω 3βk'*fc' k

using the chain rule. In reality, eigenfrequency perturbations, δωk, are not directly calculated, and the velocity perturbations are. Perturbations due to slight variations in the location of internal discontinuities with respect to the reference model have been
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neglected; however, there is an important tradeoff between boundary and velocity perturbations. If the discontinuity contributions had been included, they would have been subtracted from the expression for eigenfrequency perturbations for specific modes. Similar perturbation methods have been used by Lerner-Lam and Jordan [1983] and Woodhouse and Dziewonski [1984].This expression can also be derived by differentiation. Upon differentiating displacement with respect to ω,

3u3ω R
~ 2 (tsinωkt) +

ω=ωk ωk V t2Qk ∙cosωkt exp -ωktw. [2.20]
where k denotes the kth normal mode. Multiplying both sides by perturbation in eigenfrequency, δωk,

3u _ R—δ^k = — oω ωk (δωktsin ωkt) + rδωkt
,2q7

λ∙cosωkt √ [2-21]
But δωk « 1 and Qk » 1, yielding ≈ 0. Thus,M k-^-δωk =^∙(δωktsinωkt)exp(-2^). [2.22]

ωkThe wavelength of average, global Earth structure given by the solutions is much greater than the wavelengths of the normal modes used in the inversion. For this case, Jordan [1978] approximated the kth mode eigenfrequency perturbation as a local average along the raypath from the earthquake source to the receiver; i.e.,
1 rδωk =------- fδωιocaι(θ,φ)ds

δSr s
[2.23]
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where Δ^r is the epicentral distance from the source (S) to the receiver (R). This approximation is known to degrade the results laterally [Li and Tanimoto, 1993], but still remains a good, initial attempt to constrain the structure.The local eigenfrequency perturbation can, in turn, be expressed in terms of perturbations in density and seismic velocities:

δβ>toca,,k =ωkfl Kp,k(r)⅛ + Ko,k(r)^+Kp,k(r)^dr [2.24]
where Kα k (r) is the Frechet kernel for P-wave velocity as a function of depth for the kt^ mode, Kβ k(r) is the kernel for S-wave velocity, Kp,k(r) is the Frechet kernel for density, and 'a' denotes the radius of the Earth. For the frequency range considered here, however, Kpk(r) is much smaller than the kernels for P- and S-wave velocities; therefore, the density perturbation term can be neglected, yielding

a
local,k = ωk ∫0

7In this development, the kernels have been normalized by ω and kinetic energy, which arises from their derivation from Rayleigh's principle and first-order perturbation theory. Tomographic [Dziewonski and Woodhouse, 1987; Davies, 1990; Li et al., 1991b; Pulver and Masters, 1990] and laboratory [Sumino and Anderson, 1984; Simmons and Wang, 1971; Duffy and Ahrens, 1992a; Duffy and Ahrens, 1992b] experiments provide evidence for a linear relationship between P-wave and S-wave perturbations which changes with depth within the mantle. This is a useful tool, both because it simplifies the inverse problem and because teleseismic S-wave amplitudes are much larger than P-wave amplitudes and dominate the least-squares inversions for velocity. This relationship is defined as

M⅛÷⅛M⅛- [2.25]Kα,k
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δβ _ δα 

X β ^ α [2.26]
where χ is a scalar. By incorporating this linear relationship, the number of unknown parameters is reduced by one half, making the inversion more reasonable in size. The inversions incorporated χ = 0.6 for the upper mantle (layers 1-3), and χ = 0.5 for the lower mantle (layers 4-11), both values lying between experimentally determined maxima and minima [see above references]; χ was held constant within each depth layer.Expanding P-wave and S-wave velocities in spherical harmonic expansions,

δα
a

UldΛ= Σ ∑a-Y,"(θ,φ) [2.27]
(=0 m=-land SO ^max ff=∑ ∑b∑⅛7,(θ,φ).

P i=Q m=-e
[2.28]

where (max is the maximum angular order (= 12), the full expression for eigenfrequency perturbation can now be given as
Rδωk = ωk ΣΣ

( m

-∑-∫Y,m(θ)ds
δsrjs

11 ∕ ∖ ri+lz∑(t>r). J(xκα(r) + Kβ(r))dr
i=l 1 r=

4-Σ (af"). ∫καW* ∙
j=12 j ri

[2.29]
where aj1 and b™ are the coefficients of expansion, r denotes the radius of the top of each layer, and Pjn(θ) (Yjn(θ,φ) = Pjn(θ)eimφ) are the associated Legendre functions fully normalized as

Pim(θ)≡ 1(2-δ0m)(2f+l)
(l-m)i 
(^ + m)i

P⅛n(θ)∙
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Pβn(θ) are the unnormalized Legendre functions [e.g., Aki and Richards, 1980]. The mantle was divided into 11 layers, denoted by i, and j denotes the outermost core layer. Table 2.1 gives the radii and thicknesses defining the 12 layers used in the inversions [after Tanimoto, 1990a]. Velocity perturbations (given by percentages) δα∕α and δβ∕β were held constant within each layer. Finally,

δuθ = Σ^Γ '(tsin ωfct)exp(^2‰9 ΣΣ
£ m

1
δsr

R∫Y∞(θ,φ)ds
S

∑(bi"). ■Li=ι
∫(χKα.k(r) + ⅞.k
ri

(r))dr+ Y (a“). ∫Kα,k(r)dr > 
i=l2 j γ= [2.30]

Eq. [2.30] gives an explicit representation for displacement at the Earth’s surface in terms of the model parameters (PREM), the source via the elements of the moment tensor, and the variations in model parameters with respect to PREM. The inversion for the model parameter perturbations by an iterative, least-squares approach forms the basis for the problem of obtaining three-dimensional maps of Earth structure through phase shifts which are reflected as linear increases of phase perturbation in the seismogram.This is an approximation of the first-order Bom approximation in which it is assumed that heterogeneity is localized and that perturbations in Earth structure can be represented by phase shifts alone in the waveform data. When the wavelength is small compared to the scale length of inhomogeneity, the amplitude perturbation is smaller than the phase perturbation, close to what is expected from geometric ray theory; i.e., the inhomogeneous region is smooth and can be considered a piecewise homogeneous region [Aki and Richards, 1980]. Thus, the Bom approximation is only valid when the loss of energy due to scattering is small compared to the total energy. No coupling effects have been included in the above expressions. When the equation of motion is modified to account for perturbations in density and velocity, and forward and inverse Laplace
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Table 2.1 Radii, depths, and thicknesses of layers used in three-dimensional velocity inversions.

Layer Top radius (km) Bottomradius(km)
Top depth (km) Bottomdepth(km)

Thickness(km)
1 6371 6151 0 220 2202 6151 5971 220 400 1803 5971 5701 400 670 2704 5701 5349 670 1022 3525 5349 5087 1022 1284 2626 5087 4816 1284 1555 2717 4816 4555 1555 1816 2618 4555 4283 1816 2088 2729 4283 4012 2088 2359 27110 4012 3741 2359 2630 27111 3741 3480 2630 2891 26112 3480 3280 2891 3091 200
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transformed assuming a step function type source, the resulting expression for displacement can be related to the derivation given above which includes Jordan's [1978] 'multiplet location parameter' [Tanimoto, 1984]. Note, however, that the effects of mode coupling have not been included in the inversion results presented here.
2.3 Rayleigh wave constraints

The data provide relatively uneven coverage of the upper mantle, so the surface wave eigenfrequency perturbation results of Zhang [1992] have been included in the inversions to constrain upper mande structure. Zhang [1992] used Rayleigh wave data to invert for upper mande velocity and solved for eigenfrequency perturbations in terms of spherical harmonic expansions for fundamental spheroidal modes 0S33 to 0S131 - The eigenfrequency perturbations are functions of surface wave group velocities and perturbations in phase velocities, which in turn are expanded in spherical harmonics via
δωλ

'standing
wave,k

UkCk max i= Σ ∑R"kγ"(θ∙φ)
i=0 τn=-t

[2.31]ω
where R“ are the phase perturbation expansion coefficients for a specific eigenfrequency. 
Hence,

δω ,δβ'1 =f—1 = ∫fκα k(r)-+ K« k(r)“ ldr [2.32]

= ∑∑yΓ(Θ∙φ)
m

∑(bj,)√ ∫(zKa-k(r)+Kβιk(r))dr i=l 1 r [2.33]
Equating terms of the same angular and azimuthal order
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11 z ∖ η+1∕

Rrk=Z(br)-· ∫(%κα,k(r) + ¾k(r))dr [2.34]
i=l 1 r1

where, as before, (b^1) are the coefficients of expansion for which we have solved. The - ivalue of the right hand side of Eq. [2.34] is usually non-zero only for the top four layers of the 11- and 12-layer models.
2,4 Pattern retrieval resolution tests

It is a well-known problem in inverse theory that even though many parameters are obtained independently, there exists some dependence of one set of parameters on another. For example, in inversions for multi-layered structure, the power of one set of structure coefficients will often leak into the structure coefficients for adjacent layers. This is because raypath coverage in the Earth is not complete due to the limited number of station and event locations. Regions which deviate from the one-dimensional Earth model may not be sampled by the data set; as a result, there is uncertainty about where the regions actually exist in the models. For example, if a region of positive velocity anomaly in the lower mantle is not sampled by many raypaths, the results of the inversion may place part of it in the layer above and part in the layer below its actual location. Constraints can be placed on the power contained in specific layers relative to the others by examining the parameter amplitudes for a particular layer of interest. To find such constraints, a theoretical inversion for Earth structure is carried out for which an initial, synthetic model of Earth structure is known exactly. Synthetic data constructed from this initial Earth model are inverted for model parameters and the parameters for one region are compared to those of another in which some power leakage is suspected.
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2.4.a Outermost core layer

Four pattern retrieval resolution tests were performed with the data set used in the 11- and 12-layer model inversions. The tests involved the construction of synthetic data based on a known Earth model. For the first synthetic Earth model, layers 1-11 were kept one-dimensional using PREM, and layer 12 was additionally assigned the pattern associated with unnormalized spherical harmonic term c∣ = -0.01, illustrated in Fig. 2.2. This corresponds to minimum and maximum velocities of -1.73% and 1.73%. The choice of this coefficient was based on the fact that it closely describes real-Earth velocity structure in layer 11 and because cj is the largest term in the llt^ layer of the preferred Earth model discussed in Chapter 5. Thus, it was used so that the pattern of structure in layer 11 would have the best chance of showing up in layer 12 if power leakage due to poor resolution occurred. A complete set of 6375 synthetic, radial seismograms was constructed using this Earth model and inverted for Earth structure in all 12 layers using inverse techniques and damping parameters described in Chapter 5. Seismograms were weighted by l∕M0 to damp large amplitude waveforms from large earthquakes more heavily. A matrix eigenvalue damping scheme was also incorporated into the inversion, although it served to control the amplitude of the coefficients, but not the ratios of amplitudes between layers or the power distribution. The results were analyzed after the first iteration only, since it is known from previous experience that further iterations do not change the structure patterns or coefficient ratios; only the coefficient amplitudes varied from one iteration to the next. The results for the 12-layered model of the first inversion are given in Fig. 2.3. Contours are given every 0.1% in this figure. Contour lines represent spherical harmonic expansions of structure with ^max =12. Solid contours indicate positive velocity variations and dashed contours indicate negative velocity variations. Each layer for which structure is given is indicated at the top by its depth range. It is clear from this figure that the original pattern of synthetic Earth
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Fig. 2.2 Initial synthetic Earth model pattern defined by spherical harmonic termCj = -0.01 in the outermost core (layer 12).
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Layer 1-depth range 0-220 km

Layer 2-depth range 220-400 km

Layer 3-depth range 400-670 km
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Layer 5-depth range 1022-1284 km

Layer 6-depth range 1284-1555 km

Layer 7-depth range 1555-1816 km

Layer 8-depth range 1816-2088 bn
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Layer 9-depth range 2088-2359 km

Layer 10-depth range 2359-2630 km

Layer 11-depth range 2630-2891 km

Layer Γ2-depth range 2891-3091 km

Fig. 2.3 Results for layers 1-12 from inversion for synthetic Earth model given in Fig. 2.2. Velocity (layers 1-11: S-wave; layer 12: P-wave) contours are given every 0.1%. Solid lines indicate positive velocity perturbations while dashed lines indicate negative velocity perturbations. The first solid contour indicates zero velocity anomaly.
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structure has been retained in layer 12, but that there is some leakage of this pattern into layer 11. These plots resolve two important issues: the core phases in the data waveforms have supplied information specifically about the outermost core, separate from D" in the lower mantle. Also, calculations of power exhibited by layer 12 compared to layer 11 indicate that layer 12 contains much of the original pattern and total power after the inversion. The first column in Table 2.2 shows the percentage of total power contained in each layer after the inversion, where the top of the column indicates (in parentheses) which layer originally contained the synthetic Earth model given by c∣ = -0.01. From the values given in Table 2.2 it can be concluded that an upper bound of 84% of the total power obtained for layer 12 in real-data inversions actually resides in the outermost core. It is not surprising that the input patterns have leaked into surrounding layers regardless of the location of the initial heterogeneity. After all, many of the phases used to determine core structure also record the signature of mantle heterogeneity and no seismic tomography inverse problem is so well formulated that all eigenvalues are independent
2.4,b Lowermost mantle layer

The second pattern retrieval resolution test was conducted to determine what degree of leakage occurred into surrounding layers if the same pattern was put in layer 11 in order to place additional constraints on final Earth structure models. For the second synthetic Earth model, layers 1-10 and 12 were kept one-dimensional using PREM, and layer 11 was additionally assigned the pattern associated with spherical harmonic term cj = -0.01. The pattern is the same as that given in Fig. 2.2. Again, a complete set of 6375 synthetic, radial seismograms was constructed using this Earth model and inverted for Earth structure in all 12 layers. The results for the 12-layered model of the second resolution inversion are given in Fig. 2.4. Contours are given every 0.1% in this figure. As before, solid contours indicate positive velocity variations and dashed contours indicate negative velocity variations. Contour lines represent spherical harmonic expansions of
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Table 2.2 Percent power contained in layers 1-12 after resolution inversions described in text. The top of each column indicates the layer (in bold) which contained the original synthetic Earth model described by spherical harmonic c∣ = -0.01. The rows indicate the % total power contained in layers 1-12 after the inversions.

Layer
Percent power 

after Is* synthetic 
test (12)

Percent power 
after 2n^ synthetic 

test(11)

Percent power 
after 31^d synthetic 

test (1)1 0.00057 0.00383 99.427632 0.01320 0.01628 0.231803 0.00135 0.00306 0.069234 0.00524 0.02046 0.256405 0.00332 0.00368 0.000606 0.03852 0.06604 0.009177 0.17266 0.10423 0.000088 0.02470 0.35463 0.002879 0.92019 1.98101 0.0010710 1.67041 29.43006 0.0007211 13.45450 60.09549 0.0004112 83.69535 7.92123 0.00002
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Layer 1-depth range 0-220 km

Layer 2-depth range 220-400 km

Layer 3-depth range 400-670 km

Layer 4-depth range 670-1022 km
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Layer 6-depth range 1284-1555 km

Layer 7-depth range 1555-1816 bn

Layer 8-depth range 1816-2088 km
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Layer 9-depth range 2088-2359 km

Layer 11-depth range 2630-2891 km

Layer 12-depth range 2891-3091 km

Fig. 2.4 Results for layers 1-12 from inversion for synthetic Earth model described in text. Velocity (layers 1-11: S-wave; layer 12: P-wave) contours are given every 0.1%. Solid lines indicate positive velocity perturbations while dashed lines indicate negative velocity perturbations. The first solid contour indicates zero velocity anomaly.
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structure with ^max =12. The figure shows that the original pattern of synthetic Earth structure has been retained in layer 11, but that there is a little more leakage of this pattern into layers 10 and 12 than in the previous case. These plots once again indicate that specific phases in the waveforms are providing information about the lowermost mantle separately from the outermost core. From the values in Table 2.2 it can be concluded that an upper bound of 60% of the total power obtained for layer 11 in real-data inversions actually resides in D".
2.4.c Uppermost mantle layer

The third test was conducted to determine what degree of leakage occurred if the same pattern was placed in layer 1. This was to test if structure placed in the uppermost mantle would leak into lowermost mantle layers. For the third synthetic Earth model, layers 2-12 were kept one-dimensional using PREM, and layer 1 was additionally assigned the pattern associated with spherical harmonic term cj = -0.01, the same as that shown in Fig. 2.2. Again, a complete set of 6375 synthetic, radial seismograms was constructed using this Earth model and inverted for Earth structure in all 12 layers. The results for the 12-layered model of the third resolution inversion are given in Fig. 2.5. Contours are given every 0.1% in this figure. As before, solid contours indicate positive velocity variations and dashed contours indicate negative velocity variations. Contour lines represent spherical harmonic expansions of structure with ^max =12. This figure shows that almost all of the original pattern of synthetic Earth structure pattern and power has been retained in layer 1. These plots demonstrate that not only are waveforms providing independent information about the uppermost mantle layer, but that almost no power is leaking into the lowermost mantle layers. As the third column of Table 2.2 shows, over 99% of the total power of these inversions results is contained in layer 1.A fourth test was performed to determine if synthetic structure placed in the middle of the mantle affected lower mantle or outermost core structure. For this synthetic
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Layer 1 -depth range 0-220 km

Layer 2-depth range 220-400 km

Layer 3-depth range 400-670 km

Layer 4-depth range 670-1022 km
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Layer 5-depth range 1022-1284 km

Layer 6-depth range 1284-1555 km

Layer 7-depth range 1555-1816 km

Layer 8-depth range 1816-2088 km
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Layer 9-depth range 2088-2359 km

Layer 10-depth range 2359-2630 km

Layer 11-depth range 2630-2891 km

Layer 12-depth range 2891-3091 km

Fig. 2.5 Results for layers 1-12 from inversion for synthetic Earth model described in text. Velocity (layers 1-11: S-wave; layer 12: P-wave) contours are given every 0.1%. Solid lines indicate positive velocity perturbations while dashed lines indicate negative velocity perturbations. The first solid contour indicates zero velocity anomaly.
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Earth model, layer 6 was assigned the pattem associated with spherical harmonic term cj = -0.01 and the inversion was carried out using the same approach as above. The results of this test indicate that very little power leakage occurred outside of layer 6. This is good evidence for the assertion that there is very little power leakage into layers 11 and 12 from the mid and upper mantle.Because the relative values of structure power vary in the upper, mid, and lower mantle, the pattem retrieval resolution results must be interpreted with appropriate weights when applying them together to different parts of the mantle from that which contained the original synthetic Earth model. Using the results of the first two pattern retrieval resolution tests, upper and lower bounds can be placed on the amount of power that actually originates from outermost core and lowermost mantle velocity structure. To this end, we have computed multiplicative scalar factors by which to multiply the total power in layers 11 and 12 from real-Earth structure inversions to determine upper and lower bounds on the total power of each layer. These bounds affect the unnormalized power and spectral amplitudes but not the patterns of velocity structure. Because power is related to the square of the velocity amplitude, the upper and lower bound velocity amplitudes are found by multiplying by the square root of the multiplicative factors.The percentages of power retrieved presented in Table 2.2 were used to estimate the factors which are given in Table 2.3. The method by which the factors were determined is as follows: the upper bound multiplicative factor for layer 12 was determined as the amount of power remaining in layer 12 after the resolution inversion for structure in that layer (first resolution test). The lower bound was found by subtracting the weighted percentage of power which had leaked into layer 12 from the resolution inversion for structure in layer 11. The weight was determined as the ratio of absolute power from real-Earth structure for layer 12 to layer 11. The factor for layer 11 was determined similarly.
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Table 2.3 Upper and lower bound multiplicative factors for structure power in layers 11 and 12. This factor is multiplied by the total power in the corresponding layers to find the upper and lower bounds on the total power of real-Earth inversions. The velocity field amplitudes of the real-Earth inversions, whose results are given in Chapter 5, are multiplied by the square root of the multiplicative factors.

Multiplicative factor Layer 12 Layer 11^max 0.84 0.60^min 0.68 0.53

To find the actual value of the multiplicative factors, Xmin, for layers 11 and 12, let the total power (absolute, unnormalized) in layer 12 be A and in layer 11, B. Then the minimum amount of power residing in layer 12 from the real-Earth structure inversion is
Nm⅛A = (0.837)A-(0.0792)B [2.35]

and the multiplicative factor is
Kmiπ =0.837-(0.0792)% [2.36]

where 0.837 and 0.0792 are from Table 2.2. The value of -γ- was determined from real- Earth inversions to be 2.0. Similarly, the minimum amount of power residing in layer 11 is
XminB = (0.601)B-(0.1345) A [2.37]

and the multiplicative factor is
Xmin=0.601-(0.1345)⅛ [2.38]
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where 0.601 and 0.1345 are from Table 2.2. The values of Kmin for layers 11 and 12 are given in Table 2.3. Of course, this assumes that all other spherical harmonic coefficients behave like cj and that no other layers leak into 11 or 12. With unlimited computer resources and time, the ideal test would involve pattern retrieval resolution inversions for patterns in all layers with coefficients other than cj, in addition to coefficient combinations.
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Chapter 3: Data Selection Methods

3.1 General description

The data consist of filtered Global Digital Seismograph Network (GDSN) long- period, radial-component seismograms provided by the National Earthquake Information Center (NEIC). The seismograms came from event tapes which were generated by extracting day tape data with event magnitudes greater than 5.5 recorded between 1980 and 1987. The data set includes seismograms from the Seismic Research Observatories (SRO), Abbreviated Seismic Research Observatories (ASRO), Regional Seismic Test Network (RSTN), Digital World-Wide Standardized Seismograph Network (DWWSSN), and the China Digital Seismograph Network (CDSN). The sources are characterized by depths between 10 and 663 km (the distance-quantity distribution is shown in Fig. 3.1), and moments between 10^4 and 10^7 dyne∙cm. Fig. 3.2a shows the locations of the earthquakes and 3.2b shows the locations of the stations which recorded the seismograms used in the inversions. The names and locations of the stations are given in Table 3.1. As Fig. 3.2a illustrates, the earthquakes are globally well-distributed along major plate boundaries. Although the stations are not quite as evenly distributed, their locations allow reasonably good raypath coverage considering the years during which data were collected. Coverage is best under the Pacific Ocean from the large number of paths between Pacific events and North American stations. It is most sparse for the lowest latitudes due to the lack of stations in the Southern Hemisphere. The instrument responses for instruments in the networks listed above are shown in Fig. 3.3. Each waveform record included
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Fig. 3.1 Distribution of number of seismograms within 1° distance bins.
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Fig. 3.2 Locations of the (a) 971 earthquakes and (b) stations which contributed data to the one-layer and three-dimensional inversions.
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Table 3.1 Names and locations of GDSN stations which recorded waveforms used in the one-layer and three-dimensional inversions.

Station name Network LocationANMO SRO Albuquerque, New Mexi∞ANTO SRO Ankara, TurkeyBCAO SRO Bangui, Central African RepublicBGIO SRO Bar Giyyora, IsraelBOCO SRO Bogota, ColombiaCHTO SRO Chiang Mai, ThailandGAC SRO Glen Almond, Quebec, CanadaGRFO SRO Grafenberg, GermanyGUMO SRO Guam, Mariana IslandsNWAO SRO Narrogin, AustraliaSHIO SRO Shillong, IndiaSNZO SRO South Karori, Wellington, New ZealandTATO SRO Taipei, TaiwanCTAO ASRO Charters Towers, AustraliaKAAO ASRO Kabul, AfghanistanKONO ASRO Kongsberg, NorwayMAJO ASRO Matsushiro, JapanZOBO ASRO Zongo Valley, BoliviaAFI DWWSSN Afιamalu, Western SamoaALQ DWWSSN Albuquerque, New MexicoBER DWWSSN Bergen, NorwayCOL DWWSSN College, AlaskaGDH DWWSSN Godhaven, GreenlandHON DWWSSN Honolulu, HawaiiJAS DWWSSN Jamestown, CaliforniaJAS1 DWWSSN Jamestown, CaliforniaKBS DWWSSN Kings Bay, Spitzbergen, NorwayKEv DWWSSN Kevo, FinlandLEM DWWSSN Lemban, IndonesiaLON DWWSSN Longmire, Washington
sα> DWWSSN State College, PennsylvaniaSLR DWWSSN Silverton, South AfricaTAU DWWSSN Tasmania, AustraliaTOL DWWSSN Toledo, SpainRSCP RSTN Cumberland Plateau, TennesseeRSNT RSTN Yellowknife, NWT, CanadaRSNY RSTN Adirondack, New YorkRSON RSTN Red Lake, Ontario, CanadaRSSD RSTN Black Hills, South DakotaBJI CDSN Beijing, ChinaLZH CDSN Lhasa, ChinaWMQ CDSN Urumqi, ChinaKMI CDSN Kunming, China
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Fig 3.3 Instrument response curves for SRO, ASRO, DWWSSN, RSTN, andCDSN networks.
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information about the complex response function of the instrument which recorded it (with peak instrument response amplitudes occurring at periods from 25-28 sec), and header information including year, time (to milliseconds), epicentral distance, azimuth, back azimuth (both measured clockwise from north), number of data points, and sampling interval of the seismogram. Source parameters including location, depth, time, and six independent elements of the seismic moment tensor were obtained from Harvard centroid moment tensor solutions (also referred to as 'CMT solutions') [e.g., Dziewonski and Woodhouse, 1983a]. The instrument response was convolved with the synthetic seismograms in order to perform a direct comparison of synthetic seismograms with observed waveforms at each station.
3.2 Analysis and selection

The initial list included 22,987 radial seismograms which were obtained by resampling the raw data at a 10 sec time interval and cosine filtering for periods between 20 and 666.67 sec (0.0015-0.050 Hz). Seismograms were limited to epicentral distances between 10° and 140°, and refiltered for periods between 33 and 100 seconds (0.01-0.03 Hz). Specifically, the filter was designed as a cosine function between frequencies 0.01- 0.015, and 0.025-0.03, and unity between 0.015-0.025 Hz. Earthquakes which had produced half-duration times (given by the CMT solution as the shift in origin or centroid time in the absence of source complexity) larger than 17 sec were discarded with the justification that the point source approximation was no longer valid for this frequency range.
3.2. a Cross-correlation technique

The advantage to using GDSN data is that the numerous waveform recordings provide fairly good global raypath coverage, a requirement for three-dimensional, global
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velocity inversions. However, one disadvantage is that a large portion of the data is noisy. The low signal-to-noise ratios are due to a variety of sources including random spikes from power surges and fluctuations (e.g., lightning, wind), non-seismic signals, and signal processing errors (e.g., windowing the time series such that part or none of the seismogram is included, incorrect polarity). An automated cross-correlation measurement technique was used as an objective method for discarding noisy or non-existent signals in the data set. An initial synthetic seismogram was computed for the body-wave portion of each record and the cross-correlation coefficient was computed for each synthetic-data pair before the inversions were performed. All synthetic-data pairs with coefficients less than 0.4 were discarded. The choice of a threshold coefficient of 0.4 was based on the desire to have a data set with good to moderately poor initial synthetic-data fits, but not to include fits that were very poor due to noisy, or non-existent data. This value corresponds to a phase shift of about 66 degrees in two identical sine functions. Thus, the crosscorrelation coefficient condition allowed us to retain relatively poor data-synthetic fits for the inversion. Several hundred synthetic-data pairs with coefficients < 0.4 were examined to visually confirm that good data were not being thrown out by this technique. In all cases, the correlation could not be improved by a stationary time shift between the data and synthetic. Examples of two synthetic-data pairs that were removed from the data set because their corresponding cross-correlation coefficients were too low are shown in Fig.3.4. This figure shows initial fits that are extremely poor due to large-amplitude signals that are probably non-seismic. To even out the distribution of seismic events so that regions with heavy coverage would not bias the results, the surface of the Earth was divided into 5° by 5° cells and the total number of seismograms produced by all earthquakes which had occurred within each cell was limited.
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860712(RSCP.r) distance= 103.1 degrees cross correlation^ 0.36
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Fig. 3.4 Examples of data (solid lines)-synthetic (dashed lines) waveform fits using PREM as the initial Earth model which were discarded because their corresponding crosscorrelation coefficients (given at the top right of each waveform) were < 0.4.
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3,2.b Travel-time and epicentral distance windows

Each seismogram was windowed for the time series segment containing only body- wave phases, beginning 30 sec before the direct or diffracted P-wave arrival and ending 30 sec (for Δ≤60o), 120 sec (for 60o<Δ<100o), or 360 sec (for Δ≥100o) before the fundamental Rayleigh wave arrival (for the inversion results given in Chapter 5). The P- wave and diffracted P arrivals were obtained from the IASP91 Earth model travel-time tables [Kennett and Engdahl, 1991] and the Rayleigh wave arrival was estimated by calculating the travel time of the surface waves for a group velocity of 3.84 km∕sec. This value is slightly higher than the maximum group velocity (3.8392 km∕sec) given by the spheroidal modes used in the inversions. However, the higher value was used to ensure that the Rayleigh waves were not included in the inversion since their large amplitudes would have dominated the solution. Including a large number of body-wave phases in the waveform inversion was desirable for several reasons: the different phases cany information about various parts of the Earth's deep interior so that the resulting Earth model is not biased by a very small number of phases, errors from travel-time determinations do not enter the problem, and structure information is provided by amplitudes in addition to phase shifts. The disadvantage, however, is that the S phases dominate with their larger amplitudes. In particular, the phases which contributed most heavily to the inversion were direct and diffracted S, PS, SS and SSS. P waves were included, but probably did not contribute much due to their small amplitudes (see Fig. 3.5 for comparison).The time window was modified for the one-layer inversions with corresponding results given in Chapter 4. For these inversions, the waveform was windowed for the time series beginning 30 sec before the SKS arrival time and ending 20 sec before either the estimated diffracted S or the PKKP arrival time (depending on distance) in order to obtain structure information solely from outer core phases. The SKS travel times were obtained



56
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Fig. 3.5 Radial seismogram recorded at CTAO for earthquake which occurred in Central California, showing relative body-wave phase amplitudes.



57
using the Jeffreys-Bullen travel-time table [Jeffreys and Bullen, 1958]. To illustrate the different raypath characteristics, raypath calculations for the turning point depths of SKKS indicate that it turns just below CMB (e.g., ~ 100 km below the CMB for 112° and - 200 km for 121°). Thus, it samples the structure of a large portion of the outermost core. SKS has deeper turning points (e.g., ~ 1200 km below the CMB for 112° and ~ 1500 km for 121°).The final, smaller data set for the individual SnKS waveform inversions (Chapter 4) included 2335 seismograms (i.e., source-receiver pairs) from 741 earthquakes with 110o≤ Δ ≤130o, all of which occurred in the Southern Hemisphere. Fig. 3.6 illustrates the outermost core raypath coverage provided by this data set. The final, complete data set for the mande-core velocity inversions (Chapter 5) comprised 6375 seismograms from 916 earthquakes with 10°≤ Δ < 140°, which had occurred globally. Outermost core raypath coverage provided by this complete data set is illustrated in Fig. 3.7; it is clear from this figure that adding more long-distance data improved outermost core raypath sampling, especially in the Southern Hemisphere.
3.3 Normal mode data

Raypath coverage plots give a clear picture of exactly how Earth structure is sampled by phases in the data, but normal mode sampling is not quite as straightforward. A good picture of spheroidal normal mode energy distribution can be obtained by depth plots of the Frechet (sensitivity) kernels. These are the same kernels used to calculate the displacement derivatives for the first-order perturbation problem summarized in Chapter 2. The kernels illustrate the radial sensitivity of the spheroidal modes to Earth structure. For example, Fig. 3.8a shows that spheroidal mode 26^21 has most of its P-wave energy in the outer core and is contributing to SnKS waveforms; all the SV energy is in the mantle. By contrast 22^98 0⅛- 3.8b) has all of its P-wave and most of its SV energy in the upper
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Fig. 3.6 Outermost core raypath coverage for data used in one-layer inversions; the results of these inversions are presented in Chapter 4.
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Fig. 3.7 Outer core raypaιh coverage from data used in the three-dimensionalinversions; the results of these inversions are presented in Chapter 5.
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Fig. 3.8 Frechet kernels for spheroidal modes 26^21 and 22^98 plotted as functions of depth.
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mantle and is not contributing to lower mantle phases in the waveforms. This can be viewed another way, described in more detail in Chapter 4: in order to determine how normal modes were being summed to form the core phases, the number of modes was limited first to those with ray parameters close to that of SKS and, second, of SKKS. The resulting waveforms match the SKS and SKKS phases independently, as expected.
3.4 Rayleigh wave phase perturbation data

The data provide relatively uneven coverage of the upper mantle, so the Rayleigh wave eigenfrequency perturbation results of Zhang [1992] have been included in the inversions to constrain upper mantle structure. Zhang [ 1992] used Rayleigh wave data to invert for upper mantle velocity, and solved for eigenfrequency perturbations in terms of spherical harmonic expansions for fundamental spheroidal modes 0S33 to ο$131· The eigenfrequency perturbations are functions of surface wave group velocities and perturbations in phase velocities, which in turn are expanded in spherical harmonics.
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Chapter 4: One-layer Inversions of SnKS Phases for 
Outermost Core Structure

An initial, one-layered model of outermost core structure via the inversion of SnKS phases is presented in this chapter. The most readily observable of the SnKS suite of body-wave phases is the SKS phase which originates at ∆≈62o, emerges as a first arrival after its travel-time crossover with S at ∆≈85o, and dies out after Δ≈140o. SKKS arrives just after SKS and usually overlaps with the SKS trace in a long-period seismogram. These phases provide a wealth of information about outermost core structure, especially long-distance SKKS. In this study (also published in Kohler and Tanimoto [1992]), the SnKS phases were inverted for P-wave velocity perturbations in a single, 200 km thick layer at the top of the outer core. The scalar velocity anomalies were obtained relative to the starting Earth model, PREM, and plotted at the midpoint of each source-receiver raypath. P-wave velocity perturbations for each source-receiver pair were independently obtained from the SnKS portion of the waveform and two mantle S-wave heterogeneity models were incorporated in an attempt to remove the mantle heterogeneity signature from the waveforms. The inversion results indicate that lateral variations in P- wave velocity in the outermost core produce better waveform fits of SnKS phases after the inversions and that the patterns of variation do not appear to be geographically dependent. However, the large amplitudes and small-scale oscillations in pattern indicate that mantle heterogeneity is not entirely removed by this method.
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4.1 Data set

4.La Analysis and description

The data comprise a subset of the total set described in Chapter 3. The original Global Digital Seismograph Network (GDSN) long-period, radial-component seismograms came from event tapes which were generated by extracting day tape data recorded between 1980 and 1987 from the SRO, ASRO, RSTN, and DWWSSN networks; the seismograms were filtered for periods between 33 and 100 seconds and limited by the cross-correlation coefficient of the synthetic seismograms and data. Each waveform record included information about the complex response function of the instrument which recorded it (with peak instrument response amplitudes occurring at periods from 25-28 sec) and header information including year, time (to milliseconds), epicentral distance, azimuth, back azimuth (measured clockwise from north), number of data points, and sampling interval of the seismogram. Source parameters including location were obtained from Harvard centroid moment tensor solutions [e.g., Dziewonski and Woodhouse, 1983a]. The instrument response was convolved with the synthetic seismogram in order to perform a direct comparison of synthetic seismogram with observed waveform at each station. After limiting the distance range, the data set included 2335 seismograms (i.e., source-receiver pairs) from 741 earthquakes, all of which occurred in the Southern Hemisphere. Each of these seismograms was then individually inverted for P-wave velocity perturbations along the raypath. Fig. 3.6 illustrates the outermost core raypath coverage provided by this data set.
4.1.b Travel time and epicentral distance range

Source-receiver distances for the scalar velocity inversions were limited to 110o- 130° in which SKS and SKKS are best isolated in the waveform from nearby phases which
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are not sensitive to outer core structure. Although the two phases overlap with SKS arriving first, this was not a problem since the construction of synthetic seismograms by normal modes also produced the overlap and knowledge of the exact arrival times was not necessary. As Fig. 4.1 illustrates, it was important to avoid preceding travel-time body wave phases (such as PPP which samples the crust and mantle) and succeeding phases (such as diffracted S which samples only the mantle, and PKKP which samples the deeper outer core) in order to prevent the mapping of mantle heterogeneity into core structure. Within this distance window, the travel-time window was limited to that which contained SKS and SKKS, beginning 30 sec before the SKS arrival time and ending ~ 20 seconds before the arrival time of the diffracted S phase; this was estimated by calculating the travel-time arrivals from the slope of the travel-time curves for 12 depth intervals. Although it was impossible to put a formal error on diffracted S arrival times, the choice of the earhest probable diffracted S arrival times reflected the conservative nature of the window selection. Because so many seismograms were being analyzed, an automated procedure was devised by which only the desired time portion of the seismogram was isolated and searched for SnKS traces.
4.2 SnKS waveform construction by normal mode summation

Seismograms were individually inverted for P-wave velocity perturbations along the raypaths using perturbation theory and a simple least-squares method [e.g., Tanimoto, 1987]. Velocity inversion for the outermost core was computed assuming a laterally homogeneous initial Earth model in the core. The full theory behind the global, three- dimensional inversions has already been discussed in Chapter 2. For clarity and convenience, the modifications to the theory used in the one-layer inversions presented in this chapter is summarized as follows: the synthetic radial displacement and perturbation to displacement of seismograms were constructed as
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ISC* 64-86 depths* 0- 50

Fig. 4.1 International Seismological Center travel-time curves derived from 15,6061 picks coσesponding to 10,791 events occurring between 1964 and 1986, with depths of 0-50 km. This window shows picks for distances between 80° and 150° and arrival times between 120 and 2000 sec; the SnKS phases are readily distinguishable.
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[4.1]

where δωk is the perturbation to the eigenfrequency ωk of the kth multiplet(δωk « ωk ), t is time, and R is given by Eq. [2.14]. In this formulation, δωk containsinformation about the differences between the theoretical Earth model and the true Earth which are reflected in differences between data and synthetic seismogram, δuθ. The local eigenfrequency approach [Jordan, 1978] (Eq. [2.23]) was incorporated where the local eigenfrequency shift is integrated along the great circle path from the source to the receiver. For the portion of the ray traveling through the core,
[4.2]

where δα∕α is the fractional deviation of P-wave velocity, Kα k is the Frechet kernel for the ktil spheroidal mode, and r1 and r2 denote the bottom and top radii (3280 and 3480 km, respectively) of the outermost core layer.There exists a question of uniqueness regarding the use of SnKS phases to model outermost core properties since they also travel through and sample the upper and lower mantle. This problem is partially circumvented by incorporating two mantle heterogeneity models to remove its signature from the SnKS waveforms. The first is MDLSH, an S- wave mantle velocity model [Tanimoto, 1990a] which was computed using long-period (40-100 sec) SH body waves and 1000 long-period (100-500 sec) Love waves. S-wave velocity in MDLSH is expanded up to degree and order 6. Although the maximum angular order is only six, it has been argued that mantle heterogeneity is dominated by low order harmonics [Tanimoto, 1990a,b; Su and Dziewonski, 1991]. Thus, most of the mantle signal should be removed by the first few harmonics. It should be noted that this model, in addition to all other global models, is a long-wavelength model of average
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velocity structure. A spherical harmonic expansion was used to smooth structure laterally and no smoothing was used radially. Velocity was held constant within 11 shells of varying thicknesses. The second mantle heterogeneity model used in the one-layer inversions is a modification of MDLSH. In a test of whether the amplitudes of the velocity patterns given in MDLSH were large enough to describe mantle heterogeneity, the lower mantle values (layers 4-11) were doubled. In effect, this produced a different synthetic velocity model with the same patterns as MDLSH but with larger S-wave velocity perturbations in the lower mantle.Including the mantle S-wave velocity model in the problem, perturbation to displacement can now be expressed as perturbations to P- and S-wave velocities in the mantle and P-wave velocities in the core. Accounting for mantle heterogeneity, the partial derivative of displacement, therefore, becomes
δuθ = ∑^^V'(tsinωkt)exP^^2^"^'k ωk ∙ΣΣ 1 ∫Yjn(θ,φ)ds

ι m Lδsr s J 11 , . ri+l
∑(bΓ)- ∫⅛κα,k(r)- 

i=l 1

12 rJ+1κβ,k(r))dr+ £ (a“) ∫Kα,k(r)dr [4.3]
j=l2

where (b?1) are coefficients of a spherical harmonic expansion of S-wave velocity1structure solutions for the 11 mantle layers. The assumption that
α β

[4.4]
has been used to simplify the problem. The resulting vector equation becomesAx = b [4.5]where the elements of A are computed from the right-hand side of Eq. [4.3], b consists of the difference between data and synthetics, δuθ, and x is the scalar value δα∕α for an individual seismogram; Eq. [4.5] was solved by a simple least-squares method. In the
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following sections it will be shown that incorporation of mantle velocity models of this kind is probably not sufficient for subtracting the effects of mantle heterogeneity on SnKS waveform inversion.
4.3 Ray parameter test

Waveforms of SKS and SKKS overlap in long-period data, but this is not a problem because it is not necessary to identify the arrival of the phases being modeled. Of the over 5000 modes used in the summation, however, not all contributed specifically to SnKS waveforms. Furthermore, just by looking at the total synthetic waveform it was not clear that some modes were contributing mainly to the SKS phase while different modes were contributing mainly to the SKKS waveform. Hence, a test was carried out to see if normal mode waveforms could give waveform information about SKS and SKKS separately. This is important because while SKS turns at depths of 1200-1800 km below the CMB in the limited distance range, SKKS travels through the outermost core to depths of only 150-500 km. Since it can be shown that SKKS is being fit separately, this provides evidence for independent, more complete information from the outermost layer of the core. In the first test, synthetics were constructed by summing normal modes within a limited ray parameter p = + y)∕ωk window around that of SKS. For SKS, theray parameter was obtained by calculating p = )<,κs numerically from the Jeffreys-
Bullen travel-time table [Jeffreys and Bullen, 1958]. A window of p§KS ± 30 sec/rad was applied to the normal mode set, resulting in the summation of fewer than 500 modes. It was observed that only SKS, and not SKKS, was being fit in this ray parameter window, illustrated in Fig. 4.2a. The second test consisted of summing modes with ray parameters within a window around that of SKKS. For SKKS, the ray parameter was obtained by calculating
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(a)

(b)

Fig. 4.2 Ray parameter tests for SKS and SKKS waveform fitting by normal modes, (a) For the SKS test, a window of Psκs ± 30 sec/rad was applied to the normal mode set, resulting in the summation of fewer than 500 modes; notice that only SKS, and not SKKS, was fit with modes in this ray parameter window, (b) For the SKKS test, a window of Psκκs i 3θ sec/rad was applied to the normal mode set ; the SKKS waveform was fit with this window.
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p= = 10.401 — 0.0322Δ

SKKS

from the polynomial fit to SKKS arrival times
Tsκκs = 1539.18 + 7.02(∆ -105.0) - 0.016(∆ -105.0)2

[4.6]

[4.7]

given in Hales and Roberts [1971] where Δ is epicentral distance. In this case, a window of Psκκs ± 30 sec/rad was applied to the normal mode set and it was observed that the SKKS waveform was being fit, illustrated in Fig. 4.2b. However, even though these tests were performed with a limited number of modes, the final inversion was performed with all 5000+ modes.
4.4 Results and discussion

4.4,a Lateral variation

Although the procedure has been automated, a number of individual seismograms and their corresponding synthetic seismograms were analyzed before and after the inversions to make sure that the results could be explained by the improvement in corresponding waveform fits. Fig. 4.3 shows the results of the inversion of a Nov. 22, 1984 mid-Atlantic earthquake recorded in Chiang Mai, Thailand (CHTO), 118.2° away. This figure shows about 7 minutes of data (sohd line), beginning just before the arrival of SKS, and the synthetic seismograms (dashed line) computed before (top box) and after (bottom box) the inversion. The brackets indicate the limited time window used in the inversion and the phases being fit are SKS and the portion of SKKS which arrives before diffracted S. About 2.3% lower velocity was required to minimize the misfit between the data and PREM synthetics. Fig. 4.4 shows the results of an Oct. 12, 1984 southeast
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Fig. 4.3 Results before and after the individual inversion of a seismogram recorded at station CHTO (Chiang Mai, Thailand) on November 22, 1984. The vertical line segments indicate the limited time window used in the inversion. About 2.3% lower velocity was required to minimize the misfit between data (solid lines) and PREM synthetics (top dashed line).
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Time (minutes)

Fig. 4.4 Results before and after individual inversion of a seismogram recorded at station RSNY (Adirondack, New York) on October 12, 1984. The vertical line segments indicate the limited time window used in the inversion. About 2.6% velocity increase was required to minimize the misfit between data (solid lines) and PREM synthetics (top dashed hne).
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Pacific earthquake recorded at Adirondack, NY (RSNY), 114.7° away. A velocity increase of 2.6% was required to minimize the misfit. These figures illustrate how δα∕α is reflected in the time shift between data and synthetics. Results from 838 seismograms had produced δα∕α≤5% for the outermost core using MDLSH to account for mantle heterogeneity. The distribution of data-synthetic SnKS waveform fit improvements (data variance reduction) using the results of this inversion is shown in Fig. 4.5. As this figure shows, the improvement in fit is good for a large number of data-synthetic pairs.Fig. 4.6 shows the map of P-wave velocity perturbation results with respect to PREM for the 838 seismograms. Open circles represent negative velocity variation with respect to the initial model, closed circles represent positive velocity variation, and the diameters of the circles are scaled down from the maximum absolute threshhold value, shown at the top right of the figure. The circles are plotted at the location of the midpoint between the source and the station, i.e., the bounce point of SKKS. Velocity perturbations vary between ±5% and the pattern of variation is not clearly confined to any one latitudinal or longitudinal region, although there appears to be a higher concentration of points of positive variation near the equator. This may result from the lack of more complete raypath coverage. From this map, there is no obvious zone of low P-wave velocity throughout the entire layer, as Lay and Young [1990] have proposed. Rather, there exist regional patterns of high and low velocity variation.There is a clear pattern of high velocity in the outermost core under the mid- Pacific Ocean, along the western boundary of South America, and under the southwest and central portions of the Indian Ocean. Note that continents are given on the map only to help identify regions of variation that occur in the outermost core. There appears to be a ring of low velocity variation circling the north Pacific Ocean into Asia, and under the mid-Atlantic Ocean, although these regions contain inconsistencies which can not be easily explained. There are also regions of small-scale as well as large-scale velocity patterns.
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Fig. 4.5 Distribution of number of data-synthetic SnKS waveform fitimprovements (percent data variance reductions) within 1% bins, using the results of the first inversion. This figure shows that the improvement in fit is good for a large number of data-synthetic pairs.
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Fig. 4.6 P-wave velocity variation results for 838 seismograms, plotted at the midpoint between source and station, using the mantle heterogeneity model MDLSH [Tanimoto, 1990a]. Closed circles represent positive velocity variation and open circles represent negative velocity variation.
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In a test of the sensitivity of these results to different mantle models, the magnitude of lower mantle heterogeneity was changed by doubling the velocity perturbation values of MDLSH in layers 4-11. As Fig. 4.7 shows, the pattern of P-wave velocity perturbations in the outermost core resulting from the modified mantle heterogeneity model is almost unchanged from Fig. 4.6. This suggests that either the outermost core is the source of all velocity variation, or that the results depend on mantle models with smaller wavelength resolution than current global mantle heterogeneity models provide (the more likely of the two possibilities). It is unlikely that incorporation of different mantle models derived by various inversion techniques [e.g., Su et al., 1994; Zhang and Tanimoto, 1991; Woodward and Masters, 1991a; Woodward and Masters, 199lb] will change the solution very much. As Su and Dziewonski [1991] point out, the models referenced above agree quite well, especially for angular order numbers less than 6, i.e., long-wavelength features. However, the cutoff periods of these analyses limits the resolution length scales of mantle structure and it is not yet possible to confidently determine lateral structure for wavelengths less than about 1000 km.Fig. 4.8 shows the results of SKKS-SKS residuals given in Souriau and Poupinet [1991]. Their dataset, consisting of filtered seismograms from broad-band digital seismograms, has almost no overlap with the data used in this study. However, Fig. 4.8 indicates inconsistencies similar to those observed in this study, for example regions of both positive and negative residuals exist under the Pacific Ocean, in the mid-Atlantic Ocean, and in central Asia. There are areas of consistently positive and negative velocity anomalies but there exists no clear dependence of residuals on latitude. Fig. 4.9a shows P- wave velocity perturbation values for this study (same as the results shown in Fig. 4.6) plotted against latitude. Fig. 4.9b shows the same values plotted against longitude. These figures show more clearly that there is a fairly random scatter of positive and negative velocity anomalies for all latitudes and longitudes. Plotting perturbation values from Fig. 4.7 against latitude and longitude produces similar patterns (Fig. 4.10).
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Fig. 4.7 P-wave velocity variation results for 812 seismograms, plotted at the midpoint between source and station, using the modified (described in text) mantle heterogeneity model of Tanimoto [1990a]. Closed circles represent positive velocity variation and open circles represent negative velocity variation.
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Fig. 4.8 Map of SKKS-SKS residuals from Souriau and Poupinet [1991] (theirFig. 9). Residuals are given in units of seconds.
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Fig. 4.9 P-wave velocity variation associated with Fig. 4.6 plotted against (a) latitude and (b) longitude. The scarcity of data for high latitudes is a result of using only Southern Hemisphere earthquakes.
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Fig. 4.10 P-wave velocity variation associated with Fig. 4.7 plotted against (a)latitude and (b) longitude. The scarcity of data for high latitudes is a result of using only Southern Hemisphere earthquakes.



81
The question then is: are the observed velocity perturbations (or SKKS-SKS residuals) due only to outermost core properties or is there contamination from the lower mantle or CMB topography, and how can it be shown that this might be the case? One indication that these results may be influenced by lower mantle heterogeneity is the unexpectedly high and low values of velocity perturbations. Based on physical arguments for the fluid nature of the outermost core, velocity variation is expected to be much less than ±5%. The more obvious evidence for contamination, however, are regions of inconsistencies in velocity variation. Although there may be areas where velocity variation changes rapidly from negative to positive and vice versa, the changes are probably not so abrupt on such small wavelengths for a relatively homogeneous outermost core, as observed in our results. The locations of adjacent positive and negative velocity variations are not a result of crisscrossing raypaths; in most locations, the raypaths are roughly parallel.If CMB topography is invoked to explain residuals in SKKS-SKS travel times, ~ 10 km of raised or depressed topography is needed to produce a change in SKKS-SKS of 2 sec, corresponding to a velocity variation of < 1%. It is unlikely that CMB topography amplitude is much larger than that [Gwinn et al., 1986]; thus, CMB topography is not sufficient to explain the larger variations in P-wave velocity. The following numerical raypath modeling results for SKS and SKKS indicate that contamination by lower mantle heterogeneity is a reasonable explanation for the pattern inconsistencies in the one-layer inversion velocity maps.

4.4.b Raypath information

Using PREM (~ 200 homogeneous layers) as an Earth model for P- and S-wave velocities, the raypaths of SKS and SKKS were analyzed for two sample surface source- receiver distances. Regardless of takeoff angle from the earthquake source, SKS and SKKS have the most similar raypaths in the top few layers of the Earth model. The
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deeper the rays travel, the more they have diverged from the source and become separated from each other. Thus, when SKS and SKKS raypaths are traveling more than a wavelength apart, they no longer sample the same region of the Earth, and their seismogram signatures reflect properties of laterally different regions in the Earth. For this frequency range, a wavelength offset translates into lateral offsets of greater than about 200 km. If raypaths are separated in the lower mantle by greater than the wavelength corresponding to the shortest observed period, it becomes questionable whether waveform modeling or travel-time residual analysis provides information solely about the outermost core. SnKS waveform fitting and SKKS-SKS travel-time residuals may reflect significant lower mantle heterogeneity not removed by long-wavelength mantle structure models in addition to outermost core heterogeneity. Another reason to consider lower mantle effects more carefully is that the results of Tanimoto [1990a] indicate that heterogeneity power has a secondary peak at the bottom of the mantle (D”).Results are presented here which may help constrain the significance of lower mantle heterogeneity in SKS vs. SKKS raypaths for two cases. For an epicentral distance of about 112° and source depth of 33 km, SKS and SKKS raypaths are about 850 km apart upon entering the core, as shown in Fig. 4.11. Also for this case, raypaths become separated more than about 200 km at Earth radius of about 5200 km, or 1700 km above the CMB, indicated in Fig. 4.11 by the dashed circle. In the second case, for an epicentral distance of about 129°, the raypaths are about 700 km apart when they enter the core, shown in Fig. 4.12. For this case, the raypaths become separated more than 200 km at Earth radius equal to about 5100 km, or 1600 km above the CMB, also shown in Fig. 4.12 by the dashed circle. SKS and SKKS are clearly being influenced by totally different mantle structure as much as 1500 km above the CMB, the wavelength of which is smaller than the resolution length scales afforded by long-period normal mode mantle structure of Tanimoto [1990a] and others.
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Fig. 4.11 SKS and SKKS raypaths for source-receiver distance of 112°. The two raypaths are separated by a distance of about 850 km upon entering the core, denoted by the letter e. They become separated by more than one wavelength (about 200 km for this frequency range) at a radius of about 5200 km, denoted by the dashed circle.
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Fig. 4.12 SKS and SKKS raypaths for source-receiver distance of 129°. The two raypaths are separated by a distance of about 700 km upon entering the core, denoted by the letter d. They become separated by more than one wavelength (about 200 km for this frequency range) at a radius of about 5100 km, denoted by the dashed circle.
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4,5 Conclusions

Inversion of portions of individual, radial-component seismograms has yielded a global plot of hypothetical P-wave velocity structure in the outer 200 km of the core. Analysis of numerous data and synthetic seismogram pairs before and after the inversion indicates that outermost core phases SKS and SKKS are being fit, but it is not clear how much lower mantle heterogeneity, in addition to outermost core structure, is affecting their waveforms. An attempt was made to remove the effects of mantle heterogeneity by incorporating the mantle velocity model MDLSH of Tanimoto [1990a] and a modified version of MDLSH. Figures of P-wave velocity results, plotted at the midpoint between source and receiver show large-scale patterns of positive and negative lateral velocity variations; there are also regions of inconsistencies not simply explained by CMB topography or crisscrossing raypaths.From these plots, the following conclusions can be made. There is no obvious dependence of outermost core anomalies on latitude or longitude, and the pattern of anomalies suggests large and small scale structure in the outermost core layer. A ray parameter test indicates that SKS and SKKS phases (and, therefore, information about the outermost core) are being individually modeled by normal modes. The results of the inversions produce much improved data-synthetic SnKS waveform fits. However, there still remains uncertainty about the degree of mantle heterogeneity contamination in the solution. The large amplitudes of P-wave velocity perturbations are best explained by the mapping of some lower mantle structure into the outermost core. This explanation is supported by raypath modeling results which indicate that SKS and SKKS are sampling laterally different structure relative to normal mode wavelengths, starting well above the CMB. Thus, their travel-time residuals are not reliable for obtaining outermost core
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velocity alone. Incorporation of a modified version of MDLSH does not significantly change these solutions, suggesting that the resolution length scales of global mantle models are too large to remove important smaller wavelength (< 1000 km) mantle heterogeneity effects. These results suggest that simultaneous waveform inversion for P- and S-wave velocities is a more reliable way of constructing a model of outermost core structure, the subject of Chapter 5.
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Chapter 5: Three-dimensional Inversions for Mantle and 
Outermost Core Velocities

The results of three-dimensional inversions for global velocity structure in the mantle and outermost core are presented in this chapter. This approach is distinct from other global models of deep Earth heterogeneity because it accounts for possible lateral heterogeneity in the outermost core. Up to now, global models of lateral velocity structure focussed on the mantle alone: for example, the velocity model of Su et al. [1994] contains lateral variations in S-wave velocity throughout the mantle using radial Chebyshev polynomials for radial smoothing. Woodward and Masters [1991c], and Tanimoto [1990a] solve for S-wave velocity variations in 11 mantle layers from the surface of the Earth to the CMB. Velocity anomalies of the models presented in this chapter are expressed as spherical harmonic expansions up to degree and order 12 using the same shell assignments as in Tanimoto [1990a]. Maximum angular order 12 may be too high considering the raypath coverage provided by the data set and increasing evidence for large-scale heterogeneity, especially in the lower mantle [Tanimoto, 1990ab; Su and Dziewonski, 1991]. However, it was important to try to avoid the effects that aliasing may cause for cutoff angular orders that are too low.Most models of mantle heterogeneity are derived from surface wave and normal mode analysis [e.g., Backus, 1964; Toksöz and Anderson, 1966; Backus and Gilbert, 1967,1968,1970; Gilbert and Dziewonski, 1975; Nolet, 1975; Gilbert, 1976; Cara, 1976; Jordan, 1978; Masters etal., 1982; Nakanishi and Anderson, 1983,1984; Woodhouse and Dziewonski, 1984; Nataf et al., 1984,1986; Montagner, 1985; Romanowicz and Rouit, 1986; Giardini et al., 1987; Romanowicz, 1987; Romanowicz and Snieder, 1988;
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Tanimoto, 1987,1988; Li et al., 1991ab]. Others invert travel-time observations for seismic velocity perturbations [e.g., Woodward and Masters, 1991abc; Su et al., 1994; Inoue et al., 1990; Clayton and Corner, 1983; Masters et al., 1992]. The drawbacks with relying upon travel-time observations such as ScS-S and SS-S are that resulting models are biased by coverage provided by those raypaths alone and contain errors arising from the determination of the phase arrival times. The models presented here are determined by waveform inversion and do not rely on absolute phase travel times. By including several thousand seismograms within a large distance range (10o-140o), all body-wave phases are included in the inversion; thus, information about the entire mantle is contained in the seismograms. Normal modes are summed to construct synthetic waveforms. To summarize the approach, the radial displacement is given by Eq. [2.13] and perturbations to displacement are given by Eq. [2.30].
5.1 Data set.

The analysis and selection of the data set are described in detail in Chapter 3 and will be summarized for convenience here. The original Global Digital Seismograph Network (GDSN) long-period, radial-component seismograms came from event tapes which were generated by extracting day tape data recorded between 1980 and 1987 from the SRO, ASRO, RSTN, and DWWSSN networks; the seismograms were filtered for periods between 33 and 100 seconds and limited by the cross-correlation coefficient of the synthetic seismograms and data. Each waveform record included information about the complex response function of the instrument which recorded it (with peak instrument response amplitudes occurring at periods from 25-28 sec) and header information including year, time (to milliseconds), epicentral distance, azimuth, back azimuth (measured clockwise from north), number of data points, and sampling interval of the seismogram. Source parameters including location were obtained from Harvard centroid
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moment tensor solutions [e.g., Dziewonski and Woodhouse, 1983a]. The instrument response was convolved with the synthetic seismogram in order to perform a direct comparison of synthetic seismogram with observed waveform at each station. After limiting the distance range to 10o≤ Δ ≤ 140°, the data set included 6375 seismograms (i.e., source-receiver pairs) from 916 earthquakes which had occurred globally. The seismograms were simultaneously inverted for S-wave velocity perturbations in the mantle and P-wave velocity perturbations in the outermost core. Fig. 3.7 illustrates the outermost core raypath coverage provided by this data set.Each seismogram was windowed for the time series segment containing only body- wave phases, beginning 30 sec before the direct or diffracted P-wave arrival and ending 30 sec (for Δ≤60o), 120 sec (for 60o<Δ<100o), or 360 sec (for Δ≥100o) before the fundamental Rayleigh wave arrival. The P-wave and diffracted P arrivals were obtained from the IASP91 Earth model travel-time tables [Kennett and Engdahl, 1991] and the Rayleigh wave arrival was estimated by calculating the travel time of the surface waves for a group velocity of 3.84 km∕sec.
5.2 Least-squares method

A solution m (m = (a, β) ) is sought such that the following is minimized:
Φ = [D-f(m)]2 [5.1]

where D is the data vector and m is the model parameter vector. In this case, the following is minimized
[5.2]
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where ud is the tth digitized time point of the it^1 observed seismogram; is the tth time point of the it^1 synthetic seismogram which is a function of the model parameters. The squared difference is summed over T∣ time points in the data and synthetic seismogram (different for each seismogram), and over N total seismograms.Using PREM [Dziewonski and Anderson, 1981] as the initial model, m0, the relationship between data and the "nearest to perfect" model is linearized as

us(m,t) ≈ us(mθ,t) +A(t)x

where
dx;V j√

[5.3]
[5.4]

and (δα, , δβz Λ
x = m-m0 =—(r),—(r) . [5.5]

I a β JSince the difference between the data and the synthetic seismograms using PREM can be calculated, let
b = ud-us(mθ) [5.6]

i.e., bt=δut=uf-u*. [5.7]
Then,

N τi j r l2Φ = ΣΣΣ[^-Μ [5∙8]
i=lt=l jwhere J is the total number of parameters. Note that t depends on i. Therefore, for this problem,

Ax = b. [5.9]
In order to solve for x, form
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E = (b-Ax)2 =(b-Ax)τW(b-Ax) [5.10]

introducing a data wighting matrix, W, and set 3E∕‰j - 0. Thus, for the simultaneous body-wave inversion, the actual matrix equation used in the numerical procedures is
AτWAx = AτWb [5.11]

where the elements of A are from the right hand side of Eq. [2.30]. The Rayleigh wave phase perturbation results have been included by adding the right-hand side of Eq. [2.34] to the elements of A. W is the data weighting matrix which will be discussed in the next section. Recall that the Rayleigh wave phase perturbation results contributed non-zero values only to the top four layers of structure.
52.a Data weighting

Care must be exercised when using seismograms from earthquakes of various sizes. Without data weighting, seismograms with large amplitudes would dominate the least-squares solutions since the amplitudes vary by orders of magnitude. A diagonal data weighting matrix, W, is introduced which has been designed to counter the effects of differently-sized earthquakes. Two data weighting schemes have been used in the inversions and the diagonal elements of W are given by the following definitions:
2 [5.12]

where is the squared misfit between the it^1 observed and synthetic seismogram and
[5.13]
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where Mθ is the seismic moment of the ith earthquake. Although seismograms produced by large earthquakes are damped more heavily, these schemes do not take into account differences in amplitudes of phases contained in the same seismogram.
5.2,b Damping schemes

This is a nonlinear problem because the displacement perturbations are not linearly related to Earth structure and because of the presence of noise from unquantifiable sources. It can be solved by a succession of local linear iterations since it is assumed that the initial choice of Earth model (PREM) is close to the true Earth. Because noise is present in the signal, solutions are nonunique. However, the rate of convergence of the solutions can be influenced to different degrees by using a damping parameter scheme determined subjectively. Upon examination of previous inversions using similar methods, the damping scheme chosen was one in which the damping parameters form a matrix, L, whose diagonal elements are equal to the squared inverse of the angular order, €, of the corresponding expansion coefficient The off-diagonal elements are equal to zero and L is multiplied by a constant, λ . This had the effect of damping higher € terms more heavily and producing spectral amplitudes which followed (. curves. The final form of the solution vector is then
x = (aTWA + X2l) 1(AτWb). [5.14]

This choice of damping scheme has been used before [Su et al., 1994] and is supported by evidence for large-scale heterogeneity, especially in the lower mantle [Tanimoto, 1990ab; Su and Dziewonski, 1991] and physical arguments presented by Gubbins and Bloxham [1985].The solution model vector for the (m+l)t^1 iteration is given by 
⅛+l = χm +(atWA + λ2L∏AτWbm) [5.15]
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where b m is the displacement residual after the contributions from PREM and the previous iteration model (xm) have been removed. The choice of cutoff iteration number was based on the value of the data variance after the iteration, σa, given by Eq. [5.17]. As Fig. 5.1 illustrates for a sample inversion involving 12 layers and weighting scheme I1, the variance decreases most after the first iteration. It falls off more gradually for succeeding iterations, approaching a constant. The inversion was stopped when the variance reduction was less than 1% the value of the previous iteration. The elements of the derivative matrix remain constant throughout the inversion.
5.3 Numerical solutions

5.3.a UNPACK routines

LINPACK [Dongarra et al., 1989] is a mathematical software package of Fortran library subroutines to analyze and solve linear systems of simultaneous algebraic equations and related problems. It was designed to be efficient, machine independent, and fully portable (thus, the ability to run all subroutines on any machine at the Seismological Lab). The subroutines used to obtain the solutions to Eq. [5.11] were intended to deal with square coefficient matrices which are stored in computer memory as the solution is obtained. The solution process always involves two steps: first, the coefficient matrix is processed and various quantities associated with it are computed; second, the data array is processed resulting in the solution array.The method used to factor the symmetric matrix is called 'diagonal pivoting factorization' and corresponds to block symmetric Gaussian elimination. The algorithm performs the elimination by beginning with the last column and moving to the first, and choosing multipliers such that zeroes are introduced into the last components of those
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Fig. 5.1 Data variance as a function of iteration number. Note that the variancedecreases the most after the first iteration and falls off more gradually for successive iterations. This curve was used to determine the cutoff iteration.
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columns, coσesponding to the off-diagonal elements. The permutation matrices (obtained by interchanging at most 2 rows or columns) are chosen so that the resulting pivots provide numerical stability. Both the multipliers and pivots are then used to solve the systems of linear equations.UNPACK design makes use of TAMPR, a software development system which manipulates and formats Fortran programs to clarify their structure [Boyle and Dritz, 1974] and BLAS (Basic Linear Algebra Subprograms) [Lawson et al., 1979] subroutines which contribute to speed, modularity, and clarity. The subroutines are conveniently labeled so that versions may be applied according to the form of the matrix (e.g., positive definite, symmetric indefinite packed), single or double precision math, and type of arithmetic (complex or real). The codes involve sequential access memory in which matrices are read and stored down columns instead of across rows, resulting in significant performance improvementUnlike singular value decomposition which checks for the presence of very small numbers as a measure of singularity, LINPACK's test for singularity is made by estimating the condition of a matrix by comparing the Gaussian elimination pivots to exact zero. The condition number associated with a matrix gives a measure of how near the matrix is to singularity and, thus, how much an error matrix will cause the solution to change; i.e., the condition number indicates how big a coefficient matrix is compared to the errors. This ratio is obtained by comparing the largest and smallest diagonal elements of the coefficient matrix, (atWA + X2l). If the ratio is large, then (atWA + X2l) is ill-conditioned due to such error sources as machine number truncation and round-off. The following general rule is applied: if the solution of a linear system of equations is computed in t-digit (decimal) arithmetic for which the condition number is 10^, the solution will have no more than t-k accurate figures [Dongarra et al., 1989]. This is contingent upon scaling the elements of (aTWA + à2l) properly; the estimate of the absolute size of error in 
(atWA + X2l) must be made rougly equal by scaling. Inspection of the condition
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numbers of the solutions to Eq [5.11] using both weighting schemes indicates that they are ~ 1(A From the general rule, this means that the solutions will have 11 accurate figures in double precision arithmetic on the 64-bit computers.The subroutines used to obtain the solutions to the inversions are those designed to operate on full, real, symmetric (i.e., Hermitian) matrices stored in singly subscripted arrays (i.e., "packed form"). Furthermore, the matrices are indefinite (i.e., positive and negative eigenvalues) and operations are performed in double precision. Storing the symmetric matrices (atWA + X2l) in a singly subscripted array with n(n+l)∕2 elements (where n = the number of rows) will save almost half the storage space required for a full symmetric matrix. The numerical results are identical and the computing time is about half that of full storage. Specifically, the subroutines compute the triangular factorization of matrices, estimate the matrix condition number, and obtain the solution of simultaneous linear equations (with varying damping parameters and schemes), and the inverse (for the depth resolution kernels). Their names and descriptions are given as follows: 
dppcoz performs double precision, symmetric, indefinite factorization of matrix A in packed form and estimates its condition number,
dppslz uses the factorization of A to solve the symmetric, indefinite systems of linear equations in double precision,
dppdiz uses the factorization of A to compute its inverse.Note that dppsl and dppdi are not called if the condition number is too large (which never occurred here). The inverse is actually calculated in terms of the solutions of linear equations, and not A^1 explicitly; this reformulation usually takes less time and produces more accurate results.For an n×n matrix, the diagonal pivoting factorization requires at most ^n3+4n2+⅛n multiplications and divisions, -⅛n3+4∏2+∙7∙n additions, and -∣∙n2 +-∣∙n storage. Obtaining the solution requires on the order of n2 multiplications and n2 additions. This is less time-intensive than SVD which can lead to misleading results if
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the problem is not scaled right before the smallest eigenvalues are examined. Least- squares solutions will be stabilized by suppressing singular values below the error level [Dongarra et al., 1989].
5.3.b Vectorization

The advantage with normal mode theory is that by using modes with frequencies within a specific bandwidth, all existing phases for a given source-receiver distance and source depth within the same frequency band will be modeled. The drawback is that the computation of the complete waveform requires a large amount of computer memory and time. The synthetic seismograms are composed of several hundred time points (the number depends on the source-receiver distance) and each time point consists of the summation of 5262 normal mode eigenfunctions. Hence, the calculations are time- consuming. Determining the solutions of unknown parameters by this approach involves mathematical operations on arrays, the largest of which contains over two million elements. Thus, the time it takes to obtain details of global Earth structure from inversions such as this is greatly reduced by the speed provided by a Cray Y-MP C90.The computer code which performed the inversions contained numerous repetitive operations independently performed on each time point in every seismogram, making it conducive to vectorization. The code was modified so that various vectorization tools were incorporated to make it run more efficiently, ultimately reducing the total run time. For example, nested loops were structured so that innermost vectorizable loops were the longest. Also, subroutines were expanded within the main program when their vectorization proved to be more efficient than making individual subroutine calls. Various Cray Y-MP utilities (e.g., 'flowtrace', ,flowview', and 'prof) were used to identify the most CPU time-intensive subroutines and portions of the code in order to focus efforts on optimizing them. In addition, the results of the dependency analysis pre-processor phase of the compiler were invoked to automatically and manually insert autotasking directives
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to identify candidate code sections for optimization. The hardware performance monitor(,hpm') provided a measure of machine performance while the code was tested with onesample seismogram. The most time-consuming portion of the code involved the τcalculation of the elements of A WA for each time point in the 6375 seismograms. A τ τtypical run which calculated the A Wb and A WA arrays took about 9 hours on the Cray Y-MP C90 in batch mode, and about a week on a Sun SPARCstation 10. It was possible to take advantage of half priority queues on the Cray in which users are charged half the CPU time they use, but wallclock time increased from hours to days as a result of the decreased priority and heavy queue use.
5.4 Variance

The degree of misfit before and after the inversions was given by two measures:data variance and v-space variance. In each case, improvement of fit accounting forinversion results was measured by variance reduction; i.e., for an individual seismogram, 9 9the data variances (data-model misfits) before, σfe, and after, σa, were calculated as
σ2

b [5.16]
and

σ∣ =(b-Ax)τ(b-Ax) [5.17]
d swhere u is the observed seismogram and u is the synthetic seismogram based on9PREM. σa is also referred to as 'data variance'. The percent variance reduction was obtained by computing

σ2
b -σ; ×100 [5.18]σ2

b
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and comparing with successive iterations. This measure was used as one way todetermine the optimum damping parameter.

9 9The v-space variances before, σb , and after, σ' , were calculated as
σ'b2 =(AτWb)τ(AτWb) = (Aτw(ud-us))τ(Aτw(ud-us)) [5.19] 

and
σ^2 =(AτWb-(AτWA + λ2L)x)τ(AτWb-(AτWA + λ2L)x) [5.20]

with the percent v-space variance reduction computed, like before, as 
/2 zτ∕2b o a ×100. [5.21]
σbThe advantage to using v-space variance is that it gives a larger variance reduction due to the fact that Eq. [5.11] is being solved instead of [5.9].The v-space variance curve was also used to obtain the optimum damping parameter by chosing the point on the curve before which the variance reduction rose rapidly with increasing damping parameter. There exists the usual inverse problem of tradeoff between damping and variance. Increasing the damping parameter maps the null space into the solution by increasing the number of non-zero eigenvalues, thereby increasing the model variance. The variance reduction curve is used to choose an optimum damping parameter which represents a tradeoff between resolution and model variance. If the damping parameter is very small, then the depth resolution will be good with small half-widths at target depths, but the model variance will be large. At the other extreme, if the damping parameter is very large, then the model variance will be small but the resolution will be poor. The model variances were not calculated for these inversions, but the data variances, which exhibit just the opposite behavior, were calculated.A typical tradeoff curve is shown in Fig. 5.2. This curve is associated with the 12-



100(a)

¾>uc•2SSs«Q

6.2e+13

6.1e+13

6.0e+13

5.9e+13

1 10 100 1000 10000 100000 le+06 le+07
Damping parameter(b)

1 10 100 1000 10000 100000 le+06 le+07
Damping parameter

Fig. 5.2 Tradeoff curve for 12-layer, l∕v5 data weighting model demonstrating tradeoff between (a) data variance and damping parameter, and (b) v-space variance and damping parameter. The v-space variance curve, in particular, exhibits a sharp change in slope.
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layer, I1 data-weighting inversion (described in more detail in the next section) for which the data variance and v-space variance were calculated for a variety of damping parameters. The changes in variance are more important than the individual absolute values. Note the sharp increase in slope in the v-space variance curve. These curves were used to determine an optimum inversion damping parameter.The total data variation reductions, defined by Eq. [5.18], were not large for the final models. This is to be expected, however, when large-scale, average velocity variations are determined on a global scale. While the misfit of individual data-synthetic pairs is determined, the resulting model represents average structure for that region of the Earth's interior. It is not possible to produce very large variance reductions by this method. If the inversions had involved determining structure along individual raypaths, as we observed in several single-raypath inversions, the variance reductions would have been larger. But the resulting Earth model would have displayed unrealistically large and small perturbations on short length scales and the resulting global models would have to be derived from the average of the individual raypath structures. Fig. 5.3 shows data- synthetic misfits using PREM (before the inversion) and three-dimensional model HaSV_lP (after the inversion). This example represents the typical average data reduction after the inversion. The data was recorded at station RSSD in South Dakota from an earthquake which occurred on January 5, 1983 in the Philippine Islands. This figure shows the data as solid lines and the synthetic seismograms as dashed lines. Accounting for three-dimensional structure, the fit after the inversion resulted in a data variance reduction of 16.5%. Fig. 5.4 shows the data-synthetic misfits using the same Earth models for data recorded at station SNZO in New Zealand from an earthquake which occurred on August 4, 1987 off the coast of Nicaragua. This pair produced a data variance reduction of 15.8%.
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830105(RSSD.r) distance=l 12.0 degrees depth=17.0km

Time (minutes)

Fig 5.3 Data-synthetic seismogram fits before (PREM) and after (3D) the inversion. Data are given by solid lines and synthetics by dashed lines. This pair shows a data variance reduction of 16.5%.
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870408(SNZO.r) distance=103.9 degrees depth= 20.0 km

Time (minutes)

Fig. 5.4 Data-synthetic seismogram fits before (PREM) and after (3D) the inversion. Data are given by solid lines and synthetics by dashed lines. This pair shows a data variance reduction of 15.8%.
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5.5 Three-dimensional models

This section contains descriptions and analyses of the four multi-layered Earth models using the inversion methods outlined above. Two inversions were performed for Earth models comprised of 12 shells of constant velocity and two are models with 11 shells (see Table 2.1 for layer depth ranges and thicknesses). The goal of the different parameterizations was to determine if the extra layer was statistically significant in describing Earth structure. A comparison of 11 vs. 12 layers will be made later in the chapter; the F ratio and variance reduction calculations of that part of the seismogram containing the SnKS phases are used as measures of the necessity of the extra parameters provided by the 12t*1 layer. Of these pairs of inversions, one involved the inversion of data weighted by the scheme defined as 11 in Eq. [5.12] and the other involved data weighted by the scheme defined as I in Eq. [5.13]. The models will be presented in the following order and referred to by the name following in parentheses:• 72 layers; l∕v^ data weighting (llaSV_lP)

• 11 layers; l∕v^ data weighting (llaSV)

• 12 layers; 1/Mq data weighting (HbSV_lP)

• 11 layers; l∣M0 data weighting (llbSV)For each of the models, a series of plots containing contours of velocity perturbations associated with each layer will be shown. The contours represent the spherical harmonic expansion of velocity where maximum € - 12. The layer depth range is given at the top of the corresponding contour plot of that layer. Positive velocity perturbations are shown as solid contour lines and negative velocity perturbations are shown as dashed contour lines. The first solid line indicates the zero-value contour and the contour interval is indicated next to the corresponding layer. Perpendicular tic marks
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on the contours indicate the direction of decreasing velocity. The continent outlines are given for reference on each layer plot. The cθ term has been subtracted from each plot and velocity perturbations are relative to PREM. The spectral amplitudes of the inversion results are given by

S, = 2^ + 1 Σm=0 l⅛)2+kr [5.22]1
where a™ and b™ are the spherical harmonic expansion coefficients of velocity for each layer. For reasons outlined in the next few sections, our preferred three-dimensional Earth model is 1 laSV_lP and the seismogram fits which appear in later sections use this model.
5.5.a 12-layered model with l∕vb data weighting

The first set of inversions for Earth structure involved determining S-wave velocity anomalies in 11 mantle layers and P-wave velocity in one outermost core layer. The results of the inversion are given in Fig. 5.5. This analysis will begin with the upper mantle and move to the lower mantle since this is the order in which the plots are given. However, it should be noted that the lowermost mantle (layer 11) and outermost core (layer 12) are of most interest to this study. Fig. 5.6 shows spectral amplitudes for model 1 laSV_lP; the amplitudes are plotted as functions of ( for individual layers.As with other whole-Earth models [Tanimoto, 1990a; Su et al., 1994; Woodward and Masters, 1991c], the upper mantle is more heterogeneous than the rest of the mantle defined by rougher, small-wavelength patterns and larger lateral velocity anomaly amplitudes. As this plot shows, lateral velocity perturbations range from -3.4% to 5.9% in the top 220 km (layer 1) with a smaller range in layers 2-4, indicated by the contours. Anomalies at depths 0-220 km are most similar to global models of velocity where high velocity tends to occur under continents, especially large-scale tectonic features such as
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Layer 9-depth range 2088-2359 km
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Fig. 5.5 Results of 12-layer inversion using the data weighting scheme defined by I1 (model HaSV_lP). Velocity (layers 1-11: S-wave; layer 12: P-wave) contours are given to the right of the corresponding layer. Solid lines represent positive velocity perturbations and dashed lines represent negative velocity perturbations. The first solid contour indicates the zero percent velocity anomaly.
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Fig. 5.6 Spectral amplitudes for model HaSV_lP plotted as functions of £ for individual layers indicated at the top of each plot.
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much of North and South America, Australia, Asia, and Africa. There is a large ring of low velocity under the Pacific Ocean, most likely related to the active tectonic features of the Pacific plate. At 220-400 km, the patterns have changed somewhat and correlations of high velocity with continents are not so high. There still exists a region of high velocity under North America and Australia; however, low velocity has moved under the Pacific Ocean and parts of Asia and South America. Layers 1 and 2 both have strong degree 2 components, but layer 1 also exhibits a relatively large degree 5 component (shown in Fig. 5.6). By 400-670 km in depth, the patterns are not related to the uppermost mantle, but there still exists a large degree of heterogeneity, again characterized by higher frequency, large amplitude anomalies. Regions of low velocity exist under most continents and the high velocity under the Pacific has grown smaller. The uppermost mantle features do not extend smoothly into the second and third layers, as observed in the other Earth models [Su et al., 1994; Woodward and Masters, 1991c; Tanimoto, 1990a]. Some features remain throughout the upper mantle such as the high velocity under Australia and parts of the Pacific, but others are different, Le., the low velocity that moves in under North and South America, and Asia. Large variations in velocity extend as deep as 1555 km, and for some layers (1,4,5, and 7, in particular), the spectral amplitudes do not fall off so quickly, indicating more numerous, small-scale features.The addition of the Rayleigh wave eigenfrequency perturbation results of Zhang [1992] affected the first four layers only; there was no effect on structure for depths greater than 1022 km. The degree of scalar weighting given to the Rayleigh wave results affected the location and magnitude of the velocity patterns. The weighting was varied in the same manner as the inversion damping parameter and the results presented here represent solutions using both an optimum damping parameter and Rayleigh wave weighting parameter. Large weighting of the phase perturbations produced large upper mantle anomaly magnitudes and shifted the patterns around by several hundred km, close to the lateral resolution; in this case, the Rayleigh wave results were dominating the



112
inverse problem for the upper mantle. Regardless of weight, lower mantle patterns and magnitudes remained unchanged. Below a minimum weight, the Rayleigh wave results had no effect; in this case, upper mantle phases from the data set were determining the results of the inverse problem for the upper mantle layers. The final choice of weight represented a balance between the influence of the data and Rayleigh wave eigenfrequency perturbation information. A detailed analysis of upper mantle structure will not be made based on these results since surface waves were not included in the inversion.The mid mantle starts out relatively heterogeneous with velocity anomalies ranging from -1.7% to 1.5% in the 1022-2088 km depth range. Large-scale (i.e., long- wavelength) features begin to appear at 1555 km depth and extend down to the CMB. The scale of the features is apparent in the spectral amplitudes shown in Fig. 5.6. Whereas layers 5 and 6 contain secondary amplitude peaks at € = 2 and I = 3, and do not fall off quite as rapidly, layers 8-12 show more rapid spectral amplitude declines for (. > 1. By 1555 km, large regions of low velocity have appeared under the Pacific and north Atlantic, and regions of high velocity have appeared under North and South America, Asia, and Australia. These features all appear to some extent in other mantle heterogeneity models, although the strength of higher degree components varying from model to model.Because of the motivation for the multi-layer inversions, most attention will be paid to the lowermost mantle and outermost core layers. The most notable feature of structure in these layers is that it is relatively long-wavelength for all inversion results (see Fig. 5.5). This is partly due to the decrease in radius for which the lateral variations are plotted; thus, part of the apparent wavelength change is not real. Lateral velocity perturbations vary between -1% and 1% in layers 10 and 11. There is a large ring of low velocity under much of Africa, possibly the same "African plume" referred to by Su et al. [1994]. The high velocity anomalies lie under continents (e.g., Asia, North and South America, and Australia). Note that references are made to surface features for convenience but associations with surface tectonics are not necessarily implied. Layer 10



113
exhibits the same low velocity under Africa, but the Pacific is underlain by low velocity which has disappeared by a depth of 2630 km.Crossing the CMB into the outermost core, Fig. 5.5 shows that the anomalies are different for the outermost core. Layer 12 also exhibits relatively long-wavelength velocity structure with lateral velocity perturbations varying between -0.6% and 0.7% but the patterns are different from the lowermost mantle. The ring of high velocity anomaly remains in the south Pacific Ocean, and it is almost completely surrounded by low velocity regions. A small amount of low velocity remains under the southern part of Africa.In the pattern retrieval resolution results of Chapter 2, synthetic Earth structure that was initially placed in the lowermost mantle layer leaked into the layer above and below, and structure initially placed in the outermost core leaked into the lowermost mantle. Referring to the results of the first two tests (see Table 2.3), less than 100% of the power of structure initially placed in layer 12 was retrieved in that layer after the inversion. Table 2.3 provides upper and lower bounds on the power of the structure in model HaSV_lP in the form of multiplicative factors. Note that the velocity field amplitudes of the real-Earth inversions are multiplied by the square root of the multiplicative factors; i.e., based on these tests, an upper bound of 84% and a lower bound of 68% of the power of outermost core structure is, in fact, due to heterogeneity in the outermost core. By the same analysis, less than 100% of the power of structure initially placed in layer 11 was retrieved in that layer after the resolution inversion. An upper bound of 60% and a lower bound of 53% of the power of lowermost mantle structure is, in fact, due to D" heterogeneity. These uncertainties are due to the incomplete data coverage and errors which almost always arise in global inversions such as these.The cθ term has been removed from the three-dimensional analysis since it represents a baseline shift with respect to PREM. However, the values of the cθ terms are important since they indicate how well PREM serves as an initial Earth model for different parts of the Earth. The velocity perturbations will be distributed about the
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radially-varying values for each layer and average perturbation will be about zero, unless there is a systematic bias in certain regions (e.g., tectonic features, mantle convection characteristics, internal discontinuities). Fig. 5.7 comprises a plot in which the cθ terms of the velocity expansion for model HaSV_lP have been added to the velocity values given by PREM. As this plot shows, the cθ values are small enough that the main features of PREM (e.g., velocity jumps at discontinuities) are still visible. Thus, PREM is serving as a good, average, one-dimensional initial Earth model. Looking at it another way, the inversions are stable enough that the cθ terms in the matrices (atWA + X2l) are not becoming unrealistically large. The same conclusions can be made from the cθ values for models llaSV, HbSV_lP, and llbSV.
5.5.b 11-layered model with l∕vb data weighting

Model llaSV comprises 11 mantle layers of S-wave velocity perturbations by inverting data using the weighting scheme defined by I1. 1 laSV was obtained to compare the structural patterns and variance reductions with HaSV_lP in order to assess the need for the 12t∙h layer to describe lateral variations in velocity to explain the data. The input parameters for the two inversions were exactly the same except for a decrease in the number of layers by one. The results of the 11-layer inversion are given in Fig. 5.8 with plotting details the same as those for Fig. 5.5. Fig. 5.9 shows spectral amplitudes for model llaSV; the amplitudes are plotted as functions of i for individual layers.As with model HaSV_lP, the upper mantle layers are more heterogeneous than the rest of the mantle characterized, as before, by short-wavelength, large amplitude anomalies. As this plot shows, lateral velocity perturbations range from -3.4% to 5.9% in the top 220 km (layer 1) with a smaller range in layers 2-4. Not surprisingly, model llaSV looks almost exactly like model HaSV_lP for layers 1-10. The amplitudes and patterns of anomalies in these layers are almost exactly the same, as the contour lines in
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Radius (km)

Fig. 5.7 Radially-varying Earth models PREM (solid lines) and PREM modified by adding the cθ terms (dashed lines) from model HaSV_lP. The plots for models 1 laSV, 1 lbSV_lP, and 1 lbSV look very similar.
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Fig. 5.8 Results of 11-layer inversion using the data weighting scheme defined by I1 (model llaSV). Velocity (layers 1-11: S-wave) contours are given to the right of the corresponding layer. Solid lines represent positive velocity perturbations and dashed lines represent negative velocity perturbations. The first solid contour indicates the zero percent velocity anomaly.
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Fig. 5.9 Spectral amplitudes for model llaSV plotted as functions of £ for individual layers indicated at the top of each plot
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Fig. 5.8 show. It follows from the similarity in models, especially for layers 1-10, that the spectral amplitudes are almost exactly the same, shown in Fig. 5.9.The lowermost mantle, illustrated in layer 11 of Fig. 5.8 is slightly different from layer 11 in model 1 laSV_lP. As before, there is a large ring of low velocity under much of Africa and high velocity anomalies lie under continents (e.g., Asia, North and South America, and Australia) for depths 2630-2891 km. However, the patterns given by the contour lines are slightly shifted (but most shifts are below lateral resolution levels); the range of lateral velocity perturbations in the lowermost mantle for llaSV is -1% to 1% (same as model 1 laSV_lP). A small region of weak, low velocity has cropped up in layer 11 of 1 laSV under the western edge of North America. This figure suggests that some of the anomaly that was placed in the outermost core layer of HaSV_lP was moved to the lowermost mantle in llaSV. This result is also suggested by the pattern retrieval resolution tests presented at the end of Chapter 2. From the first of these resolution tests, it is clear that part of the structure in layer 12 leaks into layer 11 and upper bounds can be placed the degree of leakage. As we shall see in a later section, the F ratio will demonstrate that the extra parameters provided by the 12⅛ layer in model HaSV_lP are statistically significant Lateral velocity variations in the 12t^ layer are different from zero at the 99% confidence level.
5.5.c 12-layered model with l∕Mθ data weighting

The second data weighting scheme is defined by Eq. [5.13] and the next pair ofinversions was carried out to examine the differences in resulting Earth structure due tothis weighting scheme. Model HbSV_lP comprises 11 mantle layers in which S-wavevelocity anomalies were solved for in addition to P-wave velocity perturbations in anoutermost core layer. One result of the different weighting was that the values of the τ τelements of A WA and A Wb were changed by several orders of magnitude. Thus,
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while the damping scheme remained the same, the value of the scalar damping parameter, λ, was changed.The results of the 12-layer inversion are given in Fig. 5.10. The plotting details are the same as for Fig. 5.5. This analysis will again move from the upper mantle to the lower mantle since this is the order in which the plots are given. Fig. 5.11 shows spectral amplitudes for the model HbSV_lP; the amplitudes are plotted as functions of ι for individual layers.The upper mantle patterns of model HbSV_lP are similar to those given by models HaSV_lP and llaSV. As before, the upper layers are more heterogeneous than the rest of the mantle, except that now large perturbations extend as deep as 1555 km. As this plot shows, lateral velocity perturbations range from a large -8% to 8% in the top 220 km (layer 1) with a smaller range in layers 2-4. Also as before (demonstrated by model 1 laSV_lP), the first layer is most similar to crustal models of velocity where high velocity tends to lie under continents, especially large-scale tectonic features such as much of North America, Australia, Asia, and parts of Africa and South America. For depths 0-220 km in 1 lbSV_lP, there is a large ring of low velocity under the Pacific Ocean. Degrees 1 and 2 are the strongest, and the spectral amplitudes fall off more rapidly than those of 1 laSV-lP, shown in Fig. 5.9. This is also apparent in layer 1 of Fig. 5.8. By 400-670 km depths, the patterns are not related to the uppermost mantle, but there still exists a large degree of heterogeneity. Regions of low velocity exist under most continents and the high velocity patch under the Pacific has grown smaller. The uppermost mantle features do not extend smoothly into the second and third layers. Some features remain throughout the upper mantle such as the high velocity under Australia and parts of the Pacific, but others are different such as the low velocity that moves in under North and South America, and Asia. Large variations in velocity extend as deep as 1555 km, but for most layers, the spectral amplitudes fall off more quickly than the rate exhibited by HaSV_lP. The addition of the Rayleigh wave eigenfrequency perturbation results of Zhang [1992]
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Fig. 5.10 Results of 12-layer inversion using tħe data weighting scheme defined by I (model ΠbSV-lP). Velocity (layers 1-11: S-wave, layer 12: P-wave) contours are given to the right of the corresponding layer. Solid lines represent positive velocity perturbations and dashed lines represents negative velocity perturbations. The first solid contour indicates the zero percent velocity anomaly.
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Fig. 5.11 Spectral amplitudes for model ΠbSV-lP plotted as functions of 1 forindividual layers indicated at the top of each plot.
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affected the top 4 layers in the same manner as for HaSV_lP; there was no effect on structure for depths greater than 1022 km.The mid mantle starts out quite heterogeneous, with lateral velocity anomalies ranging from -2.1% to 3.9% in the 1022-2088 km depth range, significantly larger than values given in model HaSV_lP. Large-scale features begin to appear at 1555 km depth and extend down to the CMB. These changes are apparent in the spectral amplitudes shown in Fig. 5.10. Whereas layers 5 and 6 contain secondary amplitude peaks at (. = 2, layers 7-12 do not contain these peaks and spectral amplitudes fall off rapidly for ι > 1. These changes are observed in the spectral amplitudes shown in Fig. 5.11.One pronounced feature that does not appear in either HaSV_lP or llaSV, and is difficult to explain, is the small, bullseye-like ring of high velocity under the west coast of South America This anomaly does not show up as any obvious error in station locations for this region, or source parameter errors, such as source depth or centroid time. It also disappears when the inversion is performed with only half the seismograms, implying that one or more seismograms are contributing to this structural feature. However, a search of variance reductions for raypaths through this ring, and source characteristics for earthquakes in or near the ring yielded nothing unusual. The most likely source of such a ring is a source-time shift for which we do not solve. The inversions in this thesis assume that the CMT solutions give a source time with a no error. However, other tomography studies have included source-time shifts in their inversions [Su et al., 1994] and have obtained relatively large source-time shifts (as much as 8 sec) [Su, personal communication] which can affect the three-dimensional modeling in unpredictable ways. This points to a shortcoming of some tomography studies. It is difficult to tell how much of the difference between data and synthetics is due to three-dimensional Earth structure and how much is due to variations in source parameters (in this case, relative to CMT). There is a tradeoff between variations in structure along the raypath and variations in source parameters and it is not straightforward to determine how much weight should be
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given to these two phenomena since they affect the inversion results differently. A constant source-time error affects all seismograms from a single earthquake in the same way; only a sphere of anomaly around the source region will produce this. Ideally, results of several inversions should be presented which have the same input parameters and data set but which incorporate different weights to raypath and source effects (they may all satisfy the data equally well). For the models in this thesis, the source time was assumed from the CMT solutions and no attempt was made to correct for a shift Thus, these models should be considered end-member examples of what results when the difference between data and synthetics is placed entirely in structure along the raypath.Focusing on the lower mantle layers, Fig. 5.10 shows that the patterns are similar to those of model HaSV_lP; lateral velocity perturbations vary between -0.8% and 1.4% in layer 11 and -1.2% and 1.3% in layer 10. Looking at a depth of 2088 km, a region of high velocity exists under Australia and up into Asia; this features persists into the lowermost mantle and is strikingly similar in both models, suggesting a strong, real-Earth feature that survives the filtering of inversion techniques. A weaker low velocity region under Africa extends into the lowermost mantle and a low velocity anomaly under the Pacific persists into the outermost core, but is most prominent for depths 2630-2891 km. As Fig. 5.11 shows, structure in the lower mantle layers is relatively long-wavelength with spectral amplitudes falling off rapidly.Crossing the CMB into the outermost core once again produces a change in velocity anomaly patterns, shown in Fig. 5.10. Layer 12 again exhibits relatively long- wavelength velocity structure with lateral velocity perturbations varying between -0.5% and 0.6% but the patterns are different from those in the lowermost mantle. The ring of high velocity anomaly has spread out to cover the entire Southern Hemisphere and a low velocity anomaly has extended into the Northern Hemisphere.
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5.5,d 11-layered model with l∕M0 data weighting

For completeness, a short description of model llbSV follows. llbSV contains 11 mantle layers of S-wave velocity perturbations by inverting data using the weighting9scheme defined by I . Like llaSV, llbSV was obtained to compare the structural patterns and variance reductions with its 12-layered complemenζ HbSV_lP, to assess the need for the 12t^ layer to describe lateral variations in velocity to explain the data. The input parameters are exactly the same as for HbSV_lP, except for a reduction in the number of layers by one. The results of the 11-layer inversion are given in Fig. 5.12 with plotting details the same as those for Fig. 5.5. Fig. 5.13 shows spectral amplitudes for the model 1 lbSV; the amplitudes are plotted as functions of i for individual layers.As with model HbSV_lP, the upper mantle layers are more heterogeneous than the rest of the mantle. As this plot shows, lateral velocity perturbations range from -8.3% to 8% in the top 220 km (layer 1) with a smaller range in layers 2-4. Model llbSV looks almost exactly like model HbSV-lP for layers 1-10. The amplitudes and patterns of anomalies in these layers are almost exactly the same, as the contour lines in Fig. 5.12 show. It follows that the spectral amplitudes are almost exactly the same, shown in Fig. 5.13. The lowermost mantle, illustrated in layer 11 of Fig. 5.12 is much more similar to layer 11 in model 1 lbSV_lP than the patterns seen in 1 laSV_lP and 1 laSV. As before, high velocity anomalies lie under continents (e.g., Asia and Australia) for depths 2630- 2891 km. However, the patterns given by the contour lines are shifted a very small amount relative to HbSV_lP; the range of velocity perturbations in the lowermost mantle of llbSV is -0.8% to 1.4%. This figure shows that changing the parameterization from 11 layers to 12 layers changes the patterns in the lowermost mantle by a small amount. The results of the F test for models HbSV_lP and llbSV again indicate that velocity anomalies in the 12t^ layer are different from zero at the 99% confidence level.
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Fig. 5.12 Results of 11-layer inversion using the data weighting scheme defined by I (model llbSV). Velocity (layers 1-11: S-wave) contours are given to the right of the corresponding layer. Solid lines represent positive velocity perturbations and dashed lines represent negative velocity perturbations. The first solid contour indicates the zero percent velocity anomaly.
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Fig. 5.13 Spectral amplitudes for model llbSV plotted as functions of (. forindividual layers indicated at the top of each plot
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5.6 Resolution
For the forward linear problem given by Eq. [5.9], the observed data values, b, generally do not equal the computed values, Ax, where x is the computed, least-squares solution. This is because the "true" model, xtrue, is usually impossible to compute due to observational, parameterization, and computational errors. The resolution operator which defines the relationship between x and Xjxue (χ = Rxtrue) has matrix elements given by

R = (atWA + X2l)_1(aTWa). [5.23]
If this is close to the the identity matrix, then resolution is good. Depth resolution will not be better than the smallest parameterization element, i.e., the thickness of the layer.Resolution plots are presented for inverse results using the definition in Eq. [5.23]. Values for specific coefficients and layers (given by the midpoint or "target depth") were obtained by examining the corresponding elements of R. The narrower the half width of the resolution curve for a target depth, the better the resolution for that layer. The depth resolution for the target depth was estimated from the half width of the resolution curve. It is not surprising that the half widths increase with increasing target depth since the raypath coverage is more dense in the mid mantle than in the lower mantle and outermost core. These plots should not be confused with mode kernels.Fig. 5.14 is a plot of resolution as a function of depth for the cθ spherical harmonic expansion term for model HaSV_lP. Any term could have been examined by choosing the associated elements of R, producing different results; here cθ was randomly selected. The resolution is plotted as a function of depth in km to a maximum depth of 3000 km, the depth of the midpoint of the deepest layer, and the CMB is given by the horizontal dashed Une. The values of the resolution are normalized by the maximum value
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3000Fig. 5.14 Depth resolution for 12 target depths of model HaSV_lP. The resolution is plotted as a function of depth and the target depths are indicated by the arrows drawn at the midpoint of each layer. The resolution curves have been normalized by the maximum value for each target depth. Note that the resolution is good for most layers, but that the half widths of the peaks, an indicator of resolution, grows with depth.
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for each layer. The first 11 resolution plots correspond to S-wave velocity in the mantle and the 12t^1 layer is for P-wave velocity in the outermost core layer. The target depth for a specific layer is given by the arrow pointing to the midpoint of that layer. If the resolution was perfect, the curve would peak only at the target depth and would be zero for all other depths, resulting in a sharp peak with no secondary peaks. As this plot shows, resolution is good for most depths, decreasing in quality with depth. The plot does not exhibit any large, undesired secondary peaks away from the target midpoint for any of the depths; some depths contain small secondary peaks, such as the slight peak in resolution around a depth of 1450 km for the target depth of 535 km and a slight peak around 250 km for the target depth of 1686. These peaks are small and do not constitute much spreading of the solution away from the target depths. The pattern retrieval resolution tests of Chapter 2 support this conclusion.The half widths of the peaks in Fig. 5.14 are narrow for the first six target depths (depths < 1500 km) and their values indicate that resolution of 200-300 km for the upper mantle and 300-450 km for the lower mantle has been achieved. The widths increase with target depth and the plots for the lowermost mantle and outermost core indicate that depth resolutions of about 500 km have been attained. This is not as good as that achieved for the upper mantle, but it is not surprising given that lower mantle raypath coverage is less complete. As Fig. 5.15 shows, the resolution curves for the 11 target depths of model llaSV are almost identical, indicating that differences in parameterization did not affect resolution.Depth resolution was also examined for models HbSV_lP and llbSV. These curves are shown in Figs. 5.16 and 5.17. Like before, the resolution in the top six layers of these two models is good and there are no large secondary peaks. The half widths range from 200-300 km in the upper mantle and 500-600 km in the lower mantle. These resolution ranges are not as good as those resulting from 1 laSV_lP and 1 laSV in the mid and lower mantle, due to the different weighting of seismograms. There is no difference in
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Fig. 5.17 Depth resolution for 11 target depths of model llbSV. The resolution is plotted as a function of depth and the target depths are indicated by the arrows drawn at the midpoint of each layer. The resolution curves have been normalized by the maximum value for each target depth. Note that the resolution is good for most layers, but that the half widths of the peaks, an indicator of resolution, grows with depth.
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resolution for llbSV. The depth resolution remains almost the same for the lowermost mantle layer regardless of whether there is structure below it. The resolution results presented in this section all included contributions from the Rayleigh wave phase perturbations. Plots of depth resolution which did not include the contributions of phase perturbations showed that they had almost no effect on resolution in the upper mantle.
5.7 F test

As in many geophysical inverse problems, the optimal solution is that which has the smallest number of solution parameters to describe a model and still produces an acceptably small data-model misfit. In this case, it was not clear whether 11 mantle layers alone, or 11 layers with the 12t^ outermost core layer produced the optimum model of global Earth structure; this inverse problem uncertainty is partly the result of the more numerous mantle phases and their larger amplitudes in the data set. The statistical F ratio provides a test for the necessity of the 12t^ layer coefficients to describe global Earth structure.The F ratio is a measure of confidence about whether coefficients describing a model are non-zero by comparing two statistics which follow the chi-square (χ ) distributions [Draper and Smith, 1966]. The confidence is stated in terms of a probability between 0-100% after comparing the F ratio to a table of χ distribution probabilities from random data sets. The particular F ratio used here is one which tests the significance of additional terms. Like the standard F ratio which is a ratio of two χ distributions, this9test is made by examining the ratio of the difference in the χ distributions for the 11- and 12-layered models, to the value for the 12-layered model, each divided by the respective degrees of freedom [Draper and Smith, 1966], By the definition of χ , a ratio of the sum of squares of the deviations about the regressions (i.e., the sum of squares of the residuals,



ΪΑΊ

or data variance), which represents the agreement between data and model fit, can be used as an F ratio measure. Specifically, the F ratio used here is given by(SSR1 - SSR2 )∕(DOF1 - DOF2 ) _ [5.24]
where SSR is the sum of squares of the residual, DOF is the number of degrees of freedom, and subscripts 1 and 2 stand for the 11- and 12-layered models, respectively. If F is large, it can be stated with a degree of confidence that the extra terms (layer 12 coefficients) are not zero and the fit with the additional terms is significantly improved

Table 5.1 Analysis of F test results of 11- and 12-layer inversions with l∕v∣3 and l∕Mθ data weighting schemes.
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over the fit with fewer terms. Table 5.1 summarizes the F test results of the 11- and 12- layer inversions with the two different data weighting schemes indicated.As this table demonstrates, the F ratio suggests that at the 99% confidence level the null hypothesis can be discarded and the 12t^ layer is statistically significant in the three-dimensional models. It should be noted that the F ratio values are much larger than expected for the respective number of degrees of freedom. This is due to the inaccurate method of determining the number of degrees of freedom from the number of time points in each seismogram. For this inverse problem, each time point contributes to the inverse matrix but they are not all independent. There is no straightforward way of determining the correct DOF; therefore the numbers given above are probably too large. More generally, this test suggests that the requirement of more parameters than those provided by the 11-layered model is justified, however, it does not require that the 12t^ layer lie in the outermost core.
5.8 Conclusions

5.8.a Preferred model

Based on the evidence presented here, the preferred model is HaSV_lP, the 12- layered model incorporating data weighted by the scheme defined by lk To summarize, this model produces velocity anomalies in the mantle and outermost core which are acceptable for first-order perturbation methods. In addition, the patterns of structure vary smoothly and do not exhibit inexplicable bulls-eye-shaped patches of intensely high or low velocity at depth with respect to PREM. The data variance reduction of entire body-wave portions as well as SnKS portions of seismograms are slightly better for the 12-layered model than for the 11-layered model, and the results of the statistical F ratio suggest that lateral velocity variations in the outermost core layer are not zero. This test does not
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require, however, that the extra layer lie in the outermost core (as opposed to the lowermost mantle). Finally, the results of one-layer inversions (Chapter 4) also point to the possible existence of lateral variations in the outermost core, most likely between ±0.5% but not as large as ±5%. If this is accurate, then outermost core P-wave velocity perturbations accompany S-wave velocity perturbations in the lowermost mantle to produce observed variations in SKS-S and SKKS-SKS travel times. The results of pattern retrieval resolution tests support the conclusion that structure of the outermost core has been obtained independently from the mantle. Multiplicative factors have been calculated from the resolution tests which can be used to place upper and lower bounds on the amount of power that actually resides in the lowermost mantle and outermost core layers from the three-dimensional inversions for real Earth structure.One way in which lateral temperature variations in the lowermost mantle could affect the character of the outermost core and give the appearance of drastic lateral velocity variations, even if the outermost core is laterally homogeneous, is described as follows. Temperature variations in the lowermost mantle could dramatically affect the shape of CMB topography and any underlying stratified outermost core layers. Outermost core fluid lying beneath relatively cold mantle fluid would experience downwelling. Core fluid passing beneath a cold (high temperature gradient) patch of mantle will lose heat through conduction, immediately become denser, and fall away due to lower viscosity. A patch of fluid passing beneath a hot part of mantle will just stay hot and not necessarily rise. It is the cold downwellings, rotation of the Earth, and location of inner core tangent cylinders that control the locations of the upwellings. The shape of the affected outermost core layer may be highly correlated to the shape of CMB topography which is, in turn, correlated to lateral temperature variations in the lowermost mantle. Even if the thermal and compositional character of the affected stratified outermost core layer is laterally homogeneous, it may appear laterally heterogeneous in tomography inversions when the Earth is parameterized radially in shells of uniform thickness and radii. This would occur
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if the amplitude and wavelength of variations were below the radial and lateral resolution of tomographic results, although they would still need to be quite large.
5.8.b Source of outermost core heterogeneity

A large number of studies strongly indicate thermal coupling between the mantle and core. Convection in the core is almost certainly due to rotation, cooling from above, and by growth of the inner core. Mantle convection on a global scale is driven, in part, by heat escaping from the core but regions of the outermost core are most likely influenced by lateral temperature variations in the lowermost mantle. For example, Ruff and Anderson [1980] proposed that the distribution of radioactivity in the lower mantle is a cause of motions in the core, i.e., differential cooling from above. Static features in the magnetic field suggest that flow in the core is coupled to the mantle where core fluid is up welling beneath warmer mantle and down welling beneath cooler mantle [Bloxham and Gubbins, 1987]. Gubbins [1988] maintains that the dynamo is driven by deep-seated fluid motions in the core, but also that these motions may be tied to temperature anomalies in the lower mantle because parts of the magnetic field appear to have a surface origin while others have deeper origins. Furthermore, Zhang and Gubbins [1992] propose that thermal interactions between the mantle and core is a plausible mechanism for strong lateral variations in heat flux across the CMB and model the fluid flow in the liquid core driven by lateral variations in temperature in the lowermost mantle.Relatively warm lowermost mantle fluid (which appears as seismically slow regions) may be producing highs in CMB topography. This, in turn, may cause lateral movement of core fluid in a thin layer underneath the CMB or core fluid upwellings. Relatively cold mantle (appearing as seismically fast regions) will sink, causing depressions in CMB topography and downwellings in core fluid. In our model, if low velocities are associated with thermal lows, then relatively warm mantle fluid under Africa in D" is affecting outermost core velocities in the same region, and relatively cool mantle fluid
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under Australia and part of Asia may be influencing outermost core velocities in the southern Pacific (shown by model HaSV_lP). This model suggests that thermal coupling exists, but the correlation between mantle thermal anomalies and core thermal anomalies is not perfect. This implies that outermost core velocity structure is only partly influenced by temperature variations and that other sources heterogeneity are producing lateral variations in outermost core strucuture. Theoretical studies involving magnetic field secular variation data inversions suggest that outermost core fluid motions are influenced by lateral temperature variations in the mantle, but that the resulting temperature variations in the outermost core are only on the order of mK, which would not be resolvable by seismic methods [Bloxham and Jackson, 1990,1991].Based on theoretical fluid dynamic arguments, if the outer core is well mixed, it will not support relative density heterogeneities, δp∕p, larger than 10^4 [Stevenson, 1987]. Therefore, if the viscosity of core fluid is so much lower than mantle fluid, small deviations from adiabaticity will aid the initiation of convection and the rapid mixing of fluid with different compositional or thermal properties. The existence of lateral velocity variations indicates some deviation of outermost core fluid from the adiabat. Gubbins et 
al. [1982] present calculations for the thermal evolution of a stable, density-stratified layer growing downward from the CMB due to slow cooling of the whole Earth. They argue that a very slow cooling rate of the CMB will not maintain convection everywhere and that sub-adiabatic, density-stratified regions will develop. Usselman [1975] and Ruff and Anderson [1980] also consider a compositionally-stratified fluid outer core based on chemical and thermal arguments.Lateral velocity variations are not solely a function of lateral temperature variations in a region. Stacey [1993] argued that if mantle seismic velocities were dependent on temperature alone, estimates for geoid deflections from density anomalies would be too small and estimates for heat flux would be too large. He concluded that unrealistically large temperature variations in the lower mantle would be required to
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explain lower mantle velocity anomalies. He also concluded that, while temperature variations exist in the lower mantle, tomographic maps are dominated by compositional variations. This argument can be made for the outermost core as well. Tanaka and Hamaguchi [1993c] calculated maximum range lateral temperature variations in the outermost core based on their seismic velocity anomalies. Assuming that the outermost core was chemically inhomogeneous, a maximum temperature difference of 1.6 K was calculated from the difference of adiabatic gradients of temperature between regions of maximum and minimum velocity perturbations. When they assumed that the outermost core was homogeneous and that temperature differences were from non-adiabatic gradients, the temperature differences between the two regions were determined to be as large as 20 K. They concluded that the outermost core is chemically stably-stratified with small temperature variations.The results presented in this thesis agree with the conclusions of Tanaka and Hamaguchi [1993c] that the outermost core is chemically heterogeneous and that lateral velocity anomalies are due to a combination of compositional and temperature differences. We examine what conditions are conducive to the formation of a stratified layer at the top of the outer core which is 200 km in thickness (the resolution of our inversions can only place a lower bound of 200 km on the thickness of the outermost core layer). A useful measure of stratification has been examined to place constraints on the departure of core fluid from adiabaticity and homogeneity. From the Adams-Williamson relation for a hydrostatic Earth exhibiting adiabaticity and chemical homogeneity,

⅜ =_8P dr φ
where φ is the seismic parameter defined by

Φ = cχ2-~β2,

[5.25]

[5.26]
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Bullen [1963] defined an index of inhomogeneity

η = J_dppg dr [5.27]
which is a useful measure of the stratification of the outermost core because it is sensitive to variations in chemical composition [Bullen, 1963]. In these equations, g is the acceleration of gravity, p is the density, and α and β are the P-wave and S-wave velocities, respectively. The index gives the ratio of actual density gradient to the gradient corresponding to a uniform composition and adiabatic compression. Thus, if η ≠ 1, a region is radially heterogeneous, possibly containing phase changes. Considering the thermodynamic and hydrodynamic aspects of stratification, the index can be interpreted as follows: η > 1 corresponds to a stable region in which convection cannot occur, implying chemical inhomogeneity and/or a sub-adiabatic temperature gradient; η ≡ 1 corresponds to neutral stability where convection can occur; and η < 1 corresponds to instability, implying a high viscosity with strong superadiabatic temperature gradients [Melchior, 1986]. For this last case, the Brunt-Vaisäla frequency can be calculated for a fluid; a value of 8.6×10-4 sec'l was calculated by Tanaka and Hamaguchi [1993c]. Bullen [1969] proposed that the outer 700 km of the outer core was mildly heterogeneous from a calculated index value of 1.4 at the CMB and diminishing to unity with depth. Masters [1979] used observed periods of free oscillations to calculate the inhomogeneity index for the outer core. His results indicated the possibility of a stratified, stable region near the surface of the core. Tanaka and Hamaguchi [1993c] calculated η from three velocity models and found a mean value of 1.5 immediately beneath the CMB. These estimates imply strongly stable stratification in the outermost core due to chemical inhomogeneity (including phase changes), a sub-adiabatic gradient of temperature, or both.A low-velocity outermost core has been observed in previous studies [Hales and Roberts, 1971; Lay and Young, 1990], leading some authors to postulate a chemically-
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stratified boundary layer. This is a plausible result of the upward migration of heterogeneities relatively low in density through the core to the CMB. Specifically, chemical stratification could result from the release and upward migration of light elements being released by inner core crystallization [Feam and Loper, 1991] or outer core cooling (decreasing solubility). Model 11SV_1P lends support to some form of chemical stratification producing seismically lower velocities. Examination of the spherical harmonic expansion coefficient cθ of P-wave velocity in the outermost core layer of HaSV_lP indicates a global velocity decrease of 0.33% with respect to PREM (Fig. 5.5 was plotted with the cθ terms removed). This coincides with a 0.3% velocity decrease in the outer 200 km of the core calculated from average SKS-SKKS and SKKS- SKKKS travel-time residuals of 0.6 sec by Tanaka and Hamaguchi [1993b].The Earth's magnetic field can provide information about a thin outer core layer different in nature from the rest of the rotating, convecting fluid outer core. Secular variation calculations indicate that the core fluid does not rotate as a whole and that differential rotation takes place in the outermost layers with fluid moving slower near the equator than at the poles [Jault et al., 1988]. A boundary layer on the order of 100 km thick would also support thermal wind motions in core fluid [Kohler and Stevenson, 1990] and geostrophic motions [Bloxham and Jackson, 1990]. A boundary layer much smaller or larger than this is not supported by the seismic evidence or fluid dynamic calculations. In particular, the chemically-stratified layer formed by light elements migrating from the inner core was estimated by Feam and Loper [1981] to be about 70 km thick. Young and Lay [1990] estimate that the thickness of this layer is about 50-100 km, and Gubbins et al. [1982] propose that the outermost several hundred km is stratified. Bullen [1970] concluded that the outer several hundred km of the core was mildly heterogeneous, possibly associated with continuous phase changes, but that depths below that were probably uniform in chemical composition and phase. The thickness of the outermost core layer (200 km) of model HaSV_lP falls into the proposed ranges. While this is the best
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resolution obtainable with the nonuniform coverage of long-period data, more detailed regional studies of outermost core structure can be achieved with more dense, uniformly sampled SnKS waveform data sets.It should be noted that CMB topography alone does not explain the residuals in SnKS travel times. A 5 km increase in CMB radius will produce SKS-SKKS residuals that are much smaller than the SKS-SKKS residuals of over ±3 sec calculated with respect to PREM [Souriau and Poupinet, 1991], ±5 sec calculated with respect to the Jeffreys-Bullen model [Schweitzer and Müller, 1986; Gamero et al., 1988] and ±5 sec with respect to PREM [Tanaka and Hamaguchi, 1993abc]. Although they do not explain the larger travel-time residuals, variations in topography may be partially responsible for fluid inhomogeneity. Models of CMB topography [Morelli and Dziewonski, 1987; Gudmundsson, 1989; Gwinn et al., 1986] conclude that radial variations are on the order of 100-1000 m with respect to a constant radius. Even if this is not large enough to produce the up to ±5 sec SKS-SKKS travel-time residuals, bumps or other features in topography may trap significant outermost core heterogeneities, creating pools of fluid which remain chemically distinct from the rest of the rigidly rotating outer core. Furthermore, CMB topographic features may aid in flow types which cannot occur in the rest of the outer core, such as thermal wind (of which eastward and westward drift, and geostrophic flow would be special cases), or turbulent in the extreme case, although this would tend to decrease the heterogeneity.It has been suggested here that lateral velocity anomalies in the outermost core are due to compositional and temperature variations. The source and character of the variations have not been determined and it is not known yet whether material of different composition originates at the inner-outer core boundary or in the lowermost mantle, as Knittle and Jeanloz [1989] suggest. In order to place tighter constrants on the relative degrees of chemical and thermal effects on lateral velocity variations, more accurate estimates are needed of the dependence of seismic velocities on temperature and
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compositional variations for a range of plausible fluid compositions for the outermostcore. Consider an outermost core consisting of a binary system of chemical ingredients. The melting point and shock velocity experiments indicate that the core is composed mainly of iron with a fraction (8-20% [Feam and Loper, 1981]) of some lighter material. The light alloying element may be O, S, Si, N, H, He, or C. Sulphur and Oxygen are good candidates since they would reduce the melting temperatures of outer core liquid to estimated values at appropriate pressures [Anderson, 1989; Ahrens, 1979; Usselman, 1975] and satisfy seismic fits to equations of state [Butler and Anderson, 1978]. Theoretical outer core fluid compositions could be synthesized in terms of the atomic makeup of a variety of different percentages of constituent elements. These properties could then be used in thermodynamic calculations of equations of state for a range of outermost core chemical models. The acceptable models would chosen according to how well they matched the observed lateral variations in velocity from three-dimensional inversions or lateral variations in travel-time residuals.The effects of a slurry zone should also be considered in theoretical outermost core compositions. Loper [1991] suggests that the cooling of the core results in the freezing of the inner core, and that if the temperature of the core reaches the liquidus in the outer core above the inner-outer core boundary, a slurry of suspended crystals can exist in such a region. If regions in the top of the outer core are being cooled by the lowermost mantle, a slurry may also exist in pockets of fluid just beneath the CMB. The outer core may behave like a fluid even if temperatures are below the liquidus and if it contained 30% or more of suspended particles [Anderson, 1989].The Bullen index of inhomogeneity, η, mentioned above, does not help distinguish between stratification due to chemical or temperature inhomogeneity. However a variation of the index will be more useful in clarifying the relative effects. Following Masters [1979], η can be rewritten
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[5.28]

where α is the coefficient of thermal expansion, ψ is the seismic parameter, τ is the difference between the actual and adiabatic temperature gradients, g is the gravitational acceleration, p is density, and the summed terms represent a mixture of n components, each indicated by the subscript i. The partial derivative of density with respect to each component is carried out with constant pressure, p, entropy, s, and composition of other components, xj. As Masters [1979] points out, this is a more straightforward way of showing the contributions of thermal and chemical inhomogeneities to η. To obtain the relative contribution departures from adiabaticity and chemical homogeneity, the effects of temperature and composition on bulk moduli and density would need to be calculated.The thermal inhomogeneity contribution can be obtained by determining the effects of temperature on density, the bulk modulus, Ks, or seismic parameter also defined as
P [5.29]

This is accomplished by calculating the equations of state and Gruneisen parameters for a range of theoretical core compositions with elemental components considered above. Temperature variations can be represented as small perturbations to the reference bulk modulus [Anderson, 1989]. The effect of composition and phase on the seismic parameter is determined in terms of the atomic makeup of individual contributions to the theoretical core fluid chemical model. The composition contribution to seismic parameter, as a function of bulk modulus and density, can be calculated by considering the atomic properties such as weight, spacing and energy in terms of molar averages of constituent elements of the theoretical core fluid.
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Appendix Al: A Theoretical, Magnetohydrodynamic 
Discussion

The thermal wind equations, in which the Coriolis force is balanced by pressure gradients and horizontal density gradients rather than by Lorentz forces, are used to describe patterns of magnetic field drift associated with core fluid motions near the coremantle boundary (CMB). The advection of magnetic field may be due in part to the flow driven by such horizontal temperature gradients, just as east-west air flow is driven by north-south temperature gradients in the Earth's atmosphere. It is argued that this flow may be concentrated in a shell near the CMB, and the horizontal temperature gradients are expected to be directly proportional to horizontal gradients in CMB topography, the lowest harmonics of which are approximately constrained in seismology. Part of the zonal drift is then associated with the I = 2, m = 0 harmonic of CMB topography, and anticyclones are attached to topographic highs (thermal highs). Comparison of our derived flow pattern with those determined purely by magnetic field observations provides tentative support for this model.A simple model is developed here for that part of core fluid motion due to coremantle boundary topography. The basic idea is as follows: relatively cold mantle just above the CMB is more dense and will sink causing a depression in the CMB, whereas relatively hot mantle is less dense and will rise, resulting in positive CMB topographic relief or "bumps". The relationship between the deformation of an interface and the pattern of convective thermal anomalies is not necessarily so simple [cf. Hager and Clayton, 1989] especially if the lowermost mantle (D") is a compositional layer [Lay, 1989] but the most commonly assumed correlation was chosen. Cold, topographic lows



170
cool the core from above and promote more vigorous vertical convection in the locally cold core fluid. Warm, topographic highs are associated with lower vertical heat flow and warmer core fluid. This is illustrated in Fig. Al.l. Simple mixing length recipes for turbulent convection suggest temperature deviations away from an adiabat of order 10^3 K but with a large uncertainty [Stevenson, 1987]. These will also be the horizontal temperature variations on an equipotential. Horizontal as well as vertical heat flows can be expected [Flasar and Gierasch, 1978] and the relationship between the magnitude of the mantle temperature fluctuations and those in the core may well be non-linear, but the sense of the correlation is clear: topographic highs of the CMB are associated with thermal highs in the outermost core.In consideration of the dynamics, the standard approach is adopted in which fluid acceleration relative to the rotating frame is ignored and viscous effects are ignored. The Lorentz force is also neglected in the outermost core because the toroidal component of the field should decrease to a low value in the outermost few hundred kilometers of the core due to the low conductivity of the mantle [Merrill and McElhinny, 1983]. The Lorentz force is dominated by a term that is proportional to the cross product of this toroidal field with the poloidal current. Here, the artificiality of current sheets that arise in some dynamo models is excluded. The Boussinesq approximation in which the only dynamically significant density variations are those caused by thermal expansion is also adopted. This leads to the standard thermal wind equation, well known to atmospheric dynamicists [e.g., Pedlosky, 1979] and occasionally discussed for the core [e.g., Olson, 1989]: VP'2Ω×v =----------- gαT [Al.l]

Pθwhere Ω is the mean Earth angular velocity, v is the fluid velocity relative to this frame, P' is the non-hydrostatic component of the fluid pressure, pθ is the mean fluid density, α is the coefficient of thermal expansion, T is the deviation of the temperature away from
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Fig. Al.l Schematic representation of temperature profiles near the CMB. Temperature and depth scales are shown grossly distorted to clarify the important features. Profile A corresponds to a low heat flow region and topographic high. Profile B is a high heat flow region and topographic low. Notice that at a given depth within the core, the temperature on profile A is high relative to profile B. This correlation of topographic and thermal highs is central to the model described in the text. Note also that the absolute temperature at the CMB is lower for the high heat flow case (A) than for the low heat flow case (B), because the CMB on profile A is at a lower pressure. This effect is actually much bigger than the temperature difference at a fixed equipotential depth, but dynamically irrelevant.
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some mean core adiabat, and g is gravitational acceleration. The solution to the equation of motion can be found by taking the curl of both sides; however, by doing so, information concerning any flow that is purely geostrophic (Le., Coriolis force balanced by a pressure gradient) is lost. This results in

(2Ω∙V)v = V×(gαT). [A1.2]
The further assumption is made that the thermal wind is primarily confined to a layer that is thin compared to the core radius. This is not a boundary layer (which is much thinner yet) but a layer in which the horizontal temperature gradients and the associated wind are dynamically dominant This layer could be of order one hundred kilometers thick (but with a large uncertainty) and arise in two ways. First, it could be the region within which the boundary-generated buoyancy driving thermal convection is confined. This is in the spirit of local prescriptions for turbulent convection [Monin and Yaglom, 1971], if one assumes that the mixing length is equal to the distance from the CMB. According to this view, the temperature anomaly T decays in amplitude over some characteristic distance D « Rc, the core radius, as illustrated in Fig. A 1.1. The second reason for this thin layer approximation is that it may correspond to the region in which the Lorentz force is smalL At deeper levels, there is a large enough toroidal field for which flows of the type considered here are effectively damped. In either case, solutions to Eq. [A 1.2] are sought in which the velocity decays over a characteristic distance D as one goes downward into the core. These solutions have the property that the shear is parallel to the flow, i.e.,A 13r → D
Since D « Rc, it follows that spherical coordinate θand φ derivatives of the velocity (but not the temperature) can be neglected relative to radial derivatives. (This is exactly analogous to the meteorological approach to thermal winds.) Then
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vθ

gαε ∂T2Ωsin θcosθ 3φ [A1.3]
and γφ = gαε 3T 2Ωcosθ 3θ [A1.4]
for the values of these velocity components at the CMB, where ε = ∙^∙. As usual, θ is the 

Jxcolatitude, φ is longitude, and g=∣g∣.Continuity dictates that vr is smaller than vθ or vφ by a factor of ε « 1. Notice,however, that the predicted flow is not purely toroidal in general, although toroidalcomponents tend to dominate. In the limit of fairly rapid θ -variation of T not near theequator (i.e.,- » 4⅛-j » T; θ ≠ ⅞ ) it is clear that the vorticity of the flow is radial and 
ε du I λproportional to V T with a positive (negative) constant of proportionality in the Northern (Southern) hemisphere. This means that anticyclones are associated with temperature highs, the same as meteorological experience.Quantitatively, the fundamental assumption of this model is the expression that core temperature variations are proportional to CMB topography variations, or

T(θ,φ) = βf(θ,φ) [A1.5]
where β is the constant of proportionality, and T and f are assumed to have zero means. If CMB topography is given in terms of a spherical harmonic expansion, the temperature is expressed in terms of the same expansion coefficients multiplied by β :

L IT(θ,φ) = β^ (g^1cosmφ + h^1sinmφ)pjα(cosθ) [A1.6]^=0m=0and
L t , Xf(θ,φ)= £ ∑ (gjacosmφ+ hæ sin mφjpjn(cosθ).
=0 m=0

[A1.7]
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This choice cannot be rigorously justified. However, the numerical values are plausible. For β= 10"3 K∕km, and topographic relief ~ km, temperature fluctuations are not enormously different from values suggested by turbulent convection models [Stevenson, 1979, 1987], resulting in ∣v∣~10'2 cm/sec comparable to westward drift Clearly this model is most suited to estimating the pattern of core fluid and not the magnitude of that flow. For the same reason, uncertainties in the magnitude of CMB topography even by factors of ten are less important to assessing the model than the pattern of CMB topography.Maps of the velocity field are given in Figs. A1.2 and A1.3 with corresponding CMB topography maps. Fig. A 1.2 shows the velocity flow field using the CMB results of Morelli & Dziewonski [1987] and Fig. A1.3 shows the velocity flow field using the results of Gudmundsson [1989]. Both maps illustrate that closed loops of fluid flow are closely related to topography highs and lows, as expected. Although topography maps vary widely from worker to worker, there are features common to the maps studied here. For example, all maps show an anticyclone (due to the CMB topography high) underneath the Indian Ocean. Note that this flow is mostly but not purely toroidal. The continents have been drawn only for establishing the frame of reference.Comparisons with magnetic field data results of Bloxham [1989a] given in Fig. A1.4 indicate that thermal winds may indeed be largely responsible for core fluid motions. The fluid flow map in Fig. A 1.4 is a result of the inversion of magnetic field data recorded during the time interval 1935-1940 but it displays similar general characteristics to maps of flow during other time intervals. For example, as in the velocity map given by thermal winds, fluid flow in Fig. A 1.4 is anticyclonic underneath the Indian Ocean and over south- central Asia. Our model is probably only relevant to field components that are steady although it is possible for dynamos to have steady velocity fields yet unsteady magnetic fields.
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(a)

Fig. A 1.2 (a) Core fluid patterns based on the thermal wind model described in the text using results from (b). (b) Map of CMB topography obtained by Morelli andDziewonski [1987] (results are from inversion of compressional core-phase data with spherical harmonic expansion up to degree and order 4).
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Fig. A 1.3 (a) Core fluid patterns based on the thermal wind model described in the text using results from (b). (b) Map of CMB topography map obtained by Gudmundssen [1989] (results are from inversion of compressional core phases with spherical harmonic expansion up to degree and order 5).
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Fig. A 1.4 Core fluid velocity map of Bloxham [1989a] obtained from the inversion of magnetic field data for time interval 1935-1940.
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The expressions for velocity containing the (. = 2, m = 0 component of CMB topography expansion is given by

vθ = 0 [A1.8]and vφ=-∣^smθgθ. [A1.9]
This expression describes the pattern of westward drift if the € = 2, m=0 topography expansion coefficient is positive; fluid velocity is eastward if the coefficient is negative. It is the only term which globally describes this pattern. Fig. A1.2a shows strong westward drift in regions south of New Zealand and in the Indian Ocean. Fig. A1.3a shows less westward drift and regions of strong eastward drift, possibly due to the large negative 
(. = 2, m = 0 CMB topography coefficient. This model does not work near the equator since certain velocity terms diverge. This arises through our failure to retain θ and φ derivatives in the derivation of vθ and vφ (Eqs. [A1.3] and [A1.4]). More fundamentally, the Coriolis force cannot be expected to dominate near the equator and other effects, neglected here, will be important. However, the model behaves very well to within ten degrees of the equator and it can be used to predict patterns in core fluid velocity. In several respects, it is surprising that this model shows tentative evidence of validity. There are surely other sources of near-CMB flow and only one component has been determined here. Moreover, the validity of the thin layer approximation (ε<< 1) is debatable. Models that do not use this approximation [e.g., Bloxham, 1989b] show less correlation between flow and topography. As seismic and other models improve, it may become possible to decide whether a relatively thin layer thermal wind component contributes to core flow; more about the core can thereby be learned.If outer core horizontal fluid flow is driven by horizontal temperature gradients due to CMB topography, then the thermal wind equations, expressed as a function of
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CMB topography, describe the advection of magnetic field resulting from core fluid motions. This model describes zonal drift by the velocity expression containing the (. = 2, m = 0 topography coefficient and predicts that westward drift should not be a dominant feature in core fluid motions if CMB topography harmonic terms other than ί = 2, m = 0 contribute much power. The thin layer version of this model predicts that anticyclones are associated with thermal and topographic highs, and a comparison of magnetically derived flow maps with our maps provides tentative support for this version.
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Appendix A2: An Adjustment to the Correction for 
Epicentral Distance due to Ellipticity

The corrections to epicentral distance and eigenfrequency for a specific normal mode due to ellipticity are calculated as
δθε _ —3sinΔcos2φmpsin2Θ [A2.1]

(<+i)u
and δωe = ωα(l - 3cos2 θ) [A2.2]
following the development in Woodhouse and Dziewonski [1984; see their Appendix]. In these expressions, 'a' represents Earth radius, α is the ellipticity splitting coefficient for a specific mode, ω is the mode eigenfrequency, ι is the angular order, U is group velocity, Δ is the epicentral distance, φmp is the azimuth (clockwise from north) of the midpoint of the minor arc from the great circle pole, and Θ represents the colatitude of the pole of the great circle path. These corrections are different for each mode but the approximations are good only for large (. (or ι » m) as will be shown in the following. As a result, they can only be applied to a subset of normal modes used in the construction of synthetic seismograms.Woodhouse and Dziewonski [1984] derived the corrections due to ellipticity from the derivation of phase perturbations due to lateral heterogeneity; these, in turn, were expressed as functions of wave number and phase velocity perturbations for major and minor arc great circle surface wave paths. However, wave number ,k' is an asymptotic
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t,

(A2·3'
[Jeffreys and Jeffreys, 1956], From this, the wavelength, L, along the surface meridian is calculated as
and wave number, k, is given as

aIt follows from the approximation used in this derivation that the distance correction, δθe, can only be made for modes with large I. A similar argument can be made for modes with group velocities which are not too small.Observations confirm the theoretical conclusions. The distance correction is expected to be small for all modes, but plots of distance correction (calculated using Eq. [A2.1]) vs. angular order show that this is true only for a subset of the modes. Fig. A2.1 shows this correction breaking down for modes with small t. Fig. A2.1a is a plot of distance correction vs. f (for all fundamental modes and overtones used in the inversions presented in this thesis) for the distance correction between an earthquake which occurred on April 23, 1985 in the Philippine Islands and which was recorded at station TAU. The majority of distance corrections due to ellipticity shown in this plot are small (< 10%), but the corrections become unrealistically large for t< 5. Fig. A2.1b is a plot of distance correction vs. group velocity for the same seismogram, from which it is clear that corrections should not be made for modes whose corresponding group velocities are less than ~ 2 km∕sec. Fig. A2.2 shows similar plots for an earthquake which occurred on November 22, 1984 in the South Atlantic Ridge and which was recorded at station CHTO. This figure also shows unrealistically large distance corrections for modes with
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Fig. A2.1 Ellipticity distance correction given by Eq. [A2.1] as a function of (a) 

angular order and (b) group velocity for seismogram recorded at station TAU on April 4, 

1985 for an earthquake which occurred in the Philippine Islands.
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Fig. A2.2 Ellipticity distance correction given by Eq. [A2.1] as a function of (a) 

angular order and (b) group velocity for seismogram recorded at station CHTO on 

November 22, 1984 for an earthquake which occurred in the South Atlantic Ridge.



184
corresponding £ < 5 and group velocity less than ~ 2 km∕sec. Based on these observations, the distance correction due to ellipticity was applied to modes with £ > 5 in the inversions presented in Chapter 5.


