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ABSTRACT 

A substantial part of the experimental data in dynamic fracture mechanics has 

been obtained under the assumption that the two-dimensional asymptotic elasto­

dynamic stress-intensity factor field (the Kf-field) is dominant over at least the 

region around the crack-tip over which the experimental measurements are made. 

The validity of this assumption is investigated in this thesis both experimentally 

and through finite-element simulations of the experiments. 

The experiments reported in this work were on 4340 steel, three-point bend 

specimens loaded dynamically using a drop-weight tower. The two cases of dynam­

ically loaded stationary cracks and dynamically propagating cracks were considered. 

An optical configuration is proposed that leads to a bifocal high-speed camera capa­

ble of focussing on two different planes simultaneously. This was used in conjunc­

tion with the method of caustics to measure the apparent stress-intensity factor 

simultaneously from two different regions (initial-curves) around the crack-tip. If 

the initial-curves lie within the domain of dominance of the asymptotic field, the 

measured values of the dynamic stress-intensity factor must agree to within experi­

mental error. By suitably adjusting the optical set-up, a range of initial-curves was 

scanned in an attempt to map the domain of dominance of the Kj-field. 

The impact hammer and supports of the drop-weight loading device were in­

strumented in order to monitor the time dependent loads acting on the specimen. 

These loads were subsequently used as boundary tractions in dynamic two- and 

three-dimensional finite-element simulations of the experiments. The simulations 

were carried only up to the point of crack initiation. Comparison of the numeri­

cal simulations with the experimental results help in identifying the role of three­

dimensionality and transient conditions on the measured stress-intensity factor val-

ues. 
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On the basis of both the experimental results as well as the numerical simu­

lations, no sizeable annulus of dominance for the asymptotic elastodynamic field 

was found for the laboratory situation studied. It appears that the assumption of 

an underlying Kj-dominant ( or two-dimensional) field might not hold to a level 

of accuracy that would warrant many of the conclusions made in the literature 

regarding the crack-initiation toughness values as well as the uniqueness of the dy­

namic fracture toughness - crack velocity relation or its specimen and acceleration 

dependence. 
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CHAPTER I 

INTRODUCTION 

The mechanics of crack initiation and propagation under conditions where ma­

terial inertial effects are important - either due to rapid crack propagation or due 

to transient loading - fall into the broad field of study of dynamic fracture me­

chanics. The interest in this field arises, from a practical standpoint, from the need 

to understand the conditions under which an existing macro-crack in a structure 

might initiate dynamically and begin to grow catastrophically through the struc­

tural component, seriously jeopardizing its integrity and function. Catastrophic 

crack growth in nuclear pressure vessels or in the bulkheads of airplanes could have 

rather undesirable consequences. The rapid disintegration of natural-gas pipelines, 

where the internal gas pressure might initiate and drive a crack for many kilometers 

prior to arrest, is a particularly graphic example of the kind of problems that is to 

be prevented. The endeavor of the engineer in these cases is, ideally, to obtain con­

ditions under which a crack would never grow unstably, or failing this, to at least 

configure the structural system so as to build in a tendency for an initiated crack 

to arrest as rapidly as possible before serious damage is sustained. 

While the micro-mechanical aspects of the actual cleavage or void coalescence 

that are an essential part of the fracture process are inaccessible through a con­

tinuum description, much of the theoretical basis of dynamic fracture mechanics 

derives from continuum analyses. The rationale for this rests on the intuitive argu­

ment that the behavior and response of any confi.ned non-continuum region (process 

zone) around the crack-tip must be controlled by the engulfing continuum field and, 

as such, whatever critical parameters govern the progress of fracture in the process 

zone must have their counterparts in the continuum region. It is not the purpose 

of this work to inquire into the physical basis of the above argument. Rather, at-
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tention shall be confined here to cases where a continuum description is known -

empirically - to be adequate. 

The attempt to characterize the initiation and dynamic propagation of a crack 

in a material is typically done in two parts. A fracture criterion is first postulated 

which would relate some parameter in a continuum solution to a material specific 

property. For example, a crack might be postulated to initiate and propagate when 

the strain at some prescribed point along the crack-line reaches a critical value 

which is supposedly a material property determinable only through experiments. 

The correctness and utility of such a fracture criterion must then be established 

by showing its validity under different geometric and loading configurations. That 

is, while the details of the stress and strain fields might depend on the particular 

geometric and loading conditions, the critical values at which a crack would initiate 

and grow must be configuration independent. 

By far the most widely quoted fracture criterion in the dynamic fracture of 

nominally brittle materials defined here as materials where no extensive plastic 

deformation occurs prior to or during crack growth - is that based on the stress­

intensity factor. This is a parameter that arises naturally from certain mathemati­

cally idealized crack problems and, since its measurability and utility as a fracture 

criterion form the subject of inquiry of this thesis, it is probably instructive at this 

point to delve into its origins. 

1.1 The Asymptotic Field 

The first dynamic fracture problems to be analytically solved were those where 

the material was modelled as linear elastic and the geometry and loading were 

taken to conform to plane strain conditions. The crack solutions of Yoffe ( 1951 ), 

Craggs (1960), Broberg (1960), Baker (1962) and Freund (1972) all fall into this 

category. While the problems they considered differed in some vital respects - some 
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were transient while others were steady-state, for example - a common outcome 

of all their solutions was the nature of the asymptotic stress field. Indeed, as 

has been shown by Freund and Clifton (1974), the stress field with reference to 

a Cartesian coordinate system moving with the crack-tip (see Figure 1.1) of 'all 

plane elastodynamic solutions for ( smoothly turning) running cracks, for which the 

total internal energy is finite,' can be asymptotically described by the square-root 

singular expression 

as r - 0. (1.1) 

Here (r, 0) is a polar coordinate system travelling with the crack-tip, E~/3 and E~~ 

are known functions of 0 and crack velocity a ( with respect to some fixed coordi­

nate frame), and Kf and KfI are the so-called stress-intensity factors in mode-I 

and mode-II respectively dependent only on the specific geometric and loading con­

ditions of a problem. In this work, attention will be confined to only the mode-I 

case and the relevant asymptotic expressions from Freund and Clifton (1974) are 

collected here for purposes of later reference: 

(1.2) 

where, 

02 )cos(Bi/2) _ 40:10:s cos(Bs/2)) 
s 1/2 (1 + o:2) 1/2 

fl s fS 

(1.3) 

EI _ 
2
A (sin(Bi/2) _ sin(Bs/2)) 

12 - 01 1/2 1/2 
fl fS 

(1.4) 

EI = A(- (l 2)cos(Bi/2) 40:10: 8 cos(Bs/2)) 
22 + 0 s 1/2 + (1 + o:2) 1/2 

fl s fS 

(1.5) 

and 

(1.6) 
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Figure 1.1: Cross-sectional geometry of the elastodynamic plane crack problem; the 

Cartesian coordinate system (6, 6) translates with the crack-tip of interest (from Freund 

and Clifton (1974)). 
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and 

(1. 7) 

tan( 01:s) = O:i:s tan( 0) (1.8) 

and 

( 

• 2 ) 1/2 

O:[:s = 1 - ; ' 
l:s 

(1.9) 

where q and Cs are the longitudinal and shear wave speeds of the material. The 

above will henceforth be referred to as the dynamic stress-intensity factor field 

or, more concisely, the Kj-field. Note that this is strictly asymptotic and that 

any attempt to use it over a finite extent must be justified by showing that the 

asymptotic solution dominates ( to within some acceptable error) over this region. 

A region where the above field dominates will then be referred to as a region of 

Kj-dominance. 

The situation of a stationary crack that is loaded dynamically is less clear but 

the few analytical solutions that exist de Hoop (1958) and Achenbach (1973) -

do exhibit a stress-intensity factor field such as (1.2-9) with a - 0. While the uni­

versality of such a field has not been rigorously established for all stationary cases, 

the leeway provided by the unspecified extent of validity of the asymptotic field 

has allowed for the assumption that the stress-intensity factor field is descriptive 

of all plane elastodynamic crack problems. It has of course been recognized that 

the asymptotic field as given above leads to singular stresses at the crack tip and, 

as such, plasticity and other non-linear effects must come into play near the crack 

tip. The possible relevance of the stress-intensity factor field thus arises from an 

argument of confined plasticity similar to that used for the confined process zone: 

if the length scale over which plasticity effects are important is much smaller than 

the length over which the asymptotic Kj-field is dominant, then the stress-intensity 
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factor field must characterize the plastic and process zones and hence the fracture 

process itself. This is the so-called small-scale yielding concept. 

Finally, in an attempt to model the more realistic problem of fracture in thin 

plates, the asymptotic field for conditions of plane-stress are formally obtained 

through suitable modifications of the material parameters. 'Formal' in the sense 

that no attempt is made to inquire into the acceptability of the plane stress approx­

imation in the vicinity of a crack tip. 

1.2 Fracture Criteria 

The presumed universality of the stress-intensity factor field for problems of 

small-scale yielding thus provides a possible fracture criterion of the form 

(1.10) 

where the left side is the stress-intensity factor, in principle entirely determined 

through an analysis of a boundary-initial value problem, and the right side rep­

resents a material quantity called the dynamic fracture toughness that can only 

be determined through experiments. The dynamic stress-intensity factor Kf(t) is 

known to be a function of crack length a(t), crack velocity a(t), and some gen­

eralized measure of the applied load P(t). It has also been suggested, based on 

perceived chan~es in the resistance to crack propagation with changes in rate of 

loading, that the dynamic fracture toughness must be dependent on crack velocity. 

Thus the fracture criterion as given in (1.10) becomes 

Kf(a(t),a(t),P(t)) = K1v(a(t), ... ) (1.11) 

which is then an evolution equation for crack growth ( equation of motion for the 

crack-tip) and therein lies the attractiveness of (1.10) as a fracture criterion. 

The primary focus of dynamic fracture mechanics has been the determination 

of the fracture toughness and its possible dependence on parameters such as crack 
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velocity, acceleration and temperature. The extensive experimental effort that has 

gone into this task over the past two decades has generated a large amount of data 

without really conclusively deciding on the appropriateness of (1.10) as a fracture 

criterion. For the most part, experimental techniques that assume the dominance of 

the asymptotic Kf-field over some region around the crack tip have been utilized to 

argue about the functional dependence of the dynamic fracture toughness on crack 

velocity, acceleration, et cetera. Using this approach, some authors Kobayashi 

and Dally (1977), Bilek (1980), Rosakis, Duffy and Freund (1984) and Zehnder 

(1987) - have found that the dynamic fracture toughness depends in a one-to-one 

manner on the crack velocity while others - Kobayashi and Mall (1978), Ravi­

Chandar (1982) and Ravi-Chandar and Knauss (1984) - do not find support for 

such a relation. Takahashi and Arakawa (1987) have argued for an acceleration 

dependence of the dynamic fracture toughness while Eshelby (1969) has pointed out 

that 'a crack tip exhibits no inertia.' A few experimentalists - Dahlberg, Nilsson 

and Brickstad (1980) and Kalthoff (1983) - have even found specimen dependence 

of the supposedly material property, which, if correct, should surely have robbed the 

stress-intensity factor-based fracture criterion of all residual meaning. The causes 

for these disagreements have been widely debated but a reasoned consensus is yet 

to emerge. For the most part, the variations have been attributed to differences in 

material response; this has a measure of validity because the failure modes of brittle 

materials such as Homalite-100 are quite different from those fracturing in a locally 

ductile manner, as was pointed out by Rosakis, Duffy and Freund (1983). 

Of late, however, attention has been increasingly drawn toward another possi­

ble source of divergence, namely that the interpretation of the experimental data 

has, to a large extent, required the assumption that the asymptotic field be valid 

at least over the region where the measurements were made. Realizing that this 
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might be a source of error, Dally, Fourney and Irwin (1985) proceeded to develop 

'higher-order solutions' to the two-dimensional, dynamic, steady crack propaga­

tion problem to aid in the interpretation of their experimental photo-elastic fringes. 

However, questions regarding the validity of these solutions and the errors asso­

ciated with time-averaging the field over large domains, at least insofar as truly 

transient problems are concerned, have been raised by Knauss and Ravi-Chandar 

(1985). While Dally, Fourney and Irwin (1985) are probably correct in maintain­

ing that the asymptotic field might not be adequate for transient problems, it is 

precisely these problems that are also not amenable to the kind of steady-state 

higher-order solution that they propose. 

The realization that a much larger source of error might be the assumption that 

two-dimensional fields could be descriptive of the near-tip continuum structure is of 

much more recent origin. Among the first to study this question were Rosakis and 

Ravi-Chandar (1986) who experimentally sought to determine the extent to which 

three-dimensionality affected measurements made using the method of caustics un­

der static conditions. Their finding was that the three-dimensional effects were 

confined to within a radial distance of one-half plate thickness around the crack-tip 

beyond which they found the two-dimensional static stress-intensity factor field pre­

vailing over some distance. Supporting analytical basis for this work was provided 

by Yang and Freund (1985) who again find that the three-dimensional character 

of the field is confined to about one-half of the plate thickness beyond which the 

imposed asymptotic plane stress field is recovered. A full-field, three-dimensional, 

elastostatic analysis of the compact tension specimen was reported by Parsons, 

Hall and Rosakis (1986) providing further evidence that the three-dimensional re­

gion is confined to a radial distance of one-half the plate thickness. A detailed 

numerical study of the three-dimensional elastostatic near-tip field was reported by 
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Nakamura and Parks (1987) with essentially similar results, and Smith and Freund 

(1988) adopted the same approach to the dynamic, steady-state propagating crack 

problem. Both these analyses, however, impose the plane-stress, asymptotic field 

at some arbitrary distance from the crack-front. These studies also find that the 

three-dimensional zone is confined to a region around the crack-tip of radius about 

one-half plate thickness. Further, they suggest that the asymptotic K1-field should 

be obtained outside this region. Too much importance, however, should not be at­

tached to this latter result in view of the fact that this outcome was most definitely 

influenced by their having prescribed the K1-field at some definite distance greater 

than one-half of plate thickness. (Specifically, the results certainly would have been 

different if the K rfield had been imposed at, say, one-quarter of the plate thickness, 

and probably would have been different if something other than the K1-field had 

been prescribed as the far-field boundary condition.) 

Apart from the works mentioned above, many analytical and numerical studies 

have attempted to incorporate non-linearity of material response. Among these, 

Freund and Douglas (1982), Lam and Freund (1985) and Freund and Hutchinson 

(1985) adopt the small-scale yielding approach; i.e., it is assumed that a K-dominant 

field surrounds the non-linear zone and the details of the continuum structure in 

the plastic region are obtained in this context. In particular, Freund and Lam 

(1985) have sought to provide an analytical basis for the postulated uniqueness 

of the K1 D - a relation by assuming a more fundamental fracture criterion inside 

the plastic zone and then studying its ramifications for the surrounding Kj-field. 

Essentially the same approach is taken by Freund and Hutchinson (1985) where a 

material exhibiting rate-dependent plastic behavior is considered. For the purposes 

of this thesis, the point to note is that the common thread underlying all these 

studies and many others of no immediate relevance to this work - is the acceptance 
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of a K-dominant field over some annulus around the crack-tip. 

1.3 Overview of Thesis 

This thesis documents an effort to systematically investigate the validity and 

extent of dominance of the stress-intensity factor field under conditions of dynamic 

loading and propagation. The need for such a study becomes apparent when one 

realizes that a concept that had its origins in an asymptotic two-dimensional ideal­

ization has come to be rather widely used in many analytical problems investigating 

non-linear or three-dimensional effects near the crack-tip and, more importantly, in 

laboratory situations involving finite-sized specimens of definite thickness - with lit­

tle attempt to show that such a concept retains its validity under these conditions. 

The question that this work addresses is the following: Is there a region around 

the crack-tip where the stress and displacement fields could be said to be modelled 

by the two-dimensional dynamic stress-intensity factor field? This will be answered 

within the context of a three-point bend specimen loaded dynamically in a drop­

weight tower - an experimental configuration that has been extensively used in the 

past by Kalthoff (1985), Zehnder (1987) and Zehnder and Rosakis (1988). The 

findings of this work are specific to this particular configuration. Extrapolations 

to other settings must therefore be done with care and then, only in a qualitative 

sense. The questions raised here and the methodology adopted in trying to answer 

them, of course, have a wider applicability. 

The idea behind the experimental set-up is described in Chapter II. A simple 

modification that can be incorporated into virtually any high-speed photography 

set-up is proposed and the way in which this experimental configuration can be used 

in conjunction with the method of caustics to determine the domain of dominance of 

the asymptotic field is discussed. Chapter III presents the details of the experiments. 

The optical high-speed photography set-up for obtaining a time sequence of caustic 
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patterns and the instrumentation used to record the dynamic traction boundary 

conditions experienced by the specimen are both discussed. Finally, the results and 

implications of the optical part of the experiment are given. In Chapter IV, the 

details of numerical simulations of the experiments are provided. Two- and three­

dimensional elastodynamic finite element analyses using experimentally obtained 

traction boundary conditions are attempted. The numerical simulations help in 

identifying possible reasons for the experimentally observed behavior. In conclusion, 

Chapter V describes the implications of the findings of this work and attempts to 

review some of the experimental and analytical results in the literature in light of 

the results of this study. 
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CHAPTER II 

THE METHOD OF BIFOCAL CAUSTICS 

The optical method of caustics has found extensive application m fracture 

mechanics studies in general and in dynamic fracture experiments in particular 

- Rosakis (1980,1982), Beinert and Kalthoff (1981), Ravi-Chandar (1982), Ravi­

Chandar and Knauss (1984) and Zehnder and Rosakis (1988). It is a technique 

that has been used both for transparent materials in transmission and opaque ma­

terials in reflection. In this, it has the advantage over photo-elasticity, though 

attempts to extend photo-elasticity techniques to non-transparent materials by the 

use of bi-refringent coatings on the opaque test material have been reported by 

Kobayashi and Dally (1980). While there are ongoing efforts to use interferometry 

in dynamic fracture experiments (Pfaff (1988)), and other techniques - such as the 

stress-intensity factor tracer of Kim (1985) have been proposed, the method of 

caustics has remained up to now essentially the only viable optical technique for 

the study of dynamic fracture of opaque materials such as steel. This being so, 

it is essential to understand the constraints under which the method of caustics 

- or photo-elasticity for that matter - is expected to produce useful results. For 

a successful interpretation of the measured data, the method of caustics as it is 

customarily used requires that the form of the near-tip stress or out-of-plane dis­

placement field be known a priori up to a multiplicative constant. The method of 

caustics can then be used to successfully yield the actual value of this multiplicative 

constant which, in linear elastic fracture mechanics, is the stress-intensity factor. 

Photo-elasticity as well as the stress-intensity factor tracer method also suffer from 

similar restrictions. It is instructive to bear in mind that this stipulation is no 

different from the requirement that there be a homogeneous deformation field in a 

tension specimen if one were to set about obtaining material stress-strain behavior. 



-13-

In this chapter, a brief discussion of the method of caustics as it pertains to 

this thesis is given. The issue of what is required to adapt this method to determine 

whether the assumed stress or out-of-plane displacement field does indeed prevail 

is then addressed with respect to both the static and dynamic fracture problems. 

Finally, in what is probably at the core of the experiment discussed in this thesis, 

an optical configuration that makes possible the experimental determination of the 

domain of dominance of the assumed crack-tip fields is proposed. 

2.1 The Method of Caustics 

A detailed exposition of the history and theory of the method of caustics can be 

found in Manogg (1964) and Rosakis and Zehnder (1985). Here only a brief outline 

of the method of caustics in reflection will be presented. A schematic diagram of the 

experimental method is shown in Figure 2.1. A collimated laser beam is incident 

on a polished, optically flat fracture specimen and the reflected light is collected 

and imaged in a camera. The camera is set to focus on a virtual object plane at 

a distance z0 behind the specimen. When the specimen is loaded, its surface gets 

deformed by, say, X3 = -f(x1,x2), where (x1,x2) are points on the specimen. Due 

to this deformation, a light ray incident at a point ( x1, x2) on the specimen gets 

mapped to a point (X1, X 2) on the virtual object plane of the camera. The mapping 

can be shown to be given by 

X ~ _;r_- 2zo':lf (2.1) 

where it has been assumed that z0 ~ maxlf(x1,x2)I which is true for all experi­

ments reported in this thesis. 

Caustics in Elastostatic Fracture: 

Consider a fracture specimen made of an isotropic, homogeneous, nominally lin­

ear elastic solid. Under static, mode-I, generalized plane-stress conditions, following 
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Williams (1957), the asymptotic out-of-plane displacement field can be shown to be 

given by 

U3 = ----COS - + 0(1), -vh K1 (B) 
E ~ 2 

as r --t 0 (2.2) 

where (r, B) is a polar coordinate system centered at the crack-tip, Eis the Young's 

modulus of the material, v is the Poisson's ratio of the material, and h is the 

specimen thickness. 

The out-of-plane displacement field is seen to be singular at the crack-tip but, 

in reality, non-linear and non-continuum effects in a process zone surrounding the 

crack-tip invalidate the strict application of (2.2) as r --t 0. However, as an en­

gineering approximation, the idea of small scale yielding was propounded by Rice 

(1968) and is now widely held to be valid, under which the surface deformation is 

assumed to be given by 

(2.3). 

Here 'r~ut is some relevant specimen in-plane geometry parameter and 'r:n is dic­

tated by the size of one or more of the following: ( 1) the process zone which is 

the region of non-continuum behavior (2) the plastic or non-linear zone and (3) a 

region where the assumptions of two-dimensional plane-stress analysis break down 

and the field is inherently three-dimensional. The domain where equation (2.3) is 

applicable will be referred to as a region of K1-dominance. 

The caustic mapping of the surface given by (2.3) leads to a characteristic 

shadow spot - a dark region where no light rays get mapped, surrounded by a 

bright epicycloid called the caustic (Fig. 2.2). The caustic diameter D can be 

related to the stress-intensity factor K1 through 

EDs/2 
K1 =---­

l0.7z0vh · 
(2.4) 
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Figure 2.2: Representative caustic pattern from a statically loaded fracture specimen. 
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It is important to note that the locus of points on the specimen surface that map on 

to the caustic curve forms a circle called the initial-curve whose radius r0 is given 

by 

ro = 0.316D = (
3
~z

0
)

215 

2 21rE 
(2.5) 

The information about the caustic diameter and hence the stress-intensity factor 

comes essentially from the local field prevailing around the initial-curve. Symboli­

cally one may write r0 = ro(Kr, z0 ) and it is precisely this dependence that can be 

exploited to provide an indirect check of whether the assumed displacement pro­

file (2.3) actually prevails or not. For the static case, this issue was investigated 

by Rosakis and Ravi-Chandar (1986) in a rather straight forward manner. By 

keeping the load constant, the same value of the stress-intensity factor Kr can be 

maintained and by varying the object plane distance zo, the region ro from which 

the caustics are obtained could be varied. Now if, for the range over which r 0 is 

varied, the out-of-plane displacement field is given by (2.3), then the resulting val­

ues for the apparent stress-intensity factor as computed through (2.4) must be the 

same.* From their experiments, Rosakis and Ravi-Chandar (1986) concluded that 

for r0 /h > 0.5 equation (2.4) remains accurate, while for smaller ro/h the value of 

the stress-intensity factor as obtained through (2.4) is under predicted. (see Fig. 

2.3). 

Caustics in Elastodynamic Fracture: 

Consider a fracture specimen made of a linear elastic, homogeneous, isotropic 

solid subject to mode-I, generalized plane-stress conditions. Suppose that inertial 

effects need to be included either due to dynamic loading of a stationary crack or due 

to rapid crack propagation. By means of an interior asymptotic expansion, Freund 

* The assumption that the displacement field is not expected to behave pathologically 

(leading to a multiply folded mapping) is implicitly made here. 
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Material: Plexiglas 
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Figure 2.3: Variation in the measured stress-intensity factor with radius of the initial­

curve of the caustic. From Rosakis and Ravi-Chandar (1986) who attribute the deviation 

to near-tip three-dimensionality. 
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and Clifton ( 197 4) have shown that the asymptotic stress field with reference to a 

polar coordinate system translating with the crack-tip is now given by 

Kj(t) . 
a0t/3 = rn= E0t13(B,a) + 0(1), 

y 21rr 
as r-+ 0 (2.6) 

where Kj(t) is now a time-dependent dynamic stress-intensity factor and E0t/3 are 

known universal functions of (} and crack velocity a ( see the introductory chapter). 

As given in detail in Rosakis (1982), the out-of plane displacement field correspond­

ing to (2.6) can be obtained, the caustic map of which yields the characteristic 

shadow-spot whose transverse diameter D (now varying with time) can be related 

to the instantaneous stress-intensity factor through 

(2.7) 

where, 

(2.8) 

and 

C( al) ( 6.8 + 14.4a1 - 2.6a/)/18.6 (2.9) 

and 

O'./:s ( 
. 2)1/2 1-(a/Ci:s) . (2.10) 

As discussed in Rosakis (1982), the initial-curve for this case is no longer a circle. 

Nevertheless for sufficiently small crack velocities ( a < 0.3c8 ) the initial-curve is 

very nearly circular and its instantaneous nominal radius can be approximated by 

( 

r d( ) ) 2/5 
ro(t) = 3hv~ t zo F(a)(-2/5). 

2 21rE 
(2.11) 

The above equations in the limit a -+ 0 are valid for the case of a dynamically 

loaded stationary crack. In a typical experiment, a high-speed camera would be 
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used to obtain a time sequence of caustics from whose diameter D(t), the stress­

intensity factor Kj(t) would be computed using (2.7). From (2.11), one finds that 

r0 (t) = r0 (Kj(t), z0 , a) and as Kj(t) varies with time in a dynamic experiment, the 

radius of the initial-curve would perforce change during the course of the experiment. 

It is thus vital to know that (2.6) leads to a valid expression for the displacement 

field for at least the range of radii that the initial curve would cover during the 

event of interest. This issue is not quite so easily resolved as in the static case. 

To make matters a bit more explicit, suppose that during the event of interest 

( which could be the crack propagation phase of a test) the initial-curve radius is 

known from previous experience to vary in the region rmin ::; ro ::; rmax for some 

choice of the object plane distance z0 • Suppose further, as has become traditional, 

in analogy to the small-scale yielding approximation for the static case it is rec­

ognized that non-continuum, non-linear and three-dimensional effects preclude the 

application of (2.6) in the limit r - 0 and so the asymptotic field as given by (2.6) 

is actually held to be a good approximation to reality in an annulus surrounding 

the crack-tip as shown in Figure 2.4. Thus, 

(2.12) 

Since the domain of validity of (2.12) could in general be time-dependent as well, 

let 'r~n and 'r~ut be such as to give the smallest annulus in which (2.12) holds for all 

times during the entire event of interest. For a valid interpretation of the caustics, 

the inequalities 

(2.13) 

must be satisfied in order to have the initial-curve fall in a region of Kj-dominance. 

The first attempts to address the issue of the validity of (2.12) are reported 

m Ravi-Chandar and Knauss ( 1987). A series of tests was performed using the 
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Figure 2.4: Possible region of Kj-dominance around the crack-tip. 



-22-

method of caustics in transmission on identical specimens under identical stress­

wave loading, varying from test to test only the object plane distance z0 • In this 

manner a range of initial-curve radii was scanned and since, presumably, the actual 

stress-intensity factor history Kj(t) for the various tests must be identical, the 

apparent stress-intensity factors measured from caustics obtained from different 

object planes must also agree, at least for those times when the requirements of 

(2.13) are met. Based on their findings, Ravi-Chandar and Knauss (1987) indicate 

that the assumption behind (2.12) might not be tenable. Since a substantial part of 

the extant dynamic fracture data has been obtained through the use of either photo­

elasticity or the method of caustics, the ramifications of this result are potentially 

far-reaching and thus deserve greater scrutiny. 

In particular, it would be preferable to obtain the apparent stress-intensity 

factor values from different initial-curves around the crack-tip for the same specimen 

at any given instant in time. While comparison of experimental results across 

tests can be made with confidence for the loading regime of the experiments, it 

becomes more difficult in the crack propagating phase since, as will be seen shortly, 

small variations in the crack motion history could lead to large variations in the 

values for the measured stress-intensity factor. It is in an attempt to avoid this 

problem that one would like to be able to obtain caustics from different initial-curves 

simultaneously from the same experiment. Conceptually, to set up an experiment 

to do this is an easy matter. The light reflected off a dynamically-loaded fracture 

specimen could be split into many paths ( using beam-splitters) which could then be 

piped into a series of cameras each of which is set to focus on a different object plane. 

The resulting caustics imaged in these cameras would have been obtained from 

different initial-curves at each instant of time. Here, however, an alternate scheme 

is proposed that could, in fact, be incorporated into essentially any high-speed 



-23-

photography system. An optical configuration that would allow for the simultaneous 

acquisition of dynamic caustics from two different object planes using only a single 

high-speed camera will now be discussed. 

2.2 The Bifocal High-Speed Camera 

In a previous section it was noted that the initial-curve is the region from 

which the caustic gets mapped and thus it is the region from which the apparent 

stress-intensity factor value is measured. Also, for a given stress-intensity factor 

value, it is the distance between the specimen and the camera (virtual) object plane 

that determines the radius of the initial curve. Thus if two different object planes 

can be simultaneously brought into focus in a single camera, stress-intensity factor 

information from two different initial-curves would be obtained at the same time. 

Figure 2.5 shows a schematic of the optical set-up required to bring two different 

object planes simultaneously into focus in a single camera. The set-up entails the 

use of two beam-splitters and two mirrors by which two optical paths of different 

path lengths are established between the specimen and the high-speed camera. With 

reference to the figure, let the high-speed camera be set up to focus at a distance f 

from the camera lens. Along path(l) this would mean that the virtual object plane 

is located at a distance z01 behind the specimen. Along path(2) however, by virtue 

of the increased length (2L) between the specimen and the camera lens, the object 

plane would now fall only at a distance z02 = zo 1 - 2L behind the specimen. Thus 

the caustics obtained from the two paths would be from two different initial-curve 

radii. They could be made to appear on the film track of the high-speed camera 

either superposed or side by side. 

For nomenclatural convenience, the pairs of dynamic caustics obtained by use 

of this bifocal high-speed camera will henceforth be referred to as 'bifocal caustics,' 

with the implicit understanding that such caustics are obtained from two different 
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initial-curves on the same specimen at the same time.* By changing the distance 

L from test to test or by changing the focal plane of the camera, one could of 

course scan various sets of initial-curves. The comparison of whether the apparent 

stress-intensity factors obtained from the bifocal caustics agree over some range of 

ro would however be done solely within each test for reasons stated earlier. 

Since the largest measurement uncertainties are in the crack velocities, one 

could check for the following ratio ( as obtained from ( 2. 7)) 

(2.14) 

where subscript '1' refers to quantities corresponding to path( 1) and subscript '2' 

to path(2). This ratio should be unity if the initial-curve corresponding to z01 and 

zo2 both fall within the K1-dominant region. Any substantial deviation from unity 

of this ratio is then an indication of a lack of K1-dominance over the corresponding 

region. The above ratio has the added advantage that the picture magnification 

and plate thickness get scaled out as well. Thus the measurement uncertainty in 

evaluating the above ratio of apparent stress-intensity factors through ( 2.14) is less 

than in the evaluation of the individual apparent stress-intensity factors through 

(2. 7). 

* There is, of course, a time delay of 2L / c because of the finiteness of the speed of light 

c, but this is negligible for values of L used in practice. 
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CHAPTER III 

THE EXPERIMENT 

The experiments reported in this work are designed to measure: (a) the appar­

ent stress-intensity factor history using the bifocal caustics technique described in 

the previous chapter and (b) the time history of the traction boundary conditions 

that the specimen experiences for subsequent input into a dynamic finite-element 

analysis. These will help in the investigation of the domain of dominance of the 

asymptotic elastodynamic crack-tip fields. In this chapter, the experimental details 

will be described and the results of the bifocal caustics part of the experiments will 

be presented. The numerical simulation of the experiments will be described in the 

following chapter. 

3.1 The Experimental Set-up 

Specimen Preparation: 

The specimens were made of either plain or vacuum-arc remelt AISI 4340 steel 

whose material composition is given in Table Tl. The first step in the specimen 

preparation was to machine them to the nominal required dimensions as shown in 

Figure 3.1. A 25mm saw-cut was first made in all the specimens. For some speci­

mens, the remaining length of the crack was cut by means of an electric discharge 

machine (EDM) leaving a somewhat blunt notch. In others, a smaller EDM cut was 

made and the notch was then increased in length by fatiguing to provide a sharp 

crack. The different crack-tip bluntnesses lead to a wider range of crack propagation 

velocities. 

The specimens were heat-treated as follows: (1) normalized at 900°C for one 

hour and air-cooled, (2) austenitized at 845°C for one hour and oil-quenched and 

(3) tempered at 200°C, 315°C or 350°C for one hour and air-cooled. This was 
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done to obtain varying degrees of ductility of the material. After the preliminary 

machining and heat-treatment processes were completed, one face and the edges of 

each specimen were ground to ensure flatness and perpendicularity. The ground 

surface was then lapped in a lapping machine and polished using a diamond pol­

ishing compound through a sequence of 9, 6, 3 and 1 micron steps to obtain an 

optically-flat, highly reflective surface. In those specimens where a fatigue crack 

was grown, the fatiguing was done only after the polishing sequence was completed 

in order to avoid contamination of the crack-tip by any residue from the polishing 

process. The detailed make-up of each specimen is shown in Table T2. 

Loading Device: 

The specimens were loaded in a three-point bending configuration. The loading 

device used to dynamically load the specimens was the Dynatup 8100A drop-weight 

tower. A drop-weight whose mass and impact velocity can be varied to provide a 

range of impact energies, slides on two rails and can be raised by means of a chain 

to the desired height to obtain impact velocities of up to lOm/s. A pneumatic valve 

releases the weight from the chain in free-fall. The hammer mounted at the bottom 

of the falling drop-weight impacts the specimen which then gets dynamically loaded 

to the point of crack-initiation, whence the crack propagates dynamically through 

the specimen. A crack-tip loading rate of the order of f<f ~ 106 M PaJ'm,/ s is 

achieved. 

To monitor the time-dependent tractions acting on the specimen boundaries 

during the impact event, both the hammer ( the impact-tup) and one of the sup­

ports ( the support-tup) are instrumented using strain-gauges and their readings are 

recorded on two channels of a Nicolet 4094 high-speed digital oscilloscope. 

High-speed Photography: 

A high-speed camera set-up (Figure 3.2) is used to obtain a sequence of dy-
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namic bifocal caustics. A Spectra Physics (model 166) argon-ion pulse laser is the 

light source. The laser beam is expanded by means of a beam-expanding lens. A 

collimating lens is then used to obtain a parallel beam 100mm in diameter. A 

reference grid is placed in the path of the collimated beam so that it lies in the 

object plane of the camera along one of the two bifocal paths. This grid provides 

the picture magnification. The laser beam then reflects off the polished specimen 

surface and splits into two paths at the first six-inch beam-splitter of the bifocal 

set-up which consists of an additional six-inch beam-splitter and two six-inch first 

surface mirrors to provide a direct and a detoured path as described earlier. Both 

the beams are then collected into a rotating-mirror high-speed camera through a 

series of lenses. The high-speed camera itself consists of a 45° mirror mounted on 

the shaft of a high-speed rotating turbine. The in-coming light beam that enters 

the camera along the axis of the turbine is thus swept onto the film track by the 

mirror as it rotates. Details of the construction and operation of this high-speed 

camera can be found in Ellis (1954). To obtain discrete pictures, the pulsing circuit 

of the laser is nominally set to give 25ns exposure every 51ts for a total of lms from 

the time of an input trigger. Since the camera mirror is set to rotate at 800rps, the 

above settings ensure that picture blur is negligible and also avoid overlap of frames 

while providing an adequate time-window for filming the entire dynamic loading 

and crack-propagation event. 

Sequence of Events: 

Since the actual duration of the entire test is less than lms, the correct sequenc­

ing of various events is of critical importance. The input trigger that initiates the 

pulsing of the laser is provided by a mechanical interrupt type photo-diode switch 

mounted on the fixed tower of the drop-weight machine.The switch is so positioned 

that the falling weight itself would activate it at the moment of impact of the 
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hammer with the specimen. The same switch also triggers the Nicolet oscilloscope 

for recording the impact-tup and support-tup load histories. In addition, another 

photo-diode switch, positioned a little higher on the tower, provides a trigger some 

20ms prior to impact and this signal is used to open a capping-shutter mounted on 

the camera. This shutter, which is used to minimize fogging of film due to room 

and other stray light entering the camera, stays open for another 33ms. 

3.2 Results of the Bifocal Caustics Experiment 

A number of experiments under different conditions were done. Figure 3.3a 

shows a representative sequence of bifocal caustics for the case of the dynamically 

loaded stationary crack at various times from the time of impact. The superposition 

of the two images from the bifocal set-up was here so arranged as to have the pairs 

of caustics ( the two bright lines around the crack-tip) slightly shifted apart. Since a 

collimated laser beam was used as the light source, the smaller caustic corresponds 

to the smaller object plane distance (z02 ) and the larger one to the larger z01 . Also 

seen are the reference lines used to obtain the picture magnification. Though these 

lines can be seen in the images corresponding to both bifocal paths, they are in 

focus only for one of these paths. A selection of high-speed photographs for the 

case of the dynamically propagating crack is shown in Figure 3.3b. Here, the pairs 

of bifocal caustics are one inside the other, with the inner caustic corresponding to 

the smaller object plane distance (z02 ). 

Measurement Error: 

The pairs of caustics obtained at each instant of time are analyzed as described 

in chapter II to get the apparent stress-intensity factor histories. To first get an idea 

of the repeatability and measurement errors involved in the method of caustics, a few 

experiments were conducted without using the bifocal technique to obtain caustics 

from a single z0 • Care was taken in these tests to have the specimen geometry, the 
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loading, and the object plane distance ( z0 ) identical. The results from the loading 

phase of three different tests are shown in Figure 3.4a. Here, as in the other figures, 

the time of impact is taken as zero time. A z0 of 2.5m was used for all these tests 

and the dynamic stress-intensity factor was computed from the caustic diameters 

through equation (2.7). Note that the experimental scatter in the apparent stress­

intensity factor from three separate tests is seen to be about ±5%. This is of the 

same order as the measurement error expected in a single test as obtained through 

an error analysis of equation (2.7). It should be emphasized that this is the error 

estimate assuming that equation (2. 7) is valid. Thus it should be recognized that 

differences in the stress-intensity values from bifocal caustics that are less than 

the above value could arguably be attributed to measurement errors while larger 

differences would be an indication of a more fundamental malaise namely the 

possible violation of the assumptions underlying equation (2.12). 

The situation for the dynamically propagating crack, however, 1s different. 

Figure 3.4b shows the measured dynamic stress-intensity factor history from two 

ostensibly identical specimens. As was noted above, the results for the loading 

phase of these tests were virtually identical to within experimental error. The 

crack initiation times, however, do not coincide. Thus the rather large variations 

between the results of the two tests during the crack propagation phase arise not so 

much from experimental uncertainty as from the fact that the initiation times and, 

therefore, subsequent crack propagation histories are different. Unless the crack-tip 

bluntness is controlled to a degree of precision currently technically not feasible 

for metals, these differences are expected to be unavoidable. (This, of course, is 

the primary reason for resorting to the bifocal technique which circumvents the 

necessity of comparing results from different tests.) 
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Dynamically Loaded Stationary Crack: 

Turning now to the bifocal experiments, Figure 3.5a shows the results for the 

uninitiated dynamically loaded crack for specimen a - 3. The two apparent stress­

intensity factors obtained from the diameters of the bifocal caustics pairs are shown 

as functions of time from impact. The object plane distances used in this experiment 

were zo1 = 4.82m and z02 = 3.08m. The region of possible measurement uncertainty 

is indicated by vertical error bars. Figure 3.5b is an alternate representation of the 

experimental results for specimen a - 3. Here, the ratio Kf 1 / Kf2 is plotted as a 

function of time from impact. As discussed previously, the experimental uncertainty 

in this ratio is less than in the individual values. For reference, the initial-curve radii 

(as computed through (2.11)) corresponding to the measured stress-intensity factor 

values for the two z0 s are also shown. It is seen that the apparent measured stress­

intensity factor is not quite independent of the region from which the measurement 

is made. Indeed, differences of up to 60% are observed between the measured stress­

intensity factors obtained from initial-curves whose radii vary by less than 20% of 

the plate thickness. Further, the larger measured stress-intensity factor corresponds 

to the larger object plane distance and hence larger initial-curve radius. Unlike the 

results of Rosakis and Ravi-Chandar (1986) for the static case, these differences 

persist even for r0 / h ~ 0.5. 

Essentially similar results were found in the other experiments. As can be seen 

m Figures 3.6-3.9, results from experiments on different specimens with various 

choices of z0 s all indicate that the measured dynamic stress-intensity factor varies 

quite substantially with the initial-curve radius for the case of the dynamically­

loaded stationary crack. This has implications with regard to the extraction of 

dynamic initiation fracture toughness values. 
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Dynamically Propagating Crack: 

The results for the crack propagation phase are shown in Figures 3.10-3.16. 

Again, these are time history plots of the two measured dynamic stress-intensity 

factors from the bifocal caustics pairs. The larger initial-curve is again seen to give 

a larger apparent stress-intensity factor. Differences of up to 30% in the measured 

values are seen in these experiments. Note that in virtually all these tests, the 

initial-curve radii are almost always greater than one-half the specimen thickness 

during the crack-propagation phase. These differences, therefore, do not disappear 

for r 0 /h 2. 0.5, unlike the static case. Results for the propagating case with an 

even wider range of z0 s could not be obtained because of the limitations of the 

experimental set-up. 

With the results of both the dynamically-loaded stationary crack and the dy­

namically propagating crack tests at hand, the following tentative statement about 

the dynamically-loaded three-point bend specimen can be made: the apparent dy­

namic stress-intensity factor as measured by the method of caustics increases with 

increasing initial-curve radius. Of course, as was indicated in chapter II, this means 

that the assumption that equation (2.12) is dominant over this range of radius can­

not be correct. The reasons and possible implications of this result will be taken up 

in later chapters. The next chapter, which details the numerical simulation of the 

dynamic experiments, is primarily a qualitative hunt to provide a possible reason 

for the apparent lack of a domain of dominance for equation (2.12). 



240 
I ,!E--z = 3.08m 

220 ~ 
0 1 

tr-z = 2.40m 
02 

I 
200 

----.. 

S 180 
co 

0... 
:E ........ 

160 
t-i 
~ - . 

I 

.JO.. 
C.H 

140 ~ /A / "'- ------K 
I 

roil h E (0.60 - 0.70) 

120 ~ 1/ ~1 

r 02 /h E (0.53 - 0.60) 

I 
100 

500 530 560 590 620 

Time (µs) 

Figure 3.10: Experimental results for the crack-propagation phase; specimen (a - 4). 



300 
I 

I 
270 

----s 
& 240 
::E 
----

1--t 

~ I 

I 
210 

180 
620 

' 
, 

'\ I 

.-- z 
O 1 

= 3 . 1 Om roi/h E (0.75 - 0.89) 

-o-- z 
O 2 

= 1 . 84m ro2/ h E (0.59 - 0.69) 

,/ 

l ,,,--...._ T/ 

640 660 

Time ( µs) 

680 

\ I I 

\" I 

700 

Figure 3.11: Experimental results for the crack-propagation phase; specimen ( a - 5). 

' ;p 
0) 

' 



240 
I \ 

.--z = 3.84m 
0 1 

-tr--z 
02 

= 2.46m 
I \ 

220 

,-... 

s 
(0 

o_ 200 
::E: 
......... 

t-1 

~ 

I "' t t "" I 
180 

160 ,__ ____ --.J... _____ _._ _____ _.__ ____ __, 

600 620 640 

Time ( µs) 

660 

Figure 3.12: Experimental results for the crack-propagation phase; specimen (v3s ). 

680 

I 

>+"-
-1 

I 



240 
I 

.--z 
0 1 

= 3.84m 

-er- z = 2 . 46m 
02 

I 
220 

s 
(0 

Q_ 200 
::E 
--...., 

t-i 

~ I f f \ / I ......_ /' I\ f ......_ I /' I 

I I \ I ..L \ I I I 
180 

160 '--------'----------'--------'-----~ 
520 545 570 

Time ( µs) 

595 

Figure 3.13: Experimental results for the crack-propagation phase; specimen (31). 

620 

I 

>+"" 
(XJ 

I 



s 
(0 

0... 
:::;E 
--...., 

r-1 
:::.::: 

240 
I 

~z 
01 

= 3.09m 

-A--Z 
02 

= 2.46m 

215 I" / \ 

190 

I 1 \-t / \_ -t 

----------

I 
165 

140 .____ ____ ___J__ _____ --1._ _____ _L_ ____ __J 

530 555 580 

Time ( µs) 

605 630 

Figure 3.14: Experimental results for the crack-propagation phase; specimen (v63). 

I 

>+"-
CD 

I 



s 
(0 
o_ 
:::E: ...__, 

t-i 

~ 

200 
I 

175 I 

150 

I 

I 

125 

100 
280 

T 

,/\. I -'-\ 

302 325 

Time ( µs) 

.__z 

-er--z 
01 

= 3.40m 

02 
= 2.02m 

347 

I 

' I 

370 

Figure 3.15: Experimental results for the crack-propagation phase; specimen (v36f). 

I 

QI 
C) 

I 



200 
I 

.--z = 3.40m 
0 1 

-tr-z 
02 

= 2.02m 
I 

170 

s 
~ 140 
L ........, 

1----1 

:::ic - - -

I ---- - ,,,l{" \ f ..---e, I 
110 

80 ~----~-----------~----~ 
370 390 410 

Time ( µs) 

430 450 

Figure 3.16: Experimental results for the crack-propagation phase; specimen (65!). 

I 

CJl 
I-' 

I 



-52-

CHAPTER IV 

NUMERICAL SIMULATION 

In the previous chapter, it was observed that the apparent dynamic stress­

intensity factor as measured by the method of caustics increases with increasing 

distance of measurement from the crack-tip (ro) in a dynamically-loaded three-point 

bend specimen. This was the outcome of experiments using the bifocal caustics 

technique that allowed for the recording of dynamic caustic patterns corresponding 

to two object planes ( and hence two initial-curves) at the same instant of time. Such 

variation was observed for both the uninitiated dynamically loaded crack as well as 

for the dynamically propagating crack. This result is at variance with the common 

tacit assumption that there exists a sizeable annulus around the crack-tip in which 

the dynamic stress-intensity factor field could be said to adequately characterize 

the continuum field. The implications of this result need to be studied further. 

In this chapter, the finite-element method is used to investigate the issue of 

Kf-dominance in the dynamically loaded three-point bend specimen. To this end, 

a series of two- and three-dimensional finite-element simulations* of the drop-weight 

experiments were done using the experimentally recorded impact and support-point 

load histories as boundary tractions for the simulations (Figure 4.1 ). The simula­

tions were undertaken in an effort to capture the essential features of the experimen­

tal results. Only the case of the dynamically loaded stationary crack was considered 

for the simulations. It was felt that attempting to simulate the propagating crack 

would be premature at this point, especially since it entails a high degree of un­

certainty in terms of the nodal-release procedure that would have to be used. The 

primary interest here is in trying to identify the role of specimen geometry, dynamic 

* All the numerical computations were done using a much-modified version of the finite­

element analysis program FEAP whose ancestry traces back to Taylor (1977). 
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loading, and the three-dimensional structure of the crack-tip region ( especially un­

der transient conditions) insofar as these have a bearing on the Kj-dominance 

assumption on which the experimental method rests. Three issues are addressed. 

First, where relevant, direct comparisons of the numerical results with the corre­

sponding asymptotic field are made to ascertain the adequacy of the Kj-field as 

a characterizer of the near-tip continuum fields. All field quantities presented are 

normalized in such a manner as to highlight salient points. Thus, full-field two­

dimensional results are compared with the asymptotic field and three-dimensional 

results are normalized by the appropriate two-dimensional or asymptotic values. 

Secondly, virtual energy-release rate integrals are evaluated numerically to extract 

stress-intensity factor values in order to compare with the experimentally measured 

values. Appendix Al describes in detail the numerical implementation of these in­

tegrals; also as a check of the accuracy of the numerical procedure used, a problem 

for which an analytical solution exists is numerically simulated. 

Finally, the implications of the finite-element results are studied with regard 

to the experimental method of caustics in reflection. In an attempt to qualitatively 

recover the results of the bifocal experiments, an exact analog of the procedure used 

in the experiments is attempted in the following manner. The out-of-plane surface 

displacement fields obtained from the analyses are used to numerically generate 

(synthetic) caustic patterns for a range of initial-curves. That is, the numerically 

obtained surface out-of-plane displacement fields are subjected to the optical map­

ping relation (2.1) for a set of values for parameter z0 (the object plane distance). 

These caustics are then interpreted exactly as in the experiments; i.e., the caustic 

diameters are related to the stress-intensity factor under the assumption that the 

underlying out-of-plane displacement field is Kj-dominant. Thus, the transverse 

diameters of the synthetic caustics are used in equation (2.4) to extract the appar-
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ent stress-intensity factor values. Again, as in the experiments, if the displacement 

field is not actually Kj-dominant, this fact would be reflected as an apparent ( er­

roneous) dependence of the stress-intensity factor on the radial distance from the 

crack-front. 

As a final note, it must be pointed out that in the ensuing discussion of two­

dimensional results, all in-plane lengths are normalized by the ( actual) specimen 

thickness, h. For a two-dimensional problem, however, the plate thickness is not a 

relevant length scale. This is done here purely for ease of reference with subsequent 

three-dimensional results. Where necessary, alternate normalization with a more 

appropriate in-plane geometry parameter is given. 

4.1 Two-Dimensional Elastodynamic Simulations 

The simulations of the dynamic experiments were first attempted under the 

simplifying assumption that the specimens could be considered to be under essen­

tially plane-stress conditions. Before delving into the simulations of the experiments 

one issue needs to be addressed. Since no special singularity elements were used 

in the finite-element analyses, it is essential that the discretization used must be 

such as to capture the expected singular crack-tip fields adequately. To this effect, 

preliminary two-dimensional elastostatic analyses of the three-point bend specimen 

were performed. Based on the results of these, the mesh discretization shown in 

Figure 4.2 consisting of 396 isoparametric linear quadrilateral elements ( 425 nodes) 

was found to be adequate. This mesh has a focussed region around the crack-tip 

of about one (actual) specimen thickness which is divided into 18 sectors and 10 

concentric rings of elements as shown in Figure 4.2. For the two-dimensional elas­

tostatic case, the solution given by Williams (1957) indicates that the crack-tip 

stress-fields must be square-root singular. As a check of whether the crack-tip sin­

gularity is captured by this discretization, a logarithmic plot of stress component 
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o-11 along the fJ = 45° line is shown in Figure 4.3 as a function of the logarithm 

of radial distance to the crack-tip. Also shown are the corresponding asymptotic 

values with the magnitude of the stress-intensity factor obtained from the J-integral 

( computed using the domain integral formulation discussed in Appendix Al). The 

mesh discretization is seen to be adequate to model the square-root singular field 

in the elastostatic case and is thus expected to be suitable for the dynamic problem 

as well. 

For the two-dimensional elastodynamic simulations, the loads as obtained from 

the experimental tup records were applied as the boundary conditions. That is, the 

impact-tup load history was applied to the node corresponding to the impact-tup 

and the support-tup load history was applied to the associated node as shown in 

Figure 4.2. From symmetry conditions, the uncracked ligament was constrained 

to move only along the x 1 -direction. The rest of the boundary was left free of 

traction. An implicit Newmark predictor-corrector time integration scheme ( see 

Appendix A2) was used for its virtue of unconditional stability which would allow 

for relatively large time steps and the attendant loss of high frequency information 

was deemed acceptable since it is not the intent here to monitor discrete stress 

waves in the body. 

The (virtual) energy-release rate for a dynamically-loaded stationary crack is 

given by (see Appendix Al) 

J = lim f ((u + T)n 1 - o-iin1 aui) dr 
r--o Jr 8x 1 

( 4.1) 

where U is the strain-energy density, T is the kinetic energy density, O"ij is the 

stress-tensor, 1£ is the displacement vector, and !l is the unit outward normal to the 

contour of integration r. Here, r -+ 0 symbolically indicates that the integration 

contour must be shrunk on to the crack-tip. In the simulations, the time history of 

this integral was computed using the equivalent domain integral form as explained 
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in Appendix Al. The dynamic stress-intensity factor was then computed through 

the relation between Kf and J in plane-stress, 

(4.2) 

where Eis the Young's modulus of the material. Figures 4.4a,b show the experimen­

tally obtained dynamic stress-intensity factor history in comparison with that from 

the numerical simulations for specimens ( v3s) and ( a - 4). Here Kf 1 and Kf2 refer 

to the experimentally measured values corresponding to the two object plane dis­

tances zo1 and zo2 and Kj is that computed from the dynamic simulations ( through 

the J-integral). It is seen that in both cases Kj has the same general trend as J{Il 

and K12 except that the experimental values are sometimes substantially lower, 

while at other times equal to or higher than the simulated values. This discrep­

ancy is attributable to two sources. First, there are uncertainties associated with 

the simulations in terms of how accurately the tup records provide the boundary 

tractions actually experienced by the specimens. Secondly, and more importantly, 

there is the possibility that the experimental values might not have been obtained 

from a region of Kf-dominance. This is in fact foreshadowed by the discrepancy 

between the two experimental records themselves. 

In the above, it has been implicitly assumed that the asymptotic Kf-field has 

validity for this (two-dimensional) geometry and dynamic loading condition. How­

ever, as pointed out in the introductory chapter, the existence of a stress-intensity 

factor field around a dynamically-loaded stationary crack in a finite geometry has 

by no means been universally established. It is thus necessary to check whether a 

square-root singular asymptotic field is appropriate here. To this end, a logarithmic 

plot of stress component o-22 along the 0 = 5° line versus the logarithm of radial 

distance from the crack-tip is shown in Figure 4.5 for two representative times in 

the simulation. Comparison with the corresponding curves for the asymptotic field 
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(with the values of the stress-intensity factor obtained from the J-integral) indicates 

that a square-root singular field is indeed asymptotically descriptive of the near-tip 

continuum structure for this case at least for the times shown. 

As a measure of the extent of dominance of the asymptotic Kj-field, the an­

gular variation of the stresses and displacements for a range of radial distance is 

shown in Figures 4.6a,b, for one particular time. Also shown for comparison are 

the corresponding asymptotic values. Note that the normalization used here is such 

that the asymptotic values are given by a single curve for any radial distance. This 

normalization enables distinct features of the stress-intensity factor field to be dis­

cerned in the near-tip full-field solution. The magnitudes, however, are seen to vary 

somewhat with radial distance from the crack-tip. 

A quantity of fundamental interest for the method of caustics in reflection is 

the out-of-plane displacement field, u3 . The value of u3 can be computed from the 

full-field plane-stress simulation from the relation 

(4.3) 

and the angular variation of this is shown in Figure 4. 7 for two radial distances from 

the crack-tip. Again, u3 is normalized by the corresponding asymptotic quantity. It 

can be seen that the full-field quantity is in reasonable qualitative agreement with 

the asymptotic expression for r / h ---+ 0 with increasing deviation in magnitude as 

r / h increases. This was seen to be the case for other times in the simulation as well. 

Finally, synthetic caustics were obtained from the out-of-plane displacement 

field as described previously for various times in the simulation. Since linear finite­

elements were used and, in plane-stress problems, the out-of-plane displacement field 

is obtained from the in-plane stress field, a smoothing scheme as given in Hinton 

and Campbell (1974) was used to obtain the derivatives of the surface-displacement 

field required in the caustic-mapping of the surface. A representative set of these 
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caustic patterns is shown in Figure 4.8a for one particular time ( t = 2.3L / c8 ) in the 

simulation and for a set of z0 s. The corresponding initial-curve radii as computed 

from equation (2.5) on the basis of the caustic diameters range from r0 /h of 0.31 to 

0.86. These caustics are seen to have the epicycloidal shape characteristic of those 

from the asymptotic solution. The ratio of the stress-intensity factor computed 

from the diameters of these synthetic caustics ( denoted K caus) to that obtained 

from the J-integral ( Kj) are plotted in Figure 4.8b as a function of the initial­

curve radius of the numerical caustic. While the apparent measured stress-intensity 

factor seems to increase as r0 /h increases, to within the accuracy warranted by the 

procedure used here, it appears that caustics should provide the stress-intensity 

factor value ( to within 20%) for initial-curve radii in the range r 0 / h ::; 0.8. Even 

though this error is definitely substantial, it is clear that two-dimensional transient 

effects alone would not seem to entirely account for the much larger variation in the 

stress-intensity factor observed in the experiments. Indeed, it is worth noting that 

the above result would indicate that caustics should always overestimate Kj which 

is not necessarily the case in the experiments ( see Figures 4.4a,b ). 

4.2 Three-Dimensional Elastodynamic Simulation 

It appears that the substantial variation observed between the experimentally 

measured stress-intensity factors from bifocal caustics cannot be explained purely 

in terms of ( two-dimensional) dynamic effects affecting the caustic patterns. Thus 

additional reasons must be sought in terms of a) non-linear effects or b) three­

dimensional effects under transient conditions. Visual evidence of the plastic de­

formation in the fractured specimens indicated that the initial-curves for the ex­

perimental caustics were well outside the plastic zone whose maximum extent was 

seen to be confined to rp/h::; 0.15. Based on the estimates of Rosakis and Freund 

(1981 ), the experimental results of Zehnder and Rosakis (1988), as well as elastoplas-
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Figure 4.8a: Simulated caustics from the computed plane-stress out-of-plane displace­
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tic simulations of the current experiments ( reported in Krishnaswamy and Rosakis 

(1988)), plasticity effects are expected to be negligible. Thus attention will now 

be directed toward studying the effect of three-dimensionality near the crack-tip by 

means of a full-field three-dimensional elastodynamic simulation of the drop-weight 

experiments. 

The mesh geometry used had an in-plane layout identical to that used for the 

two-dimensional cases. This enables the direct comparison of three-dimensional 

results with the corresponding plane-stress simulations and thereby helps identify 

the effect of three-dimensionality. Five layers of 8-noded brick elements through 

half the thickness leading to a total of 1960 elements (2250 nodes) were used to 

model one-quarter of the three-dimensional body. Recognizing that the largest 

through-thickness variations in field quantities occur near the free-surface, the mesh 

was graded in the thickness direction as shown in Figure 4.2. The experimentally 

obtained tup load histories interpreted as uniform line loads through the thickness 

were applied as boundary conditions to the appropriate nodes. The uncracked 

ligament surface and the specimen mid-plane were constrained suitably as dictated 

by symmetry considerations. The rest of the boundary was left traction-free. Once 

again, an implicit Newmark predictor-corrector scheme was used in order to be 

consistent with the algorithm used for the two-dimensional simulation. 

The appropriate average dynamic energy-release rate integral here is ( see Ap­

pendix Al) 

( 4.4) 

where S is now a tubular surface through the specimen and S -+ 0 symbolically 

indicates that this surface is shrunk onto the crack-front. In order to compare with 

experimental results, an 'average' stress-intensity factor can be extracted from lav 

through relation ( 4.2). The average energy-release rate value obtained from the 
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three-dimensional simulation is shown in Figure 4.9 and is not much different from 

that computed in the plane-stress analysis. Thus, the plane-stress approximation 

might be adequate if one is interested in integrated energy-release rate type of 

quantities. 

From the point of view of the method of caustics in reflection, the primary issue 

is the extent of deviation of the near-tip surface out-of-plane displacement field from 

the corresponding asymptotic plane-stress expression. This is shown in Figure 4.10a 

for a set of radial lines along 0 0°, 60° and 140° and for one typical time. The 

surface u3-displacements as obtained from the three-dimensional solution are nor­

malized by the corresponding asymptotic values. The two-dimensional counterpart 

along the radial line 0 = 0° is shown for comparison purposes. Two salient features 

can be identified from this figure. First, the two-dimensional full-field values seem 

to be in good agreement with the asymptotic for sufficiently small radial distances. 

The asymptotic expression seems to become increasingly inaccurate for larger ra­

dial distances. Secondly, it is precisely in those regions where the two-dimensional 

and asymptotic fields are in close agreement that the three-dimensional structure 

deviates the most from the asymptotic. In Figure 4.10b, the angular variations of 

the surface u3-displacements are shown for a range of r / h. Under the normaliza­

tion used, the asymptotic u3-displacements are given by cos(() /2) the solid line -

for any radius. Again it is noted that the asymptotic field does not always model 

the actual three-dimensional structure very well. Indeed, the deviation from the 

asymptotic is seen to be pronounced toward the crack-tip. For larger r / h, the theta 

variation of u3 seems to approach the asymptotic curve in form though not in ac­

tual magnitude. Thus it appears that the actual three-dimensional field is not quite 

captured by the asymptotic expression for the surface out-of plane displacements -

toward the crack-tip because of substantial three-dimensional effects and away from 
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it because the asymptotic expression becomes increasingly insufficient. 

The qualitative effects of the above features insofar as these affect the method of 

caustics can now be evaluated. As described previously, the three-dimensional sur­

face out-of-plane displacements obtained numerically for various times in the simu­

lation are mapped using (2.1) to obtain synthetic caustic patterns. A representative 

sequence of these caustic patterns for one particular time is shown in Figure 4.lla. 

These were obtained for the same instant of simulation and for the same set of z0 s 

as were used in the two-dimensional case. The role of three-dimensionality is thus 

clearly brought out. The graphic contrast that emerges between the caustic pat­

terns obtained under two-dimensional assumptions and the actual three-dimensional 

conditions can be seen by comparing Figures 4.8a and 4.1 la. In comparison to the 

corresponding two-dimensional results, it is noted that for small r 0 / h, the shadow 

spots in Figure 4.lla are less epicycloidal in shape and much smaller in size. This 

is not surprising considering the angular variations of u3 which deviated markedly 

from the asymptotic as r -+ 0. Compare this with the results of the plane-stress 

analysis (see Figure 4.8a) where the qualitative agreement with the asymptotic field 

appears to be much better over a wider range of r / h. If, now, one were to relate 

the caustic diameters to the stress-intensity factor through (2. 7), then the result­

ing value of Kcaus/ K1 (shown for two times) is seen to vary quite substantially 

with increasing initial-curve radius as shown in Figure 4.llb. From the figure, it 

is seen that as r 0 / h -+ 0 the measured stress-intensity factor value becomes sub­

stantially less than the value obtained from the domain integral. Further, for larger 

initial-curve radii, it is _µossible for caustics to provide an overestimate of K 1. More 

importantly, the almost monotonically increasing Kea us/ K 1 vs r 0 / h curve for the 

three-dimensional transient simulation case qualitatively captures essentially all the 

features observed experimentally. Thus, the apparent dynamic stress-intensity fac-
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tor as measured by caustics would seem to increase with increasing initial-curve 

radii. Also, in view of the lack of a sizeable domain of dominance of Kj, it would 

appear that the agreement between the measured dynamic stress-intensity factor 

history and that computed through the J -integral cannot be expected to be any 

better than obtained in Figures 4.4a,b. 

As a parenthetical note, it is interesting that the variation in Kj1 and Kj2 

- the two values for the dynamic stress-intensity factor as measured from pairs 

of bifocal caustics - turns out to be in quite good quantitative agreement with 

the results of Figure 4.11 b. That is, the ratio of Kf 1 to Kj2 as obtained from 

experiments seem to be in close agreement with that obtained from Figure 4.11 b 

for the corresponding initial-curve radii. This can be seen in Figure 4.12 where 

the numerically generated results of Figure 4.11 b are used to "scale" the results 

of one particular experiment. To do this, assume that the results of Figure 4.11 b 

(Kcaus/Kj vs ro/h) hold for the whole duration of the loading. The experimental 

data (corresponding to the two z0 s) shown in Figure 4.12a can then be scaled, for 

each time, to the corresponding 'Kj' value by means of Figure 4.llb. The resulting 

"scaled" dynamic stress-intensity factor histories corresponding to the two z0 s are 

shown in Figure 4.12b. It is seen that by this procedure the deviation between 

the Kj values observed in the experiments from pairs of bifocal caustics essentially 

reduce to within expected experimental scatter for the whole duration of loading. 

Thus it would appear that the main reasons for the observed experimental variation 

are accounted for by the three-dimensional elastodynamic simulation. Note that it is 

purely to highlight this point that the above "scaling" procedure was adopted. It is 

not the intention here to offer Figure 4.11 b as some kind of an empirical "correction 

curve" for experimental data. 

Finally, it is instructive to look into some additional features of the near-tip field 
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quantities. Figures 4.13-14 show the radial variation along the 0 = 45° line of the 

three-dimensional stresses and displacements for different planes along the thickness 

direction. This is done for one representative time. Note that in all these plots, the 

three-dimensional quantities are normalized by the corresponding quantities from 

the full-field dynamic plane-stress analysis. This is done in an attempt to highlight 

the effects of three-dimensionality. It also has the added virtue that it minimizes 

variations due to dynamic effects. One point to note is that the three-dimensional 

results seem to show maximum deviation from the two-dimensional results as the 

free-surface is approached. Further, the plane-stress solution seems to be recovered 

within about one-plate thickness from the crack-front. It is interesting that the 

deviation in the in-plane displacements u1 are much less pronounced than in the 

other quantities. In Figure 4.15, the ratio of the three-dimensional free-surface ur 

displacement to its two-dimensional counterpart is shown as a contour plot. This 

again shows that three-dimensional effects seem to be confined to within a radial 

distance of at most one-plate thickness all around the crack-front. Note that sym­

metry requirement forces the two- and three-dimensional u2 -displacements to agree 

exactly along the crack-line. This manifests as a sharp turning in of the contour 

lines as the crack-line is approached. Figure 4.16 is a plot of the so-called plane­

strain constraint which should be unity in regions where plane-strain conditions are 

obtained and zero where plane-stress conditions prevail. This is shown for one typ­

ical time in the simulation. It is seen that, by this measure, plane-stress conditions 

are obtained at radial distances greater than about one-half plate thickness. 

The thickness variations of the plane-strain constraint and also representative 

stress components ( a 11 and a 22 ) are shown in Figures 4.17 a, b,c for a range of radial 

distance from the crack-tip along the 0 = 45° line. Once again it can be seen 

that the deviation in stresses from the two-dimensional fields is largest toward the 
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crack-flank 2h 

Figure 4.15: Contour plot of free-surface u2-displacements normalized by the correspond­

ing plane-stress values. 
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free-surface. Also, all these plots underscore the point that the assumption of 

plane-stress is indeed a good one for regions of radial extent greater than about one 

plate thickness away from the crack-front. This might conceivably be of use to the 

experimentalist. 

4.3 Summary of Results 

Based on two- and three-dimensional elastodynamic simulations of the drop­

weight tests, the following conclusions can be drawn: 

1. The dynamic asymptotic field, while sufficiently accurate for r / h -+ 0, be­

comes increasingly inadequate for larger radial distances even in a purely two­

dimensional setting. 

11. The three-dimensional nature of the dynamic crack-tip field, which is seen to 

be confined to within at most one-plate thickness radial extent around the 

crack-tip, exhibits largest deviation from the full-field plane-stress results for 

r/h---+ 0. 

111. The above two results together imply that the three-dimensional structure of 

the near-tip surface, coupled with the transient nature of the local fields, appear 

to preclude any sizeable region of Kf-dominance around the crack-tip. 

The experiments of the previous chapter had also indicated the lack of an underlying 

Kf-dominant field. This was observed experimentally for both the dynamically 

loaded stationary crack as well as for the rapidly propagating crack. As stated in 

the introductory chapter, this result is true for the configuration studied. Whether 

a similar result holds for other configurations is still an open question. It is felt that 

this point needs to be considered in evaluating the array of somewhat conflicting 

experimental results that have been used in support of one or the other of the mostly 

empirical theories of the mechanics of dynamic fracture. The main endeavor of the 

concluding chapter will be to investigate whether the assumed Kf-dominance could 
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have been violated in some of the experiments in the literature and, if so, whether 

those experimental results are amenable to an alternate interpretation. 
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CHAPTER V 

CONCLUSION 

The purpose of this investigation was to identify the domain of dominance of the 

asymptotic Kf-field for elastodynamic crack problems - both for dynamically loaded 

stationary cracks and for rapidly propagating cracks. The effort was undertaken in 

an attempt to verify the premise on which much of the experimental and analytical 

work in dynamic fracture mechanics rests. For example, a host of material properties 

to characterize various aspects of dynamic fracture have been postulated based 

on the dynamic stress-intensity factor field. Thus, there is the dynamic fracture 

toughness K 1 D to characterize initiation and propagation; K Ia is said to model 

crack arrest; cracks are supposed to branch when the dynamic stress-intensity factor 

reaches a critical material value K Jb; and so on. With such importance attached 

to the stress-intensity factor as a parameter governing various aspects of dynamic 

fracture of nominally brittle materials, it is essential that the domain of dominance 

of the Kf-field be mapped out prior to experimentally extracting any stress-intensity 

factor-based material properties. 

In this work, the issue of the domain of dominance of the Kf-field was studied 

for the case of the three-point bend specimen subjected to impact loading. This 

study was done in two phases. In the main phase, a series of experiments was 

performed using the bifocal caustics technique described in Chapter II. This al­

lowed for the simultaneous experimental acquisition ( during both the loading and 

the subsequent crack propagating regimes) of dynamic caustics from two different 

regions (initial-curves) around the crack-tip. As pointed out in Chapter II, if the 

two initial-curves of the caustics lie in a Kj-dominant region, the corresponding 

values for the dynamic stress-intensity factor must agree to within experimental 

error. The experimental results, however, showed differences of up to 60% in the 
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stress-intensity factor obtained from caustics whose initial-curve radii differed by 

less than 20% of the specimen thickness. No substantial range of r0 / h was found for 

which the bifocal caustics gave values for the dynamic stress-intensity factor within 

expected experimental scatter. Thus it was concluded that the Kj-field did not 

adequately characterize the out-of-plane displacement field over any sizeable region 

around the crack-tip. 

In the second part of the study, numerical simulations of the experiments were 

performed in an attempt to throw more light on the experimental results. The sim­

ulations involved using the experimentally obtained boundary loads as inputs into 

two- and three-dimensional elastodynamic finite-element analyses of the three-point 

bend specimen. Only the dynamically loaded uninitiated crack was considered. The 

results of the simulations also showed that the interaction of the full-field transient 

and three-dimensional effects were such as to preclude the possibility of any sizeable 

Kj-dominant region around the crack-front. 

The experimental results for both the stationary and propagating cracks, com­

bined with the numerical results for the uninitiated crack, lead to the conclusion 

that the near-tip dynamic fields seem to differ substantially from the asymptotic Kf­
field. Indeed, these differences are such as to lead to large scatter in the measured 

"stress-intensity factor" above and beyond that caused by measurement errors. Note 

that this scatter is of the same order as some of the observed variations cited in 

the literature as evidence of possible parametric dependence of the dynamic frac­

ture toughness. In view of the results of the current experiments, one must wonder 

whether the observed variations in the literature might not also be due to violation 

of Kf-dominance presumed in the interpretation of the experimental data. While it 

is recognized that the results of this work are specific to the situation studied, it is 

not inconceivable, especially in view of lack of countervailing evidence, that similar 
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results could hold in other settings. It might thus be instructive to speculate on the 

validity of the presumed Kj-dominance in some of the experiments reported in the 

literature. 

5.1 Some Implications of Lack of Kj-Dominance 

As far as the dominance of a K1-field is concerned, the ratio of the smallest 

pertinent in-plane length to the specimen thickness can be thought of as a relevant 

geometry parameter. As pointed out in chapter II, the possible extent of a K 1-

dominant annulus around the crack-tip is bounded from within by the maximum 

extent of a) the process zone, b) the non-linear region and c) the three-dimensional 

region. For nominally brittle materials such as those considered in this work, it 

appears that three-dimensionality is the most critical of the three. Also, the outer 

bound for a K1-dominant annulus around the crack-tip is expected to depend on a 

relevant in-plane length scale. Thus, under static conditions at least, it is expected 

that the ratio a/ h ( where 'a' is the smallest relevant in-plane length and 'h' is the 

specimen thickness) must be sufficiently large for a K1-field to survive the three­

dimensional region and establish its dominance over some finite domain. In dynamic 

problems, the issue is much more involved with additional requirements dictated by 

the nature of the loading and the time required for stress-wave information to reach 

regions outside the three-dimensional zone ( see, for example, Ravi-Chandar and 

Knauss (1987)). These, however, would seem to only further restrict the possibility 

of obtaining a Kj-dominant region in a real experiment. Thus, if a/ h fails to be 

sufficiently large, it is not expected that a Kf-dominant field would prevail over 

any finite domain around the crack-tip. In particular, note that in the experiments 

reported in this work, a/ h is about 9 (based on the uncracked ligament as the 

relevant in-plane length) and, for this value, a Kf-dominant field was not observed. 

It might thus be expected that the existence of a Kf-dominant region is not assured 
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for specimens for which a/his of the same order as in this work. It is not the author's 

intention here to make a detailed review of the experimental literature with a view to 

ascertaining whether Kj-dominance prevailed in these experiments or not. Rather, 

the parameter a/ h is suggested here as one measure by which the interested reader 

might gauge the relevance of the results of this work to other experiments. In the 

following, some experiments to which the results of this work might have a bearing 

are briefly discussed. 

On K 1 D - a relations: The question of the precise functional dependence of the 

dynamic fracture toughness on the crack velocity has appropriated a substantial 

share of the resources devoted to the study of dynamic fracture. The argument, for 

the most part, has centered around the issue of uniqueness of relationship between 

Kf and a. The results of Kobayashi and Mall (1978) and Ravi-Chandar and Knauss 

( 1984) - using photo-elasticity and the method of caustics respectively suggest 

that there is no such one-to-one correspondence ( see Figures 5. la,b ). Kobayashi 

and Dally (1980), Rosakis, Duffy and Freund (1984), Zehnder and Rosakis (1988) 

among others, however, provide data sets that seem to indicate that the K1v - a 

relation is indeed ( to within experimental error) a unique material property ( see 

Figures 5.2a-c). As can be seen from the figures, there is substantial scatter in 

many of these data sets. Is the scatter observed in some of the experiments due to 

a lack of a unique correspondence between K 1 D and a, or due to a more fundamental 

lack of a Kf-dominant field in the experiments? Also, in all these experiments, the 

question of whether it is indeed the dynamic stress-intensity factor that is being 

measured needs to be looked into. 

On impact-response curves: The first attempts to obtain dynamic initiation frac­

ture toughness values using impact loading of a three-point bend specimen were 

highly simplistic in that they used the dynamically obtained impact loads and in-
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terpreted them through static analyses. Recognizing that this was tantamount to 

neglecting inertial effects, the concept of impact-response curves was suggested by 

Kalthoff (1985). This is essentially a calibration curve (see Figure 5.3a) based on 

the assumption that the stress-intensity factor value obtained through the method 

of caustics gives the 'true' value. A preliminary experiment using the method of 

caustics is conducted to obtain the time history of stress-intensity factor which is 

then used as a master curve for all other tests involving similar geometry. That 

is, in subsequent tests, only the time to fracture (from the time of impact) is mon­

itored and the dynamic initiation toughness is simply read off the master curve. 

The question that arises from this work is one of reliability of the master curve. In 

particular, by how much would the impact-response curve change if, in the caustics 

experiment used to obtain it, a different choice of z0 (leading to a different range of 

ro / h) had been used? 

On specimen dependence of K1n: By far the most troubling of all the experimen­

tal results are those that indicate that the dynamic fracture toughness could be 

specimen dependent (Kalthoff (1983) and Dahlberg, Nilsson and Brickstad (1985)). 

These results (see Figure 5.3c), rather than merely contending about the parametric 

dependence of a material property - the fracture toughness - would, if true, seem 

to indicate that the stress-intensity factor-based fracture criterion is fundamentally 

flawed. However, it is possible to attribute the apparent observed specimen depen­

dence of K1n to specimen-dependent differences in the near-tip field (i.e., the near­

tip fields, not being Kf-dominant, might have a different structure from specimen 

to specimen). Moreover, as has been shown in this work, much larger differences 

( than the 20% or so that is seen in Fig. 5.3c) could possibly have been obtained 

for the same type of specimen if, in the caustics experiments used to obtain the 

results of Figure 5.3c, a different range of initial-curves had been used by changing 
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the specimen to image plane distance z0 • 

On Krv - a relations: Finally, attempts by Takahashi and Arakawa (1987) - using 

the method of caustics again - to show acceleration dependence of the dynamic 

fracture toughness (Figure 5.3b) can also be deemed inconclusive for precisely the 

same reasons as above. 

It is thus possible that many of the apparent discrepancies in the experimental 

literature might arise from the lack of an underlying Kf-dominant region assumed 

in the interpretation of the experimental data. 

5.2 Suggestions for Future Work 

Two issues need to be addressed. First, if it is observed that in most practical 

situations a stress-intensity factor approach is acceptable for the characterization 

of dynamic fracture, then the question of scaling of specimens for laboratory study 

needs to be worked out in greater detail. In this case, the primary interest is 

in determining the parametric dependence of the dynamic fracture toughness on 

crack velocity, acceleration, temperature, et cetera. A stress-intensity factor-based 

fracture criterion such as (1.11) would then be appropriate. Since this approach 

inherently assumes the existence of a dominant Kj-field around the crack-tip region, 

it is imperative that such conditions also be obtained in the laboratory specimens 

used to obtain Krv values. Preliminary experimental and numerical studies such 

as those undertaken in this work can possibly be used to tailor the geometric and 

loading conditions of the test configuration so that a region of Kj-dominance is 

attained. 

More fundamentally, however, it must be recognized that fracture also occurs 

in structures (such as the specimens used in this work) where no Kf-dominance is 

observed. One must wonder what characterizes fracture in such cases. Thus, if the 

study of dynamic fracture is not to become the mere characterization of fracture 
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given a Kf-field, one needs to consider situations of a more general nature. A 

theoretical framework for fracture which possibly includes the failure criterion as 

part of the constitutive behavior of the material could be considered. This would 

then be an attempt to characterize the fracture process at a more fundamental 

level than possible with the stress-intensity factor. In the realm of experiments, 

techniques that are not based on any assumption about the structure of the near­

tip continuum field need to be developed. A promising start is currently being made 

with the adaptation of interferometric techniques to dynamic fracture (Pfaff ( 1988)). 

Hybrid techniques combining experimental and numerical methods along the lines 

described in Chapter IV, can be refined and possibly adapted for the propagating 

regime as well. Analytical studies of three-dimensional and non-linear effects could 

be undertaken without resorting to a far-field stress-intensity factor field. The 

boundary layer approach of embedding linear, non-linear and non-continuum regions 

could probably be used without the restrictive requirement of a surrounding K 1-

field; for example, one might seek the details of the three-dimensional crack-tip 

region under the requirement that it give way to a plane-stress region in the far­

field rather than necessarily the plane-stress asymptotic field. Until such steps are 

taken, however, one must wonder whether the prevailing tendency to characterize 

most aspects of dynamic fracture by means of the stress-intensity factor merely for 

purposes of analytical tractability might not, in the end, prove to be as futile an 

endeavor as that of the proverbial Goha of Arabia, who, losing his wallet in the 

desert, nonetheless chooses to search for it in his house for the inarguably simple 

reason that 'it is dark outside, and here I have a light.' 
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APPENDIX Al 

ENERGY-RELEASE RATE INTEGRALS 

In this appendix, an average energy-release rate integral will be defined for 

a stationary crack in a three-dimensional body subject to dynamic loading. The 

equivalence of this (surface) integral to a numerically more desirable volume integral 

over a finite domain will be shown. The analysis given here is a specialization of 

a scheme given in Shih, Moran and Nakamura (1986) pertinent to the experiments 

reported in this work. 

Consider a planar straight-fronted crack in an elastic plate of width h (Fig 

Al.l ). Let x 1 , x 2 , x3 be a Cartesian coordinate system such that crack flanks are 

given by x 1 :SO: x2 = o± : x 3 E [-h/2, h/2]. The crack flanks and the lateral faces 

of the plate (x 3 = ±h/2) are traction free. Consider a surface S enclosing the crack 

front consisting of a cylindrical region St and end-caps Sh± at x 3 = ±h/2. Let the 

intersection of S 1 with any plane x 3 = constant be the line r. 

By an argument of virtual crack extension in the x 1 -direction, an 'average' 

energy-release rate for this problem can be defined as 

J = _hl lim / ((u + T)n 1 
r---o ls 

ou) (J'··n·--
1 dS 

IJ J Q 
XI 

where U is the strain-energy density, T the kinetic energy density, O'ij the stress 

tensor, Ui the displacement vector and 11 is the unit outward normal to S. The limit 

r --+ 0 symbolically indicates that the cylindrical surface St is to be shrunk onto the 

crack-front. It has been shown that this limit exists (under some weak restrictions) 

and is indeed independent of the actual shape of the surface (see Freund (1972)). 

Recognizing that the kinetic energy density is bounded for a stationary crack and 

that on the lateral surfaces Sh± the traction as well as n 1 are zero, define J = hJ. 
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Figure Al.I: Domain of integration for the J-integral. 
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Thus 

Since it is numerically impossible to evaluate the above expression to any rea­

sonable degree of accuracy, an alternate form of the above integral will now be 

developed. Consider another surface S0 enclosing the surface S1. This consists of 

a tubular surface S10 (whose generator is fo), the end-caps Sho± on x 3 = ±h/2 

which contain the region between r and r O and that part of the crack-flanks C;; 
and C;; which lie between S1o and S0 . Let V0 be the volume enclosed by S0 and S1. 

Let </> be a scalar-valued function defined in V0 such that a) </> is once continuously 

differentiable in VO (b) </> = l on S1 and ( c) </> = 0 on S1 0 • Equation ( *) can be cast 

into the form 

since the contribution from the crack-flanks and the end-caps is zero and </> is zero 

on S1o and one on S1. Applying the divergence theorem to the closed surface integral 

in (**) and making use of the balance of linear momentum, it can be shown that 

where pis the material density. Defining V to be the volume enclosed by So and S1 

in the limit r - 0, one obtains 

(t) 

This is the so-called domain integral form for the average energy-release rate. 

Its advantage lies chiefly in the fact that the surface S1o can be so chosen as to mini­

mize the percent error caused by the numerical uncertainties in the field quantitities 

near the crack-front. 
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Remarks: 

(i) Specialization to elastostatics is immediate. Note that in this case there is 

path independence of the J-integral and so one need not take the limit r - 0. The 

equivalent domain integral would now be over the volume V0 without the necessity 

of shrinking the inner tube onto the crack-front. 

(ii) For two-dimensional problems, the above arguments go through exactly 

with a line integral now being converted to a surface integral. The domain integral 

form thus becomes 

J = lim / (a ij 8ui 84> - U 84> + p 32 Ui 8ui 1) dS 
r-o ls 8x1 8xj 8x1 8t2 8x1 

where S is the area between the outer contour r O and the inner contour r which, 

of course, is shrunk onto the crack-tip. 

The accuracy of the domain integral scheme as well as the effect of the particular 

choice of the weighting function q> were studied by Shih, Moran and Nakamura 

(1986) who, using an explicit time integration scheme, found the method to be 

highly satisfactory. Since the simulations reported in this work were all done using 

an implicit time integration scheme ( with relatively coarser time steps), a calibration 

problem will now be studied in order to determine the time steps that would be 

appropriate for these problems. The test problem is a two-dimensional, plane-strain 

problem of a semi-infinite crack in an infinite medium under mode-I conditions. The 

crack is loaded by a step pulse parallel to the crack line. The asymptotic solution 

to this problem can be obtained from Freund (1973). The numerical simulation of 

this problem of course requires a finite geometry but the analytical solution is still 

applicable till such time as the effects of the boundary are felt by the crack-tip. 

A rather coarse finite-element mesh was chosen (Figure Al.2a) as being adequate 

for the purpose at hand. An unconditionally stable, implicit Newmark predictor­

corrector time integration scheme was used. Figure Al.2b shows the results of 
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the analysis for different time steps. Also shown is the exact analytical value. It 

is seen that for the finer time steps chosen, results for J are within 5 percent of 

the analytical values. It should be noted that even finer time steps and finer mesh 

discretization were used in the simulations of the experiments, and so, it is expected 

that the numerically induced errors in the computation of the energy-release rates 

would be even smaller. 
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Figures Al.2: a) Mesh geometry and b) comparison of the analytical (exact) stress­

intensity factor history with the numerically obtained values. 
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APPENDIX A2 

THE NEWMARK PREDICTOR-CORRECTOR ALGORITHM 

The finite-element spatial discretization of the elastodynamic problem and the 

subsequent time integration of the discretized equations are described here. These 

follow fairly standard practice and are given here essentially for the sake of com­

pleteness. 

A displacement based finite-element scheme is used for the spatial discretization 

(see Bathe (1982)). Using the principle of virtual work, one obtains the semi-discrete 

equation of motion for t E [O, T] 

Mi.(t) + KL(t) = j_(t) 

( t) 

where M = JR pHTHdV is the mass matrix, K JR BTDBdV is the stiffness 

matrix, J_(t) = JaR HT r_dS is the applied load vector and L(t) is the vector of nodal 

displacements at time t, H is the interpolation function matrix, B is the strain­

displacement matrix, D is the elasticity matrix and r_ is the applied boundary 

traction. 

Once the spatial discretization is done, the mass and stiffness matrices, as well 

as the load vector, are known and it remains only to integrate ( t) in time to obtain 

the nodal displacements, velocities and accelerations. To do this, the Newmark 

predictor-corrector algorithm is used. The time interval [O, T] is discretized and 

suppose that the solution at time tn is known; i.e., ±n ~ L(tn), 1.ln ~ i.(tn) and 

!Zn ~ i.(tn) have been computed. The solution at time tn+l is required. Let h = 

ln+l -tn. 
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The Newmark algorithm for ( t) is: 

(+) 

where /3 E [O, 1/2] and I E [O, 1] are Newmark parameters chosen to meet desired 

stability and convergence properties. The solution to (:j:) is obtained by an iterative 

Newton-Raphson procedure as follows: 

(i) Newmark Predictor: 

k=O 

(ii) Solve: 

where 

(iii) Newmark Corrector: 
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(iv) Convergence check: 

Check for convergence of solution to desired tolerance. If convergence is achieved, 

the solution Z:n+l , 12.n+l and .!!n+l is deemed known and the procedure is repeated 

for the next time step. If convergence is not achieved, set k - ( k + l) and go to 

step (ii). 

Remark: 

It is easy to show (see Hughes and Belytshcko (1983)) that the choice /3 = 0.25 

and 1 = 0.5 for the Newmark parameters leads to an unconditionally stable, implicit 

algorithm. This is the algorithm used in the analyses reported in this thesis. 
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4340 4340var 

C % 0.42 0.42 

Mn % 0.71 0.46 
p % 0.007 0.009 

s % 0.013 0.001 

Si % 0.23 0.28 

Ni % 1.78 1.74 

Cr % 0.83 0.89 

Mo % 0.25 0.21 

Cu % 0.12 0.19 

Sn % 0.005 -

Al % 0.033 0.031 

N % - 0.005 

0 % - 0.001 

H(ppm) - 1.0 

Table Tl: Material composition. 

Specimen 21 (in) b (in) a (in) h (in) Notch Temper Material 

60 12.00 5.00 1.5 0.38 edm 315°c 4340 

61 12.00 5.00 1.5 0.38 edm 315°c 4340 

62 12.00 5.00 1.5 0.38 edm 315°c 4340 

a-3 12.06 5.00 1.5 0.45 edm 200°c 4340var 

a-4 .12.00 5.00 1.5 0.46 edm 200°c 4340var 

a-5 12.06 5.00 1.3 0.45 edm 200°c 4340var 

v3s 12.06 4.94 1.5 0.46 edm 200°c 4340var 

v36f 12.03 4.97 1.5 0.41 fatigue 200°c 4340var 

31 12.06 4.94 1.5 0.47 edm 200°c 4340 

3q 12.06 4.97 1.5 0.48 edm 200°c 4340 

v63 12.06 4.94 1.5 0.46 edm 350°c 4340var 

65/ 12.06 4.97 1.5 0.48 fatigue 350°c 4340 

Table T2: Specimen dimensions. 




