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Abstract 

This thesis consists of three parts: Quantum tunneling simulation, Schottky bar­

rier induced injecting contact on wide band gap 11-VI materials, and excitons in 

semiconductor heterostructures. 

Part I (chapter 2, 3) deals with quantum transport and electronic band struc­

ture in semiconductor heterostructures. In chapter 2, we present a new method 

for quantum transport calculations in tunnel structures employing multiband k·p 

theory. This method circumvents the numerical instability problems that arise in 

the standard transfer-matrix method. In addition to being numerically stable, effi­

cient, and easy to implement, this method can also be easily generalized to include 

the magnetic field and strain effects. The development of this technique mainly 

consists of two parts, the discretization of effective-mass Schrodinger's equation 

using finite-difference method, and the formulation of boundary conditions. The 

treatment of boundary condition in quantum transport is similar to the Multi­

band Quantum Transmitting Boundary Method (MQTBM) for use with multi­

band tight-binding models. The calculations of transmission coefficients reduce 

to a set of linear equations, which can be solved very easily. With appropriate 

formulation of boundary conditions, this technique can be readily extended to the 

calculations of electronic band structures in quantum confinement and superlattice 

structures. We have applied this new technique to magnetotunneling in interband 

tunnel structures in chapter 3, and studied two prototypical device structures: 

Resonant Interband Tunneling (RIT) devices and Barrierless Resonant Interband 
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Tunneling (BRIT) devices. Effects of transverse magnetic field on the band struc­

tures, transmission spectrum, and I - V characteristics are investigated. Evidence 

of heavy-hole resonance contribution can be identified in the change of I - V char­

acteristics under applied magnetic field. The technique has also been illustrated for 

hole tunneling in p-type GaAs/ AlAs double barrier tunnel structures, and calcu­

lations of electronic band structures in lattice-matched InAs/GaSb superlattices, 

and strained InAs/Ga1_xinxSb superlattices. 

Part II describes a novel approach to achieve ohmic injecting contact on wide 

bandgap II-VI semiconductors. The problem of making good ohmic contact to 

wide bandgap II-VI materials has been a major challenge in the effort of making 

visible light emitting diodes. The method we propose consists of forming the de­

vice structure in an electric field at elevated temperatures in the Schottky barrier 

region, to spatially separate the ionized dopants from the compensating centers. 

In this way, the ratio of dopants to compensating centers can be greatly increased 

at the semiconductor surface. Upon cooling, the dopant concentrations are frozen 

to retain a large net concentration of dopants in a thin surface layer, resulting in a 

depletion layer that is sufficiently thin to allow tunneling injection. Calculations of 

band profiles, distributions of dopant concentrations, and current-voltage charac­

teristics were performed. We have selected the case of Al doped ZnTe in our study, 

in which two Al donors complex with a doubly negatively ionized Zn vacancy to 

produce total compensation. The results show that the bulk doping concentra­

tion and the total band bending during the forming process are the crucial factors 

for achieving injecting contacts. For Schottky barrier heights above 1 eV, doping 

concentrations as high as 1020 cm-3 are needed. 

In part III, we studied excitons in semiconductor heterostructures, consisting 

of two subjects: excitons in II-VI heterostructures, and exciton coherent transfer 

process in quantum structures. Calculations of exciton binding energies and os­

cillator strengths are performed in both Type-I strained CdTe/ZnTe superlattices 

with very small valence-band offset and Type-II strained ZnTe/ZnSe superlattices. 
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A special variational approach was employed to take into account the effects of un­

usual band alignment, strain, and image charges at the heterojunction interface. 

It is found that the large enhancements of exciton binding energy and oscillator 

strength in the CdTe/ZnTe system are similar to what one finds in systems with 

a much larger valence band offset. For small CdTe layer thickness, however, the 

confinement of holes in the CdTe layer is weak, resulting in a lowering of the ex­

citon binding energy. The oscillator strength in CdTe/ZnTe superlattice system 

shows the expected enhancement over the oscillator strengths in the bulk. 

For the ZnTe/ZnSe system, the Type-II character of the heterojunction results 

in the confinement of the electrons and holes in different layers. It is found that 

strong confinement of electrons and holes by the large band offsets can give rise 

to a fairly large exciton binding energy for thin heterojunction layers. Also, the 

mismatch in dielectric constants induces an image charge at the interface, which 

modifies significantly the exciton Hamiltonian in an asymmetric superlattice struc­

ture and plays an important role in determining the degree of localization of the 

electron and hole at the interface. 

We have investigated exciton coherent transfer in semiconductor quantum 

structures. In systems where the typical dimensions of the semiconductor quan­

tum structures and the spacings between them are significantly smaller than the 

photon wavelength, the resonant transfer of excitons between two identical quan­

tum structures is accomplished through the interaction of near field dipole-dipole 

transitions (exchange of virtual photons). The transfer matrix elements are calcu­

lated for three different geometries: quantum wells, quantum wires and quantum 

dots, respectively. The results show that the exciton transfer matrix element is 

proportional to exciton oscillator strength, and depends on exciton polarization. 

The transfer matrix element between quantum wells depends on the exciton wave 

vector in the plane of the wells, k11, and vanishes when k11 = 0. For quantum 

wire and quantum dot structures, the transfer matrix elements between two units 

separated by R vary as R-2 and R-3 , respectively. For quantum structures with 
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typical characteristic size of 50 A with separation about 100 A, the transfer matrix 

element is on the order of 10-3 meV. It corresponds to a resonant transfer time 

of 1 ns, comparable with the exciton lifetime. However, it is significantly smaller 

than the inhomogeneous broadening due to phonons and structural imperfection 

in most synthesized semiconductor quantum structures achievable today, which is 

typically on the order of a few meV, making the realization of experimental ob­

servation difficult. The study is to explore new ideas and potential technological 

applications based on excitonic devices. 
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Chapter 1 

Introduction 

This thesis consists of three parts. The first part (chapter 2 and 3) presents 

an efficient and numerically stable method for quantum transport and electronic 

band structures calculations in heterostructures using multiband k-p theory, and 

discusses its applications to a number of IIl-V heterostructures. The second part 

(chapter 4) describes a novel approach to achieve minority injecting contact to 

II-VI wide bandgap materials using forming process. The third part (chapter 5) is 

devoted to excitons in semiconductor heterostructures, including the calculations 

of exciton binding energies and oscillator strengths in Type I and Type II wide 

bandgap II-VI heterostructures, and exciton coherent transfer process in various 

low-dimensional semiconductor structures: quantum wells, quantum wires and 

quantum dots. 
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1.1 Multiband k·p Theory of Quantum Trans-

port and Electronic Band Structures • 
Ill 

Semiconductor Heterostructures 

1.1.1 Motivation 

Physics of tunneling phenomena in semiconductor heterostructures has been a 

subject of considerable investigation since the early work of Tsu and Esaki[l]. 

Advances in epitaxial growth techniques such as molecular beam epitaxy (MBE) 

and metalorganic chemical vapor deposition (MOCVD) have made possible the 

experimental realization of these structures, whose fabrication requires control of 

layer thickness with resolution close to a single atomic layer. 

A key feature of interest in tunnel structures is the negative differential resis­

tance (NDR) in the current-voltage characteristic. The NDR behavior can be used 

in a number of applications, with considerable success having been achieved for 

high-frequency oscillators[2, 3]. Applications for extraction of spatial discontinu­

ities in artificial retinas and logic circuits based on the large peak-to-valley ratio 

in the I - V characteristics exhibited in resonant interband tunneling devices have 

also been explored[4, 5]. 

Extensive theoretical work has been carried out to understand, simulate and 

design tunnel device structures[6, 7, 8, 9, 10, 11]. Elastic transport processes are 

in general responsible for giving rise to the main features observed in the current­

voltage characteristics. Various scattering processes, such as electron-phonon scat­

tering, electron-electron scattering, impurity scattering, and interface roughness, 

are neglected. These scattering effects are important for detailed account of I - V 

characteristics. They mainly modify the valley current in the tunneling devices, 

but are all very difficult to treat quantitatively and correctly. 

The central issue in quantum tunneling calculation is the computation of trans-
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mission coefficients. The theoretical models for calculations of transmission coef­

ficients range from the simplest in which the electrons are described by a single 

effective band (one-band model) to where the entire band structures of the con­

stituent layers are included (multiband model). While a simple one-band model 

can explain the qualitative behavior of electron tunneling in GaAs/ AlAs double­

barrier resonant tunneling structures(DBRT), it is essential to employ multiband 

band-structure model to understand and simulate the behavior of hole tunneling in 

p-type GaAs/ AlAs heterostructures[12, 13, 14, 15] and resonant interband tunnel 

structures involving InAs/GaSb/ AlSb systems[16, 17]. 

Among the theoretical techniques being developed, The transfer-matrix 

method[18] has been the best well-known technique in the calculation of trans­

mission coefficients, being widely used in various situations[l, 12, 13, 14, 19]. In 

one-band model applied to electron tunneling in n-type GaAs/ AlAs system[l], the 

transfer-matrix method gives satisfactory results. However, when used in conjunc­

tion with realistic multiband band-structure models, particularly when the active 

device structures are larger than a few tens of A, the transfer-matrix method be­

comes numerically unstable[20, 13]. The origin of the instability lies in the presence 

of the exponentially growing states in a barrier region. The transfer-matrix meth­

ods treats the growing and decaying states on the equal footing, resulting in the 

swamping of the exponentially decaying wave function during computation by the 

exponentially growing wave function. The error propagates and is magnified in the 

successive multiplication of matrices. Various modifications have been proposed to 

deal with this problem. However, they are simply truncation schemes of differing 

degree of complexity. For the purpose of resonant tunneling, such schemes are 

undesirable because, on resonance, the growing and the decaying states contribute 

equally to the wave function. 

To circumvent the numerical difficulties that arises in transfer-matrix calcu­

lation, several techniques have been proposed recently[16, 21, 22]. The S-matrix 

method proposed by Ko and Inkson[21] is essentially a reformulation of transfer-
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matrix method. Unlike transfer-matrix method which relates the wave functions 

at the final layer on the right-hand side to the wave functions at the first layer on 

the left-hand side through a transfer-matrix T, the S-matrix method separates the 

wave functions on both sides into incoming incident waves and outgoing scattering 

waves, and relates the outgoing scattering states to the incoming incident states 

via the scattering matrix S. By doing so, the physics of tunneling process is more 

faithfully described and the less localized and the propagating states dominate 

numerically, ensuring numerical stability. However, the construction of S matrix 

involves an iterative procedure that is not as easy to use as the transfer-matrix 

method, which simply involves the product of matrices. Thus, the gain in stability 

in the S-matrix method is compensated by the numerical inefficiency. 

The Multiband Quantum Transmitting Boundary Method (MQTBM) proposed 

by Ting et al. [16] is a major step in circumventing the numerical instability 

while providing an efficient and easy to implement technique in multiband sim­

ulation of quantum tunneling in semiconductor heterostructures. MQTBM is a 

multiband generalization of Frensley's [23] one-band effective mass approximation 

implementation of the Quantum Transmitting Boundary Method (QTBM), origi­

nally developed by Lent and Kirkner [24] for treating electron waveguide using a 

finite-element approach. Ting has implemented the method based on the multi­

band effective bond-orbital model [25] developed by Chang. This model is es­

sentially a reformulation of Kane's multiband k·p model [26] in the tight-binding 

framework. The method has been successfully applied to the studies of inter­

band tunneling in the InAs/GaSb/ AlSb systems[16, 17], and hole tunneling in the 

GaAs/ AlAs double-barrier heterostructures.[15] It has also been implemented in 

a Slater-Koster second-neighbor sp3 tight-binding model[27] for studying X-point 

tunneling.[28] The calculation of transmission coefficient in MQTBM becomes a 

simple problem of solving a system of linear equations. The method has been 

demonstrated to be numerically stable for device structures wider than 2000A. 

In addition to being as efficient as the transfer-matrix method, this method is 
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considerably simpler to implement than the transfer-matrix method. 

Despite the success of this method in numerous applications, the tight-binding 

model that Ting's method is based on is inconvenient when applied to systems 

involving external magnetic field and strain effects. k-p method, on the other 

hand, is naturally suited for dealing with magnetic field and strain effects. Since 

the study of magnetic field and strain effects are extremely important for under­

standing the electronic structure and carrier transport properties in semiconductor 

heterostructures[29, 30, 31, 32] and exploring band structure engineering in lattice­

mismatched heterostructure systems[33], our goal is to develop a similar method for 

quantum tunneling study based on multiband k-p theory[34]. Also the same tech­

nique can be applied to the calculations of electronic band structures for quantum 

confinement states and superlattices with appropriate modifications of boundary 

conditions. 

1.1.2 Multiband Effective Mass Theory 

The effective mass theory developed by Luttinger and Kohn[35] is particularly 

suited for studying the electronic states near the Brillouin zone center in periodic 

crystals with external fields. The basic results of the effective mass theory are 

that if the external potential V varies slowly over the unit cell, the effect of the 

periodic field of lattice can be replaced by a set of parameters Hij(k), which are 

determined by the unperturbed bulk band structure. The solutions to the original 

Schrodinger's equation can be obtained by solving the following coupled effective 

mass differential equations 

M 

L [Hij(-i\7) + V(r)8iiJ Fj = EFi, 
j=l 

where the envelope functions ~ is related to the wave function by 

M 

'ljJ = L~UiQ, 
i=l 

(1.1) 

(1.2) 
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Figure 1.1: The entire device region is discretized into N mash points, typically 

with spacing equal to the crystal lattice constant. 

where M is the number of energy bands involved in the model, uw are the Bloch ba­

sis with lattice periodicity, and the form of matrix elements Hij (k) are determined 

by the k-p method[26]. 

We consider one-dimensional problem in semiconductor heterostructures in 

which the system varies only along the growth direction - x axis, and is trans­

lational invariant in the lateral directions. The transfer-matrix method uses a 

numerical technique similar to the shooting method for solving differential equa­

tion problems[36]. It first solves the effective mass Schrodinger's equation (1.1) in 

general forms at each piece-wise constant potential layer across the device struc­

ture, and then starts from one boundary and successively relates the solutions at 

each layer to its previous one through a transfer matrix T, and arrives at the other 

boundary. This numerical technique is known to become unstable in the case of 

trying to maintain a dying exponential in the presence of growing exponentials 

during the shooting process[36], which often is the case for tunnel structures in the 

barrier regions. 

We employ a very different numerical approach - finite-difference method -
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in solving the effective mass Schrodinger's equation (1.1). The idea is similar 

to the relaxation method[36], which replaces the differential equations by finite 

difference equations on a mesh of points that cover the range of interests. To 

do this, we discretize the entire device region into a mash of N points along the 

growth direction, typically with equal spacing, as shown in Fig. 1.1. Effective mass 

theory assumes that the external potential V and, thereby, the envelope function 

F vary slowly over the unit cell. If the spacing a is taken to be on the order of 

lattice constant, the derivatives of envelope function at each discretized point Xu 

can therefore be well approximated by finite differences 

8F 
ax Ix,, 

82F 
8x2 Ix,, 

Fu+1 - Fu 
a 

Fu+l + Fu-1 - 2Fu 
a2 

(1.3) 

(1.4) 

In the second-order k·p model, the M coupled second order differential 

Schrodinger's Eq. (1.1) can then be transformed into M linear finite difference 

equations at each discretized point a 

(1.5) 

where we have used the vector notation Fu to refer to the entire set of envelope 

functions { F1 , ···,FM} at point Xu, and Huu' are M x M matrices. 
' 

Equation (1.5) only applies to a given material region in a heterostructure. At 

the heterojunction interface, the current and wave function continuity conditions 

lead to a similar linear difference equation at the interface (details are given in 

section 2.3.4). Therefore the effective mass Schrodinger's equations are replaced 

by a set of linear equations for the entire regions of heterostructure. Combined 

with appropriate boundary conditions, the problems can be readily solved. 
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1.1.3 Boundary Conditions 

Quantum Tunneling 

The boundary conditions for quantum tunneling problems are that we have known 

incoming plane-wave state from the left region. Part of the incident wave is re­

flected and part is transmitted. In simple one-band model, the boundary conditions 

are described by 

(1.6) 

(1.7) 

for the left and right fl.at band regions, where I represents the known incoming 

plane-wave state, while t and r describe the unknown transmitted and reflected 

states. 

In Quantum Transmitting Boundary Method (QTBM)[23, 24], the two bound­

aries at a- = 1 and a- = N are extended to fl.at band regions where electron states 

are plane-wave like satisfying Eqs. (1.6) and (1.7), respectively. The basic idea 

is to eliminate the unknown t and r, and establish a relationship between F1 and 

F2 on left boundary through Eq. (1.6), and similarly for FN-l and FN on the 

right boundary through Eq. (1.7). By doing so, we can obtain the following two 

equations at the boundaries 

F eikRa F 
N-1 - N 0. 

(1.8) 

(1.9) 

These two equations, together with the discretized Schrodinger's Eq. (1.5), consti­

tute a system of linear equations that completely determine the solutions for the 

tunneling problem. Solving this system of linear equations yields the entire enve­

lope function profile, and from Eq.(l. 7), the coefficient of transmitted plane-wave 

states t can be calculated by 

(1.10) 
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The implementation of QTBM in multiband band structure models is a bit 

more sophisticated, though the basic idea is the same. It will be discussed in 

detail in chapter 2. 

Electronic Band Structures in Quantum Confinements and Superlattices 

Unlike quantum tunneling problems where the electron states are propagating 

plane-waves, the electron states in confined quantum structures such as quantum 

wells are spatially localized in the heterostructure growth direction. The wave 

function decays exponentially in the barrier regions and goes to zero at infinity. 

The boundaries are chosen so that mesh points 1 and N are deep enough into 

the barrier regions, the wave functions at these positions are sufficiently small so 

that they can be neglected to the tolerance of numerical accuracy. The boundary 

conditions for confinement states therefore can be simply represented by 

0, 

0. 

(1.11) 

(1.12) 

Combined with Eq. (1.5), the solutions to electronic band structures in confined 

states becomes a simple eigenvalue problem. 

Superlattice is a periodic structure consisting of alternating layers of different 

materials. Since superlattice displays translational symmetry in the growth direc­

tion x with periodicity d, we can associate with that a quantum number q, the 

wave-vector along the x direction. The Bloch condition 

(1.13) 

implies the following boundary condition 

FN = Foeiqd. (1.14) 

This homogeneous condition, together with Eq. (1.5), also forms an eigenvalue 

problem. Solving this eigenvalue problem yields the superlattice electronic sub­

band dispersion E(q). 
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1.1.4 Applications 

We have applied this new technique to several prototypical device structures. Our 

primary interest is to study the magnetotunneling effects in InAs/GaSb/ AlSb 

based interband tunnel structures. The nearly lattice-matched InAs/GaSb/ AlSb 

material system has been a subject of extensive studies due to the tremendous 

flexibility it offers for heterostructure device design. The relative positions of 

conduction-band and valence-band edges for InAs, GaSb and AlSb are shown in 

Fig. 1.2. The band offsets in this material system include Type I between GaSb 

and AlSb, Type II staggered between InAs and AlSb, and Type II broken-gap 

between InAs and GaSb1. The most interesting band alignment is the Type II 

broken-gap between InAs and GaSb, since the band gaps of the two materials do 

not overlap with the conduction-band edge of InAs 0.15 eV below the valence-band 

edge of GaSb. Interband Tunnel Structures (ITS) exploit device systems involving 

transport and coupling between electron states in InAs conduction-band and hole 

states in GaSb valence-band. 

Various interband devices have been studied both experimentally and 

theoretically[37]-[42], revealing rich physics and great potential in device applica­

tions. Among them, two device structures are of particular interest because of the 

physics and technological applications involved[4, 5, 16]. One is the Resonant Inter­

band Tunneling (RIT) structure made up of InAs-AlSb-GaSb-AlSb-InAs, and the 

other is Barrierless Resonant Interband Tunneling (BRIT) structure consisting of a 

GaSb well sandwiched between two InAs electrodes. The primary interband trans­

port mechanism arises from the coupling between the light-hole states in GaSb well 

and InAs conduction-band states[9]. Although the heavy-hole states in the GaSb 

well are believed to introduce additional transmission resonances and substantial 
1 In Type-I band alignment, the smaller band gap of one semiconductor lies completely within 

the larger band gap of the other; In Type-II band alignment, the band is staggered with the 

band gaps of the two materials either overlap or broken, but one does not completely enclose the 

other. 
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Figure 1.2: Relative positions of the conduction (solid) and valence (dashed) band 

edges for the InAs/GaSb/ AlSb material systems. The energy gaps and band offsets 

allow the possibility of Type I, Type II, and Type II broken-gap band alignments. 

The indirect conduction band minimum in the ~ direction in the Brillouin zone is 

shown for AlSb. 
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hole-mixing effects[16], evidence of heavy-hole contributions to the current-voltage 

characteristics is not clear. Resonant magnetotunneling technique[30], in which 

the magnetic field is applied perpendicular to the transport direction, provides 

an effective tool to probe the interactions of incident electrons with various hole 

subbands in the GaSb well, thus, allows us to examine the role of heavy-holes in 

the interband tunneling processes. 

We employed eight-band k-p Hamiltonian in our study of magnetotunneling 

effects in RIT and BRIT structures. The basis set contains the r 6 conduction-band, 

the rs light-hole and heavy-hole bands, and the r1 spin-orbit split-off valence-band. 

The transmission coefficient calculations show that at B = 0, the normal incident 

electrons only couple with the light-hole states in the GaSb well, resulting in a 

single light-hole transmission resonance peak. For B =I 0, additional narrow heavy­

hole resonances are exhibited. The application of transverse magnetic field lends 

an in-plane momentum to the incident electron, which induce the coupling between 

electrons and heavy-hole states by the k-p component in the Hamiltonian. The 

heavy-hole resonance widths broaden as the applied B field increases, indicating 

stronger coupling between the electron states and heavy-hole states. The heavy­

hole resonances appear as a shoulder peak developed in the I - V characteristics 

under applied magnetic field. The effects have been observed experimentally[43], 

and the change of behavior in I - V agrees well with the calculations, providing 

direct evidence of heavy-hole contribution to the tunneling process. 

We also demonstrated our technique to several other prototypical structures. 

Transmission coefficients for hole tunneling in p-type GaAs/ AlAs double barrier 

resonant tunneling structures are calculated using 4 x 4 Luttinger-Kohn Hamil­

tonian to study the effects of band mixing between the light-hole and heavy-hole 

states due to quantum confinement. Superlattice constituting strained InAs and 

Ga1_xlnxSb layers has potential applications as long-wavelength infrared detector 

[47, 46]. We have calculated the superlattice band structures for this strained 

system. The results indicate that comparing with the unstrained InAs/GaSb su-
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perlattice system, the strain induced shifts of band edges can indeed result in re­

duction of InAs/Ga1_xinxSb superlattice band gap, and achieve the desired band 

gap for long-wavelength infrared detectors. 

1.2 Schottky Barrier Induced Injecting Contact 

on Wide Bandgap II-VI Semiconductors 

1.2.1 Motivation 

Wide bandgap II-VI semiconductors have great potential for application as opto­

electronic materials in the short-wavelength visible light emission. In the research 

effort of trying to manufacture blue and green light emitting diode (LED) based 

on wider bandgap II-VI compounds in the last thirty years, a major problem has 

been the inability of conventional processing to dope them both n-type and p-type, 

where selective doping is almost always compensated by opposing charges, aris­

ing from defects, impurities or more complex entities[48]. The conventional high 

doping types achievable for wide bandgap II-VI semiconductors are listed in Table 

1.1. Tellurides tend to be p-type, the rest n-type. This means that the most basic 

LED structure - the pn junction - is very difficult to obtain with II-VI materials. 

Materials ZnS ZnSe CdS Zn Te Cd Se Cd Te 

Band Gaps(eV) 3.6 2.7 2.4 2.26 1.74 1.5 

Doping Types n n n p n n 

p p 

Table 1.1: High doping types achievable for some wide bandgap II-VI semiconduc­

tors. 

In recent years, however, new processing methods have overcome this problem 
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in several cases, most notably producing p-ZnSe by nitrogen plasma doping [49, 50]. 

Although such doping has led to the first demonstration of blue-green laser diode 

(LD) and light emitting diodes (LED) [50, 51, 52], the maximum net acceptor 

concentration saturates at roughly 1018 cm-3 , which are still not high enough to 

afford ohmic contact. Large contact resistance typically exists in these devices, 

and thereby large threshold voltages are required for LEDs and LDs operation. 

Good ohmic contact requires either small Schottky barrier height typically ex­

isting between a metal and a semiconductor, or high doping concentration in the 

semiconductor to allow electron tunneling injection[53], as illustrated in Fig. 1.3. 

A metal does not generally exist with a low enough work function to yield a low 

Schottky barrier for wide bandgap 11-VI materials, as shown for ZnTe in Table 

1.2. In such cases the general technique for making an ohmic contact involves the 

establishment of a heavily doped surface layer to produce a very short depletion 

region that allows tunneling[56]. For barrier heights as high as the ones found for 

wide bandgap II-VI compounds, the doping concentration necessary is typically 

well above 1019 cm-3 . Doping levels this high have not been reported for bulk 

n-ZnTe and p-ZnSe. 

Metals Au Ag In Al Ni Ta Pt 

c/JBp(eV) 1.35 0.65 1.0 0.9 0.65 1.50 0.64 

Table 1.2: List of Schottky barrier heights for some metals on ZnTe[54, 55]. 

The difficulty to achieve high amphoteric doping efficiency in wide bandgap 

II-VI materials is believed to be caused by self-compensation mechanism. The 

self-compensation mechanism in the case of Al doped ZnTe has been well-studied 

and understood[57, 58]. An Al substitute in a Zn site would normally be a donor. 

As more Al is added to the system, moving the electron free energy up close to 

the conduction-band, the less covalent bonding, more ionic nature of ZnTe crystal 
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Figure 1.3: Schematic illustration of ohmic contact on a n-type semiconductor. 

Ohmic contact is typically obtained by a metal with low barrier height and/or 

high doping in the semiconductors, where the electrons can be injected from the 

metal to the semiconductor through thermionic emission (low barrier) or through 

tunneling (heavy doping). 
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would tend to lower the total free energy by creating doubly negatively ionized Zn 

vacancy. This doubly negatively ionized Zn vacancy combines with neighboring 

substitutional Al donor impurity to form the so called "A-center", which acts as an 

acceptor to produce compensation to the Al donor. The typical n-type doping level 

observed in ZnTe is about 1012 /cm3 , and the resulting ZnTe is semi-insulating. 

As an attempt to overcome the difficulty of making ohmic contact to wide 

bandgap II-VI materials, we have proposed a novel technique to defeat the self­

compensation in a very thin layer region near the contacting surface, so that high 

doping concentration can be achieved, allowing electron tunneling injection. 

1.2.2 Schottky Barrier Induced Injecting Contact 

The method we propose consists of forming the device structure in an electric 

field at elevated temperatures, to spatially separate the ionized dopants from the 

compensating centers. In this way, the ratio of dopants to compensating centers 

can be greatly increased at the semiconductor surface. Upon cooling, the dopant 

concentrations are frozen to retain a large net concentration of dopants in a thin 

surface layer, resulting in a depletion layer that is sufficiently thin to allow tunnel­

ing injection. The schematic band diagram at the metal-semiconductor interface 

before and after the forming process is shown in Fig. 1.4. Before the forming, 

the nearly perfect self-compensation results in a very lightly doped bulk with very 

thick depletion layer. After the forming, it produces a very heavily doped region 

near the surface. If the depletion layer is thin enough, the electrons can thus tunnel 

through the barrier. 

Similar ion drift techniques have been applied successfully to other semi­

conductor device fabrication. For instance, in making p-i-n diodes doped with 

Lithium[59, 60], the mobile interstitial Li with positive charge drifts in the built-in 

field of the p-n junction from the Li+ rich n side to the Li+ deficient p side, resulting 

in the formation of an intrinsic region in between. The drift is usually enhanced by 
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Figure 1.4: The energy diagram at the metal-semiconductor interface before and 

after the forming process. Before the forming process, the nearly perfect self­

compensation results in a very lightly doped bulk where the depletion layer is very 

thick. After the forming process, the self-compensation is not as effective resulting 

in a very heavily doped region near the surface and a very thin depletion layer. 

The total band bending B is a crucial parameter in the forming process. 
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adding a reverse bias to the built-in field. Another example is the measurement of 

dissociation kinetics of neutral acceptor-hydrogen complexes and donor-hydrogen 

complexes in hydrogen passivated Si samples by the forming technique[61, 62]. 

In this technique, the dopant-hydrogen pairs are thermally dissociated, and the 

charged hydrogens subsequently drift away from the high field depletion region of 

the reversed biased Schottky diode near the surface. 

Calculations were carried out on Al doped ZnTe. Distributions of mobile Zn 

vacancies are first calculated under the forming condition by solving Poisson's 

equation assuming thermal equilibrium distribution is reached. Then the charge 

distributions are used to calculate the band profile and the tunneling current to 

obtain the current-voltage characteristics. The results show that the doping con­

centration and the total band bending B during the forming process are the crucial 

factors for achieving injecting contacts. The mobile vacancies can be depleted from 

the surface in an extremely thin region, typically less than 50A, leaving large con­

centrations of ionized donors behind to form a tunneling contact. For Schottky 

barrier heights above 1 eV, doping concentrations as high as 1020 cm-3 and to­

tal band bending above 1.0 V are needed to obtain lOOA/ cm2 injecting current 

density, which is required for laser diode operation. Preliminary experiments have 

been performed to support that such forming effects do occur in ZnTe doped with 

Al[63]. 
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1.3 Excitons in II-VI Heterostructures and Ex­

citon Coherent Transfer in Semiconductor 

N anostruct ures 

1.3.1 Motivation 

Excitons are bound electron-hole pairs and are the lowest electronic excited states 

in non-metallic crystals. They are easily detected in optical spectra, because they 

typically give rise to sharp line structure below the fundamental absorption edge, in 

contrast to broad continuum transitions between the conduction-band and valence­

band. In bulk semiconductors, excitons are treated as hydrogen-like entities in the 

effective mass approximation. Due to smaller effective masses and large dielectric 

constant in semiconductors, the binding energy of excitons is typically on the order 

of a few meV and the size of a few tens of A. The nature of excitons is Wannier-like. 

Excitons in low dimensional confinement states usually exhibit higher bind­

ing energies and oscillator strengths than those in bulk materials[64]. In ideal 2-

dimensional system, for example, the exciton binding energy is four times as large 

as that in 3-dimensional bulk, while the characteristic Bohr radius of an exciton 

in 2-D is only one fourth of that in 3-D[65]. Excitons in quantum wells, quantum 

wires, and quantum dots have been extensively studied[66, 67, 68, 69, 70, 71]. Most 

of research works has been focused on the study of excitons in Type I GaAs/ AlAs 

quantum well systems. Here we have studied two subjects of great theoretical and 

technological interests: excitons in 11-VI heterostructures and exciton coherent 

transfer in semiconductor nanostructures. 

Strong excitonic luminescences have been reported in both CdTe/ZnTe and 

ZnTe/ZnSe superlattice systems[72]. In CdTe/ZnTe systems, the valence band 

offset between CdTe and ZnTe is believed to be small, obeying the common anion 

rule[73]. As shown in Fig 1.5, the compressive uniaxial strain in the CdTe well 
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region resulted from large lattice mismatch (6.2%) shifts up the heavy hole valence 

band and shifts down the light hole valence band, while in the ZnTe barrier re­

gion under uniaxial tension the corresponding bands shift in opposite directions, 

resulting in Type-I band structures for "heavy-hole" excitons and Type-II band 

structures for "light-hole" excitons. The photoluminescence is primarily due to 

the free heavy-hole exciton recombination. 

The Type-II band alignment in ZnTe/ZnSe system leads to the confinement of 

electrons and holes in separate adjacent layers. Excitons are formed near the inter­

face. Because of the different dielectric constants in the ZnTe layer and ZnSe layer, 

image charges are induced at the ZnTe/ZnSe interface, which provides additional 

Coulomb interactions to the exciton systems. The special band alignments and the 

intermediate values for the effective masses in wide bandgap II-VI heterostructures 

raise the interesting question of the role of the attractive interaction between the 

hole and electron on the binding energy and oscillator strength[? 4]. 

Novel semiconductor growth and fabrication techniques have given rise to a new 

class of man-made structures exhibiting reduced dimensionality and quantum con­

finement effects, such as quantum wells, quantum wires and quantum dots. These 

structures are normally large on the scale of a unit cell but small compared with 

electron mean free path and the wavelengths of optical transitions in the structures. 

When an exciton localized in a quantum structure recombines and emits a photon, 

the photon can be reabsorbed creating an exciton in another quantum structure 

nearby. In systems where the typical dimensions of the semiconductor quantum 

structures and the spacings between them are significantly smaller than the photon 

wavelength, the transfer of excitons between different structures is accomplished 

through the interaction of near field dipole-dipole transitions (exchange of virtual 

photons). 

The study of exciton transfer in semiconductor nanostructures is, in many ways, 

analogous to exciton transfer behavior in molecular crystals[75, 76]. There the neu­

tral molecules are bound together through the Van der Waals force, which is very 
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Figure 1.5: A schematic of the valence and conduction band edges in CdTe/ZnTe 

and ZnTe/ZnSe heterostructures. The conduction band and valence band are 

shown for both the strained and the unstrained cases. The valence band offset 

for the CdTe/ZnTe heterojunction without strain is small. Under strain the va­

lence bands are split with the heavy-hole and conduction band forming a Type-I 

heterostructure and the light-hole and conduction band forming a Type-II. For 

ZnTe/ZnSe, the accepted values for the band offsets result in Type-II structures 

for both the strained and unstrained cases. The electron and hole wave functions 

making up the exciton are hence in different layers. 
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small compared to the Coulomb force which binds the electrons to the molecules. 

An exciton in a molecular crystal is therefore strongly localized around a molecule. 

Such a localized exciton state will propagate from one molecule to another as a 

result of the interaction of their electric multipole-multipole transitions. 

Exciton transfer in molecular crystals plays an important role in various phe­

nomena such as photochemical reactions, delayed fluorescence, etc[76]. Our study 

of exciton transfer process in semiconductor quantum structure systems is to ex­

plore new ideas and potential technological applications based on excitonic devices. 

1.3.2 Exciton Binding Energies and Oscillator Strengths 

in II-VI Heterostructures 

The Wannier excitons in semiconductor heterostructures can be described by the 

effective mass approximation[77, 78]. The effective mass Hamiltonian for excitons 

is made up of three parts: the electron Hamiltonian in conduction-band quantum 

well, the hole Hamiltonian in valence-band quantum well, and the Coulomb inter­

action term between electron and hole. An exact solution to exciton effective mass 

Schrodinger's equation in quantum wells is not attainable. Variational approach 

are generally employed for calculations of exciton binding energies and oscillator 

strengths for excitons. We use the following form of trial wave function for the 

s-like ground state exciton: 

(1.15) 

where 'l/Je(ze) and ¢h(zh) are taken to be the ground state wave functions in finite 

square quantum wells, and ¢(r11, z) =exp ( 7) is of the form of s-like hydro­

gen ground state wave function, depending only on the relative electron and hole 

coordinates. The parameter >. characterizes the exciton size. 

The Type-I small valence band offset in CdTe/ZnTe only gives rise to weak 

confinement to the heavy hole state. However, the Coulomb attraction force by the 
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strongly confined electrons in the conduction band will enhance the localization of 

heavy holes in the well region. Therefore the effective well potentials determining 

the forms of trial wave functions 'l/Je(ze) and 'lfJh(zh) are taken to be variational 

parameters Ve, Vh in our calculations, together with exciton size parameter A.. 

In Type-II ZnTe/ZnSe system, due to the large band offsets for both conduction 

band and valence band, we assume that electron and hole are perfectly confined in 

separate adjacent layers. The image charge formed at the interface due to mismatch 

in dielectric constants adds additional terms to the exciton Hamiltonian. 

Results show [7 4] that exciton binding energy and oscillator strength in the 

CdTe/ZnTe system are greatly enhanced compared that in the bulk. For structures 

of 50A CdTe and 50A ZnTe, the exciton binding energy is about 20meV, and the 

oscillator strength is about 6 times larger than that in the bulk. For small CdTe 

layer thickness, however, the confinement of holes in the CdTe layer is weak. The 

leakage of the hole wave function into the surrounding ZnTe layer results in a 

lowering of the binding energy of the exciton. 

For the ZnTe/ZnSe system, although electrons and holes are confined in differ­

ent layers due to the Type-II character of the band offset, it is found that strong 

confinement of electrons and holes by the large band offsets can give rise to a very 

large exciton binding energy for thin heterojunction layers. Exciton binding energy 

in a 50A ZnTe and 50A ZnSe superlattice is about 13meV. Exciton energy due to 

image charge for an asymmetric structure of 15A ZnTe and 50A ZnSe can be as 

large as 6meV, a significant contribution to the total exciton Hamiltonian. 

1.3.3 Exciton Coherent Transfer in Semiconductor 

N anostructures 

Two distinctive basis are used to describe the exciton transfer in semiconductor 

quantum structures where the characteristic dimensions are large on the scale of a 

semiconductor unit cell, but small enough to strongly confine electronic states. The 
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Wannier exciton model based on the effective mass approximation is used to treat 

the exciton confined within a single semiconductor quantum structure, while the 

transfer of localized excitons between quantum structures is described by analogy 

with the Frenkel excitons in the molecular crystals. Exciton resonant transfer 

occurs between two identical quantum structures and is accomplished through the 

interaction of near field dipole-dipole transitions. The exciton transfer matrix 

element between two quantum structures Land Mis given by[79] 

r - - =ff A.*-( .... ' .... ,) fl,i · µM - 3(fl,i · n)(fl,M. n) A.-( .... ;:;'\ d .... d .... ' 
LM 'f'Lr,r I_, _,13 'f'Mr,rJ r r' ' cr-r' 

(1.16) 

where n is the unit vector along (r- r')' and fl, is the transition dipole moment be­

tween the conduction band and the valence band, ¢r(f'e, fh) is the exciton envelope 

function. 

The transfer matrix elements are calculated for three different geometries: 

quantum wells, quantum wires and quantum dots, respectively. The results in­

dicate that the exciton transfer matrix element is proportional to the oscillator 

strength of an exciton localized in a single quantum structure, and that it depends 

on the exciton polarization. The transfer matrix element between quantum wells 

depends on the exciton wave vector in the plane of the wells, k11, and vanishes 

when k11 = 0. For quantum wire and quantum dot structures, the transfer matrix 

elements between two units separated by R vary as R-2 and R-3 respectively. The 

results are summarized in Table 1.3. 

The exciton energy bands and effective masses are also calculated for various 

configurations of quantum wells, wires, and dots. Numerical analysis on proto­

typical GaAs/GaAlAs systems indicate that, for quantum structures of typical 

characteristic size of 50A with separation about lOOA, the transfer matrix element 

is on the order of 10-3meV. It corresponds to a resonant transfer time of 1 ns, 

comparable with the exciton lifetime. However, the inhomogeneous broadening 

due to structural imperfection and phonons in most synthesized semiconductor 

quantum structures achievable today is typically on the order of a few me V, sig-
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Systems Well Wire Dot Anthracene 

r 
k

11
e ·11:11,., 

CX: a2 
1 

ex: R 2 a 
1 

CX: R3 
1 

CX: R3 

Dipole Moment 4.3A 4.3A 4.3A L3A 

Spacing R 102A 102A 102A 9A 

Exciton Size a 102A 102A 102A L3A 

Strength 10-4 
f'.J 10-3me V 10-3meV 10-3meV 14meV 

Table 1.3: Summary of exciton transfer matrix elements in quantum wells, quan­

tum wires, quantum dots based on GaAs material systems, and their comparison 

with molecular crystal anthracene. R is the distance between the two structures 

and a is a parameter characterizing exciton size. 

nificantly larger than the coupling between excitons in these structures. Therefore 

experimental observation of exciton transfer in semiconductor quantum structures 

is beyond the capability of current nanotechnology. It poses a challenge to future 

development of nanotechnology. 
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Chapter 2 

Multiband k·p Treatment of 

Quantum Tunneling and 

Electronic Band Structures in 

Semiconductor Heterostruct ures 

2.1 Introduction 

2.1.1 Background 

The proposal and subsequent experimental demonstration of resonant tunneling 

in semiconductor heterostructures by Tsu and Esaki[l] in 1973 initiated the devel­

opment of an entire field of research on resonant tunneling devices. A key feature 

of interest in tunnel structures is the negative differential resistance (NDR) in the 

current-voltage characteristic. The NDR behavior can be used in a number of 

applications, with considerable success having been achieved for high-frequency 

oscillators[2, 3). Much of the early study on resonant tunneling devices has been 

focused on intraband tunneling structures based on GaAs/GaAlAs material sys-
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tern. More recently, interband tunnel structures involving transport and cou­

pling between conduction-band electron and valence-band hole states based on 

InAs/GaSb/ AlSb systems have been explored[4, 5, 6, 7]. They exhibited very high 

peak current densities or large peak-to-valley current ratio, making them extremely 

attractive for use in high-frequency oscillators[3] and neural network circuits[8, 9]. 

The simulation of electrical characteristics of tunnel structures consists of three 

major components. First, electrostatic band bending of the device structure, cor­

responding to the given doping profile and applied bias is calculated. Next, the 

computed band profiles are used to calculate transmission coefficients of incident 

electrons in the device structures. Finally, current density is computed from the 

transmission coefficients by integrating over the incident electron distribution. This 

simulation scheme does not take into account various scattering processes, nor does 

it require self-consistency treatment between the band profile and the wave func­

tions of the transmitting electron states. 

The central issue in quantum tunneling simulation is to compute the trans­

mission coefficient, given the device structures, energy and momentum of inci­

dent electrons. While simple one-band model can explain the qualitative be­

havior of electron tunneling in GaAs/ AlAs double-barrier resonant tunneling 

structures(DBRT)[l], multiband band-structure models are required to under­

stand and simulate InAs/GaSb/ AlSb based interband tunnel devices[lO, 11]. The 

existing techniques for quantum tunneling calculations, such as transfer-matrix 

method[14] and multiband quantum transmitting boundary method based on 

tight-binding model[ll], have either numerical instability problem or are incon­

venient to include magnetic field and strain effects. The technique we present in 

this chapter is based on multiband k·p model, making it easy to include magnetic 

field and strain effects. In addition, it is efficient, numerically stable, and simple 

to implement. With appropriate modifications of boundary conditions, the cal­

culations of electronic band structures for quantum confinement and superlattice 

states can be carried out using the same technique. 



34 

2.1.2 Outline of Chapter 

In this chapter, we present an efficient and numerically stable method for treating 

quantum transport and electronic band structures in semiconductor heterostruc­

tures using multiband k-p theory. We begin in section 2.2 with a brief review 

of three existing methods in quantum transport studies: transfer-matrix method, 

scattering-matrix method, and the tight-binding method. To keep it illustrative 

and intuitive, we will use simple one-band structure model to describe these meth­

ods and point out their difficulties and limitations in certain applications. 

We then present the general theoretical framework of our multiband k·p method 

in section 2.3. First a general formulation of multiband k-p Hamiltonian is given 

in section 2.3.1. Then we discuss how the k·p formulation can be extended to 

include the strain effects in section 2.3.2. The numerical technique employed to 

solve Schrodinger's equation - finite difference method, is described in section 2.3.3, 

followed by discussions of heterostructure interface treatment and current density 

operator representation in the framework of multi band k·p theory in section 2.3.3. 

In section 2.4, we present a detail account of the technique for quantum tunnel­

ing study in heterostructures. A detailed account of k-p version of the Multiband 

Quantum Transmitting Boundary Method (MQTBM) is presented in section 2.4.1. 

Sections 2.4.2 discusses the calculations of transmission coefficients. In the end, 

a brief comparison of our method with other existing methods is given in section 

2.4.3. 

In section 2.5, we demonstrate our technique in prototypical p-type GaAs/ AlAs 

double barrier tunnel structure using the well-known 4-band Luttinger-Kohn 

Hamiltonian, and examine the hole-mixing effect. Applications of this new tech­

nique to magnetotunneling study in InAs/GaSb/ AlSb based interband tunnel 

structures are presented in chapter 3. 

In section 2.6.1 and 2.6.2, we apply the finite-difference method to the calcula­

tions of electronic band structures in quantum confinement states and superlattices 
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by implementing appropriate boundary conditions. Calculations of band structures 

in unstrained InAs/GaSb superlattice and strained InAs/Ga1_xlnxSb superlattices 

are presented. Finally, a summary of the chapter is given in section 2. 7. 

2.2 Review of Existing Methods 

In this section, we will review three well-known techniques that have been devel­

oped for the quantum tunneling calculation: transfer-matrix method, scattering­

matrix method, and the tight-binding method. For illustrative purposes and with­

out losing the important essence, we will describe these methods using simple 

one-band model. 

In simple one-band model with parabolic band structure of effective mass m*, 

Schrodinger's equation in Effective Mass Approximation (EMA) is 

- 17,
2 

..!!:_ (~ d'lj;(x)) + V(x)'lj;(x) = E'lj;(x). 
2 dx m* dx 

(2.1) 

The probability current for the Hamiltonian in Eq. (2.1) is given by 

J = in ['lj;* (~ d'lj;) _ (~ d'lj;*) 'lj;J . 
2 m* dz m* dz 

(2.2) 

At the hetero-interface between two materials, wave-function and current continu­

ity require that 'lj; and ~ dd'lj; be continuous across the interface. The problems in 
m* x · 

quantum tunneling, as schematically illustrated in Fig. 2.1, is defined as that we 

have a known incoming plane-wave state from the left region, no incoming states 

from the right, and unknown outgoing transmitted and reflected plane-wave states 

in the right and left regions, respectively. The wave functions on the left and right 

flat band regions are expressed as 

(2.3) 

(2.4) 

where I represents the known incoming plane-wave state from the left region, 

while t and r describe the transmitted and reflected states. The calculation of 
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Figure 2.1: The boundary conditions for quantum tunneling in heterostructures 

are that we have a known incoming plane-wave state I from the left region, no 

incoming states from the right, and unknown outgoing transmitted and reflected 

plane-wave states t and r in the right and left regions, respectively. 

transmission coefficient is to evaluate the amplitude of transmitted plan wave state 

t given the incoming state J. 

2.2.1 Transfer-Matrix Method 

The standard technique for computing transmission coefficients in heterostructures 

is the transfer-matrix method originally developed by Kane[12]. As schematically 

shown in Fig. 2.2, To calculate the transmission coefficient across a device structure 

with an arbitrary energy band profile, the continuous band profile is approximated 

by a set of piecewise-constant profile across the entire device region. The two 

boundaries at the ends are extended to flat band regions where the electron states 

are plane-wave like 

I eikLx + re-ikLx, 

teikRX 

' 

(2.5) 

(2.6) 
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Figure 2.2: In transfer-matrix method, the continuous band profile of device struc­

ture is approximated by a piecewise-constant profile with constant band edges in 

the intervals between discretized lattice points. The two boundaries at the ends 

are extended to fl.at band regions where the electron states are plane-wave like. 

The general solutions of wave functions to Schrodinger's Eq. (2.1) at each 

piecewise-constant potential consist of both the forward and backward plane-wave 

states in the following general form 

(2.7) 

(2.8) 

The requirements that 'I/; and _!__ dd'l/; be continuous across the device structure 
m* x 

lead to the following form of the transfer matrix Tu, which relates the wave function 

in one thin layer a + 1 to the wave function in the previous layer a: 

[ 
1+:,,. e~(k,,.-k,,.+1)x,,. 
1-aq ei(k,,.+k,,.+1)x,,. 

2 

(2.9) 
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where au= m~+l ~and ku = J2m;(E - Vu)/n2
• Applying the transfer matrix m; ku+I 

equation (2.9) repeatedly to the entire device structure, we obtain the transfer 

matrix equation that relate the wave functions at left and right regions 

[ ~] TNTN-
1 

.. ·T'T
1 

[ ~] 

= T [ ~] (2.10) 

The amplitude of the transmitted wave t is then given by 

TnT22 -1Td2
1 t-------- T22 . (2.11) 

The transmission coefficient T is simply the ratio of the transmitted to the incident 

currents. From Eq. (2.2) we therefore obtain 

T = ffiLkL ltl2 
mRkR 

mLkL IT11T22 - IT12l
2
11

2 

mRkR T22 
(2.12) 

Historically, transfer-matrix method has been used most widely to study hetero­

junction tunneling devices. Tsu and Esaki employed the method in their study of 

the first resonant tunneling device, n-type GaAs/ AlAs double barrier heterostruc­

ture in 1973[1]. Electron tunneling in the conduction band of heterostructures 

can be satisfactorily described within the framework of one-band transfer-matrix 

method described above. Later, it has been applied to two-band[lO] and four­

band band structure models to take into account the valence band structure in the 

study of p-type GaAs/ AlAs double barrier heterostructures[13, 14, 15, 16, 17], and 

InAs/GaSb/ AlSb resonant interband tunnel devices[7, 10, 11 ]. However, transfer­

matrix method has encountered serious numerical instability problems when used 

in conjunction with multiband model for device structures larger then a few tens 

of A. The origin of the failure is due to the loss of exponentially decaying wave 
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1 2 a cr+l N-1 N 

Figure 2.3: Schematic diagram of tunneling in S-matrix method, where the states 

are categorized as incoming states Ai, Bu, and outgoing states Bi, Au. The rela­

tionship between them is represented by a S matrix. 

functions in the presence of exponentially growing wave functions in a barrier re­

gion. This numerical instability problem was addressed by the S-matrix method 

proposed by Ko and Inkson[18]. 

2.2.2 Scattering Matrix Method 

Unlike the transfer-matrix method, which groups the incoming and outgoing states 

together in a given layer region, and relates them to the states in next layer through 

a transfer matrix T, the S-matrix method proposed by Ko and Inkson[18], as shown 

in Fig. 2.3, separates the states into incoming states Ai, Bu, and outgoing states 

Bi, Au, and couples them explicitly by a S matrix 

(2.13) 

Together with the transfer matrix Eq. (2.9), we can derive the S matrix succes­

sively starting with unix matrix for si with the following relationship 
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(2.14) 

The coefficients of transmitted and reflected states, t and r, can then be related 

to the incoming state I by 

(2.15) 

The stability and accuracy of the S-matrix method is derived from the separation 

of the forward and backward states and by doing so, the less localized and the 

propagating states dominate numerically, the physics of the tunneling process is 

more faithfully described. The iterative procedure in Eq. (2.14), however, is not 

as easy to use as the transfer-matrix method Eq. (2.10), which simply involves the 

product of matrices. The gain in stability is at the cost of computational efficiency. 

2.2.3 Tight-binding Method 

A major step in developing an efficient and stable numerical method for quan­

tum tunneling computation is made by Ting et al. [11]. The multi band tight­

binding approach they developed is a generalization of Frensley's [19] one-band ef­

fective mass approximation implementation of the Quantum Transmitting Bound­

ary Method (QTBM), originally developed by Lent and Kirkner [20] for treating 

electron waveguide using a finite-element approach. The key point in this technique 

is the formulation of boundary conditions. 

In one-dimensional case, the wave function in tight-binding method is expressed 

in terms of local tight-binding orbitals /a) 

(2.16) 
u 
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The Schrodinger's equation (H -E) 11/J) = 0 in the local orbital basis is represented 

by a set of linear equations on the tight-binding coefficients 

(2.17) 

where only the nearest neighbor coupling are considered and the hopping matrix 

elements are given by 

Hu,u' = (CTJHJCT') . (2.18) 

The two boundaries at CT = 1 and CT = N are extended to fl.at band regions 

where electron states are of Bloch plane-wave form satisfying 1,LJ(x +a)= eika1,b(x). 

Therefore, the boundary condition for tunneling at the left end given by Eq. (2.5) 

leads to the following equations 

I +r, 

Eliminate r, we obtain 

(2.19) 

(2.20) 

(2.21) 

Similarly apply the technique to the boundary condition at the right region 

Eq.(2.6), we have 

(2.22) 

The above equations, together with Eq.(2.17), constitute a system of N linear 

equations which can be written in the matrix form as 

1 

0 

0 

0 

0 

0 

0 

0 

HN-1,N-2 

0 

HN-1,N-l 

0 

0 

0 

1 
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0 

0 

The boundary conditions of incoming and outgoing plane-wave states in the quan­

tum tunneling problems are represented by the boundary and inhomogeneous terms 

in this system of linear equations. 

Equation (2.23) can be solved readily using standard numerical mathematical 

algorithms. Having obtained the coefficients of envelope function Cu, it follows 

from Eq.(2.6) that the coefficient of transmitted plane-wave states t is given by 

(2.24) 

This method has been demonstrated to be numerically stable for device structures 

wide than 2000A and as efficient as the transfer-matrix method. The implemen­

tation of this method is also very simple. 

Despite the great success of this method in numerous applications, the tight­

binding model is inconvenient when apply to systems involving external magnetic 

field and strain effects. It is known that k-p method is naturally suited for dealing 

problems involving magnetic field and strain. Our goal in the next two sections is 

to develop a similar method to QTBM based on the k-p theory[21]. 

2.3 Multiband k·p Method 

2.3.1 k·p Hamiltonian 

The basic results of the effective mass theory are that if the external potential V 

varies slowly over the unit cell, the effect of the periodic field of crystal lattice can 

(2.23) 
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be replaced by a set of parameters Hij, which are determined by the unperturbed 

bulk band structure. The solutions to the original Schrodinger's equation can be 

obtained by solving the following coupled effective mass differential equations[22] 

iii a:i = t [Hij(-i\7) + V(r)bii] Fi, 
J=l 

(2.25) 

where the envelope functions Fi is related to the wave function by 

M 

'l/J = LFjUjo, (2.26) 
j=l 

where M is the number of the bands involved in the model, Uio are the Bloch 

basis at the Brillouin zone center with lattice periodicity, and the form of matrix 

elements Hij(k) are determined by the kp method.[23] The bulk band matrix 

element Hij, in the second order kp method, can be generally written as 

H· · = D~~)a/3 k k + nP)a k + D~?) 
ZJ ZJ a /3 ZJ a ZJ (2.27) 

where indices a and j3 are summed over x, y, z. 

The well-known 4x4 Luttinger-Kohn Hamiltonian describing the top of valence 

band rs states is of the form[24] 

P+Q -S R 0 

H(k) = 
-S* P-Q 0 R 

(2.28) 
R* 0 P-Q s 
0 R* S* P+Q 

with 

P(k) (2.29) 

Q(k) (2.30) 

S(k) (2.31) 

R(k) (2.32) 
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where 'YI, 'Y2 and J'3 are Luttinger parameters. The linear terms in k usually appear 

when the model includes explicitly the interaction between conduction band and 

valence bands of the system. In appendix A.1, we also give the expressions for 

k-p matrix elements in 8 x 8 band structure models which include explicitly the 

interaction between conduction-band and valence-band, and will be used for the 

interband tunneling study in chapter 3. 

The problems we consider are one-dimensional in which the system varies only 

along the growth direction(x axis), and is translational invariant in the lateral 

directions. We can rewrite the the Hamiltonian matrix element Eq. (2.27) as 

second order polynomial in kx, 

(2.33) 

with k11 = kyf} + kzz being a good quantum number. In short, we can write 

(2.34) 

where H(n) are M x M matrices. For top of valence band 4 x 4 Hamiltonian given 

in Eq.(2.28), we have 

/'I + /'2 0 -v'31'2 0 

H(2) 
;,,2 0 /'I - /'2 0 -v'31'2 

(2.35) 
2m 0 -v'31'2 /'I - /'2 0 

0 -v'31'2 0 /'I + /'2 

0 -2J3J'3kz i2J3J'3ky 0 

H(l) (k11) 
;,,2 -2J3J'3kz 0 0 i2J3!'3ky 

2m -i2J3!'3ky 2J3J'3kz 
(2.36) 

0 0 

0 -i2J3!'3ky 2J3J'3kz 0 

(/'I + /'2)k; + (/'I - 21'2)k; i2J3J'3kykz 

H(O) (k11) 
;,,2 -i2J3!'3kykz (/'I - J'2)k; + ('YI + 2J'2)k; 
2m J31'2k; 0 

0 J31'2k; 
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J31'2k; 0 

0 J31'2k; 

( /'1 - 1'2)k; + ( /'1 + 2f'2)k; -i2J3f'3kykz 
.(2.37) 

i2J3f'3kykz ( /'1 + 1'2)k; + ( /'1 - 21'2)k; 

Given the expression for k-p Hamiltonian, the construction of matrices H(2), H(1), 

and H(o) is straightforward. 

2.3.2 Strain Effect 

One of the great advantages of k·p theory is that it can be easily extended to in­

clude various external fields. The strain effect exists in various lattice-mismatched 

heterostructure systems. It has been widely employed as an additional degree of 

freedom in the exploration of band structures engineering[25]. The presence of 

strain modifies the crystal potential and changes crystal symmetry. The effect of 

strain on the band structures can be described very easily in k·p theory. 

Treating strain as a perturbation to the original crystal potential, Bir and Pikus 

[26] have shown that strain adds a few matrix elements to the k·p Hamiltonian 

through the use of deformation potentials. For top of valence band r 8 states, be­

cause strain in a cubic crystal can be described by a strain tensor Eij having the 

same symmetry as the quadratic tensor kikj, the added constant term to Hamil­

tonian in Eq. (2.34) due to strain can be written as 

pf +Qf -Sf Rf 0 

-S* pf -Qf 0 Re 
H(c) = f 

(2.38) 
R* f 0 Pf-Qf sf 

0 R* f S* e Pf+Qf 

with 

Pe av(exx + eyy + ezz)' (2.39) 

Qf 
1 

b[ezz - 2(exx + eyy)], (2.40) 
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(2.41) 

(2.42) 

where a is referred to as the hydrostatic deformation potential which determines 

the shift due to isotropic strain. b is referred to as the uniaxial deformation strain 

which determines the heavy-hole and light-hole band splitting for [001] strain. The 

strain induced extra term H(E) just adds constant term to H(o) in Eq. (2.37). 

For band models involving strong interactions between the conduction band 

and valence band, strain also adds a linear term in k to the matrix elements be­

tween conduction-band and valence-band in addition to constant terms. Therefore, 

only ff(l) and H(o) need to be modified in the presence of strain. An explicit rep­

resentation of strain Hamiltonian in 8 x 8 band structures is given in appendix 

A.2. 

2.3.3 Discretization of Schrodinger's Equation 

Replacing kx by the operator ;. 
0
° in Eq. (2.34), the effective mass Schrodinger's 

z x 
equation HF = E F is represented by 

( -H(2) 
02 

- iH(1)~ + H(o) + V(x)) F = EF, 
ox2 ox 

(2.43) 

where the envelope function F is a vector of length M. 

To solve Eq. (2.43) numerically, we employ finite-difference method. As 

schematically illustrated in Fig. 2.4, the entire device region is discretized into 

N lattice points { Xa }, a= 1, 2, ... , N, typically with equal spacing a. If we choose 

a to be on the order of lattice spacing, within the framework of effective mass the­

ory, the derivatives of envelope function can then be well approximated by finite 

differences 

oF 
OX lxo-

o2F 
ox2 lxa-

Fa+1-Fa 
(2.44) 

a2 (2.45) 
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Figure 2.4: The entire device region is discretized in to N lattice points. The two 

boundaries at the ends are extended to fiat band regions where the electron states 

are plane-wave like. 

Within each heterojunction region, apply the finite difference approximations 

of Eq.(2.44) and Eq. (2.45) at each discretized lattice point a, the M coupled 

differential equations (2.43) are then transformed into M linear finite difference 

equations 

(2.46) 

with 

2H(2) o 
--+H()+V -E 

2 u ' a 
(2.47) 

H(2) .H(1) 
----i--

a2 2a ' 
(2.48) 

ff(2) ff(l) 
---+i--

a2 2a ' 
(2.49) 

where Hu u' are M x M matrices. , 

Eq.(2.46) has the similar form as the tight-binding formulation Eq. (2.17) 

with nearest neighbor interaction. This important observation led us to develop 

a similar method, based on multiband k·p theory, to that of the tight-binding 
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MQTBM approach for treating quantum transport. 

2.3.4 Current Density Operator and Treatment of Het-

erostructure Interface 

Effective mass theory assumes that envelope function Fi varies much more slowly 

compared to the Bloch basis function UiQ. Following the treatment of Altarelli[13], 

the probability density can be approximated by its average over a unit cell, 

p 
i,j 

using the fact that 

(2.50) 

(2.51) 

(2.52) 

Using the Hamiltonian expression in Eq. (2.34), the time-dependent 

Schrodinger's equation (2.25) can be written as 

ih ~~ = [H(2)k; + H(1)kx + H(o) + V(x)] F. (2.53) 

Using the properties that H{i) are Hermitian, we can derive the probability con­

servation equation 

(2.54) 

The current in the k-p theory is then given by 

]__ (FtH(2) &F - &Ft H(2)F + iFtH{l)F) 
ih ox ox 
Re(FtJxF), (2.55) 

with 

(2.56) 

At the heterojunction interface a = rJ, the k·p matrix elements for different 

materials on both sides of the interface have different values. The wave functions 
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on both sides of the interface are related to each other through the the conditions of 

the wave function and current continuity. Following the treatment of Altarelli[13], 

we ignore the differences in the Bloch basis functions uiO for materials across the 

hetero-interface. Then the condition of wave function continuity results in the 

continuity of envelope functions 

(2.57) 

The current continuity requires that J xF, or 

(2.58) 

be continuous across the interface, which results in the following linear finite­

difference equations when applying finite-difference Eq. (2.44), 

(2.59) 

The H matrices at the interface 'T/ are given by: 

(2.60) 

(2.61) 

(2.62) 

Eq. (2.46) and Eq. (2.59) are the discretized form of effective mass 

Schrodinger's Equation. They together constitute a set of N x M coupled lin­

ear equations across the entire heterostructure region. Combined with appropriate 

treatments of boundary conditions, it can be readily applied to the study of various 

problems ranging from quantum tunneling in heterostructures to calculations of 

electronic band structures in superlattices and confined heterostructures. We will 

address these issues and their applications in the next few sections. 
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2.4 Quantum Tunneling 

2.4.1 Boundary Conditions 

We follow the idea of multiband quantum transmission boundary method 

(MQTBM) [11] in formulating boundary conditions for calculation of transmission 

coefficients. The basic idea has been illustrated in section 2.2.3 for one-band band 

structure model. The formulation of boundary conditions in multiband model is 

however more sophisticated and deserves special attention. 

In bulk flat band region, the Bloch plane-wave solutions of wave vector k can 

be generally written as 

(2.63) 

where ck satisfies that 

(2.64) 

Matrix elements Hij(k) are generally a quadratic polynomial in ka, so for fixed 

energy E and in-plane wave-vector k11, there will be 2M complex wave vector 

solutions kx,j and associated eigenstates Cki in general. The wave function 'ljJ for 

given energy E is in general a linear combination of these solutions, 
2M 

F(r) = eik11·r11 L bieik,,,ixCki' 

j=l 

'ljJ = F(r)u0 (r). 

(2.65) 

(2.66) 

To find out the 2M eigenstates given the energy E and k11, we rewrite Eq. 

(2.64) explicitly using Eq. (2.34) as 

(2.67) 

The generalized eigenvalue problem of Eq. (2.67) can be converted into the stan­

dard eigenvalue form for kx[27, 28] 
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It can be shown that the matrix H(2) is non-singular[14]. Eq. (2.68) has 2M 

eigenvalues kx,j solutions and 2M corresponding eigenvectors Ck,j· This method 

is much more convenient and efficient than some other calculations of the complex 

band structures, [16, 24] which involves finding the zeros of the secular determinant 

det[H(k) - E]. 

The boundary conditions are such that the wave function in the left region 

includes both the incoming and reflected plane-wave states, and the wave function 

on the right region has only transmitted plane-wave states. The eigenvalues kx,j in 

general can be complex values describing evanescent states. Following the treat­

ment of boundary conditions by Ting et al. [11], we order the wave vectors kx,j such 

that j = 1, 2, ... , M corresponds to the forward states which propagate or decay 

to the right (i.e. kx,j is either positive real number or its imaginary part is positive 

for electron states and vice versa for hole states), while j = M + 1, ... , 2M corre­

sponds to the backward states which propagate or decay to the left. The boundary 

conditions can be described in the bulk eigenstate basis by choosing the proper 

form for the wave functions in the left and right regions: 

M 

FL = exp(ik11 · r11) L (Iieik~.ixCk,j + rieik~.HMxCkd+M) , 
j=l 

M 

FR = exp(ik11 · r11) L:tieik:,ixCkR,j, 
j=l 

(2.69) 

(2.70) 

where k~,j and k~j are the bulk complex wave vectors in the left and right regions 

respectively. In bulk crystals, the number of states propagating to the right should 

equal to the number of states propagating to the left. Similarly, the number of 

states decaying to the right should equal to the number of states decaying to the 

left. 

Let I, r, and t be column vectors of dimension M containing the coefficients 

{Ii}, { r j}, and {ti}, respectively. I represents the known incoming states, while 

r and t describe the reflected and transmitted components. By examining Eqs. 

(2.69), and (2.70), we find that I, r, and t are related to the envelope function 
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coefficients by a simple basis transformation: 

[ 
Dfi 
D~ 

[ : l 
D~ l [ t ] , 
D22 0 

(2.71) 

(2.72) 

where Df1 , Df2 and Di\, D~ are M x M matrices whose column vectors are 

the eigenvectors ckL,j and ckR,j obtained by solving Eq. (2.68) for the left and 

right regions respectively, and arranged in the same order as the corresponding 

eigenvalues. 

and 

where ,\ = L, R. 

[ck>.,1' ck).,2, ... , ck,>.,M], 

[ck>.,M+I, ck>.,M+2, ... ' ck,>.,2M]' 

2.4.2 Calculation of Transmission Coefficients 

(2.73) 

(2.74) 

Now pursuing along the same technique illustrated in section 2.2.3 for one-band 

model, we eliminate r and t from Eqs. (2.71) and (2.72) 

0. 

(2.77) 

(2.78) 

which are the generalized multiband forms of Eqs. (2.21) and (2.22). These 

equations, together with Eq.(2.46) and (2.59), constitute a system of MN lin­

ear equations. It can be written in the following matrix form corresponding to the 



generalized multiband model 

1 

H2,1 

0 

0 

0 

L L -1 
-D12D22 0 

H2,2 H2,3 

H3,2 H3,3 

53 

0 

H3,4 0 

0 HN-1,N-2 

0 

LI DL DL -lDL 
Dn - 12 22 211 

0 

0 

0 

0 

HN-1,N-1 

-D~Dfi-1 

0 

0 

0 

HN-1,N 

1 

(2.79) 

Having obtained the envelope function coefficients Fu, it follows from Eq. (2.72) 

that the coefficients of the transmitted plane-wave states are given by 

(2.80) 

The total transmission coefficient can be calculated from Eq. (2.55): 

(2.81) 

It can be shown [16] that the current components for a given subband jj = 

Re(C}JCj) is related to the group velocity vj = ~ \7kEj(k) by 

J = pv, (2.82) 

where p =etc. So, the transmission coefficient T can also be expressed as 

( ) ~I ( )l 2 lvj(E,k11;R)I 
T E' k11 = ~ tj E' k11 I ( E k . L) 1 · 

J=l VJ ' II' 
(2.83) 

Fi 

F2 

F3 
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2.4.3 Comparison with Other Existing Methods 

We briefly compare our method with some other available methods. The well­

known transfer matrix method has been employed for studying hole tunneling 

in the framework of k·p theory[15, 16, 24]. However, in addition to numerical 

instability problems occurred for devices larger than a few tens of A, spherical ap­

proximation had to be used to simplify the multiband plane-wave solutions at each 

piecewise-constant potential region. The computational cost for an efficient imple­

mentation of the transfer matrix method is the same as our method[ll]. Therefore 

the method we presented here has considerable advantage over the transfer-matrix 

method. The scattering matrix method developed by Ko and Inkson [18] over­

comes the numerical instability in the transfer matrix method. However the gain 

in numerical stability is compensated by added computational cost in constructing 

the scattering matrix. The computational technique we developed here is simi­

lar to the MQTBM [11] for tight-binding models, namely, transforming the entire 

problem to a system of linear equations in the final form. They are both efficient, 

numerical stable and easy to implement. Our method based on k·p theory has the 

advantages of being readily familiar to many researchers and easily to extend to 

include the magnetic field and strain effects. However, the k·p theory can only be 

applied to problems involving small range ink-space around the Brillouin zone cen­

ter. Problems like X-point tunneling are more easily studied under tight-binding 

framework[29]. Therefore, these two methods complement each other in various 

applications. 

2.5 Applications to p-type GaAs/ AlAs Double 

Barrier 

For the purpose of illustration of our method, we consider hole-tunneling in p-type 

GaAs/ AlAs double barrier resonant tunneling (DBRT) structure. Two types of 
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Figure 2.5: Transmission coefficients for heavy-hole (solid line) and light-hole 

(dashed line) states through a 30A - 50A - 30A double barrier heterostructure 

with k11=0. 

carriers exist in the valence-band, heavy-hole and light-hole with different effective 

masses. If uncoupled, the carrier with lighter mass would have higher transmission 

probability than the heavier one, two independent sets of resonant transmission 

would be observed. However, the confinement in the double barrier structures 

introduces considerable hole-mixing effects. Experimental study have revealed this 

phenomenon [ 30]. 

The top of valence band r 8 states is described by the 4 x 4 Luttinger-Kohn 

Hamiltonian given in section 2.3.1. The lack of inversion symmetry in III-V sys-
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tern is not represented by this Hamiltonian, therefore the bands have a twofold 

degeneracy at every point in k space. It is known that states K J'l/Jk,t = 'l/Jk,+ and 

'l/Jk,t are degenerate in energy and are orthogonal to each other, [31] where K is 

the Kramers time reversal operator and J is the space inversion operator. 

Due to the degeneracy, the electron eigenstates Ck for a given energy E and k 

are not uniquely determined. For k11 = 0, the eigenstates are decoupled into spin­

up and spin-down pure heavy-hole and light-hole states. In the case of k11 =I 0, 

there are mixing between heavy-hole basis and light-hole basis. We construct and 

label the electron eigenstate basis in the following convention. The two degenerate 

basis for a given energy E and k are constructed to be 'l/Jk,t and K J'l/Jk,t· For 

heavy- hole bands, 'l/Jkhh.t is constructed so that the heavy hole component with 

spin-down is zero 

Its degenerate counterpart is therefore given by 

m which the spin-up heavy hole component vanishes. Similarly, for light-hole 

bands, we choose 

and 

These four eigenstates are orthogonal to each other and constitute the basis for 

the electron states in the r 8 valence band. 

The GaAs/ AlAs double barrier resonant tunneling (DBRT) structure we con­

sider has 50A well width and 30A barrier width. In our calculation of transmission 

coefficients, flat band condition is assumed. By assumption of the effective mass 

theory, the envelope functions vary slowly on the scale of the unit cell size, there­

fore it is a good approximation to take the lattice constant as the step size in our 
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Figure 2.6: Transmission coefficients for heavy-hole (solid line) and light-holes 

(dashed line) channels with heavy-hole incoming state through a 30A - soA - 30A 

double barrier heterostructure with k11 = 0.03 A-1
. 
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Figure 2. 7: Transmission coefficients for heavy-hole (solid line) and light-hole 

(dashed line) channels with light-hole incoming state through a 30A - soA - 30A 

double barrier heterostructure with k11 = 0.03 A-1 . 
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discretization. Fig. 2.5 shows the transmission coefficients for normal incident 

HH and LH states. In the case k11 = 0, the HH and LH are decoupled. The 

resonant peaks correspond to the quasi-bound HH and LH states in the central 

GaAs well. As expected, the light hole state has higher transmission coefficient 

than the heavy hole due to smaller effective mass. In Figures 2.6 and 2.7, respec­

tively, we show the transmission coefficients for incoming HH and LH states with 

lk11 I = 0.03A-1
. The nonzero k11 states contain mixing of heavy-hole and light-hole 

states, and interact with all the quasi-bound states formed in the well, resulting 

in multiple transmission resonances. The resonant states are labeled according 

to their dominant bulk-state component. Because of the hole-mixing effects, the 

incident heavy-hole state can transmit through not only heavy-hole channel, but 

also light-hole channel, and vice versa for the incident light-hole state. This hole­

mixing effects in p-type GaAs/ AlAs double barrier structures have been observed 

in the experimental I - V characteristics[30]. 

2.6 Calculations of Electronic Band Structures 

2.6.1 Confined Quantum Structures 

Unlike quantum tunneling problems where the electron states are propagating 

plane-waves, the electron states in confined quantum structures such as quantum 

wells are spatially localized in the heterostructure growth direction. The wave 

function decay exponentially in the barrier regions and goes to zero at infinity, as 

depicted in Fig. 2.8. The discretized mash points are chosen so that the beginning 

(]" = 1 and ending (]" = N are deep enough within the barrier regions. The wave 

functions at these positions are sufficiently small so that they can be neglected 

to the tolerance of numerical accuracy. The boundary conditions for confinement 

states therefore can be simply represented by 

(2.84) 
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Figure 2.8: Schematic band diagram and electronic states in quantum well con­

finement. The wave-functions are confined mostly in the well regions and decay 

exponentially in the barrier region. The discretized regions are chosen so that 

the wave function at a = 1 and a = N are sufficiently small to the tolerance of 

numerical accuracy. 

(2.85) 

Combined with Eq. (2.46) and (2.59), the solution to Schrodinger's equation 

HF = EF becomes a simple eigenvalue problem: 

H1,1 H1,2 0 0 Fi 

H2,1 H2,2 H2,3 0 0 F2 

0 H3,2 H3,3 H3,4 0 0 F3 

0 0 HN-1,N-2 HN-1,N-1 HN-1,N FN-1 

0 0 HN,N-1 HN,N FN 

(2.86) 

The number of eigenvalue solutions En equals to the dimension of the matrix 

NxM in Eq. (2.86). However, not all the solutions satisfy the boundary conditions 

F 1 = F N = 0. The truly confined states that vanish exponentially in the barrier 

=0. 
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regions are those satisfying the condition 

Vwell < En < Vbarrier · (2.87) 

The rest are merely standing wave states with nods at x1 and xN, and energies 

beyond barrier height Vbarrier- The number of the confined states should be inde­

pendent of parameters like spacing a and the number of discretizing points N. 

In Fig. 2.9, we show the calculated hole subband dispersion in the valence­

band of a GaAs quantum well of 50 A thickness with AlAs barrier on two sides. 

The subbands are labeled according to their dominant bulk component at k11 = 0. 

The quantum confinement introduces substantial heavy-hole and light-hole mixing 

effects at k11 =/= 0. Negative hole effective mass is exhibited in certain subband 

dispersion. In the GaAs/ AlAs double barrier structures with the same GaAs well 

thickness that we studied in section 2.5, quasi-bound hole states are formed in the 

GaAs well, and are responsible for the resonances in the transmission spectrum. 

Close resemblance can be seen between the resonant peaks in Figs. 2.5-2. 7 and 

the corresponding hole subbands calculated here. 

2.6.2 Superlattices 

Superlattice is a periodic structure consisting of alternating layers of different ma­

terials, as shown in Fig. 2.10. The superlattice structure dramatically modulates 

the electronic subband structures in the growth direction, and offers many interest­

ing possibilities of engineered structures and potential technological applications 

depending on the choice of materials and layer thickness[32, 33, 34, 35]. The 

finite-difference method we developed in section 2.3.3 can be easily extended to 

the calculations of superlattice band structures with appropriate formulation of 

boundary conditions. 

Since superlattice displays translational symmetry in the growth direction x 

with periodicity d, we can associate with that a quantum number q, the wave­

vector along the x direction. The Bloch condition 'ljJ(x + md) = eimqd'ljJ(x) implies 
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Hole Subband Dispersion In GaAs QW 
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Figure 2.9: The hole subband dispersion in a 50 A GaAs quantum well sand­

wiched between AlAs barrier. The energy zero is chosen to be the valence-band 

edge of GaAs. The subbands are labeled according to their dominant bulk-state 

component. 
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Figure 2.10: Schematic band diagram of a superlattice with periodicity d along the 

growth direction. To calculate the superlattice subband structures, the supercell 

is discretized into N lattice points along the growth direction, typically with the 

spacing chosen to be the same as lattice constant of the constituent materials. 

the following boundary condition 

F - F eiqd 
N - 0 · (2.88) 

Together with Eq. (2.46) and (2.59), the solutions to electronic band structures in 

superlattices become the following eigenvalue problem: 

H1,2 0 H1 oe-iqd 
' 

H2,2 H2,3 0 0 

H3,2 H3,3 H3,4 0 0 

Fi 

F2 

F3 

0 0 HN-1,N-2 HN-1,N-1 HN-1,N FN-1 

0 HN,N-1 HN,N 

(2.89) 

Solving Eq. (2.89) yields the superlattice electronic subband dispersion E(q). 

We have applied the technique to two systems: lattice-matched InAs-GaSb su­

perlattices and strained InAs-Ga1_xlnxSb superlattices. 8 x 8 k·p Hamiltonian is 

used in the calculations, which includes r6 conduction-band, the rs light-hole and 

FN 

=0. 
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Lattice-matched lnAs-GaSb Superlattices 

CB 

HH 

lnAs Ga Sb lnAs Ga Sb 

Figure 2.11: Schematic band diagram of lattice-matched InAs/GaSb superlattice. 

The superlattice conduction subband is formed from electron states confined in 

the lnAs layer, and valence subband from the heavy-hole states confined in the 

GaSb layer. 

heavy-hole bands, and the f 7 spin-orbit split-off valence-band. Explicit represen­

tations of the k·p Hamiltonian matrices are given in Appendix A.l. Due to their 

staggered type-II band alignment, electron and hole states are confined in separate 

adjacent layers. The resulted superlattice band structures depend strongly on the 

constituent layer thickness and exhibit some very interesting properties. 

Fig. 2.11 and Fig. 2.12 show the schematic band diagram of lnAs/GaSb 

superlattice and the calculated band dispersions for wave vectors both parallel 

and perpendicular to the [001] growth axis. The superlattice band-gap derives 

from the electron states confined mostly in the lnAs conduction-band and the 

heavy-hole states confined in the GaSb valence-band. It depends strongly on the 

layer thickness due to quantum confinement effects. The superlattice structure in 

our calculation consists of 8 monolayers of InAs alternating with 8 monolayers of 
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lnAs-GaSb Superlattice Band Structure 
[100], NlnAs = 8, NGaSb = 8 
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Figure 2.12: Electronic energy-band structure of a [001] lattice-matched superlat­

tice consisting of 8 monolayers of InAs alternating with 8 monolayers of GaSb. 

The energy zero coincides with the conduction-band minimum of the bulk InAs. 
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Strained lnAs-Ga1_JnxSb Superlattices 

------ c 

lnAs 
(tension) 

GalnSb 
(compression) 

lnAs 
(tension) 

Gain Sb 
(compression) 

Figure 2.13: Schematic band diagram of strained InAs/Ga1_xlnxSb superlattice. 

The lnAs layer is under tension strain while the Ga1_xlnxSb layer is under com­

pression strain. The biaxial strains result in shift of band edges and splitting of 

heavy-hole and light-hole bands. The dashed lines indicate the band edges without 

strain. 

GaSb. Subbands are labeled according to their dominant bulk-state component: 

conduction(C), heavy-hole(HH), and light-hole(LH). Spin split-off hole subbands 

are not shown here. 

Fig .2.13 shows the schematic band diagram of strained InAs/Ga1_xlnxSb and 

Fig. 2.14 shows the calculated band dispersions for wave vectors both parallel and 

perpendicular to the [001] growth axis. The biaxial tension strain in lnAs lowers 

the conduction band minimum, while the biaxial compression strain in Ga1_xlnxSb 

raises the heavy-hole band by deformation potential effects[34]. The superlattice 

band gap derives from electron states split up from the InAs conduction-band 

minimum and heavy-hole states split down from the Ga1_xlnxSb valence-band 

maximum by quantum confinement effects. Therefore, the presence of internal 

strain reduces the superlattice band gap at a given layer thickness, or equivalently 
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increases the superlattice cutoff wavelength. This result has lead to the proposal 

of long-wavelength infrared detector by C. Mailhiot and D. L. Smith[34], and 

subsequent experimental study by R. Miles et al.[35]. The strain induced band 

gap reduction is shown in Fig. 2.14, and the calculated band gap agrees very well 

with the experimental measurement[35]. 

2.7 Summary 

We have developed a new method for quantum transport and electronic band 

structure calculations in semiconductor heterostructures. The method is based on 

the multiband k·p theory and the Multiband Quantum Transmitting Boundary 

Method. The method circumvents the numerical instability encountered in transfer 

matrix method. In addition to numerical stability, it is also efficient and easy to 

implement. The formulation based on kp theory makes it suitable for studying 

problems involving strain and magnetic field effects. We have demonstrated the 

utility of the method by applying it to the p-type GaAs/ AlAs double barrier tunnel 

structures. With appropriate formulation of boundary conditions, our technique 

has also been applied to the calculations of electronic band structures in quantum 

confined states and superlattice structures. 
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Chapter 3 

Magnetotunneling in Interband 

Tunnel Structures 

3.1 Introduction 

Magnetic field has been an important tool in the investigation of electronic struc­

ture and carrier transport properties in semiconductor heterostructures[l]. Res­

onant magnetotunneling spectroscopy (RMTS) technique, with magnetic field 

aligned parallel to the interface, has been used to probe the in-plane subband 

dispersions of the well states in double barrier heterostructures[2, 3, 4, 5]. The 

essential principle is that the transverse magnetic field, while does no work to 

carriers, lends an additional contribution to the momentum. The carriers in the 

emitter will be shifted out in k space with respect to the well states by an amount 

proportional to the B field, while the applied voltage tunes the energy of the car­

riers in the emitter to that of the quantum well states. Therefore, the change 

reflected in I - V characteristics as the applied B field varies provides an indirect 

way to probe the subband structures in the quantum wells. 

Resonant magnetotunneling study has been focused primarily on intraband 

tunneling structures, where the carriers in the initial, intermediate and final tun-
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neling states are of the same type. Interband Tunnel Structures (ITS), on the other 

hand, exploit device systems involving transport and coupling between electron 

states in the conduction-band and hole states in the valence-band. The interband 

tunnel structures based on nearly lattice-matched InAs/GaSb/ AlSb material sys­

tem has been a subject of great interests recently due to the tremendous flexibility 

it offers for heterostructure device design. The most interesting feature in band 

alignments of this system is the Type II broken-gap between InAs and GaSb, where 

the band gaps of the two materials do not overlap with the conduction-band edge 

of lnAs 0.15eV below the valence-band edge of GaSb. Various interband devices 

have been studied both experimentally and theoretically[6]-[12], revealing rich 

physics and great potential in device applications. 

In this chapter, we applied the technique developed in chapter 2 for multiband 

k-p treatment of quantum transport to the study of interband magnetotunneling 

in InAs/GaSb/ AlSb systems. The two interband device structures we consider are: 

the Resonant Interband Tunneling (RIT) structure made up of InAs-AlSb-GaSb­

AlSb-lnAs, and the Barrierless Resonant Interband Tunneling (BRIT) structure 

consisting of a GaSb well sandwiched between two InAs electrodes, as illustrated 

in Fig 3.1. Electrons from InAs electrodes interact with the quasi-bound hole 

states in GaSb well, giving rise to resonant interband tunneling. It is understood 

that the primary interband transport mechanism arises from the coupling between 

the light-hole states in GaSb well and InAs conduction-band states[13]. Although 

the heavy-hole states in the GaSb well are believed to introduce additional trans­

mission resonances and substantial hole-mixing effects[14], evidence of heavy-hole 

contributions to the current-voltage characteristics is not clear. Resonant mag­

netotunneling technique provides an effective method to study the interactions of 

incident electrons with various hole subbands in the GaSb well, thus, allows us to 

examine the role of heavy-holes in the interband tunneling processes. 

We begin with a brief description of theoretical treatment of magnetic field in 

k·p theory and the technique for current-voltage calculations in section 3.2. Detail 
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Figure 3.1: Schematic band diagrams for the InAs-GaSb-InAs BRIT structure and 

the p-well InAs-AlSb-GaSb-AlSb-InAs RIT structure. 
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studies of band structures, transmission coefficients, and I - V characteristics under 

transverse external magnetic field for RIT and BRIT structures are presented in 

section 3.3 and 3.4 respectively. A brief discussion of computational cost in our 

simulation and the limitation to extend the study to the cases with magnetic field 

aligned in other directions are given in section 3.5. Section 3.6 summarizes the 

results. 

3.2 Method 

Because of the strong interaction between electrons in the conduction-band of InAs 

and holes in valence-band of GaSb, theoretical study of interband tunnel structures 

should include both conduction-band and valence-band states in the band structure 

models. We employed eight-band k·p Hamiltonian in our calculation. The basis 

set contains the f 6 conduction-band, the f 8 light-hole and heavy-hole bands, and 

the f 7 spin-orbit split-off valence-band. Explicit representations of the basis set 

and k-p Hamiltonian matrices are given in Appendix A.l. 

k-p method provides a natural theoretical basis for studying magnetic fields 

in semiconductors. The incorporation of a magnetic field in the k-p Hamiltonian 

follows the lines of the classical work of Luttinger[15) on the cyclotron resonance of 

holes in semiconductors. The introduction of magnetic field is included by simply 

replacing the wave vector k by 

I • q 
k ---+ -i\7 - -A en (3.1) 

in the k·p Hamiltonian, where A is the vector potential which is related to the 

magnetic field by 

B = \7 x A. (3.2) 

Also, additional constant terms representing the direct interaction of the electron 

and hole spins to the magnetic field arise. Explicit expression of these terms are 

given in Appendix A.3. 
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y 

Figure 3.2: The growth direction of the tunnel structure is chosen along the x-axis. 

The external transverse magnetic field is applied along the z-axis, perpendicular 

to the transport direction. 

In our study of magnetotunneling in InAs/GaSb/ AlSb, the external magnetic 

field is applied long the z direction, perpendicular to the growth direction x, as 

shown in Fig. 3.2. Landau gauge for vector potential in this set-up is chosen so 

that 

A= (O,Bx,O) ===? B = Bz. (3.3) 

Tuanslational invariance parallel to the growth plane implies that transverse canon­

ical momentum k11 = (0, ky, kz) is still a good quantum number with ky replaced 

by 

(3.4) 

The effect of transverse magnetic field on the tunneling electron is to increase 

its mechanical momentum k~ along the y-axis by eBx/cn. The electrons in the 
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emitter will be shifted out in k space with respect to the well states, so that 

tunneling can occur through states with in-plane momentum different from that in 

the emitter. This allows us to probe the coupling between incident electrons from 

InAs electrodes and various hole states in the GaSb well, and to study the effects 

of valence band structures in the GaSb well in the interband tunneling structures. 

To calculate the current-voltage characteristics, the energy-band profile of the 

heterostructure has to be obtained for a given applied bias. We compute the 

energy-band profile by solving Poisson's equation across the device, imposing a 

condition of charge neutrality over the entire device structure. The Thomas-Fermi 

approximation is used to relate the positions of the conduction- and valence-band 

edges at a given point to the local carrier concentration, and the effects of finite 

temperature on the Fermi distribution are included. For the band-bending cal­

culations, a simple parabolic band structure model is typically assumed for the 

conduction and valence bands. 

Having obtained the energy-band profile, the transmission coefficient for a car­

rier with a given energy E and in-plane wave vector k11 is computed. Using the 

Landau gauge chosen in Eq. (3.3), the solutions to Schrodinger's equation is a 

one-dimensional problem. Therefore, the technique we developed in chapter 2 for 

discretizing the effective mass Schrodinger's equation and formulating boundary 

condition for tunneling can be applied to the calculations of transmission coeffi­

cients in the magnetotunneling study here. 

The current density can be obtained following the approach of Duke[16] by in­

tegrating over the Fermi distribution of the incident electron population, including 

appropriate Fermi factors for occupied states in the emitter and empty states in 

the collector, and including appropriate velocity factors for the incident electrons. 

The total energy E and the wave vector component parallel to the device k11 are 

taken to be conserved. The current density J is then given by(16] 

J = 
4
: 31i j T(E, k11)[f(E) - J(E + eV)]dE1-d2k 11 , (3.5) 



78 

where V is the bias voltage applied to the device structure, and T(E, k11) is the 

transmission coefficient. 

Current-voltage characteristics computed this way include only the pure elastic 

transport process, which is responsible for giving rise to the main features observed 

in the experiments. Various scattering processes, such as electron-phonon scatter­

ing, electron-electron scattering, impurity scattering, and interface roughness, etc. 

are neglected. These scattering effects are important for detailed account of I - V 

characteristics. They mainly modify the valley current in the resonant interband 

tunneling devices and are all very difficult to treat quantitatively and correctly. 

3.3 Resonant 

Structures 

Inter band Tunneling (RIT) 

The resonant interband tunneling (RIT) structure we studied is the p-well RIT, as 

shown in Fig. 3.1. AT low bias, the electrons from the conduction band states in 

the InAs electrode interact with the quasi-bound hole states in the GaSb valence­

band well to produce the resonant tunneling. For large voltage beyond resonance, 

the electrons must tunnel not only through the AlSb barriers, but also through 

the forbidden energy gap of the GaSb well. This leads to very strong suppression 

of the valley current, resulting in extremely high peak-to-valley ratio in I - V 

characteristics. Peak-to-valley ratio as high as 20 (88) at 300K (77K) has been 

reported in the RIT devices[6). 

3.3.1 Band Structures in GaSb Well 

The valence-band structures in quantum wells are considerably more complex than 

conduction-band. Various hole subbands and significant mixing between heavy­

hole states and light-hole states take place due to the quantum confinement. The 

resonant tunneling through the hole subbands formed in the quantum well are 
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responsible for the peak current observed in the I - V characteristics. The hole 

subband dispersions in the GaSb valence-band well are calculated using the tech­

nique described in section 2.6.1. 

Fig. 3.3 shows the calculated subband dispersions for three different GaSb well 

widths, 70A, BOA and 120A at zero magnetic field. In RIT structures, the electrons 

only interact with hole subbands in GaSb wells in the energy range between the 

conduction-band edge of InAs and the valence-band edge of GaSb. Therefore, we 

only plot the subbands in this energy range of interests. The subbands are labeled 

according to their dominant bulk-state component. Each subband is two-fold spin­

degenerate 1. The calculations show that as the well width increases, the number 

of hole subbands formed in this energy range increases as expected. Strong hole 

mixing and non-parabolic dispersion occur as a result of quantum confinement. 

Also negative hole effective mass dispersion arises for certain subbands. 

When external magnetic field is applied, the two-fold spin degeneracy is lifted, 

resulting in splitting of spin-up and spin-down states, as shown in Fig. 3.4. The 

subbands also shift in k11 space as a result of applied magnetic field. In addition, the 

transverse magnetic field adds additional confinement to the electrons along the 

growth direction, giving rise to enhanced hole mixing and the interactions among 

the subbands. This is more evident for wider well width and stronger magnetic 

field. 

3.3.2 Transmission Coefficients 

Using the efficient and numerically stable multiband k·p technique developed in 

chapter 2, we have calculated the transmission coefficients in the RIT structures. 

Fig. 3.5 shows the transmission coefficients calculated for a RIT structure with 70A 

GaSb well width and 40A AlSb barrier width under flat band conditions for several 
1Strictly speaking, the zinc-blend structures do not have the two-fold spin degeneracy due to 

lack of inversion symmetry. However the split is too small to account for in our calculations. 
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different values of applied transverse magnetic field B. Fig. 3.3 shows that three 

quasi hole-subbands are formed in the GaSb well of 70A thickness. At B = 0, the 

normal incident electrons from InAs conduction-band only interact with the light­

hole states in the GaSb well, resulting in a single light-hole transmission resonance 

peak. At B =f:. 0, two additional heavy-hole resonances are exhibited. As indicated 

by Eq. (3.4), the applied transverse magnetic field lends an in-plane momentum to 

the incident electron, which induces the coupling between electrons and heavy-hole 

states by the k~py component in the Hamiltonian. As the applied B field strength 

increases, the resonance widths broaden, indicating stronger coupling between the 

electron states and hole states. Also the LHl peak position shifts to lower energy, 

while the HH2 peak position shifts to higher energy, consistent with the subband 

dispersions in Fig. 3.3. The transmission probability comes mostly from LHl and 

HH2 resonances. As the B field increases, the contributions from these resonances 

become comparable to each other. 

3.3.3 Current-Voltage Characteristics 

The RIT device in our calculation consists of 70A GaSb well and 15A AlSb bar­

rier width. The doping concentration in the InAs electrodes is n = 1017 /cm3 and 

temperature is T = 77 K. The choice of thin barrier layer in our calculation is 

to reduce the heavy computational demands in the I - V calculation. The calcu­

lated results are shown in Fig. 3.6. Experimental I - V curve for a RIT device 

of similar structure except for the difference of 40A AlSb barrier is also shown in 

Fig. 3.7. The calculated results bear a strong resemblance to the experimental 

I - V characteristics and show several important features observed in the exper­

imental data. The peak current density decreases as the magnetic field increases. 

Classically this is explained by the magneto-resistance effect. Quantum mechani­

cally, it can be understood by examining the transmission coefficient in Fig. 3.5. 

The magnetic field effectively adds additional potential barrier (parabolic form in 
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Figure 3.5: Calculated transmission coefficients for a RIT structure with a 70A 

GaSb well width and 40A AlSb barrier, at zero, 2.0, 4.0, and 6.0 tesla. At non­

zero fields, additional heavy-hole resonances are present in additional to the LHl 

resonance found at B = 0. 
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Calculated 1-V of RIT Structure 
17 -3 

WGasb = 70A, WArsb = 15A, n = 10 cm , T = 77K 
60.0 ------......... --------------

40.0 
(a) 0.0T 

20.0 

0.0 
.......... 

C\I 60.0 E 

~ (b) 2.0T 
(") 

0 40.0 ,--
~ 
"(i.i 
c 

20.0 Q) 

0 
...... 
c 
Q) 
i... 
i... 0.0 :::i 
(.) 

60.0 

(c) 6.0T 
40.0 

20.0 

0.0 ....::;;~-------------------1.--------......1 
0.0 100.0 200.0 300.0 

Applied Voltage (mV) 

Figure 3.6: Calculated current-voltage characteristics for a p-well RIT device in 

zero, 2.0, and 6.0 tesla magnetic fields. The calculation is done for T = 77K, and 

a device having a 70A-wide GaSb well and 40A-wide AlSb barrier. The doping 

level in the InAs electrodes is n = 1017 cm-3 . 
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Measured 1-V of RIT Structure 
WGaSb = 7aA, WAISb = 4aA, T = 4.5K 
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Figure 3.7: Measured current-voltage curves for a p-well RIT device at (a) 0.0T, 

and (b) 8.0T. The device consists of a 70A-wide GaSb well and 40A-wide AlSb 

barrier. The present of magnetic field reduces the peak current and develops a 

shoulder at lower bias. 
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one-band model) to the device. As the B field increases, only the electrons with 

certain minimum cut-off energy could tunnel through the device. This minimum 

cut-off energy increases as the B field increases. The effective electron population 

contributing to the current is thus reduced. 

The main peak in the I - V curve appears at about 200 meV, and the position 

remains relatively unchanged as the magnetic field increases. A shoulder peak is 

exhibited below the main peak at about 70 meV, and become more pronounced 

as the B field increases. We attribute the two peaks occurred in the I - V curve 

to HH2 and LHl resonances, respectively, as seen in the transmission coefficients. 

The shoulder peak is not evident for B = 0 in the experimental I - V curve, also 

not shown as strong in the experimental data as our calculation indicates. These 

differences are considered to be caused by the fact that thick AlSb barrier results 

in narrower transmission resonances, which are more easily to be washed out by 

the inelastic scattering processes neglected in our calculations. 

3.4 Barrierless Resonant Interband Tunneling 

(BRIT) Structures 

In contrast to RIT structures, in which resonant tunneling occurs via quasi-bound 

states localized by the AlSb barrier, quasi-bound hole states in the BRIT structures 

are formed in the GaSb layer due to the imperfect matching of InAs conduction­

band and GaSb valence-band wave functions at the two InAs/GaSb interfaces. 

Consequently, resonant transport in this device can occur despite the absence of 

classically forbidden barrier regions. 

3.4.1 Transmission Coefficients 

The BRIT structure under consideration consists of a GaSb quantum well of 70A 

thickness. Fig. 3.8 shows the calculated transmission coefficients for several dif-
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ferent values of magnetic fields under fiat-band conditions. At B = 0, only the 

light-hole states in the GaSb well interact with the normal incident electrons from 

InAs conduction-band, resulting in a single light-hole transmission resonance peak. 

Since the formation of the quasi-bound state does not involve any barriers, the 

transmission resonance width is rather broad - fj.E ~ 60 me V, corresponding to 

an intrinsic quasi-bound state lifetime of,....., 10 fs. 

For B =I- 0, two additional narrow heavy-hole resonances are exhibited as a 

result of induced coupling between the electron states and heavy-hole states by 

the magnetic field. The transmission probability comes mostly from light-hole 

resonance. However, as the applied B field increases, the light-hole transmission 

probability decreases, meanwhile the heavy-hole resonance widths broaden, indi­

cating stronger coupling between the electron states and heavy-hole states. 

3.4.2 Current-Voltage Characteristics 

The calculated current-voltage characteristics for the BRIT structure under vari­

ous B fields at T = 77K are shown in Fig. 3.9. The broad light-hole transmission 

resonance contributes mostly to the resonant tunneling current, and the high cur­

rent density. A shoulder at 100 m V above the peak at B = 0 is attributed to the 

heavy-hole resonances. As the B field increases, the peak current decreases, mean­

while the shoulder peak becomes more pronounced. This phenomenon is attributed 

to increasing contributions from the heavy-hole resonances due to magnetic field. 

Again, our present calculation includes only elastic tunneling currents; in an ac­

tual device where inelastic scattering processes also contribute to the current, the 

heavy-hole shoulder would be interpreted as a part of the valley current. 



_. 
c: 
Q) 
'(3 
~ 
Q) 
0 
0 
c: 
0 

"Ci) 
en .E 
en c: 
ctS ,._ 
I-

88 

Transmission Coefficients in BRIT 
WGaSb = ?OA, Kil= 0 

(a) 

0.5 B=OT 

0.0 
1.0 

HH2 (b) 

0.5 8=2T 
HH1 

0.0 
1.0 

HH2 HH1 (c) 

0.5 8=4T 

0.0 L_L__.__ _ _J.. __ L__~ _ __._1::::=::C:==::z======l 
1.0 ..-----.----.---~---.---..,......,.,.-----,..------..---.., 

HH2 HH1 (d) 
LH1 

0.5 8=6T 

0.0 [___J............ __ L__ _ _jL _ ___.i____.........._..J...::::~c:====:::c===:I 

0.00 0.05 0.10 
Incident Energy (eV) 

0.15 0.20 

Figure 3.8: Calculated transmission coefficients for a BRIT structure with a 70A 

GaSb well width, at zero, 2.0, 4.0, and 6.0 tesla. At non-zero B fields, additional 

narrow heavy-hole resonances are present in additional to the broad LHl resonance 

found at B = 0. 
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Figure 3.9: Current-voltage characteristics for the InAs-GaSb-InAs structure cal­

culated for a series of B fields. The width of GaSb well is 70A, and the doping 

level in the InAs electrodes is n = 1017 cm-3 . 



90 

3.5 Discussions 

We have limited our study of magnetotunneling to the case where the external 

magnetic field is perpendicular to the transport direction. In this set-up, the 

solutions to the effective mass Schrodinger's equation remain to be one-dimensional 

problem by choosing proper gauge for vector potential. The calculations of current 

density involve first solving a large system of linear equations (8N), typically on 

the order of a few thousands, to obtain the transmission coefficients, and then 

integrating over the incident electron states in energy and 2-D k11 space to obtain 

current density. Tremendous computational power is needed to conduct the I - V 

calculation. On IBM RS/6000 590 workstations, one of the fastest workstations 

available today, it took an average of 8 hours to obtain just one point on the 

I - V curve. This enormous computational demand limits us from studying other 

interesting configuration of magnetic field alignment. For example, in the case 

when magnetic field is applied parallel to the transport direction, Landau levels 

with different cyclotron frequencies are expected to form in both the GaSb quantum 

well and InAs electrodes(l 7, 18]. Because the tunneling process involves both 

electron states and hole states, and the valence-band quantum well confinement 

induces considerable mixing between heavy-hole and light-hole states, the Landau 

level index is not conserved in interband magnetotunneling. Rigorous theoretical 

treatment of Landau level mixing effects requires extending the effective mass 

Schrodinger's equation to two-dimension, parallel as well as along the transport 

direction. Although the finite-difference method described in chapter 2 can be 

generalized to two-dimensional case, the computational cost is beyond our current 

limit. 
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3.6 Summary 

We have applied the technique developed in chapter 2 for efficient and numer­

ically stable multiband k·p treatment of quantum tunneling to the study of 

InAs/GaSb/ AlSb based interband tunnel structures. Eight-band kp model is 

employed in the calculations. We specifically investigate the effect of transverse 

magnetic field on the transport processes in the resonant interband tunneling (RIT) 

structures and barrierless resonant interband tunneling (BRIT) structures. It is 

found that resonances from different valence subbands in the GaSb well contribute 

differently to the tunneling current. The primary contribution comes from light­

hole resonance. The applied magnetic field increases the coupling between the 

electron states in the InAs conduction-band and heavy-hole states in the GaSb 

valence-band, resulting in broader heavy-hole resonances. The heavy-hole effects 

are typically shown as a shoulder peak in the current-voltage characteristics, and 

the effects become more pronounced as the magnetic field strength increases. These 

calculated results agree well with the experimental data. 
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Chapter 4 

Schottky Barrier Induced 

Injecting Contact on Wide 

Bandgap II-VI Semiconductors 

4.1 Introduction 

Wide bandgap II-VI semiconductors have great potential for applications as op­

toelectronic materials in the short wave visible light regions. However, there are 

two major technological challenges in the effort of making blue and green light 

emitting devices based on wider bandgap II-VI semiconductors. One problem is 

difficult to dope them both n-type and p-type, where selective doping is almost 

always compensated by opposing charges, arising from defects, impurities or more 

complex entities[l]. The other problem is difficult to make ohmic contact to them. 

Ohmic contact requires either low Schottky barrier height formed between metal 

and semiconductor, or high doping concentration in the semiconductor. A metal 

with low Schottky barrier height does not generally exist for wide bandgap II-VI 

materials to allow thermionic injection. For tunneling injection, typical Schottky 

barrier heights ¢8 observed, for example ¢8 = 1.35 eV for Au/n-ZnTe and ¢8 = 
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1.28 eV for Au/p-ZnSe [2], require that doping concentration should be well above 

1019 cm-3 • Doping levels this high have not been reported. 

Alternative scheme such as using heterojunction made up of highly doped p­

type and n-type materials has been proposed[3, 4). But the problem of making 

good ohmic contact to these materials still remains an important issue. In this 

chapter, we propose a new and very novel way of obtaining high doping levels in 

the contact region by minority carrier injection. The basic principle is to use a 

forming process, i.e. an applied electric field at an elevated temperature in the 

Schottky contact, to spatially separate dopants from compensating centers. In 

this way, the ratio of dopants to compensating centers can be greatly increased at 

the semiconductor surface. Upon cooling, the dopant concentrations are frozen to 

retain a large net concentration of dopants in a thin surface layer, resulting in a 

depletion layer that is sufficiently thin to allow tunneling injection. 

In section 4.2, we give a detailed description of our proposal. Al doped ZnTe 

is used as the example. Calculations of band profiles, distributions of doping con­

centrations, and current-voltage characteristics are described. In section 4.3, we 

perform the calculations on Al doped ZnTe, and discuss the various important 

issues for achieving injecting contacts. Comparison with experiment is also pre­

sented. Finally, a summary is given in section 4.4. 

4.2 Proposal and Calculation 

The problem in making ohmic contacts to wide bandgap materials can be under­

stood very simply in terms of the standard model of the ohmic contact [5]. An 

ohmic contact is produced by defeating the Schottky barrier typically existing be­

tween a metal and a semiconductor. This is done by doping the barrier region 

sufficiently heavily to produce a very short depletion region that allows tunneling. 

For barrier heights as high as the ones found for wide bandgap II-VI compounds, 

the doping concentration necessary is typically well above 1019 cm-3 . Doping lev-
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els this high have not been reported for bulk n-ZnTe and p-ZnSe. For example, 

observed doping levels for p-ZnSe saturate at roughly 1018 cm-3 . The metastable 

nature of these successful doping schemes makes the possibility of obtaining much 

higher levels somewhat in doubt. 

The method we propose consists of forming the device structure in an electric 

field at elevated temperatures, to spatially separate the ionized dopants from the 

compensating centers. In this way, the ratio of dopants to compensating centers 

can be greatly increased at the semiconductor surface. Upon cooling, the dopant 

concentrations are frozen to retain a large net concentration of dopants in a thin 

surface layer, resulting in a depletion layer that is sufficiently thin to allow tunnel­

ing injection. 

The basic idea we use here is very simple, as illustrated in Fig. 4.1. In this 

figure, we have illustrated the model for the case of Al doped ZnTe, where the 

Al on a Zn site would be a donor. However, it is thought that an Al donor in 

ZnTe is usually complexed by a native doubly negative ionized Zn vacancy to form 

an "A-center" which acts as an acceptor to produce the total compensation[6, 7]. 

This situation is illustrated in Fig. 4.la. 

The forming process consists of heating the device structure to a temperature 

where one of the centers is mobile. Whether the actual mobile species is the vz.; or 

the singly ionized A center is not clear. This might depend on many factors, such 

as the dissociation energy of the A center, the temperature and the strength of the 

electric field, etc. However, we will see that the key results based on our model 

are insensitive to this nature of the mobile species. For the example illustrated 

here, we have selected the vz.; as the mobile species, as shown in Fig. 4.lb. The 

presence of an electric field at this elevated temperature will result in the motion 

of Zn vacancies inside the crystal. We assume that no additional Zn vacancies 

enter the crystal from the Zn contact. As noted, the charged vacancies move in 

the electric field in such a way as to produce a highly doped depletion region as 

shown in Fig. 4.2. That is, if one of the dopant centers is mobile at the elevated 
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Figure 4.1: Schematic of the forming process. The figure illustrates the case of 

doping of ZnTe by Al. The Al donor is usually complexed by a native doubly 

negative ionized Zn vacancy v-z; to form an "A-center" which acts as an acceptor. 

The unformed sample is shown in the upper panel labeled a. The forming process 

is illustrated in the lower panel labeled b. The Zn vacancies are assumed to be the 

mobile species which are shown to be moving at the elevated temperature under 

the influence of the electric field in the semiconductor produced by the Schottky 

barrier and perhaps an additional applied potential. 
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Figure 4.2: The energy diagram of the metal-semiconductor interface before and 

after the forming process. Before the forming process, the nearly perfect self­

compensation results in a very lightly doped bulk where the depletion layer is very 

thick. After the forming process, the self-compensation is not as effective resulting 

in a very heavily doped region near the surface and a very thin depletion layer. 

temperature, then the field produced by the Schottky barrier and perhaps an 

additional applied potential produces a highly doped region with a very narrow 

depletion width. This depletion region, if thin enough, can result in substantial 

injection current or an "ohmic contact" to the previously highly self-compensated 

material. 

Most of the important parameters govermng the calculations are given in 

Fig. 4.2. The important energy parameters are the Schottky barrier height, ¢B, 
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the Fermi energy in the metal, EFM, the Fermi energy in the semiconductor, Eps, 

which depends on the net doping in the semiconductor, the applied potential ,V, 

and the location of the conduction band edge in the bulk semiconductor where the 

bands are fiat, Eco- The driving term for the forming process is 

B = ¢B-Eco, (4.1) 

the total band bending across the semiconductor layer. The semiconductor is taken 

to be nearly fully self-compensated, but with a small net carrier concentration of 

The calculation of the charge rearrangement during the forming process as­

sumes that mobile centers can move and establish thermal equilibrium at the ele­

vated temperatures. The calculations are similar to those reported in Ref.[3]. The 

density of the non-mobile charge centers is assumed to be capped at the original 

level, Nv, throughout the process. The final density of mobile centers is taken to 

be given by 

N _ N (-2q(Ec(x) - Eco)) 
v - sexp kBTt ' (4.2) 

where Nv is the density of doubly ionized Zn vacancy, Ns is the density of vz;; away 

from the interface, Ec(x) is the conduction band edge as a function of position in 

the semiconductor, and Tt is the forming temperature. The band profile Ec(x) 

and the mobile dopant distribution at forming are obtained by solving Poisson's 

equation: 
d2Ec(x) q 
---=-(Nv-2Nv+p-n), 

dx2 EoE 
(4.3) 

where E is the dielectric constant, n and p are the electron and hole concentrations 

respectively. 

We assume that the equilibrium distribution of vz;; at forming conditions is 

fixed after cooling to the operating temperature Tm, typically room temperature. 

Poisson's equation is then solved again to produce the barrier shape with the non­

uniform dopant concentration. The current-voltage characteristics at the operating 
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temperature are calculated using a model that includes thermionic emission over 

the barrier, field induced emission through the barrier as well as straight tunneling 

[5]. The basic equation in this model is 

where T(E) is the transmission coefficient calculated for the barrier shape given 

in Fig. 2 using the WKB approximation and two-band k · p model. The applied 

bias is V = EFM - EFs· 

4.3 Study of Al Doped ZnTe 

We apply the calculations to Al doped ZnTe. The results of these calculations 

are shown in Figs. 4.3 - 4.5. In Fig. 4.3, we present the compensating vacancy 

distribution for an Al doping concentration of N v = 1020 cm-3 . The calculations 

have been performed for the four different combinations of the parameters B ( =1.5, 

1.0 eV) and ne (=1012 , 108 cm-3 ). Fig. 4.3 illustrates a number of important points. 

First, the mobile Vz~ distributions depend only on the value of Band not the bulk 

doping value. However, it should be noted that the applied voltage required to 

maintain the same value of B depends on the background doping in the bulk 

through the variation of the EFs with doping. Second, the vacancy distribution 

dips to a very low level for both values of B. This low concentration of vacancies 

basically exposes all of the dopant atoms, leading to large concentrations of ionized 

donors. 

As expected, these ionized donors make a substantial change in the current 

voltage characteristic of the resulting device structure at room temperature. The 

current-voltage characteristic is shown in Fig. 4.4 for the case of an Al concentration 

of 1020 cm-3 and a Vz~ concentration of 5 x 1019 cm-3 . In this figure we have a 

number of different current-voltage characteristics. The lowest current is obtained 

before the forming. Four different cases are shown after the forming process, 
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density far into the bulk of the material ne and the total band bending B. The 

forming temperature is taken to be 500K and the Schottky barrier height to be 

1.36 eV. 
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B (=1.5, 1.0 eV) and ne (=1012 , 108 cm-3). As can be seen from the figure, 

the current densities have been greatly enhanced after the forming treatment. 

The largest values of the current are obtained for the highest values of B and 

background doping, ne. For light emitting diodes, current densities in excess of 

roughly 10 amp/cm2 are required at relatively small voltage drops, typically less 

than 1 volt. For lasers, 100 amp/cm2 are required at less than 1 volt. As can be 

seen from Fig. 4.4, only a few cases of doping and forming potential satisfy this 

criteria. 

Since heavy doping of most of these systems is quite difficult, one might ask 

what effect reducing the doping concentration will have on these results. In Fig. 4.5, 

we have plotted the results for an Al dopant concentration of 1019 cm-3 and a 

background concentration of v-z; of 5 x 1018 cm-3 . As can be seen from these 

results, the currents under similar circumstances of background doping and bias 

during forming are substantially reduced. In fact, the current densities for all of 

the voltages of interest are sufficiently small that the contact would not be useful 

for light emitting devices. The large decrease in current densities is due to the 

increase in the depletion layer width in going from an Al concentration of 1020 

cm-3 to 1019 cm-3 . 

In our calculation, we have assumed that the mobile centers are doubly ionized 

under the forming treatment, for which we included the factor of 2 in equations 

( 4.2) and ( 4.3). Since the details of the mobile species are not clear, it is important 

to see the effect of assuming that the mobile species is instead the singly ionized 

A-center in the case when the bonding between the v-z; and the Al donor is strong. 

Fig. 4.6 shows the comparisons of doubly and singly ionized compensating mobile 

charge distributions and the corresponding current-voltage characteristics. The 

results indicate that although the charge distributions near the surface depend on 

the mobile charge, the depletion widths are insensitive to the assumption, thus 

resulting in approximately the same band profile near the contact surface which 

gives rise to almost identical current-voltage characteristics. Therefore, the results 
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taken to be 1020 cm-3 . The current-voltage characteristic is parameterized by the 

total band bending potential in the semiconductor during the forming B and the 
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tributions, (a), and the corresponding current-voltage characteristics, (b). The 

mobile charge density distributions shows the difference near the surface. How­

ever, the depletion widths are approximately the same, which results in almost 

identical I-V characteristics. 
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based on our model are independent of the charge of the mobile centers, as long as 

there exists a mobile charged species which can move and reach thermal equilibrium 

in the forming process. 

Preliminary experiments have been performed to support that such forming 

effects do occur in ZnTe doped with Al [9]. The structure we studied in these 

experiments consisted of thin (generally 800 A) layer of ZnTe doped with Al con­

centrations of l.9x 1019cm-3 , grown on p-type ZnTe substrates. Zn was evaporated 

in the growth chamber onto the epilayer to form in situ contacts. Fig. 4. 7 shows 

the effect of applying a 1.3 V bias at 210°C. The solid and dotted curves demon­

strate that annealing at 210°C without a bias causes little change in the I - V 

characteristics. The dashed line shows an increase in the current of up to three or­

ders of magnitude after forming with a 1.3 V bias for 25 minutes. Forming voltages 

less than about 1.2 V do not change the I - V significantly. It should be noted 

that the current in the devices used in the experiments contains both the injected 

electron current and hole current extracted from the p-type substrate. A direct 

comparison between the experimental results and the theoretical calculations is 

difficult. 

4.4 Summary 

In summary, we have proposed a novel method of obtaining a heavily doped layer 

for the wide bandgap semiconductors in which heavy doping is self-compensated. 

Using a forming process (elevated temperatures and applied electric field), a mo­

bile species such as a Zn vacancy can be separated from a donor such as Al, 

leaving behind a high density of uncompensated donors. These donors can sub­

stantially change the current-voltage characteristics for Schottky barriers, resulting 

in an ohmic or an injecting contact. The crucial factors in the forming process for 

achieving injecting contacts are the doping concentration and the total band bend­

ing during the forming process. For Schottky barrier heights above leV, doping 
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Figure 4. 7: Measured I - V characteristics before and after forming process. The 

solid curve is after annealing 1.5 hr at 210°Cto improve the back contact. The 

dotted curve shows very little change after another 1.5 hr at 210°C. The dashed 

curve shows the large change caused by applying 1.3 V bias for 25 min at 210°C. 
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concentrations as high as 1020 cm-3 are needed. 

While the specific model and the calculations are presented for the case of ZnTe 

in which the donor is taken to be Al and the self-compensation mechanism consists 

of the pairing of two Al donors with the double acceptor produced by a Zn vacancy, 

one might envision the extension of this approach to produce injecting contacts or 

ohmic contacts to p-ZnSe. While in principle this method could work, the current 

doping schemes, doping with Li on a Zn sublattice or N on a Se sublattice, involve 

as yet unexplained self-compensation mechanisms. Basically, what is found is that 

increasing the Li or N concentrations does not lead to increased doping beyond 

roughly 1018 cm-3 . The saturation of doping levels may be due to the formation 

of electrically inert Li chalcogenides, which are very stable, or N pairs which are 

bound together by one of the strongest covalent bonds (roughly 9 eV). Hence, it 

may in fact be difficult to employ such a technique on p-ZnSe. 
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Chapter 5 

Excitons in Semiconductor 

IIeterostructures 

This chapter discusses excitons in semiconductor heterostructures and consists of 

two parts. In first part section 5.1, we will study excitons in two typical types of 

wide bandgap II-VI heterostructure systems, type I CdTe/ZnTe system and type 

II ZnTe/ZnSe system, and examine the roles of band alignment, strain and image 

charge at the interface on exciton binding energy and oscillator strength in these 

two model cases. The second part section 5.2 deals with exciton coherent transfer 

process in various low-dimensional structures, quantum wells, quantum wires and 

quantum dots. 

5.1 Excitons in II-VI Heterostructures 

5.1.1 Introduction 

The II-VI semiconductor materials, with their wide and direct band gaps, have 

potential applications as optoelectronic materials in the visible light region. In 

quasi two-dimensional quantum well structures, it is known that excitons have 

larger binding energy and enhanced oscillator strength comparing with that in the 



111 

bulk, and they play an important role in various studies of optical properties[l]. 

Exciton has been reported responsible for the lasing conditions in ZnSe based 

laser diodes[2). The band alignments in II-VI heterojunctions include not only 

the standard Type-I with very small valence band offset like CdTe/ZnTe but also 

the case of Type-II ZnTe/ZnSe, as shown in Fig 5.1. Both of these systems have 

shown fairly strong exciton luminescence[3). The special band alignments and the 

intermediate values for the effective masses raise the interesting question of the role 

of the attractive interaction between the hole and electron on the binding energy 

and oscillator strength. In this section, we will study exciton properties in these 

two model systems. 

5.1.2 CdTe/ZnTe Type I Heterostructure 

The CdTe/ZnTe heterostructure is a strained system with 6.23 lattice mismatch. 

It is believed that the CdTe/ZnTe valence band offset without strain is small, 

obeying the common anion rule[4). For CdTe/ZnTe heterostructure grown along 

(001] crystal orientation, the uniaxial strain will shift up the heavy hole valence 

band and shift down the light hole valence band in the well region, while in the 

barrier region the corresponding bands shift in opposite directions. The large 

strain can shift the band edges by approximately 200meV. Experiment indicates 

that under heavy strain, the band structure for "heavy-hole" excitons is Type-I, 

while for "light-hole" excitons it is Type-II[5). The photoluminescence is primarily 

due to the free heavy-hole exciton recombination. 

In our calculation, the strain induced band offset is explicitly included. A free 

standing superlattice model is used to determine the value of strain. Although 

the small valence band offset only gives rise to weak confinement to the heavy 

hole state, the Coulomb attraction force by the strongly confined electrons in the 

conduction band may play an important role for the localization of heavy holes in 

the well region. The variational approach developed by Wu et al.[6] for small band 
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I. CdTe/ZnTe Heterostructure 

Unstrained Strained 

CB-- CB=Jf\f" ~ J_ 

Zn Te Zn Te 
CdTe Zn Te CdTe Zn Te 

II. ZnTe/ZnSe Heterostructure 

Unstrained 

CBLJL 
Zn Te Zn Te 

Zn Se Zn Se 

VB 

Strained 
Electron 

CB~L\J 

ZnTe ZnSe 

J_ 
vg 
t 

ZnTe ZnSe 

HHl ~--LH ------ ------ t 

----~ Hole ~-1 
0 z 

Figure 5.1: A schematic of the valence and conduction band edges in CdTe/ZnTe 

and ZnTe/ZnSe heterostructures. The conduction band and valence band are 

shown for both the strained and the unstrained cases. The valence band offset 

for the CdTe/ZnTe heterojunction without strain is small. Under strain the va­

lence bands are split with the heavy-hole and conduction band forming a Type-I 

heterostructure and the light-hole and conduction band forming a Type-II. For 

ZnTe/ZnSe, the accepted values for the band offsets result in Type-II structures 

for both the strained and unstrained cases. The electron and hole wave functions 

making up the exciton are hence in different layers. 
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offset systems is applied to calculate the exciton binding energy in the CdTe/ZnTe 

system. 

The Hamiltonian of the exciton system in the effective mass approximation can 

be written as 

(5.1) 

where me is the electron effective mass, mz,h is the heavy hole mass along the 

growth (001] direction, µII is the reduced effective mass of heavy hole excitons in 

the plane of the well, P/I is the relative momentum in the plane of the well, and E 

is the static dielectric constant. mz,h and µII are given by[7] 

mz,h = 

(5.2) 
1 1 'Yl + 'Y 

-+ ' µII me mo 

where m0 is the free-electron mass, and the 11's are the Luttinger parameters. Here 

we use the spherical band model which assumes 112 = 113 = "f. The effective mass 

mismatches at the CdTe/ZnTe interfaces are included[8]. 

The s-like ground state trial wave function of the exciton system is of the form: 

(5.3) 

The 'l/Je(ze) and 'l/Jh(zh) are taken to be the ground state wave functions for finite 

square quantum wells. Instead of taking these well potentials to be identical with 

the fixed conduction band offset ve0 and heavy-hole valence band offset v~ in the 

heterojunction, as extensively used in the study of III-V systems[9], the effective 

well potentials determining the forms of trial wave functions 'l/Je(ze) and 'l/Jh(zh) are 

taken to be variational parameters Ve, Vh. We expect the difference between Vi and 

Vi0 to be small for large band offsets. The wave function ¢(r11, Ze - zh) describing 
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Parameter Cd Te Zn Te ZnSe 

Band gap at 4K (eV) E9 1.60 2.39 2.82 

Lattice constant (A) a0 6.482 6.104 5.669 

Static dielectric Constant Eo 9.4 9.67 8.66 

Electron effective mass me 0.096 0.12 0.17 

Luttinger parameter /'I 5.3 3.74 3.77 

Luttinger parameter 1 1.89 1.07 1.24 

Elastic constant(106N/cm2
) C11 5.33 7.13 8.10 

Elastic constant(106N/cm2) C12 3.65 4.07 4.88 

Deformation potential ( e V) a 1.23 1.35 1.35 

Deformation potential( e V) b -1.18 -1.78 -1.20 

Table 5.1: The parameters used in the calculation for the exciton properties. The 

Luttinger parameters are obtained from reference[lO]. The deformation potentials 

are obtained from references[ll, 12]. The rest are from reference[13]. 

the relative motion is taken to be 

¢(r11,z) =exp - . \ , ( vr2 + z2
) (5.4) 

where >. is the variational parameter describing the exciton size. 

The parameters used in the calculation are given in Table 5.1. The resulting 

values for the binding energy of the exciton(subtracting from the lowest electron 

and hole subband energies) are shown in Figs. 5.2 and 5.3. In Fig. 5.2, we have 

made a contour plot of the binding energy for the exciton as a function of the 

CdTe and ZnTe layer thickness. The valence band offset for the unstrained system 

is taken to be zero. The contours are relatively insensitive to the value of the 

ZnTe layer thickness, which indicates that the exciton binding energy depends 

very weakly on the variation of valence band offset induced by the strain. 
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Exciton Binding Energy(meV) 
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200 
Zn Te Layer Thickness( A) 

Figure 5.2: The exciton binding energy as a function of ZnTe and CdTe layer 

thickness. The valence band offset before introducing the strain is taken to be 

zero. The calculation is performed by explicitly including the strain induced band 

shift effect. 
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Figure 5.3 shows the effect of the valence band offset on the binding energy 

as a function of the CdTe layer thickness. The decrease in the binding energy at 

small CdTe layer thickness is due to the leakage of the hole wave function into 

the ZnTe layer. As expected, small valence band offset results in weaker binding, 

but the effects are relatively weak due to the larger heavy-hole mass and stronger 

Coulomb attraction by the electron. 

Within the envelope function approximation, the oscillator strength per unit 

area for an exciton localized in a quantum well is given by[14] 

2mE IJ 1
2 

fqw = h2e2 1µ1 2 '11(0, z, z)dz , (5.5) 

where µ is the dipole transition matrix element between the conduction band and 

the heavy hole valence band, which only has components in the plane of the well. 

The exciton envelope function '1J(fi1, Ze, zh) is assumed to be properly normalized 

so that 

(5.6) 

To compare with the exciton oscillator strength in the bulk material, the nor­

malized oscillator strength per unit volume for an exciton confined in a quantum 

well is obtained by dividing the results in eq.(5.5) by the well width L. The ratio of 

the normalized exciton oscillator strength in the quantum well to the bulk exciton 

oscillator strength is plotted in Fig. 5.4 as a function of well width. The reference 

bulk material is taken to be CdTe in the well region. The oscillator strength shows 

enhancement in the quantum well structure, where the confinement of the electron 

and hole results in more overlap between electron and hole wave functions. 

5.1.3 Type II ZnTe/ZnSe System 

The band diagram of the ZnTe/ZnSe system is shown in the lower part of Fig. 

5.1. This Type-II band alignment results in the confinement of electrons and holes 

in separate adjacent layers. Excitons are formed near the interface. Because of 
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Figure 5.3: The exciton binding energy in the CdTe/ZnTe system as a function of 

the thickness of the CdTe layer. The parameters are the total valence band offsets. 
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Figure 5.4: The ratio of the oscillator strength in the quantum well divided by 

the CdTe layer thickness to the value of the exciton oscillator strength for bulk 

CdTe as a function of CdTe layer thickness. The oscillator strength shows the 

enhancement expected for quantum well structures, where the confinement of the 

electron and hole results in an increase in the overall value for the matrix element. 
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the different dielectric constants in the ZnTe layer and ZnSe layer, we take into 

account the correction to the Coulomb interaction between electron and hole and 

the image charge effect at the interface[15]. The Hamiltonian of the exciton system 

is 

(5.7) 

with 

( 
n,2 82 ) ( n,2 a2 ) PIT 2e2 ---+ V 0(z) + ----- + V~(zh) + - - ---

2me 8z';_ e e 2mz,h 8z~ 2µ11 ( E1 + E2)r ' 

(5.8) 

where the origin of the z axis is taken at the interface between ZnTe and ZnSe 

layers. Because the dielectric constant in the ZnTe layer, E1, is larger than that in 

the ZnSe layer, E2 , the hole localized in the ZnTe layer induces a repulsive image 

charge at the interface, while the electron in the ZnSe layer induces an attractive 

image charge at the interface. 

The valence band offset for the ZnTe/ZnSe heterostructure is about 0.9eV[3]. 

Due to the large band offsets for both conduction band and valence band, we 

assume that electron and hole are perfectly confined in separate adjacent layers. 

The overlap between electron and hole wave functions is zero. The trial wave 

function for the ground state of s symmetry is chosen to be[16] 

'lfJh(zh) e-ahzh sin (7:) 
'l/Je(ze) (1rZe) eaeZe sin Le (5.9) 

</>(r11,z) e-r11/>. 
' 

where 0 :::; zh :::; Lh, -Le :::; Ze :::; 0. The variational parameters ae and ah describe 

the relative shifts of electron and hole wave functions at the interface as a result 

of the Coulomb interaction and image charge effect. Parameter >. describes the 
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Figure 5.5: The exciton binding energy as a function of ZnTe and ZnSe layer 

thickness. The assumption of total confinement of the electron and hole makes the 

result independent of the band offsets and their strain dependence. 
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Figure 5.6: Image charge effect corrections to the total energy of the exciton as a 

function of ZnTe and ZnSe layer thickness. The solid contours are for positive con­

tributions (net repulsion) and the dashed contours are for negative contributions 

(net attraction). 
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exciton lateral size. The exciton binding energy is determined by minimizing the 

total Hamiltonian in eq.(5.7) as a function of the parameters ae, ah, and .A. 

The heavy exciton binding energy(subtracting lowest electron and heavy hole 

sub band energies from Eex) as a function of Zn Te and ZnSe layer thickness is shown 

in the contour plot in Fig. 5.5. The contour plot shows the strong dependence 

of the attractive interaction between the electron and hole on the layer thickness. 

The confinement of electrons and holes by thin layers can give rise to quite large 

exciton binding energies. In Fig. 5.6, the image charge correction to the total 

energy in eq.(5.7) is given as a function of the thickness of the ZnTe and ZnSe 

layers. For an asymmetric structure, the contribution from the image charge effect 

can be very important in determining the localization of electron and hole states. 

5.2 Exciton Coherent Transfer in Semiconduc­

tor Nanostructures 

5.2.1 Introduction 

Novel semiconductor growth and lithography techniques have enabled us to con­

trol the fabrication of device structures on the atomic scale. Structures typically 

on the scale of nanometers have been investigated. These structures are large 

enough, on one hand, to exhibit collective properties of bulk crystals qualitatively 

different from those of constituent atoms, yet small enough to demonstrate quan­

tum confinement and low dimensional behavior. The well known examples are 

semiconductor quantum well, quantum wire, and quantum dot structures. 

These structures have shown various novel properties, giving rise to both new 

physics and new technology. Excitons confined in these semiconductor struc­

tures have higher binding energies and oscillator strengths than those in bulk 

materials[l]. When an exciton localized in a quantum structure recombines and 

emits a photon, the photon can be reabsorbed creating an exciton in another quan-
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tum structure nearby. In systems where the typical dimensions of the semiconduc­

tor quantum structures and the spacings between them are significantly smaller 

than the photon wavelength, the transfer of excitons between different structures 

is accomplished through the interaction of near field dipole-dipole transitions (ex­

change of virtual photons). 

Exciton transfer has been extensively studied in the molecular crystals[l 7, 18]. 

There the neutral molecules are bound together through the Van der Waals force, 

which is very small compared to the Coulomb force which binds the electrons to the 

molecules. An exciton in a molecular crystal is therefore strongly localized around 

a molecule. The local excitons can well be represented by the excited molecular 

states. Such a localized excited state will propagate from one molecule to another 

as a result of the interaction of their electric multipole-multipole transitions. Exci­

ton transfer plays an important role in various phenomena such as photochemical 

reactions, delayed fluorescence, etc. Therefore it is of significant interest, from 

both theoretical and practical points of view, to investigate the exciton transfer 

process in low dimensional semiconductor quantum structure systems. 

5.2.2 Theory 

The structures we consider are large on the scale of a semiconductor unit cell, but 

small enough to strongly confine electronic states. Therefore an exciton within 

a single semiconductor quantum structure can be treated in the Wannier exciton 

model using the effective mass approximation, while the transfer of localized ex­

citons between quantum structures can be described by analogy with the Frenkel 

excitons in the molecular crystals. The individual quantum structures are analo­

gous to the molecules in molecular crystals. 

We formulate our model in the Hartree-Fock scheme. The Coulomb interaction 

terms in the complete Hamiltonian of the system are explicitly taken into ac­

count only for the electrons in the conduction band and holes in the valence band. 
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These electrons and holes are subject to the Hartree-Fock self-consistent fields de­

pending on single electron coordinates, including the contributions from the inner 

electrons together with the nuclear lattice sites and the interactions with the full 

valence band electrons. The self-consistent potential has the periodicity of the 

host semiconductor material. The effects from the virtual transitions among the 

inner electrons are represented by an effective dielectric constant c. The Coulomb 

interactions between electrons and holes within a quantum structures give rise to 

the local exciton states localized in that structure. The Coulomb interactions be­

tween the electron-hole pairs localized in different structures result in the transfer 

of excitons between the structures. 

The total exciton Hamiltonian of a system, consisting of structure units at 

positions i, M, · · ·, can be written as 

H='LEo,LBtBz+ "Lrz,.MBtB.M, (5.10) 
L L-1.M 

where BL annihilates an exciton localized in the structure at i and E0 L is the cor-, 

responding exciton energy. r L .M is the coupling matrix element between structures , 

at i and M. 
In the framework of a two-band model and neglecting the spin, the local exciton 

wave functions in a single quantum structure can be written as[19, 20]: 

(5.11) 

where uc and uv are the periodic parts of the Bloch wave functions at the con­

duction band edge and valence band edge, and ¢z(f'e, fh) is the exciton envelope 

function determined by the exciton effective mass equation 

[L (- ;,,
2 82 

+ ;,,: 
82 

) + (Eo c - Eo v) 
µ,v 2m:,µv axe,µ axe,v 2mh,µv axh,µ axh,v , , 

+Vc(f'e) - Vv(ih) - I"""' e
2 

.... 1l ¢z(f'e, rh) = Eo z<Pz(re, rh). (5.12) 
t re - rh ' 

Here the m:,µv and mh,µv are the effective mass tensors of the electron and hole, 

Vc(r) and Vv(r) are the effective potentials describing the quantum confinement 



125 

of conduction band electrons and valence band holes, and Eo,c and E0,v are the 

conduction band and valence band edges. 

An exciton is a quantized polarization field with a transition dipole moment. 

With the definition 

fl,= e < uv lfl Uc >cell (5.13) 

for the transition dipole moment between the conduction band and the valence 

band, the oscillator strength of an exciton in a single quantum structure is given 

by[21] 

fr= 
2;:;~ lµrl 2 

j J ¢r(r, r') drj
2 

, (5.14) 

where mis the free electron mass and w is the transition frequency. 

The transfer matrix element due to the Coulomb interaction between structures 

at l and M is derived in appendix B 

2 

rr,ll1 = j j ¢£(f', r')u(;(f')uv(f'') elf~ r'I ¢fl4(f', r')uc(r')u~(r') drdr' 

2 

j j ¢£(f'', r')u(;(f')uv(r') elf~ r'I ¢!l4(r', r')uc(r')u~(r') drdr(9.l5) 

where the second term is due to the exchange Coulomb interaction which depends 

on the overlap of exciton wave functions located in different quantum structures. 

In what we consider, this term is small and will be neglected. 

Expanding the Coulomb interaction in Eq.(5.15) through the dipole term and 

noticing that the monopole moment contributes nothing because< uv I uc >ceu= 0, 

the transfer matrix element becomes 

r - - = JJ ,+.*-( .... ' .... ,) Pi· PM - 3([1£ · n)(PM. n) ,+. -( .... ;:;'\ d .... d .... ' 
L,M 'f/L r ' r elf- f'l3 'fJM r, r; r r ' (5.16) 

where n is the unit vector along (f'- f''). We will see in the following that fr Mis 
' 

directly related to the exciton oscillator strength in Eq.(5.14). 

For quantum superlattices with N units, the total Hamiltonian of the system 

in Eq.(5.10) can be diagonalized by introducing the exciton operators with definite 
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wave vector k: 

(5.17) 

1 - -B- - - """' -ik·L B-
k - VN~e L' 

L 

and by noticing that the coupling matrix element rl,M- = r(l- M) depends only 

on (l - M). Eq.(5.10) becomes 

with 

H=2:E(k)BtB;; 
k 

E(k) = Eo + L r(l- M) eik·(L-M). 

l 

(5.18) 

(5.19) 

In the next three sections, we will study respectively exciton transfer in quan-

tum dots, quantum wires and quantum wells systems. 

5.2.3 Quantum Dots 

In quantum dots, excitons are confined in all three dimensions. Exciton transfer in 

quantum dot systems is analogous to that in molecular crystals[18]. The transfer 

matrix element between two dots separated by R, when the size of the dots is much 

smaller than the separation, can be obtained from (5.16) and (5.14): 

r- _ = ~ Ur f M-)~ fl,[· fl,M- - 3(f1,[ · n)(fl,M- · n) 
L,M 2mwE R3 µlµM ' 

(5.20) 

where n is the unit vector along R. Note the proportionality to 1/ R3 and to the 

geometric mean of the exciton oscillator strengths in the two dots. 

For a one-dimensional periodic array of dots with adjacent spacing R, the 

exciton energy band can be evaluated from Eq.(5.19) as 

~ 2~hf ~ 
E(k) ~E0 - R

3
P2 (cos(k,j1,))coskR, 

Emw 
(5.21) 
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7t 

Figure 5. 7: Exciton band dispersion in one-dimensional array quantum dot super­

lattices. E0 is the exciton energy in a quantum dot and f 0 denotes the coupling 

strength between quantum dots and is given in Eq. (5.21). 

where E0 is the exciton energy in a single quantum dot, P2 is the second-order 

Legendre polynomial, and ( k, fl,) denotes the angle between k and fl,. The energy 

dispersion is plotted in Fig. 5. 7 The exciton effective mass is 

m 2e2f ........ 
- = t:. RP2(cos(k, µ)). 
m* cnw 

(5.22) 

For a three-dimensional cubic array of quantum dots of finite total volume V, 

the energy band is[23): 

.... 47rn0e2 fif .... .... . . 
E(k) = Eo + 

3 
P2(cos(k,µ)) [Jo(kRo) + J2(kRo) -1) , 

cmw 
(5.23) 

where n0 is the number of dots per unit volume, j 0 and j 2 are the spherical Bessel 

functions, and Ro obeys (47r/3)Rg = V, where Vis the total array volume. The 

dispersion relation is shown in Fig. 5.8. Notice that E(k) is singular at k = 0. 
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Figure 5.8: Exciton band dispersion in three-dimensional quantum dot configura­

tion with density n0 . E0 is the exciton energy in a single quantum dot, and the 

coupling f 0 is given in Eq. (5.23), proportional to density n0 . 
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The effective mass of the exciton near (but not at) k = 0 is given by 

2 l 

( 
m ) 811" ( 3 ) 3 .... .... e

2
nJ f 

m* k~o = -135 411" P2(cos(k, µ)) diw · (5.24) 

The sign of the effective mass depends on the relative orientation of f1 and k. For 

optically excited excitons, the mass is positive since k ..L [1. For certain relative 

orientations of f1 and k, the coupling between two dots vanishes and the effective 

mass becomes infinite. Generally, the greater the oscillator strength, the faster the 

excitons propagate for a given exciton momentum. 

5.2.4 Quantum Wires 

In quantum wires, excitons are free along the wire axis z direction but confined in 

the other two dimensions. The exciton envelope function can be factored as 

(5.25) 

where 

(5.26) 

l is the length of the wire, pis the position vector perpendicular to the wire, k L-z, 

is the exciton wave vector along the wire, and 'Pi,(Pe, Ph, z) is normalized so that 

(5.27) 

The transfer matrix element between two wires at l and M, to the lowest 

order, can be calculated from Eq.(5.16) 

(5.28) 

where f1 is the exciton transition dipole moment perpendicular to the wire, and n is 
the unit vector along l- Min the plane perpendicular to the wires. Note that the 

exciton momentum along the wires, kz f,, is conserved during the transfer. When 
' 
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the separation between two wires R is much larger than the wire cross-section, one 

obtains from Eq.(5.28), to order 1/R2
, 

1ie2 (! L f £J) ~ i1i · i1 £J - 2 (i1i · n) (j1 £J · n) 
r~ ~ = 8k - k - -- , 

L,M z,L' z,M Emw R2 µl µM 
(5.29) 

where ff, is the exciton oscillator strength per unit length in a quantum wire given 

by 

(5.30) 

For a one-dimensional periodic array of wires with adjacent spacing R, the 

exciton band dispersion, from Eq.(5.19), is given by 

M' 

Eo(kz) - 1ie
2 

j_ cos 2(if, j1) [(jqRj - 7r) 2 
- 7f

2

] 
2Emw R 2 3 

(5.31) 

where k = (if, kz), E0 (kz) is the exciton band dispersion along the wire, which can 

be derived in the effective mass approximation[24]. The energy dispersion is given 

in Fig. 5.9. 

The exciton effective mass normal to the wire is 

m 

m* 

fe2 cos 2(if, j1) 
EfiW 

(5.32) 

independent of the wire spacing, but inversely proportional to the local exciton os­

cillator strength. The effective mass is positive for transverse excitons and negative 

for longitudinal excitons. 

For a two-dimensional periodic array of wires, when the exciton wave vector if 

is near the zone center and qR << 1, we can replace the summation in Eq.(5.19) 

with an integral. Assuming that the density of wires in the array is n0 , the exciton 

band dispersion is 

E(k) = Eo(kz) - 7f1ie
2

no f cos 2(if, j1) . 
EmW 

(5.33) 

The transverse and longitudinal exciton bands split in the opposite directions. 
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E(q) 
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Figure 5.9: Exciton band dispersion in one-dimensional array quantum wire su­

perlattices. The energy dispersion is given by Eq. (5.31). 
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5.2.5 Quantum Wells 

In quantum wells, the electron and hole are confined normal to the well but free 

in the plane of the well. Choosing the z direction normal to the well, the exciton 

field and confining potentials in quantum well systems are functions of z only, 

characteristic of one-dimensional systems. The exciton envelope function can be 

factored as 

(5.34) 

where 

(5.35) 

A is the total in-plane area of the quantum well, and jJ is the position vector in 

the plane of the well. Here we assume that both electrons and holes have simple 

parabolic band dispersion in the plane of the well with effective masses me,11 and 

mh,11, and the envelope function 'Pf,(Ze, zh, jJ) is properly normalized so that 

(5.36) 

The transfer matrix element between quantum wells at i and M can be calcu­

lated from Eq.(5.16) 

rL~ M~ = o~ k11 (µ* µ ~ µ* µ iµ* µ + iµ* µ ) , k11 ,r.k11 ,111 ~ 11,£ ll,M - z,l z,M - 11,£ z,M z,l 11,M 

x J J r.pi(z',z',O)e-k11lz'-zlr.pM(z,z,O)dzdz', (5.37) 

where µII =fl,· k11/k11 is the dipole component parallel to the exciton in-plane wave 

vector k11. In-plane momentum is conserved: f 11 ,£ = f 11 ,IiJ = k11. The transfer matrix 

element vanishes when k11 = 0. In this case, the dipole polarization field is uniform 

in the plane of the wells and there is no dipole transition field outside the well, so 

the coupling vanishes. 

If we assume that the exciton states localized in two wells separated by R do 

not overlap, the transfer matrix element becomes 

k e-k11R r o II ( * * . * . * ) L,M = f 11 ,r,f11 ,M E µ11,Lµll,M - µz,Lµz,M - iµll,Lµz,M + iµz,Lµll,M 



133 

(5.38) 

where the origins of the coordinates are redefined at the centers of each quantum 

well. 

The oscillator strength per unit area of an exciton localized in a quantum well 

can be obtained from Eq.(5.14) 

(5.39) 

For small but nonzero k11 satisfying k11R << 1, as for optically excited excitons, 

we have 

(5.40) 

The transfer matrix element in this case is proportional to k11 and to the geometric 

mean of the oscillator strengths in two wells. 

From Eq.(5.38), we see that the maximum r.l,.M occurs when k 11 R,...., 1. When 

this holds, the coupling strength is proportional to 1/ R. Normally Rison the order 

of lOnm, therefore an exciton created by optical means requires the participation 

of phonons to obtain such a large in-plane momentum. Excitons with such large 

momentum can also be excited by alternative means, such as a particles. 

In quantum well superlattices with adjacent well separation R, the exciton band 

dispersion from Eq.(5.19) and Eq.(5.38) is given by 

with 

E(k) = Eo(k11) + :Leikz(zz-zM)fl,.M 
M' 
1 

Eo(k11) + ER(µ~,lµll,M - µ:,lµz,M - iµ~,lµz,M + iµ:,lµ/l,M) 

xD(k11R, kzR) j ip*(z', z', O)e-kll z' dz' j ip(z, z, O)ekrr zdz (5.41) 

D( ) 2 
-x cosy - e-x 

x,y = xe , 
1 - 2e-x cosy + e-2x 

(5.42) 
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2 

D 

5 

Figure 5.10: Exciton band dispersion function D(k11R, kzR) in the quantum well 

superlattice given in Eq.(5.42). 

where E0 (k11) denotes the exciton energy in-plane dispersion. The dispersion func­

tion D(k11R, kzR) is depicted in Fig. 5.10. Notice that D is singular at k11 = 0 . 

For k11R « 1 and k11 # 0, we have 

m * Rko 
zoc-J, . 

ex 
(5.43) 

The exciton effective mass is positive when it is polarized along the z direction or 

longitudinally polarized, and it is negative when transversely polarized. 
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In quantum well superlattices, the exciton energy band and effective mass ex­

hibit some unusual features due to the long range, in-plane momentum dependent 

coupling between the quasi 2-D wells. From Fig. 5.10, we see that the exciton 

band has stronger dispersion near kz = 0 when k11 R is small, which is the case 

for optically excited excitons. The exciton effective mass decreases for smaller k11. 

The exciton band dispersion and effective mass are singular at k11 = 0, in which 

case the coupling between wells vanishes. 

5.2.6 Discussions 

We have derived the exciton transfer matrix elements between quantum wells, 

quantum wires and quantum dots. The transfer rate for an exciton initially in 

structure l with energy Et to structure M with energy EM is given by Rabi's 

formula[25) 

(5.44) 

The transfer phenomenon is pronounced only when lrt .Ml is comparable with 
' 

or bigger than IEt - E.MI· At resonance when Et = EM, the transfer time is 

determined only by the coupling strength r t,.M 

h 
t=r-· 

t,.M 
(5.45) 

We have done numerical analysis for prototypical GaAs/GaAlAs systems of 

quantum wells, quantum wires and quantum dots. The exciton effective mass equa­

tions (5.12) in these three systems are solved using variational approaches[26, 24, 

27). The exciton states are taken to be heavy hole associated. It is found that, for 

quantum wire and quantum dot structures of 50A cross section separated by about 

lOOA, the transfer matrix element is on the order of 10-3meV, which corresponds 

to a resonant transfer time of 1 ns, comparable with the exciton lifetime. The 

transfer matrix element between quantum wells depends on the exciton in-plane 
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Systems Well Wire Dot Anthracene 

r kue ·1<11x 
<X a2 

1 
<X R2 a 

1 
<X R3 

1 
<X R3 

Dipole Moment 4.3A 4.3A 4.3A L3A 

Spacing R 102A 102A 102A 9A 

Exciton Size a 102A 102A 102A L3A 

Strength 10-4 ,....., 10-3meV 10-3meV 10-3meV 14meV 

Table 5.2: Summary of results for quantum wells, quantum wires, quantum dots 

based on GaAs material system, and their comparison with molecular crystal an­

thracene. 

wavelength .:\11. For two quantum wells 50A in width separated by a 50A barrier' 

the transfer matrix element is on the order of 10-4me V for .:\11 = 104 A, correspond­

ing to optically excited excitons, and it is increased by an order of magnitude for 

.:\11 = lOOA. The coupling strength between two semiconductor quantum structures 

is significantly smaller than that in molecular crystals such as anthracene, where 

the intermolecular spacing is about lOA and the transfer matrix element is about 

14meV[18]. This is primarily due to the loosely bound nature of Wannier excitons 

in semiconductors. Table 5.2 summarize the results for quantum wells, quantum 

wires, quantum dots based on GaAs material system, and their comparison with 

molecular crystal anthracene. 

Due to phonons and structural imperfection in most synthesized semiconduc­

tor quantum structures, the exciton transition exhibits inhomogeneous broadening 

of a few meV, much larger than the dipole-dipole coupling between structures. 

Therefore it is necessary either to reduce the effects due to phonons and structural 

defects or to increase the coupling in order to observe exciton transfer experimen­

tally. The transfer matrix element between semiconductor quantum structures 
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can be increased by increasing the localized exciton oscillator strengths and by 

reducing the distance between the structures. The enhancement of the exciton os­

cillator strength relies on the increase of Coulomb correlation in the exciton system. 

Structures producing increased quantum confinement and materials of more ionic 

character, such as the II-VI semiconductor compounds with wide bandgaps[28], 

can give rise to larger exciton oscillator strength. In addition, since the electronic 

states in the structures are not completely confined, reducing the separation be­

tween structures will result in increased overlap of local exciton states. Tunneling 

of electron-hole pairs and the exchange Coulomb interaction term in Eq.(5.15) will 

become important. The transfer matrix elements due to the tunneling of electron­

hole pairs and Coulomb exchange interaction are given in appendix B, they fall off 

exponentially with the distance between structures[22]. 

5.2.7 Summary 

We have studied two subjects in this chapter regarding excitons in semiconductor 

heterostructures. In the first part, excitons in two wide bandgap II-VI heterostruc­

tures are studied. In CdTe/ZnTe superlattice, exciton is found to behave like a 

classic Type-I heterojunction with large exciton binding energy due to close corre­

lation of the electron and hole in the CdTe layer. For small CdTe layer thickness, 

however, the confinement of holes in the CdTe layer is weak. The leakage of the 

hole into the surrounding Zn Te layer results in a lowering of the binding energy 

of the exciton. The oscillator strength in the quantum well shows the expected 

enhancement over the oscillator strengths in the bulk. 

For the case of ZnTe/ZnSe, the Type-II character of the heterojunction results 

in the confinement of the electrons and holes in different layers. The image charge 

induced by the difference in dielectric constants plays an important role in deter­

mining the degree of localization of the electron and hole at the interface. The 

binding energy of the exciton in these systems is much smaller than that for the 
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Type-I case of CdTe/ZnTe. 

In the second part, we have investigated the exciton transfer and some resulting 

band structures in semiconductor quantum structure systems. It was shown that 

the transfer matrix elements between quantum dots and quantum wires depend 

on the exciton polarization and are proportional to the geometric mean of the 

exciton oscillator strengths in the structures. They vary with the distance R 

between structures as R-3 and R-2 respectively. The transfer matrix element 

between quantum wells depends on the exciton wave vector in the plane of the 

wells, k11, and vanishes when k11 = 0. The exploration of this new exciton transfer 

phenomenon offers a wealth of new physics and may be a source of new technology 

based on excitonic devices in the future. 
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Appendix A 

Eight-band k·p Hamiltonian 

A.I Basis and k·p Hamiltonian 

The basis functions in eight-band k-p model include the r 6 conduction-band, the 

rs light-hole and heavy-hole bands, and the r1 spin-orbit split-off valence-band: 

r6 
Ul/2 Is) t, (A.1) 

I'6 
u-1/2 Is)+, (A.2) 

I's 
U3/2 ~[(IX) - ilY)) t +2IZ) .J,.] , (A.3) 

I's '/, . 
(A.4) Ul/2 - yl2 (IX) - ilY)) .J,., 

I's 
U-1/2 ~(IX)+ ilY)) t, (A.5) 

I's 
u_3/2 - ~[(IX)+ ilY)) + -2IZ) t] , (A.6) 

I'7 
U1/2 - ~[(IX)+ ilY)) + +IZ) t] , (A.7) 

I'7 
'/, 

(A.8) U-1;2 - v'3 [(IX) - ilY)) t-IZ) .J,.] . 

Th h f th b . t' f C r6 - I'B C I'B - I'B C I's - I's e p ases o ese as1s sa 1s y u112 - u_112 , u_112 - -u112 , u312 - -u_
312

, 

C I's _ I's C I's _ I's C I's _ I's C I'1 _ I'1 C I'1 _ I'1 
u_3/2 - U3/2' U1;2 - U-1/2' U-1/2 - -u1/2' U1;2 - -u-1/2' U-1/2 - U1/2' 

where the conjugation operator C = J K is the product of space inversion operator 
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J and the Kramers time reversal operator K. 

The k·p Hamiltonian is given by[l] 
r5 

u -1/2 
r5 

ul/2 
rs 

u-3/2 
rs 

u -1/2 
rs 

ul/2 
rs 

v.3/2 
r1 

u-1/2 
r1 

ul/2 
A 0 T* +V* 0 -v'3(T- V) v'2(W - U) W-U y'2(T* + V*) 

0 A v'2(W- U) -v'3(T* + V*) 0 T-V -v'2(T- V) w* +u 

T+V v'2(W* - U) -P+Q -s* R 0 (!)1/2s -v'2Q 

0 -v'3(T + V) -S -P-Q 0 R -v'2R _Ls 
v'2 

-v'3(T* - V*) 0 R* 0 -P-Q s* _Ls* v'2R* 
v'2 

( ! ) 1/2 s* v'2(W* - U) T* - V* 0 R* s -P+Q v'2Q 

W* -U -v'2(T* - V*) ( ! ) 1/2 s* -v'2R* _Ls v'2Q z 0 
v'2 

v'2(T+V) w+u -v'2Q _Ls• v'2R (!)1/2 s 0 z 
v'2 

(A.9) 

where 

A [ , Ii' ] ( 2 2 ') Ee + A + 2m kx + ky + kz , (A.10) 

p n2 
2 2 2) -Ev+ 2m "11(kx + ky + kz , (A.11) 

u 1 
y'3Pokz, (A.12) 

Q n
2 

( 2 2 2) -"(2 kx + ky - 2kz , 
2m 

(A.13) 

v 1 . 
y'6Po(kx - zky), (A.14) 

R h

2 

VJ[-"12 ( k; - k;) + 2i"(3kxky] , 
2m 

(A.15) 

w . 1 
z y'3Bkxky, (A.16) 

s 
h2 
-2VJ"(3(kx - iky)kz, 
2m 

(A.17) 

T 
1 . 

y'6Bkz(kx + zky), (A.18) 

z - n
2 

( 2 2 2) Ev - ~ - -"(1 kx + ky + kz . 
2m 

(A.19) 

The constants "(1 , "(2 and "(3 are the modified Luttinger parameters, and are related 

to the parameters used by Luttinger[3] for top of valence band, "If, "ff and "If, by 

"11 
L Ep 

'Yl - 3E
9 

+ ~ ' (A.20) 

L 1 Ep 
"12 - 2 3E

9 
+ ~ ' (A.21) 
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(A.22) 

where the conduction to valence band gap 

(A.23) 

and the conduction-valence interaction parameter Ep is related to the transition 

matrix element P0 by 

(A.24) 

Parameter A' is related to the electron effective mass in the conduction band by 

A----1-2+ -, ti
2 

[ m ( E 9 ) Ep l 
- 2m me E9 + ~ 3E9 

(A.25) 

A.2 Strain Induced Hamiltonian 

Under external strain, addition term is added to the k-p Hamiltonian. The Hamil­

tonian due to strain contribution is given by[l, 2] 

I 

a e 0 t* + v* 0 -v'3(t + v) v'2(w + u) w+u v'2(t* -v*) 

0 
I 

a e v'2(w - u) -v'3(t* + v*) 0 t+v -v'2(t + v) w* -u 

t-v v'2(w* + u) -p+q -s* r 0 (~)1/2s -\1'2q 

0 -v'3(t - v) -s -p-q 0 r -v'2r _Ls 
v'2 

-v'3(t* + v*) 0 r* 0 -p-q s* _Ls• v'2r* v'2 
v'2(w* + u) t* + v* 0 r* s -p+q \1'2q n)l/2 s* 

w* +u -v'2(t* + v*) ( ~ )1/2 s* -v'2r* 1 \1'2q -ae 0 v'2s 

v'2(t - v) w-u -\1'2q _Ls• v'2r (!)1/2 s 0 -ae v'2 
(A.26) 

where 

. 1 I 

(A.27) w i -J3b exy, 

p a(exx + eyy + ezz)' (A.28) 

t ~b' (exz + ieyz), (A.29) 

1 
(A.30) q b[ezz - 2(exx + eyy)], 
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(A.31) 

(A.32) 

(A.33) 

(A.34) 

(A.35) 

The Bir and Pikus deformation potential constants a, b, and d describe the coupling 

of the valence band to strain while the constants a' and b
1 

describe the coupling 

of the conduction band to strain. a is referred to as the hydrostatic deformation 

potential which determines the shift due to isotropic strain. b is referred to as the 

uniaxial deformation strain which determines the heavy-hole and light-hole band 

splitting for [001] strain. 

A.3 Interaction of Spin and Magnetic Field 

When external magnetic field presents, the interaction of spin and B field adds a 

constant term to the k·p Hamiltonian. In eight-band model, the following terms 

are added to the k·p matrix elements[4]. 

I 

Hn 
1 
2µB, (A.36) 

I 1 
(A.37) H22 --µB 

2 ' 

H~3 
3 

(A.38) --K,µB 
2 ' 

I 1 
(A.39) H44 --K,µB 

2 ' 
I 

H41 i~J2(K, + l)µB, (A.40) 

I 

Hss 
1 
2,K,µB' (A.41) 

I 

Hss 
.1 

-i2J2(K, + l)µB, (A.42) 
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3 
-KµB 
2 ' 

-i~J2(K + l)µB, 

-(K+ ~) µB' 

.1 
i 2J2(K + l)µB, 

(K+ ~) µB' 

whereµ= eli/2mc is the Bohr magneton. 

(A.43) 

(A.44) 

(A.45) 

(A.46) 

(A.47) 
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Appendix B 

Exciton Transfer Matrix Element 

in Quantum Structures 

B.1 Basis Functions and Hamiltonian 

In deriving the exciton transfer matrix element in semiconductor quantum struc­

tures, we employ an approach analogous to that developed by Heller and Marcus 

in studying exciton transfer in ionic and molecular crystals[l, 2]. We consider a 

system consisting of N identical quantum structures. The filled valence band '110 

is defined as the ground-state of the system. The basis functions are the Wannier 

functions of the conduction band and the valence band localized in a particular 

structure 

W~ cW- l) 
' 

a+L~Wo' n, 

(B.1) 

where we use {l, M, ···}to specify the positions of quantum structures, {C, V} to 

denote the conduction band and the valence band respectively, and { n} to indicate 

the localized electronic states. 
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As a starting approximation, we neglect spin and electron-phonon interaction. 

We further assume that for each quantum structure the electrons in the inner 

band together with the positive atomic nuclei contribute to an effective potential 

Ul(r'). The total Hamiltonian for the electron system, in the Born-Oppenheimer 

approximation, can be expressed as 

H = L (2= P2L - Ul(TLi) + _21 L ,_,. ~ _, .,) 
- . m ·_J.. rLi rL1 L i ir-J 

1 e2 

- L UM(TLi) + -2 L ,_, _, I 
. . . rLi - rM1· 
i ZJ 

(B.2) 

l-:FM l-:FM 

where { i, j, · · ·} refer to the electrons. Since the the quantum structures and their 

separations are usually very small compared with the wavelength of optical transi­

tions in the quantum structures, we treat the interactions between electrons with 

a simple Coulomb interaction and ignore the retardation effect. 

When expanded in the basis (B.l), the Hamiltonian of the system, with respect 

to a constant reference energy of the full valence band, is 

~ )] 
(B.3) 

with 

HC:L,n'M =I w~,c(i- L) (-:~ \72
) Wn1,c(i- M)dr 

+ ~ [/ W~,c(i-L)Uf,(r')Wn',c(i-M)di+A( ;, ~ ~ 
L',i v c c 

H:L,n'M =I w~,v(i-L) (-:~ v2
) Wn1,v(i-M)dr 

+ ~ [/ w~,v(i- L) ult (r') Wn' ,v(i - M)di +A( ;, ~ ~ 
L',i v v v 

: ) l 
(B.4) 

e) l · 
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Here we use the abbreviated notation for the matrix element describing the 

Coulomb interaction 

A(~~ ~~ ~: ~:)=ff W~1 ,j1 (i-L1)W~2 ,h(i'-L2) 1 -..~ -..,
1 
Wn3,ia(i'-L3)Wn4 ,j4 (i-L4)drdr'. 

JI J2 J3 J4 E r r 
(B.5) 

The first two terms in Hamiltonian (B.3) describe individual electron and hole 

states. The third term describes the interactions between electrons and holes, 

including the direct Coulomb interactions and Coulomb exchange interactions. 

The dielectric constant t: accounts for all the virtual transitions between the bands 

and the screening of Coulomb interactions. 

The third term describing Coulomb interactions in Eq. (B.3) can be grouped 

as follows, according to the locations of electron and hole Wannier functions: 

1. L1 = L2 = L and L3 = L4 = M 

(B.6) 

These terms describe the Coulomb interaction between an electron and a hole in 

the corresponding quantum structures. Particularly, terms with L = M give rise 

to exciton state localized in the Lth quantum structure. The sum of the terms 

with L # M contribute to a mean value of dipole moment of the system. 

2. L1 = L3 = L, L2 = L4 = M and L # M 

These terms describe annihilation of an electron-hole pair in quantum structure M 
and creation of an electron-hole pair in quantum structure L, therefore representing 

to transfer of electron-hole pair. 

3. All other terms. 

These terms describe the annihilation of an initially separated electron-hole pair in 

different structures and the subsequent creation of another separated electron-hole 

pair. Since the electron and hole state are strongly confined within each quantum 
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structure, the overlap between Wn,j ( f - L) in different quantum structures is small. 

So these terms are generally very small and can be neglected. 

The Hamiltonian in equation (B.3) can be divided into two parts: the sum of 

Hamiltonians of each individual quantum structures, and the interactions between 

quantum structures: 

H=2:Hr+ L Hr,J\1 (B.8) 
l l::pJ\1 

with 

n_;i ) ( n! 
L -A L 

v v 

(B.9) 

and 

ni n2 ? )] l M 
c c 

ni n3 

? ) l · l M 
c v 

(B.10) 

B.2 Band Offset Model and Effective Mass Ap-

proximation 

The expressions in the bracket of equation (B.4) represent the contributions from 

the lattice potential Ur(r) and the interaction with electrons of a full valence band 

in different quantum structures. Introducing an effective potential on a single 

electron in a scheme similar to that of the Hartree-Fock approximation and using 
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the band offset model for describing the band discontinuity at the interface between 

different materials, the matrix elements in Eqs. (B.4) can be expressed as 

H:;l,n•M = j w:,c(f'- l) (-:~ V'
2 + v,(fj + f, Vl',C(fj) w • .,c(f'- M)df' 

(B.11) 

H';;l,n•M = J w:,v(f'-l) (-:~ V'
2 + Vo(fj + f,Vl',V(fj) w • .,v(f'- M)di' 

where Vo(T) represents the periodic effective potential, and Vr,c(T) and Vt:,v(T) are 

the potential profiles describing the conduction band offset and valence band offset 

in the Lth quantum structure. 

The Wannier basis Wn,j(r - i) in Eq. (B.l) can be well-approximated by the 

localized electron and hole wave functions in the quantum structure L satisfying 

(-;~ \72 + Vo(T) + Vr,c(T)) Wn,c(r- i) = En,cWn,c(r- i) 

(B.12) 

(-;~ V'2 + Vo(fj + Vr,v(fj) Wn,v(f'- l) = En,vWn,v(f'- l) 

where En,c and En,v are the energy levels in the conduction band and valence 

band, respectively. 

The solution to Eqs. (B.12) using effective-mass approximation are given by 

Wn,c(f'- i) = Fn,c(f'- i )uc(T) , 

(B.13) 

Wn,v(f'- i) = Fn,v(f'- i )uv(T) , 

where uc and uv are the periodic Bloch wave functions at the conduction band edge 

and valence band edge respectively, and the localized envelope functions Fn,j(r-i) 

satisfy the corresponding effective mass equations 

(- L n,: 
8 

8~ + Vr,c(T)) Fn,c(r- i) 
µ,v 2me,µv Xe,µ Xe,v 

( 
11,2 {)2 ) _, - L 2 * 0 0 + Vr,v(T) Fn,v(f'- L) 

µ,v mh,µv Xh,µ Xh,v 

Cn,cFn,c(f' - i) 

(B.14) 

Cn,vFn,v(f'- i) 
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where the m:,µv and mh,µv are the effective mass tensors of electron and hole 

respectively, En,c and En,v denote electron and hole subband levels. 

The matrix elements HcL_ 'M- and HvL_ 'M- describing individual electron and 
n ,n n ,n 

hole states in a quantum structure in equation (B.11) can now be calculated for 

the following situations: 

1. When l = M 

H~L,n'L J w~,cW- L) (-2~ \72 + Vo(r') + vf,,c(r')) Wn1,c(r- L)dr 

6n,n' ( Eo,c + E n,C) 

(B.15) 

I Wn,v(T- l) (-:~ '12 + Vo(TJ + Vr,v(f'J) w:,,vU' - l)di' 

6n,n1(Eo,v + En,v) · 

These terms describe the energies of electrons and holes localized in a single quan-

tum structure. 

2. When l-::/:- M 

He- -nL,n'M J F~,cW- L) _L vi,,dr') Fn 1,c(r- M)dr 
L'i-M 

(B.16) 

H~L,n'M = J Fn,vW- L) _L vl,,v(r') F~1,vW- M)dr. 
L'i-M 

These terms give rise to tunneling of individual electron and hole. The overlap 

between the localized envelope functions Fn,j(r - l) and Fn,j(r - M) determines 

the magnitudes of the tunneling transfer matrix elements. 

B.3 Local Exciton States 

The Hamiltonian of a single quantum structure, given in equation (B.9), can now 

be rewritten in the effective mass approximation as 

Hl = L:a+L_a l (Eoc+Enc)- Ld+L_dnl (Eov+Env) 
n, n, ' ' n, , ' ' 

n n 
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~) l · 
(B.17) 

The first term of Ht represents the energy of electrons in the conduction band, 

and the second that of holes in the valence band. The third term describes the 

interaction between an electron and a hole in a given structure, which gives rise to 

the exciton binding. 

In the Wannier model, the localized exciton state, which is the eigenstate of 

Hf,, can be constructed from the electron and hole states as 

(B.18) 

which satisfies 

Hf, '1f ex,l = Eex '1f ex,l · (B.19) 

In the effective-mass approximation, the exciton effective-mass equation corre-

sponding to Eq. (B.17) is given by 

with the exciton envelope function determined by 

'l/Jex,L(Te, rh) = L cn1n2,LFn1,C(Te - i)F;2,v(rh - i). (B.21) 
ni,n2 

Here we are only concerned with a single mode of excitation in a given quantum 

structure. The contributions from all other virtual transitions are included in a 

background dielectric constant E in the Coulomb interaction between electron and 

hole[3]. 



154 

B.4 Exciton Transfer Matrix Elements 

B.4.1 Tunneling 

The first two terms in equation (B.10) are 

Tnl n' M = L a+L-an' M HcL_ 'M- - L d+L-dn' M HVL_ 'M- · , n, , n ,n n, , n ,n 
n,n' n,n' 

(B.22) 

These terms describe the tunneling of individual electrons and holes between quan­

tum structures. The transfer matrix element for a localized exciton state from 

structure l to structure M is given by 

Tl,M- < '1! ex,ll TnL,n' M- J'1! ex,M > 

(B.23) 

The coupling matrix elements H 0L- 'M- and HvL_ 'M- are given in equation (B.16). n ,n n ,n 

Using the expressions in equation (B.13) for the basis functions Wn,j(f') and exciton 

envelope function given in equation (B.21), Tl M is lead to 
' 

TL,M =I 'l/J;x,L(fe, rh) _L_ [vl,,c(r-;) - Vt,,v(r"h)] 'l/Jex,M(fe, fh) dfe dfh. (B.24) 
L'-:f.M 

The tunneling transfer matrix element Tl M depends on the overlap of electron 
' 

and hole wave functions localized in quantum structures l and M. It decreases 

exponentially as the distance between the two structures increases. The tunneling 

is important only when the band offsets and barrier thickness are small. 

B.4.2 Dipole Transitions 

The more interesting means of exciton transfer is embodied in the third term of 

equation (B.10) 

? ) l · (B.25) 
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This term describes an electron-hole pair initially in quantum structure M moving 

from excited state to the ground state and transferring its energy by Coulomb 

interaction( or by exchange of virtual photon) to an electron-hole pair in quantum 

structure l. The electron-hole pair moves as a single entity. 

The transfer matrix element of an electron-hole pair is 

n( ni n3 ) = A( ';; 7, "l ~ ) _ A( ';; nl ~ nv: ) 
n 2 n 4 L,M V C V C V C C 

= J J w~4,V(r-M)W~1,cW' - l) Elf'~ r'I Wna,v(r' - l)Wn2,cW- M) drdr' 

2 -J J w~4,v(T- M)W~1,cW' - l) elf'~ r'I Wn2,cW' - M)Wna,v(T- l) drdr'. 

(B.26) 

The transfer matrix element between localized exciton states is given by 

(B.27) 

In simple two-band model represented by Eq. (B.21), the transfer matrix ele­

ment can be written as 

I'f, M = jf 'l/J* L-(T', r')u(:(r')uv(T') 
1 

.... e
2 

.... ,
1 

'l/Je M(r, r')uc(f'>uv(f'> drdr' 
' ex, Er - r x, 

-jj 'l/J* L-(T', r')u(:(T')uv(r') 
1 

.... e
2 

.... ,
1 

'l/J M-(T', r')uc(T')uv(f'> dr dr'. (B.28) ex, Er_ r ex, 

If the overlap between localized wave functions in different quantum structures is 

small, the second term in (B.28) can be neglected. 

Exciton is quantized polarization field and can be regarded as a system with 

a transition dipole moment. Eq. (B.28) actually indicates that the process of 

exciton transfer is through the interaction of near field dipole-dipole transitions. 

Define the transition dipole moment between the conduction band and the valence 

band as 

jJ, = e < Uv If I Uc >cell · (B.29) 
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Expanding the Coulomb interaction through the dipole term and noticing that the 

term corresponding to the monopole moment gives zero because< uv I uc >cen= 0, 

the transfer matrix element r f, M can be expressed as 
' 

r - -=//·'·* -(__,' _,,)Pi·PJJ-3(P,f;·n)(P,M·n).J, -(__, ;:;'\d_,d_,' 
LM '+' Lr,r 

1 
........ 

13 
'+'exMr,r; r r 

' ex, ET - TI ' 
(B.30) 

where n is the unit vector along the direction of (T- r'). 

The oscillator strength characterizing the interaction of exciton with electro­

magnetic field is given by 

We see the transfer matrix element r l M is proportional to the exciton oscillator 
' 

strength J ex,l and depends on the exciton polarization. 

Unlike tunneling mechanism, exciton transfer matrix element due to dipole 

interaction is long range. In low dimensional quantum structures, the additional 

confinement will give rise to enhanced exciton oscillator strength, and thereby, 

increased transfer matrix element. 
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