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Abstract

The California HIgh school Cosmic ray ObServatory (CHICOS) is a ground-based

scintillator array designed to measure the extended air showers of ultra-high energy

cosmic rays. The goal of the project is to gain insight into the origin of ultra-high

energy cosmic rays by measuring the energy spectrum and the distribution of arrival

directions.

The CHICOS array has been in operation since 2003. It consists of 77 pairs of

scintillator dectectors deployed at schools in the San Fernando and San Gabriel valleys

near Los Angeles, and is designed to observe cosmic ray air showers at energies of

1018 eV and above. In addition, the Chiquita subarray is designed to observe smaller

showers in the energy range of 1016–1019 eV.

We present new descriptions of the air shower lateral distribution function and

time distribution function, which have been derived from AIRES-generated simulated

air showers. The new functions are specific to the CHICOS altitude and allow for a

maximum likelihood shower reconstruction method, which is more appropriate to the

CHICOS data than the χ2 minimization method. We present several analyses of the

accuracy of the reconstruction software in the energy ranges available to the Chiquita

and CHICOS arrays.

The energy spectrum between 1017 eV and 1019 eV has been measured by the

Chiquita subarray. At the lowest energy range, it is found to agree with previous

measurements, while the measured flux falls below previous experiments for energies

greater than approximately 1017.5 eV. The CHICOS energy spectrum above 1018.4 eV

is found to agree with previous results published by AGASA. However, we do not

observe the cutoff in the spectrum at 1020 eV reported more recently by the Auger
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and HiRes Collaborations.

A correlation analysis between CHICOS data and nearby active galactic nuclei

(AGN) was performed. No excess of cosmic rays was observed in the vicinity of

nearby AGN. The maximum correlation was observed for cosmic ray events with

E > 1020 eV and for AGN with z < 0.009, with Pchance = 21%. This is consistent

with random correlations from an isotropic distribution, a result also found by HiRes,

but in disagreement with Auger.
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Chapter 1

Introduction

The energy spectrum of cosmic rays spans over 10 orders of magnitude, from 109 eV

to 1020 eV, and perhaps beyond. Over the past 50 years, ground array experiments

have increasingly been able to probe the highest energy range of the spectrum, yet

much remains uncertain. At the highest energies, the existence of a flux cutoff and the

origin of the cosmic ray particles have yet to be determined. The CHICOS experiment

has been designed to provide data in this ultra-high energy range of the cosmic ray

spectrum.

1.1 Historical Background

The phenomenon now known as cosmic radiation was first recognized as having an

extraterrestrial origin following the experiments of Victor Hess in 1912 [1]. Hess,

intending to show that the pervasive ionizing radiation in the atmosphere emanated

from the Earth, measured the intensity change with altitude from a hot air balloon.

Counter to expectations, he found that the radiation intensity increased with altitude

and must therefore be arriving at the Earth from space. For this discovery, Hess was

awarded the Nobel Prize in 1936.

Among the explanations put forward to explain cosmic radiation was Millikan’s

hypothesis that it was neutral gamma radiation emitted in the process of protons

and electrons coming together in space to form atoms [2]. In 1933, however, Arthur

Compton carried out a worldwide survey that showed the intensity of cosmic rays
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varied with latitude, concluding that the radiation must consist of charged particles

whose paths were deflected by the Earth’s magnetic field [3]. Assuming the particles

were electrons, Compton calculated their energy to be approximately 7× 109 eV.

The energy spectrum was soon to be expanded even further. In 1938, Pierre Auger

observed that some particles, separated by as much as 20 m, arrived in time coinci-

dence [4, 5]. This phenomenon was simultaneously discovered by Werner Kohlhörster,

working separately in Germany [6]. Additional experiments with more widely spaced

counters showed that coincidence events could be observed as far as 200 m apart [7].

Under the assumption that particles arriving in coincidence derived from a single pri-

mary source, Auger estimated the energy of the primary cosmic rays to be 1015 eV.

This was the beginning of the study of the particle cascades known as extended cos-

mic ray air showers. The details of our current understanding of air showers will be

discussed in chapter 3.

The systematic measurement of ultra-high energy cosmic rays (UHECRs) via sam-

pling of extended air showers was first implemented in 1954 at the Agassiz station of

the Harvard College Observatory [8]. This experiment was the first to use plastic scin-

tillator detectors to simultaneously measure particle densities and arrival times (from

which the arrival direction of the shower can be derived). The array of 15 detectors

was operational between 1954 and 1957, and extended the known energy spectrum

to above 1018 eV by the observation of a shower with more than 109 particles.

The Harvard array was used as a prototype for the larger Volcano Ranch array

built in New Mexico. In 1962, Volcano Ranch measured the first particle with an

estimated energy greater than 1020 eV [9]. Following the discovery of the cosmic

microwave background in 1965, separate theoretical analsyses by Greisen [10] and

Zatsepin and Kuz’min [11] predicted a sharp decline, now known as the GZK cutoff,

in the cosmic ray spectrum near this energy due to photopion production. It was

noted by Greisen that given the total exposure of UHECR experiments at that time,

the observation of even one particle above 1020 eV was unexpected.

A number of ground array experiments designed to measure cosmic rays in the

ultra-high energy range have since been carried out. These experiments include the
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Haverah Park array in England [12], the Yakutsk array in Russia [13], the Sydney

University Giant Airshower Recorder (SUGAR) in Australia [14], the KASCADE

experiment in Germany [15, 16, 17, 18] and its follow-up KASCADE-Grande [19], and

the Akeno Giant Air-Shower Array (AGASA) in Japan [20, 21]. Of these, AGASA

has accumulated the largest data set, and sets a standard against which CHICOS can

be compared.

The AGASA array was in operation between 1990 and 2003. It covered 100 km2

with an array of 111 scintillation detectors. Over 14 years of observation, AGASA

recorded nearly 1000 events above 1019 eV, including 11 events above 1020 eV [22,

23, 24]. Their data showed that the slope of the low-energy spectrum extended up to

the highest observed energies. This result was in conflict with the theoretical GZK

cutoff, which predicted AGASA would observe only 1.9 events above 1020 eV [24].

In addition, the sky map of the UHECR data collected by AGASA showed evi-

dence of small-scale clustering as early as 1996 [25] and this result has been updated

and expanded several times [26, 27, 28, 29, 30]. The final data set finds one triplet

and 6 additional doublets in a data set of 67 events above 4 × 1019 eV [24]. Each of

the 9 pairs of data points has an angular separation of less than 2.5◦, corresponding

to the angular resolution of the array. The probability of that number of pairs arising

from a random isotropic distribution is given as less than 0.1%. The combined data

set of 92 events above 4× 1019 eV from Volcano Ranch, Haverah Park, Yakutsk, and

AGASA also showed statistically significant clustering [31].

These two unexpected results from AGASA, if confirmed, would have important

implications for both astronomy and physics and have fueled continued research of

ultra-high energy cosmic rays. A nondetection of the predicted GZK cutoff would

imply either that ultra-high energy cosmic rays are not primarily protons or that there

are nearby sources capable of accelerating protons to these energies. The identification

of small-scale clustering may be a first step to identifying the astrophysical sources

of UHECRs. The potential origins of ultra-high energy particles are still an area of

great debate and the possibilities will be discussed in chapter 2.

In addition to the ground array experiments, high-energy cosmic rays can be
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measured via the air fluorescence the showers produce. This method was pioneered

by the Fly’s Eye experiment in Utah [32, 33], which has since been replaced by the

second-generation experiment, the High Resolution Fly’s Eye (HiRes) [34, 35]. The

HiRes collaboration has recently reported that they have observed the GZK cutoff

at the expected energy of 6 × 1019 eV [36, 37]. They also note that as of 2006,

the AGASA collaboration has revised their energy estimates downward by 10–15%,

lowering the observed number of super-GZK events from 11 to 5 or 6. The remaining

points no longer have sufficient statistical significance to constitute a nondetection of

the cutoff [38, 39].

The air fluorescence technique is being used in conjunction with a ground array

at the Pierre Auger Observatory currently under construction in Argentina [40, 41].

The Auger Observatory is the first of two planned sites, the second of which will

be located in the northern hemisphere. The ground array at each site is to consist

of 1600 water Cherenkov detectors spread out over 3000 km2. Although still under

construction, the exposure of the Auger Observatory is already twice that of HiRes

and 4 times that of AGASA [42]. In addition, the combination of a ground array with

fluorescence detectors provides a unique advantage in the calibration of their results.

Initial data from the southern Pierre Auger Observatory have confirmed the HiRes

detection of the GZK cutoff [43, 44, 42]. However, the exact shape of the upper end

of the cosmic ray spectrum is still of great interest.

Both HiRes and the Pierre Auger Observatory have failed to observe the small-

scale clustering reported by AGASA [45, 46]. However, the Pierre Auger Observatory

has recently claimed to observe a correlation between ultra-high energy cosmic rays

and active galaxies [47, 48]. Using the same methodology, data from HiRes shows only

the degree of correlation expected by chance from a random, isotropic distribution of

cosmic rays [49]. Given that the nuclei of nearby active galaxies are considered to be

likely candidates for UHECR sources, this possibility merits further investigation. A

the results of a correlation searach between CHICOS UHECR data and nearby active

galaxies is presented in chapter 9.
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1.2 The CHICOS Experiment

The California HIgh School Cosmic Ray Observatory, or CHICOS, is a collaboration

between U.C. Irvine, C.S.U. Northridge, and the California Institute of Technology

(Caltech). The Project Director is Dr. Robert McKeown of Caltech and the Education

Director is Dr. Ryoichi Seki of C.S.U. Northridge. Financially, the project is primarily

supported by an NSF grant, with hardware donations from Los Alamos National

Laboratory and IBM.

The CHICOS project was conceived as a collaboration with Los Angeles-area

high schools for the dual purposes of education outreach and UHECR research. The

CHICOS array is made up of pairs of solid-scintillator cosmic ray detectors spread

throughout the San Gabriel and San Fernando valleys. Each pair of detectors is

situated in a high school (or in some cases a middle or elementary school), with the

detectors and a GPS antenna typically placed on the roof and a workstation in a

nearby science classroom. A major advantage of using secondary schools as detector

sites is that the infrastructure needed for power and data transfer is already in place,

allowing for a very large array to be built with minimal cost. See chapter 4 for details

of the construction and operation of the array.

The teachers who are involved with the project are encouraged to integrate it

into the science curriculum. All CHICOS data is made available to teachers and

students via the project website for this purpose. The project also offers a series of

week-long summer programs for students from participating schools. Other cosmic

ray detector arrays have used schools as detector sites (for example, ALTA in Alberta

and CROP in Nebraska), but the CHICOS array differs from these projects in its

greater emphasis of science goals in addition to educational contributions.

Much work has gone into the development of user-friendly event reconstruction

software. In keeping with the educational mission of CHICOS, this is available in

interactive format on the CHICOS webpage.1. The details of the event reconstruction

software are discussed in chapter 5. Chapter 6 describes the methods used to assess

1www.chicos.caltech.edu
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the accuracy of the reconstructor software using simulated, unthinned air showers at

1017 eV.

The CHICOS array has been designed to observe cosmic ray air showers with

energies of about 1018 eV and above. In addition, a more closely spaced subset of the

array, nicknamed Chiquita and located on the Caltech campus, is designed to observe

showers down to energies of 1016 eV. Data from the smaller array is in the energy

range where the spectrum has been more accurately measured, and thus provides a

useful calibration of the data reconstruction methods. Chapters 7 and 8 present the

data obtained by the Chiquita and CHICOS arrays, respectively.
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Chapter 2

Origins of UHECRs

The flux of cosmic rays appears to fall smoothly over at least 10 orders of magnitude,

decreasing approximately as the inverse cube of the energy. There is a slight break at

approximately 1015.5 eV, known as the “knee,” where the slope steepens from E−2.7

to E−3. The spectrum steepens again to E−3.3 at 1017.7 eV, then flattens slightly to

E−2.7 at the “ankle,” around 1019 eV [51, 52]. Among the physical processes that may

be able to explain the power-law spectrum is diffusive shock acceleration, reviewed

briefly in section 2.1. Theoretical considerations, discussed in Section 2.2, predict

that the flux of cosmic rays should drop sharply above 6 × 1019 eV, though there

remains disagreement over whether this has been observed.

Despite the relative uniformity of the spectrum over the measured energy range,

cosmic rays are believed to come from a diversity of sources, ranging from solar to

galactic to extragalactic. In the ultra-high energy range around the ankle and above,

it is believed that extragalactic particles dominate the flux for reasons discussed in

section 2.3, although the specific sources are unknown.

2.1 Diffusive Shock Acceleration

One process by which cosmic rays may acquire ultra-high energies is diffusive shock

acceleration. This is a process in which the the particle repeatedly crosses a shock

front, gaining energy at each crossing [53]. This theory is appealing both because

shock fronts are a common astrophysical phenomenon and because the output of
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diffusive shock acceleration is a power-law energy spectrum.

Following Malkov [54], consider a shock front in which there is a velocity change

across the shock front from u1 to u2. A particle with velocity v and momentum vector

p crossing the shock front at angle θ to the shock normal emerges with momentum p′.

Define the dimensionless velocity change between frames upstream and downstream

of the shock to be β = u1−u2

c
. It can then be shown from the transformation between

frames in special relativity that the relationship between p and p′ is

(
p′

p

)2

=
1

1− β2

(
1 +

2βc

v
cos θ +

β2c2

v2
− β2 sin2 θ

)
. (2.1)

For a nonrelativistic shock, β ¿ 1, and to first order in β we have

p′ = p

(
1 +

βc

v
cos θ

)
, (2.2)

which can equivalently be written in vector notation as

∆p = p′ − p =
p · (u1 − u2)

v
. (2.3)

The flux of particles that go from a momentum less than p to a momentum

greater than p as they cross the shock can be found by integrating p over all possible

directions:

Φ(p) =

∫ p

p−∆p

dp′
∫

f(p′)v · n p′2 dΩ

≈
∫

∆p f(p)v · n p2 dΩ (2.4)

≈
∫

f(p)v · n
[
p · (u1 − u2)

v

]
p2 dΩ.

When ∆p ¿ p and β ¿ 1, the momentum distribution function will be approx-

imately isotropic, f(p) ≈ f(p). Under these assumptions, equation (2.4) simplifies
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to

Φ(p) = p2f(p)

∫
v · n

[
p · (u1 − u2)

v

]
dΩ =

4π

3
p3f(p)n · (u1 − u2) . (2.5)

Particle conservation requires that divergence of the momentum space accelera-

tion flux balance the difference between the upstream and downstream momentum

distributions and the source term Q(p) of particles being injected into the shock. This

can be written [55] as

∂Φ(p)

∂p
− n · u14πp2f1(p) + n · u24πp2f2(p) = 4πQ(p). (2.6)

Using equation (2.5) with equation (2.6), we obtain the momentum distribution

produced by the shock:

f2(p) = p−q

∫ p

0

(Q(p′) + n · u1f1(p
′)) p′q−1dp′, (2.7)

where

q =
3n · u1

n · (u1 − u2)
=

3r

r − 1
. (2.8)

It can be seen from this expression that the output energy spectrum is a power

law with slope q determined by r, the compression ratio of the shock. For a strong

shock, r = 4, and the output spectrum f(p) ∝ p−4 corresponds to an energy spectrum

proportional to E−2.

2.2 The GZK Cutoff

As ultra-high energy cosmic rays travel through space, they interact with the cosmic

microwave background (CMB). There are two main types of interactions involving

cosmic ray protons: pair production and photo-pion production. Photo-pion pro-

duction may proceed as p + γ → π0 + p, p + γ → π+ + n, or via the production

of multiple pions. Single pion production dominates at energies just above the in-



10

teraction threshold, while the cross section for multiple pion production dominates

at higher energies [56]. Photo-pair production, which becomes important at energies

below the photo-pion threshold, proceeds as p + γ → p + e+ + e−.

To obtain the energy threshold for either interaction (following Schlickeiser [57]),

we must work in the Lorentz geometry, where the line segment is defined by ds2 =

c2dt2− dx2− dy2− dz2. We define the four-momentum of a particle to be P = ( ε
c
,p),

where P 2 = m2c2 is an invariant quantity. In general, the energy threshold for particle

production occurs when the initial energy of all particles in the center-of-mass frame

is equal to the rest mass of all particles following the interaction.

The total energy before the interaction in the center-of-mass frame is given by

(ECOM
total )2 = (ECOM

a + ECOM
b )2 = c2(PCOM

a + PCOM
b )2 = c2(Pa + Pb)

2 (2.9)

by virtue of the invariance of P 2. Using P 2 = m2c2 and PaPb = εa

c
εb

c
− papb, we

obtain

(ECOM
total )2 = m2

ac
4 + m2

bc
4 + 2εaεb − 2papbc

2. (2.10)

The energy threshold for the interaction is

Eth = mac
2 + mbc

2 + ∆mc2, (2.11)

where ∆m is the difference in rest mass between the incoming and outgoing particles.

Setting ECOM
total = Eth, we have

εaεb − papbc
2 = mambc

4 + ∆mc4

(
ma + mb +

∆m

2

)
. (2.12)

We can simplify equation (2.12) by first rewriting it as

εaεb − papbc
2

mambc4
= 1 + ∆m

(
1

ma

+
1

mb

+
∆m

2mamb

)
. (2.13)

The left-hand side of equation (2.13) can now be written in terms of the Lorentz

factor γ = ε
mc2

, where we have also used papb = papb cos θ and p =
√

γ2 − 1 mc. This
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produces

γaγb −
√

(γ2
a − 1)(γ2

b − 1) cos θ = 1 + ∆m

(
1

ma

+
1

mb

+
∆m

2mamb

)
. (2.14)

In the case of a proton-photon interaction, where particle b is massless, equa-

tion (2.12) reduces to

εb

(
γa −

√
γ2

a − 1 cos θ
)

= ∆mc2

(
1 +

∆m

2ma

)
. (2.15)

For relativistic cosmic rays, with γa À 1, equation (2.15) becomes

γa =
∆mc2

(1− cos θ)εb

(
1 +

∆m

2ma

)
. (2.16)

The energy required for the interaction is therefore

E = γamac
2 =

[
(∆m + ma)

2 −m2
a

]
c4

2εb(1− cos θ)
. (2.17)

The minimum energy for the interaction occurs in a head-on collision, with cos θ =

−1. In this case, equation (2.17) becomes

Emin =

[
(∆m + ma)

2 −m2
a

]
c4

4εb

. (2.18)

For photo-pion production, ma = mp and ∆m =
∑

mπ, the total mass of pions

produced. Using εb = 〈ε〉, the average energy of CMB photons, the minimum energy

needed for the proton to initiate pion production is given by

Emin =

[
(
∑

mπ + mp)
2 −m2

p

]
c4

4 〈ε〉 . (2.19)

The average energy of CMB photons is approximately 〈ε〉 = 7 × 10−4 eV. Using

m±
π = 139.570 MeV/c2 (m0

π = 134.977 MeV/c2), and mp = 938.272 MeV/c2, we have

Emin = 1.0× 1020 eV (2.20)
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for the case of single pion production. The threshold for multiple pion production is

correspondingly higher.

However, because the blackbody distribution of photons has a tail that extends

to higher energies, protons of lower energies can occasionally undergo photo-pion

production. Repeated encounters will eventually cause the energy of the proton to

fall below the energy threshold for a given interaction with the majority of CMB

photons.

The attenuation length due to photo-pion production for a proton with energy

1020 eV is approximately 100 Mpc, but drops to 10 Mpc for a proton at 1021 eV [58].

Given these limits, ultra-high energy cosmic rays would only be observable if they

originate from a relatively small volume around our location. A volume 10 Mpc in

radius would encompass only the Local Group of galaxies. Ultra-high energy cosmic

rays that originate farther away would be observed as an accumulation of flux just

below the threshold for photo-pion production, beyond which the spectrum would

drop quickly. This predicted cutoff in the cosmic ray spectrum is known as the GZK

effect after Greisen [10], and Zatsepin and Kuz’min [11], who developed the theory

independently in 1966.

The cutoff energy for analyses of ultra-high energy cosmic rays is typically taken to

be 4×1019 eV. This is based on simulations that show UHECRs emitted by relatively

nearby sources (z . 0.057) accumulate just above that energy, at approximately

5× 1019 eV with a steep drop-off around 6× 1019 eV [56].

Energy loss by pair production begins to dominate below about 3× 1019 eV [59].

By equation (2.18), the threshold for electron pair production with a photon at the

average energy of the CMB is

Emin =

[
(2me + mp)

2 −m2
p

]
c4

4 〈ε〉 . (2.21)

Given the electron mass of 0.511 MeV, the threshold energy for this process is

Emin = 6.9× 1017 eV. (2.22)
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The mean energy loss for this process is only 0.1% per encounter, compared to 20%

for photo-pion production, making photo-pair production a less efficient mechanism

for energy loss [60]. The attenuation length for pair production reaches a minimum

of approximately 1000 Mpc at 2× 1019 eV [61].

Heavier nuclei are limited in the distance they can travel by photo-disintegration

effects [62, 63]. The current theory that cosmic rays at the highest energies are pre-

dominantly protons or light nuclei is supported by the data from multiple experiments,

including AGASA and HIRES [64].

2.3 Potential UHECR Sources

The observation of cosmic rays above the GZK cutoff raises questions about the

origins of these particles. Particles at energies at and below the knee are believed to be

galactic in origin, with the primary source being supernova shocks [65]. A secondary

source may be OB associations, in which particles are accelerated by turbulent motion

and stellar winds [66]. No individual sources have yet been identified, however.

Only a few known astrophysical phenomena are plausible sources of UHECRs.

These are defined by the “Hillas criterion” [67], which states that a particle accelerated

in a magnetic field can only continue gaining energy until its Larmor radius becomes

comparable to the size of the acceleration region.

Following Longair [68], the Larmor radius of a relativistic particle can be obtained

from its equation of motion,

d

dt
(γm0v) = Ze (v ×B) . (2.23)

Using γ =
√

1− v·v
c2

, this becomes

m0
d

dt
(γv) = m0γ

dv

dt
+ m0γ

3v
(v · a

c

)
. (2.24)

For movement in a magnetic field, the acceleration is perpendicular to the parti-



14

cle’s velocity, v · a = 0. Hence

γm0
dv

dt
= Ze (v ×B) . (2.25)

Considering only the component of v perpendicular to the magnetic field, and

equating the acceleration with the centrifugal acceleration, we have

ZevB

γm0

=
v2

r
, (2.26)

which leads directly to the relativistic Larmor radius

rL =
γm0v

ZeB
. (2.27)

For a relativistic particle, E ' pc = γm0vc. Rewriting the Larmor radius in terms

of the energy of the particle, we have

rL =
E

ZeBc
. (2.28)

Expressing the particle’s energy in units of E18 ≡ E/1018 eV and the magnetic field

in microgauss, equation (2.28) becomes

rL =
1018 eV

ec · 10−6G

E18

ZBµG

= 1.08
E18

ZBµG

kpc. (2.29)

The size L of the region that accelerates the particle must be at least 2rL. Hence

Lkpc & 2E18

ZBµG

. (2.30)

It is necessary to modify this result to take into account the shock speed βc that is

causing the acceleration [67], yielding

Lkpc & 2E18

ZBµGβc
. (2.31)
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Equivalently, the Hillas criterion for the maximum energy to which a region of

size L can accelerate a particle is

E18,max ∼ 0.5ZBµGLkpcβc. (2.32)

At higher energies, the particle will move beyond the region permeated by the

magnetic field, and will escape from the system. The interstellar magnetic field, for

example, is approximately 2–4 µG [69]. Given the disk thickness of the galaxy of

approximately 300 pc, protons can be accelerated in the galactic magnetic field to

at most ∼ 1018 eV [60]. For this reason, it is speculated that most UHECRs are

extragalactic in origin.

Speculated extragalactic sources of UHECRs include the following astrophysical

phenomena, as well as more exotic possibilities [52].

2.3.1 Radio Galaxies and AGN

The extended lobes of radio galaxies typically contain “hot spots,” which are inter-

preted to be the shock front of the relativistic jets that emanate from the active

galactic nucleus, or AGN. The hot spots contain a magnetic field up to a few hundred

µG in an area of a few kpc2 [70]. Under these conditions, the Hillas criterion yields

Emax ≈ 1020 eV.

This estimate can be refined by taking into account losses due to synchrotron

radiation and photon interactions [71]. Balancing the timescale for energy loss against

the timescale for accleration yields an upper bound on the energy of the cosmic ray

particles that can be produced.

To obtain the timescale for acceleration, we first write the momentum-space parti-

cle conservation equation [54]. Defining κ1 and κ2 to be the upstream and downstream

diffusion coefficients respectively, the number of particles interacting with the shock

is

4πf(p)

(
κ1

u1

+
κ2

u2

)
. (2.33)
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Particle conservation requires the change in particle number to be balanced by

the divergence of the momentum-space flux and the “source” term, which in this case

represents the downstream flow of particles away from the shock:

∂

∂t

[
4πp2f(p)

(
κ1

u1

+ κ2u2

)]
+

∂Ω(p)

∂p
= 4πp2f(p)u2. (2.34)

Equation (2.34) can be simplified to

(
κ1

u1

+
κ2

u2

)
∂f

∂t
+

u1 − u2

3
p
∂f

∂p
+ u1f = 0. (2.35)

As shown by Drury [72], it follows that the mean acceleration time from some

momentum p0 to p is

〈tacc(p)〉 =
3

u1 − u2

∫ p

p0

(
κ1

u1

+
κ2

u2

)
dp

p
. (2.36)

The timescale for acceleration of particles of momentum p is therefore

τacc =
3

u1 − u2

(
κ1

u1

+
κ2

u2

)
. (2.37)

For a strong shock, r = u1/u2 = 4. If the upstream and downstream diffusion

lengths are assumed to be equal, the acceleration timescale further simplifies to

τacc = 20
κ

u2
1

. (2.38)

Following Biermann and Strittmater [71], in order to evaluate this timescale in

the environment of an active galaxy, we need to evaluate the diffusion coefficient κ.

The diffusion coefficient is related to the mean free path λ and to the scattering time

τS ∼ λ/c by

κ ∼
(

4

3π

)(
λ2

τS

)
. (2.39)

In the small-angle resonant scattering approximation, where the particle deflection

is dominated by Alfvèn waves with wavelength equal to the gyroradius of the particle,
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the mean free path is given by

λ = rg
B2/8π

I(k)k
. (2.40)

Here I(k) is the magnetic energy density per unit wavenumber k in the magnetic

field. The resonant scattering approximation requires k ∼ 1/rg. The mean free path

therefore depends on the spectrum of the turbulent magnetic field.

If we assume Kolmogorov-type turbulence, I(k) = I0(k/k0)
β, where β ' 5/2, we

have

λ = rg
(B2/8π)

I(k)k
= rg

(
B2/8π

k0I0

)(
k

k0

)β−1

. (2.41)

The factor k−1
0 corresponds to the outer scale of turbulence, or equivalently, to rg,max,

the gyration radius of the most energetic particles.

This can be simplified by introducing b, the ratio of turbulent to ambient magnetic

energy density:

b =

∫ ∞

k0

I0k0

(B2/8π)
=

I0k0

(β − 1)(B2/8π)
. (2.42)

Inserting equation (2.42) into the expression for λ in equation (2.41), we have

λ =

[
rg

b(β − 1)

](
rg,max

rg

)β−1

. (2.43)

From equation (2.38), we can now write the acceleration timescale as

τacc ∼ 80

3π

(
c

u2
1

)[
rg

b(β − 1)

](
rg,max

rg

)β−1

. (2.44)

The timescale for proton energy loss to synchrotron radiation is

τsyn =
6πm3

pc

σT m2
eγpB2

, (2.45)

where mp is the proton mass, σT is the Thompson cross section, and γp is the Lorentz

factor of the accelerated proton.
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The general expression for energy loss due to proton-photon interactions is

1

τpγ

=

∫ ∞

εrmth/2γp

dε n(ε)
c

2γ2
pε

2

∫ 2γpε

εth

kp(ε
′)σ(ε′)ε′dε′, (2.46)

where n(ε) is the number density of photons per unit energy interval, εth is the energy

threshold for inelastic collisions, kp(ε) is the inelasticity, and σ(ε) is the cross section

for interaction in the relativistic proton frame.

The number density of photons is assumed to have the form

n(ε) =





(N0/ε0)(ε/ε0)
−2, ε0 ≤ ε ≤ ε∗,

0, otherwise.

(2.47)

where ε0 and ε∗ correspond to radio and γ-ray energies respectively.

The integral in equation (2.46) can then be evaluated to be

1

τpγ

=
a

6π
γp

[
σγp

ln (ε∗/ε0)

](
B2

mpc

)
, (2.48)

where a is the ratio of photon to magnetic energy density, given by

a =
N0ε0 ln (ε ∗ /ε0)

(B2/8π)
. (2.49)

The total energy loss timescale for protons is therefore

1

τp

=
1

τp,sy

+
1

τpγ

=
1

τp,syn

(1 + Aa), (2.50)

where

A =
σγp

σT

(mp/me)
2

ln (ε∗/ε0)
≈ σγp

σT

1.6× 105 ≈ 200. (2.51)

This leads to a maximum Lorentz factor for accelerated protons of

γp,max =

[
27πb

320
(β − 1)1/2 e

r2
0B

]1/2 (u

c

) (
mp

me

) (
1

1 + Aa

)1/2

, (2.52)
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where r0 is the classical electron radius.

Given typical hotspot parameters (β ' 5/3, a ∼ 0.1, b ∼ 0.5, u ∼ 0.3c, and

B ∼ 3× 10−4 G) [52], the corresponding maximum energy to which a proton can be

accelerated is

Ep,max = γp,maxmpc
2 ∼ 2× 1020 eV. (2.53)

Particles can also be accelerated to ultra-high energies within the jets or within

the AGN itself. For example Knot A in the M87 jet has linear dimension LM87 ∼
2 × 1020 cm and magnetic field B ∼ 300 µG [73]. A typical active galactic nucleus

can have L ∼ 1015 cm and B ∼ 1 G [74].

It should be noted, however, that there is limited number of AGN within 100 Mpc

of our location, and none are clear candidate sources for the 1020 eV AGASA events.

Associations between UHECR data and BL Lac objects have been investigated [75,

76, 77, 78] but the claims of a correlation are contested [79].

More recently, the Auger Collaboration has claimed to observe a correlation be-

tween their UHECR data and nearby AGN [47, 48]. The HiRes Experiment has failed

to reproduce this result [49]. The details of these correlation searches are presented

in section 9.1.

2.3.2 Neutron Stars and Magnetars

Given the constraints of the GZK cutoff, it is attractive to consider nearby phenomena

that might produce the observed cosmic ray events above 1020 eV. Unfortunately

there are very few plausible possibilities within our own galaxy. One suggestion is

that neutron stars may transfer their rotational kinetic energy to the kinetic energy

of heavy nuclei via relativistic magnetohydrodynamic wind [80].

A young neutron star may have a rotation rate of Ω ∼ 3000 rad s−1 and a surface

magnetic field of up to BS & 1013 G at RS = 106 cm. The field strength decreases as

B(R) = BS(RS/r)3.

The light cylinder of the star (the maximum radius at which the dipole field can

be sustained), is located at RLC = c/Ω. The magnetic field at the light cylinder is
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therefore

BLC = BS

(
RS

c/Ω

)3

= 1010B13Ω
3
3k G, (2.54)

where B13 ≡ B/1013 G and Ω3k ≡ Ω/3000 rad s−1.

The maximum energy of particles that can be contained in the system out to the

radius of the light cylinder is

Emax = ZeBLCRLCc ' 8× 1020Z26B13Ω
2
3k eV, (2.55)

where Z26 ≡ Z/26.

Magnetars are neutron stars with unusually high magnetic fields, in the range of

1015 G. A “fast magnetar” may have a rotational frequency of 104 rad s−1. Using

these values in equation (2.55), we find the maximum energy is

Emax = ZeBLCRLCc ' 3× 1022ZB15Ω
2
4 eV, (2.56)

where B15 ≡ B/1015 G and Ω4 ≡ Ω/104 rad s−1 [81].

2.3.3 Quasar Remnants

A quasar remnant is the end-stage evolution of a luminous quasar: a spinning su-

permassive black hole, threaded by magnetic fields generated by currents flowing in

a disc around it. We appear to live in an epoch where luminous quasars are rare.

However, extrapolating from the number of luminous quasars at high redshift, the

number of quasar remnants nearby may be large and these have been postulated to

be a source of UHECRs [82]. The relatively dormant supermassive black holes found

in many giant elliptical galaxies are likely examples of such “dead” quasars.

A Kerr black hole whose event horizon is threaded by an external magnetic field

can act as a battery [83], and the EMF generated would potentially be sufficient to

accelerate a proton to ultrahigh energies. If B is the strength of the ordered poloidal

magnetic field near the hole, then V ∼ aB, where a is the hole’s specific angular

momentum [84]. (For a black hole of mass M , a ≤ M .) In appropriate astrophysical
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units, the EMF generated is

∆V ∼ 9× 1020
( a

M

)
M9B4 V, (2.57)

where M9 ≡ M/109M¯ and B4 ≡ B/104 G.

In the case of an advection-dominated accretion flow (ADAF) onto the black hole,

the strength of the magnetic field near the event horizon is related to the accretion

rate Ṁ (in units of M¯ yr−1) by

B4 = 1.33M−1
9 Ṁ1/2, (2.58)

under the assumption that the energy density of the magnetic field is in equipartition

with the rest mass of the accreting matter [85].

The combination of equation (2.57) and equation (2.58) yields a maximum possible

EMF of

∆V = 1.2× 1021Ṁ1/2 V, (2.59)

where we have taken a ' M for a maximally rotating black hole.

The maximum obtainable energy, however, is less than this quantity because en-

ergy is lost to curvature radiation [86]. For an average curvature radius ρ, the rate of

energy loss by a particle of energy E = γmc2 is

P =
2

3

Z2e2cγ4

ρ2
. (2.60)

The energy change per unit distance for a particle with mass µmp is

dE

ds
=

eZ∆V

h
− P

c
, (2.61)

where h is the gap height of the black hole. Integrating over s from 0 to h yields the
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maximum energy to which the particle can be accelerated:

Emax = 3× 1019µZ−1/4M
1/2
9 B

1/4
4

(
ρ2h

R3
g

)1/4

eV. (2.62)

This can be simplified by assuming h ≈ Rg and r ≈ Rg. For a proton (µ = 1 and

Z = 1), we can use then equation (2.58) to obtain

Emax = 1.0× 1020Ṁ10M
1/4
9 eV, (2.63)

where Ṁ10 ≡ Ṁ/10M¯ yr−1.

2.3.4 Starburst Galaxies and LIGs

Starbursts are galaxies undergoing a period of intense star formation. Due to numer-

ous supernovae, a cavity of hot gas can be created in the center of an active region.

Given that the cooling time of the gas is longer than the expansion timescale, the hot

gas will expand and form a shock front as it contacts the cooler interstellar medium.

Ions such as iron nuclei can be accelerated to super-GZK energies in these conditions

by Fermi’s mechanism [87].

The acceleration of nuclei in this scenario is a two-stage process beginning with

diffusive acceleration to energies of 1014−−1015 eV at supernova shock fronts [88]. The

ions are then injected into the galactic-scale wind created by the starburst region [89,

90, 91]. The maximum particle energy that can be obtained from this process is

Emax =
1

4
ZeBv2

shτ, (2.64)

where vsh is the shock velocity and τ is the age of the starburst [87].

The shock velocity is related to the kinetic energy flux of the superwind, Ėsw, and

the mass flux, Ṁ , generated by the starburst as

Ėsw =
1

2
Ṁv2

sh. (2.65)
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Substituting this into equation (2.64), we have

Emax =
1

2
ZeB

Ėsw

Ṁ
τ. (2.66)

Two nearby starburst galaxies that are candiates for UHECR production are M82

and NGC253. NGC253, for example, has a kinetic energy flux of 2× 1042 erg s−1 and

a mass flux of 1.2 M· yr−1 [92], and a magnetic field strength of B ∼ 50 µG [93]. This

leads to an estimated maximum energy for iron nuclei of

EFe
max = 3.4× 1020 eV. (2.67)

In an axisymmetric (ASS) galactic field model, the arrival directions of the 4

highest-energy cosmic rays observed as of 2003 were found to be associated with

starburst galaxies [94]. However, in a bisymmetric (BSS) galactic field model, smaller

cosmic ray deflections result in an absence of correlation.

Luminous infrared galaxies (LIGs), which may form after a collision between

galaxies, are similar to starburst galaxies on a larger scale [95]. LIGs have luminosi-

ties above 1011 L¯, and are the dominant extragalactic objects in the local universe

in that luminosity range.

The triplet event observed by AGASA [25, 26, 27] is potentially associated with

the LIG Arp299 [96].

2.3.5 Gamma Ray Bursts

Gamma ray bursts (GRBs) are short bursts of high-energy radiation [97]. They are

among the most energetic phenomena in the universe; a single gamma ray burst may

be brighter than all other gamma ray sources combined.

The most popular theory of the origin of GRBs is the “fireball” model: GRBs

are believed to arise from the dissipation of the kinetic energy of a relativistically

expanding wind, the cause of which remains unknown [98]. Gamma ray bursts feature

a rapid rise time and short duration (∼ 1 ms), which implies a compact source. The
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detection of afterglows has allowed the measurement of the redshifts of some GRB

host galaxies, and confirmed that GRBs originate at cosmological distances [99, 100].

The compactness and high gamma ray luminosity result in a high optical depth

to pair creation. This creates a thermal plasma, the radiation pressure of which

drives relativistic expansion. Conditions within the fireball may accelerate protons

to energies greater than 1020 eV, provided the magnetic field is close to equipartition

with electrons [52].

The principal difficulty with the GRB theory of cosmic ray origins is the cosmo-

logical distances involved. If the GRB redshift distribution follows that of the star

formation rate in the universe, which increases with redshift, the flux of ultra-high

energy cosmic rays is predicted to be attenuated by the GZK cutoff at energies above

3× 1019 eV [101, 102].

2.3.6 Top-Down Models

Due to the difficulty in finding physical phenomena that can accelerate particles to

ultra-high energies, many alternative models have been proposed in which ultra-high

energy cosmic rays originate in the decay of massive unstable particles. This idea

originated with Georges Lemâıtre [103], who in 1931 proposed that all material in the

universe originated in the decay of a “primeval atom.”

In top-down models, massive particles (generically known as “X” particles) with

mass mX > 1011 GeV are generated from high energy processes in the early universe,

and their decay continues in the present time. UHECRs emitted by such decays

avoid the GZK attenuation experienced by particles with a cosmological origin. A

wide variety of specific mechanisms involving theories such as string/M theory, super-

symmetry (SUSY), grand unified theories (GUTs), and TeV-scale gravity have been

invoked as possible origins of ultra-high energy cosmic rays [52, 51, 61].
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Chapter 3

Cosmic Ray Air Showers

When an ultra-high energy cosmic ray enters the atmosphere and precipitates an air

shower, much of the information describing the incident particle is lost. Properties

of interest include the species, energy and incident angle of the primary particle. In

order to extract this information from the ground data, we require a reliable model

of air shower development. The CHICOS project has used extensive simulations of

air showers to construct analytical descriptions of the shape of the air shower front.

The components of the particle cascade are examined in section 3.1. The measured

intensity of the air shower is characterized by the lateral distribution function (LDF)

and the time distribution function (TDF). The CHICOS-specific LDF is presented in

section 3.2 and the CHICOS-specific TDF is presented in section 3.3.

3.1 Air Shower Development

An ultra-high energy cosmic ray incident on the Earth will eventually collide with an

atom in the atmosphere. The output of such a collision will include protons, neutrons,

smaller atomic nuclei, and mesons [64]. Some of these particles will go on to interact

with other atoms in the atmosphere, forming a hadronic cascade that makes up the

core of an air shower (figure 3.1).

Large numbers of pions are produced in the hadronic interactions. The main decay
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Figure 3.1. Diagram of an air shower. An air shower comprises a hadronic core,
a muonic component, and an electromagnetic cascade. Decay paths leading to the
these three main components are shown.

mode of π0 particles is

π0 → γ + γ (τ = 0.83× 10−16 s). (3.1)

The high energy photons produced by this decay initiate an electromagnetic cas-

cade via alternating electron-positron pair production and bremsstrahlung. This pro-

cess is interrupted when the electrons fall below the critical energy for air of∼ 81 MeV,

at which point more energy is lost to ionization than to bremsstrahlung, and the in-

tensity of the electromagnetic cascade begins to attenuate [55].

In addition to the hadronic and electromagnetic components of the air shower,

there is also a muonic component. Muons are created by the decays

π± → µ± + νµ(νµ) (τ = 2.063× 10−8 s) (3.2)
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Figure 3.2. Profile of an air shower. The shower front is a curved surface with a
finite thickness. Moving away from the center of the shower, the particle intensity
decreases, while the spread in the depth of the shower front increases. Distance from
the core of the shower is measured along r⊥, perpendicular to the shower axis.

and

K± → µ± + νµ(νµ). (τ = 1.237× 10−8 s) (3.3)

Muons are the most penetrating component of the air shower, and reach the

ground with little attenuation and only slight energy loss to ionization. They do

contribute somewhat to the electromagnetic cascade via the decay

µ± → e± + νe(νe). (τ = 2.197× 10−6 s) (3.4)

The electromagnetic component dominates the air shower, comprising about 90%

of shower particles. The muonic component accounts for most of the remaining 10%,

with the hadronic core making up less than 1% of the total shower. The resulting

particle front of the air shower is a thin curved surface, traveling close to the speed of

light, which spreads out from the axis of the primary particle’s trajectory. The width

of this shower front increases with distance from the shower axis (figure 3.2).



28

The precise evolution of a cosmic ray air shower can be modeled with codes such as

AIRES (AIRshower Extended Simulations) [104, 105, 106] and CORSIKA (COsmic

Ray SImulations for KAscade) [107]. The CHICOS project is currently using AIRES

version 2.6.0, which is freely available from the Universidad Nacional de La Plata,

Argentina [108]. The simulation code in turn depends on specific models of hadronic

interactions; AIRES uses the SIBYLL and QGSJET models.

We have made use of a series of AIRES simulations in order to accurately model

the air showers observed by CHICOS. The simulations were divided into two groups:

low-energy (for the Chiquita subarray) and high-energy (for the CHICOS array).

Protons and iron nuclei were used as the primary particles, and the resulting showers

were measured at the CHICOS average altitude of 250 meters above sea level.

The low-energy simulations cover the energy range between 1016 eV and 1017.5 eV.

Ten showers were simulated at each primary energy (log (E/eV) = 16.0, 16.5, 17.0,

17.5) and each zenith angle (cos θ = 0.75, 0.85, 0.95), for each type of primary particle

(proton or iron nucleus). The iron showers were used as the basis for the low-energy

LDF, based on evidence that heavy nuclei predominate at those energies [109, 110,

111].

The high-energy simulations cover the energy range between 1018 eV and 1020.5 eV.

Ten showers were simulated at each primary energy (log (E/eV) = 18.0, 18.5, 19.0,

19.5, 20.0, 20.5) and each zenith angle (cos θ = 0.55, 0.65, 0.75, 0.85, 0.95), for each

type of primary particle (proton or iron nucleus). The proton showers were used as

the basis for the high-energy LDF, based on evidence that protons predominate at

those energies [112].

Tracking all particles generated in a simulated ultra-high energy air shower is

beyond the computational resources available. (An air shower with primary en-

ergy 1020 eV will generate approximately 1011 secondary particles.) All simula-

tions have therefore employed statistical thinning, beginning at an energy threshold

Eth = 10−7Eprimary. When an interaction within the shower generates particles with

energy below this threshold, only a subset of the secondary particles with E < Eth

will continue to be tracked by the simulation. The accepted particle is assigned a
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statistical weight equal to the number of particles it represents in the simulation.

AIRES employs the Hillas thinning algorithm [105]. When a particle with energy

E ≥ Eth generates a set of secondary particles with energies Ei, each secondary par-

ticle is individually tested against the thinning energy and accepted with probability

Pi =





1, Ei ≥ Eth

Ei

Eth
, Ei < Eth.

(3.5)

If the primary particle has E < Eth, only one secondary particle will be conserved.

It is selected from the set of secondary particles with probability

Pi =
Ei∑n
j=1 Ei

. (3.6)

The weight of the accepted secondary particle is equal to the weight of the primary

multiplied by the inverse of Pi.

AIRES provides an optional statistical weight factor, Wf , which limits the par-

ticle weights that may be assigned. Given a value for Wf , AIRES sets two internal

parameters

Wr = 14 GeV−1EthWf (3.7)

and

Wy = Wr/8. (3.8)

In an interaction that generates 3 or fewer secondary particles, if the weight of the

primary is w > Wy or if wE/min(E1, ..., Ei) > Wr, then all of the secondary particles

will be kept; otherwise the standard Hillas algorithm is used. If more than 3 particles

are generated, then the Hillas algorithm is always used, but if the weight w′ of the

single selected secondary is larger than Wr, then m copies of the secondary are kept

(each with weight equal to the weight of the secondary particle divided by m. The

integer m is adjusted to ensure that Wy < w′/m < Wr. For the CHICOS simulations,

the AIRES statistical weight factor was set to Wf = 1.
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(a) (b)

Figure 3.3. Comparison of CORSIKA and AIRES simulations. A set of 10 showers
was generated with each program, using the input parameters E = 1017 eV and
cos θ = 0.95. The lateral distributions are shown for (a) electrons and (b) muons.
The discrepancy in the first bin is due to a difference in the inner radial cutoff of the
simulations.

Shower particles were tracked down to Ee±,γ = 1 MeV and Eµ± = 20 MeV. A 5

MeV cutoff corresponding to the detector sensitivity threshold was applied to particles

reaching the ground. The 5 MeV energy threshold applied to ground particles is the

same as that used by the KASCADE experiment [113, 114]. The number of electrons

reaching the ground with energy between 1 and 5 MeV is approximately 20% of the

total. The total number above threshold, however, is not a sensitive function of the

cutoff energy in the 5 MeV range.

The accuracy of our AIRES simulations has been confirmed by performing a small

series of simulations at 1017 eV using the CORSIKA code (figure 3.3). The lateral

distributions of electrons and muons generated by the two codes were found to agree

well.

3.2 Lateral Distribution Function

An air shower front is characterized by its lateral distribution function (LDF), which

describes the intensity of particles ρ(r⊥; E, θ) as a function of perpendicular distance

r⊥ from the shower core and is an implicit function of the energy and angle of incidence
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of the shower. The CHICOS reconstruction software originally used the LDF obtained

empirically by the AGASA experiment as a first approximation to the LDF at our

altitude. After completing a representative set of simulated showers, a new CHICOS-

specific LDF was developed.

For a pure electromagnetic cascade, the lateral distribution function is given by

the Nishimura-Kamata-Greisen (NKG) function,

ρ(r⊥) = C
Ne

R2
M

(
r⊥
RM

)s−2 (
1 +

r⊥
RM

)s−4.5

, (3.9)

where Ne is the number of particles in the shower, and s is the “age parameter” of

the shower [115, 116]. The Molière unit, RM , characterizing the scattering length,1

is equal to 91.6 m at the altitude of AGASA, and 85 m at the altitude of CHICOS.

In a cosmic ray air shower, the electromagnetic component is a combination of

electromagnetic cascades initiated by the π0 particles produced in successive interac-

tions of the central hadronic cascade. Thus the electromagnetic component near the

center of the shower consists of “younger” (less developed) showers than the electro-

magnetic component far from the shower axis. In this case the lateral distribution

of charged particles becomes flatter than for a single electromagnetic cascade. This

distribution can described by the generalized NKG function [118] as

ρ(r⊥) ∝
(

r⊥
RM

)−α (
1 +

r⊥
RM

)−(η−α)

. (3.10)

This formula is the basis for both the AGASA and CHICOS lateral distribution

functions.

1The Molière unit is defined by RM = XRES/EC , where the radiation length XR is the scale
length for energy losses from electron bremsstrahlung, the critical energy EC is the energy at which
bremsstrahlung and ionization losses are equal, and the scattering energy ES relates the mean-
square scattering angle to the distance x traversed by an electron in the multiple-scattering formula
〈θ2〉 = (ES/EC)2x/XR [117].
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3.2.1 AGASA LDF

The AGASA LDF is given by the modified NKG function

ρ(r⊥) = C

(
r⊥
RM

)−α (
1 +

r⊥
RM

)−(η−α) [
1 +

( r⊥
1000 m

)2
]δ

, (3.11)

where r is the distance in meters from the core of the shower, and C is a proportion-

ality constant related to the energy of the primary particle. The parameters α and δ

are found to be 1.2 and 0.6, respectively [119].

The parameter η depends on the incident angle θ, measured from the vertical:

η = (3.97± 0.13)− (1.79± 0.62)(sec θ − 1), (3.12)

for incident angles θ ≤ 45◦. No energy dependence of η has been observed, so it is

assumed that this formula for the LDF can be used to describe even the highest-energy

showers [23].

The measured intensity S(r) is a function of the LDF and the detector response.

For scintillating detectors, the signal is determined by the average energy loss in the

scintillator of electrons, photons, and muons. This function can be expressed in units

of the energy loss of vertically penetrating muons, Ce, a convenient measure because

they determine the peak of the spectrum of single-particle events. Thus, the measured

intensity of a vertical shower is given by

S0(r) = NeCe

(
r⊥
RM

)−α (
1 +

r⊥
RM

)−(η−α) [
1.0 +

( r⊥
1000 m

)2
]δ

. (3.13)

This function has been shown to be valid between 500 m and 3 km from the core of

the shower, at energies up to 1020 eV [120].

Using Monte Carlo simulations [121], AGASA finds that for vertical showers, the

energy of the incident cosmic ray is related to S0(600), the measured intensity at a
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distance of 600 meters from the core, by the formula

E0 = (2.03± 0.10)× 1017 eV · S0(600)1.02±0.02. (3.14)

A shower that enters the atmosphere with an inclined trajectory passes through

a greater air depth, and the shower development is correspondingly affected. To

determine the energy of an air shower at incident angle θ, the measured intensity

Sθ(600) must first be converted to an equivalent value of S0(600) by the formula

Sθ(600) = S0(600) exp

[
−X0

Λ1

(sec θ − 1)− X0

Λ2

(sec θ − 1)2

]
, (3.15)

Here X0 = 920 g/cm2, Λ1 = 500 g/cm2, and Λ2 = 594+268
−120 g/cm2. This conversion

formula is valid for θ ≤ 45◦ [119].

3.2.2 CHICOS LDF

Each CHICOS LDF (low-energy and high-energy) was fit separately to the distribu-

tions of muons and electrons. For each species (muons and electrons), the AIRES

simulations were used to fill histograms of particle intensity as a function of r⊥; low-

energy showers were fit between 25 m and 1000 m using 10 m bins, while high-energy

showers were fit between 25 m and 4000 m using 50 m bins. The histograms were

averaged over the 10 runs at each energy and zenith angle and the standard deviation

of the runs was used as the uncertainty in the histogram.

The scintillator detectors used by CHICOS do not distinguish between electrons

and muons, therefore the measured intensity must be compared with the sum of the

electron and muon LDFs:

ρtot(r⊥, E, θ) = ρe(r⊥; E, θ) + ρµ(r⊥; E, θ). (3.16)

Each particle LDF is given by a modified NKG formula similar to that used by
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AGASA:

ρe,µ(r⊥; E, θ) =

Ce,µ(E)

(
r⊥

(RM)e,µ

)−αe,µ
(

1 +
r⊥

(RM)e,µ

)−(ηe,µ−αe,µ) [
1 +

( r⊥
1000 m

)2
]δe,µ

. (3.17)

In this function, the parameter C is explicitly a function of energy. Thus no conversion

to S0(600) is necessary in order obtain the energy of a shower after it has been fit

to the CHICOS LDF. The Molière radius has in this expression been replaced by an

effective Molière radius, which was fit simultaneously with the other parameters. In

addition, the constant α has been replaced by a parameterized function. For the low-

energy (iron-primary) LDF, αe,µ = αe,µ(E). For the high-energy (proton-primary)

LDF, αe = αe(θ), while αµ remains a constant.

The parameters of the low-energy electron LDF are as follows:

RMe = 82.0 m

δe = 0.4

αe = 1.429 + 0.6220(log(E/eV)− 17.0) (3.18)

ηe = 0.307 + 3.656 cos θ

log10(Ce) = 1.88 + 1.0(log(E/eV)− 17.0) + 5.0(cos θ − 0.85)

Similarly, the parameters of the low-energy muon LDF are as follows:

RMµ = 102.5 m

δµ = −0.9

αµ = 0.5647 + 0.06972(log(E/eV)− 17.0) (3.19)

ηµ = 1.247 + 0.8214 cos θ

log10(Cµ) = 0.78 + 0.9(log(E/eV)− 17.0) + 1.2(cos θ − 0.85)
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The parameters of the high-energy electron LDF, expressed in a slightly different

format are:

RMe = 2477 m

δe = 0.03107

αe = 2.774 + 1.326(sec θ − 1) (3.20)

ηe = 7.794− 2.404(sec θ − 1)

log10(Ce) = −0.015 + 0.95(log(E/eV)− 19.0)− 0.56(sec θ − 1)

Similarly, the parameters of the high-energy muon LDF are:

RMµ = 2560 m

δµ = 0.01939

αµ = 0.7701 (3.21)

ηµ = 9.020 + 2.552(sec θ − 1)

log10(Cµ) = 1.2 + 0.97(log(E/eV)− 19.0)− 0.72(sec θ − 1)

The CHICOS low-energy LDF is considered valid for energies approximately be-

tween 1016 eV and 1019 eV, and for zenith angles out to 45◦. The high-energy LDF

is considered valid for energies of 1018 eV and above, and for zenith angles out to

approximately 60◦.

Figure 3.4 shows the behavior of the low-energy (iron-primary) electron LDF over

a range of energies and zenith angles, compared with AIRES simulations of particle

density. Figure 3.5 shows the same series of plots for the muon component of the

showers.

Figure 3.6 shows the behavior of the high-energy (proton-primary) electron LDF

over a range of energies and zenith angles, compared with AIRES simulations of

particle density. Figure 3.7 shows the same series of plots for the muon component

of the showers.
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Figure 3.4. Low-energy iron-primary electron LDF. The behavior of the simulated
electron/positron density as a function of r⊥ for iron primaries of energy (a) E =
1016 eV, and (b) E = 1017 eV. Within each set at a given energy, results are shown
(from left to right) for zenith angles cos θ = (0.75, 0.85, 0.95). Points with error bars
are AIRES output (mean and standard deviation of 10 runs). The solid curve overlay
shows the electron LDF parameterization defined in equation (3.18).
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Figure 3.5. Low-energy iron-primary muon LDF. The behavior of the simulated muon
density as a function of r⊥ for iron primaries of energy (a) E = 1016 eV, and (b) E
= 1017 eV. Within each set at a given energy, results are shown (from left to right)
for zenith angles cos θ = (0.75, 0.85, 0.95). Points with error bars are AIRES output
(mean and standard deviation of 10 runs). The solid curve overlay shows the muon
LDF parameterization defined in equation (3.19).



38

 	 [m]r
0 500 1000 1500 2000 2500 3000 3500 4000

]
-2

 [
m

ρ

-510

-410

-310

-210

-110

1

10

210

 	 [m]r
0 500 1000 1500 2000 2500 3000 3500 4000

]
-2

 [
m

ρ

-410

-310

-210

-110

1

10

210

310

 	 [m]r
0 500 1000 1500 2000 2500 3000 3500 4000

]
-2

 [
m

ρ

-410

-310

-210

-110

1

10

210

310

410

(a)

 	 [m]r
0 500 1000 1500 2000 2500 3000 3500 4000

]
-2

 [
m

ρ

-310

-210

-110

1

10

210

 	 [m]r
0 500 1000 1500 2000 2500 3000 3500 4000

]
-2

 [
m

ρ

-310

-210

-110

1

10

210

310

410

 	 [m]r
0 500 1000 1500 2000 2500 3000 3500 4000

]
-2

 [
m

ρ

-310

-210

-110

1

10

210

310

410

510

(b)

 	 [m]r
0 500 1000 1500 2000 2500 3000 3500 4000

]
-2

 [
m

ρ

-310

-210

-110

1

10

210

310

410

 	 [m]r
0 500 1000 1500 2000 2500 3000 3500 4000

]
-2

 [
m

ρ

-210

-110

1

10

210

310

410

510

 	 [m]r
0 500 1000 1500 2000 2500 3000 3500 4000

]
-2

 [
m

ρ

-310

-210

-110

1

10

210

310

410

510

610

(c)

Figure 3.6. High-energy proton-primary electron LDF. The behavior of the simulated
electron/positron density as a function of r⊥ for proton primaries of energy (a) E
= 1018 eV, (b) E = 1019 eV, and (c) E = 1020 eV. Within each set at a given
energy, results are shown (from left to right) for zenith angles cos θ = (0.55, 0.75,
0.95). Points with error bars are AIRES output (mean and standard deviation of 10
runs). The solid curve overlay shows the electron LDF parameterization defined in
equation (3.20).
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Figure 3.7. High-energy proton-primary muon LDF. The behavior of the simulated
muon density as a function of r⊥ for proton primaries of energy (a) E = 1018 eV, (b)
E = 1019 eV, and (c) E = 1020 eV. Within each set at a given energy, results are
shown (from left to right) for zenith angles cos θ = (0.55, 0.75, 0.95). Points with
error bars are AIRES output (mean and standard deviation of 10 runs). The solid
curve overlay shows the muon LDF parameterization defined in equation (3.21).
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3.3 Time Distribution Function

In a ground array, the angle of incidence of a cosmic ray shower is determined by

fitting the relative particle arrival times at sites in the array to the shape of the

shower front. This is complicated by the fact that the particle front of a cosmic ray

air shower is not planar, but rather curves back from the center of the shower. In

addition, the width of the particle front varies; it is narrow close to the shower axis

and wider toward the edges. In general, the front edge of the shower is a steep rise

to a maximum particle intensity followed by a longer tail of particles trailing behind

the shower front. The time distribution function (TDF) describes the time (relative

to a plane perpendicular to the shower axis) at which particles in the shower front

will reach a detector at a given distance from the core.

There is no well-motivated model for the TDF similar to the NKG formula for the

LDF. The TDF developed by AGASA was obtained experimentally and was originally

used as a first approximation to the CHICOS TDF. A complete description of the

CHICOS-specific TDF has since been developed by fitting a parameterized function

to AIRES-generated simulated showers.

3.3.1 AGASA TDF

AGASA divided the time distribution function into two separate parts: the average

time delay, Td, due to curvature of the shower front, and the average time spread, TS,

which characterized the width of the shower front [55].

The average time delay, Td, from a plane perpendicular to the shower axis, at

given distance from the core, is given by

Td(ρ, r) = 2.6
(
1 +

r

30

)1.5

ρ(r)−0.5 ns, (3.22)

where r is in meters.
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The AGASA formula for the width of the shower front, Ts, is given by

Ts(ρ, r) = 2.6
(
1 +

r

30

)1.5

ρ(r)−0.3 ns. (3.23)

The time-delay and time-spread formulae were modified for CHICOS by removing

the ρ(r) term in Td, and replacing ρ(r)−0.3 with ρ(r)−0.5 (i.e., pure counting statis-

tics) in Ts. This was done because the CHICOS detectors have a much shorter time

constant than AGASA detectors; hence the CHICOS detectors can generally resolve

individual particles (sufficiently far from the core of the shower), while AGASA mea-

surements integrated all particles in the shower front in a single pulse. The equations

for Td and Ts in their original form describe the time delay and spread of the first

particle to hit the detector, whereas it is more appropriate for CHICOS to use the

average time delay and overall spread of all incident particles.

3.3.2 CHICOS TDF

The AGASA TDF was designed to be used with chi-square fit methods. Such parame-

terizations have traditionally taken the form of a time delay function combined with a

Gaussian uncertainty in the arrival time of particles within the shower front. Detailed

shower simulations show that this is not an accurate model on timescales measureable

by CHICOS; the shape of the particle distribution within the shower front is decid-

edly non-Gaussian, with a steep initial rise and a broad tail. The greater resolution of

CHICOS hardware makes it more appropriate and desirable to use a maximum likeli-

hood method in conjuction with a more complete description of the time distribution

at all distances from the shower core.

The CHICOS TDF, P (t; r⊥, E, θ) describes the distribution of particles hitting

the ground as a function of time at a given distance, r⊥, from the core of the shower.

As with the lateral distribution function, we have derived separate models for the

electron and muon TDFs. The AIRES simulations used in this process is the set

of high-energy, proton-primary showers used to construct the high-energy LDF. In

the case of the TDF, however, it was observed that the shape of the arrival time
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distribution has very little dependence on energy; thus the set of simulations was

averaged over energy before proceeding.

For each species (muons and electrons), the AIRES simulations were used to fill

histograms of particle intensity as a function of r⊥ and t, using 50-m and 50-ns bins,

respectively. The histograms were averaged over the 10 runs at each energy and

zenith angle and the standard deviation of the runs was used as the uncertainty in

the histogram.

Because the scintillator detectors do not distinguish between electrons and muons,

the two TDFs must be combined as a weighted average before being compared to a

given measurement. Thus

P (t) =
ρe(r⊥)Pe(t) + ρµ(r⊥)Pµ(t)

ρe(r⊥) + ρµ(r⊥)
, (3.24)

where ρe,µ(r⊥) is the appropriate electron or muon LDF.

It has been found that the electron arrival time has a structure that is best fit as

the sum of two similar distributions: a narrow curve with a fast rise time superimposed

on a slower, broader one. The two curves have the same parameterized form and are

related by the weight function w:

Pe(t) = wPe1(t) + (1− w)Pe2(t), (3.25)

where

w = 1− exp [(0.0021− 0.0043 cos θ) r⊥]. (3.26)

The form of the curves Pe1 and Pe2, including the curvature delay, are given by

Pe1,e2(t; r⊥, E, θ) =





Ne1,e2(t− ae1,e2)
be1,e2 exp[−ce1,e2(t− ae1,e2)], t ≥ ae1,e2,

0, t < ae1,e2.

(3.27)

It has been found that, over the energy range observable by CHICOS, the param-

eters a, b, and c can be described as functions of r⊥ and θ only. The result is an
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energy-independent time distribution formula that is presumed to be valid over the

entire energy range of CHICOS data. The parameters of the electron TDF are as

follows:

ae1 =
(
1.3× 107 cos θ − 1× 10−8

)
r2
⊥

ae2 = ae1

be1 = 1.5 cos θ − 0.825 + r⊥ exp (−57.38 cos3 θ)

be2 = 10 be1

ce1 = 0.8
( r⊥

2200

)−1.5(cos θ−0.13)

(3.28)

ce2 = 10 ce1

Ne1 =

(
cbe1+1
e1

Γ(be1 + 1)

)

Ne2 =

(
cbe2+1
e2

Γ(be2 + 1)

)

The muon TDF has been found to have a simpler description. Only one term is

necessary, with

Pµ(t; r⊥, E, θ) =





Nµ(t− aµ)bµ exp[−cµ(t− aµ)], t ≥ aµ,

0, t < aµ.

(3.29)

The parameters of the muon TDF are as follows:

aµ =
(
1.3× 107 cos θ − 2.7× 10−8

)
r2
⊥

bµ = 1.8 cos θ − 0.000175r⊥

cµ = 0.68 + exp (6.1− 3.58 cos θ − 0.0011r⊥) (3.30)

Nµ =

(
c
bµ+1
µ

Γ(bµ + 1)

)

All TDFs are normalized to integrate to 1 (with time in units of microseconds).

The TDF is considered valid out to zenith angles of approximately 60◦ and distances
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r⊥ of approximately 5000 km.

Figure 3.8 shows the behavior of the electron TDF over a range of zenith angles

and radial distances from the shower core, compared with AIRES simulations of

particle arrival time distributions. Figure 3.9 shows the same series of plots for the

muon component of the showers.

The insensitivity of the electron and muon TDFs to the energy of the shower

primary is demonstrated in figure 3.10 and figure 3.11. These figures show simulated

arrival time histograms at a given energy, zenith angle, and distance from the core,

with the energy-invariant muon or electron TDF superimposed on the AIRES output.

Results for other values of the zenith angle and distance from the core show similar

agreement.

While the particular parameterization of the TDF presented here is specific to the

CHICOS altitude and experimental design, the form of the TDF should be applicable

to the analysis of cosmic ray data from other ground array experiments.
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Figure 3.8. High-energy proton-primary electron TDF. Sample electron/positron
arrival-time distributions, averaged over primary energy, are shown for zenith an-
gle (a) cos θ = 0.55, (b) cos θ = 0.75, and (c) cos θ = 0.95. Arrival-time distributions
are shown (from left to right) at r⊥ = (1.0 km, 2.0 km). Points with error bars are
AIRES output (mean and standard deviation of 10 runs at each of 6 energies). The
solid curve overlay shows the electron TDF defined in equation (3.28).
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Figure 3.9. High-energy proton-primary muon TDF. Sample muon arrival-time dis-
tributions, averaged over primary energy, are shown for zenith angle (a) cos θ = 0.55,
(b) cos θ = 0.75, and (c) cos θ = 0.95. Arrival-time distributions are shown (from left
to right) at r⊥ = (1.0 km, 2.0 km). Points with error bars are AIRES output (mean
and standard deviation of 10 runs at each of 6 energies). The solid curve overlay
shows the muon TDF defined in equation (3.30).
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Figure 3.10. Energy invariance of the electron TDF. Sample electron/positron arrival-
time distributions are shown for zenith angle cos θ = 0.75 and energy (a) E = 1018 eV,
(b) E = 1019 eV, and (c) E = 1020 eV. Within each set at a given energy, results are
shown (from left to right) for r⊥ = (1.0 km, 2.0 km). Points with error bars are AIRES
output (mean and standard deviation of 10 runs at each of 6 energies). The solid
curve overlay shows the energy-invariant electron TDF defined in equation (3.28).
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Figure 3.11. Energy invariance of the muon TDF. Sample muon arrival-time distri-
butions are shown for zenith angle cos θ = 0.75 and energy (a) E = 1018 eV, (b)
E = 1019 eV, and (c) E = 1020 eV. Within each set at a given energy, results are
shown (from left to right) for r⊥ = (1.0 km, 2.0 km). Points with error bars are
AIRES output (mean and standard deviation of 10 runs at each of 6 energies). The
solid curve overlay shows the energy-invariant muon TDF defined in equation (3.28).



49

Chapter 4

The CHICOS Experiment

The CHICOS experiment consists of a ground array of scintillator detectors networked

to data-processing computers at Caltech. The first CHICOS sites were deployed in

2001, and data collection of cosmic ray air showers has continued since 2003. The

design of the array and the detector hardware are discussed in section 4.1. Section 4.2

discusses the data handling and shower search methods.

4.1 The Detector Array

The CHICOS array was originally envisioned to consist of 90 sites located in the

San Gabriel and San Fernando valleys. The maximum nuber of sites simultaneously

installed since the project’s inception has been 77, in 2005 (figure 4.1). The array

covers a total area of approximately 400 km2. The San Gabriel valley contained as

many as 44 sites spread over an area of about 150 km2. Included in the San Gabriel

array is the set of 12 pairs of detectors on or near the Caltech campus that make

up the Chiquita array. The sparser San Fernando array comprised a maximum of 33

sites over an area of approximately 250 km2. Array size and reporting statistics are

shown in figures 4.2 and 4.3. See appendix A for site locations and parameters.

The Chiquita array consists of the detectors at Pasadena City College and the

Polytechnic School, as well as 5 sites on the Caltech campus. (One of the Caltech

sites is a closely spaced set of 6 individual pairs.) The Chiquita array is sensitive

to lower-energy events than the larger CHICOS array; the range of sensitivity lies
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CHICOS Array (July 2005)

Figure 4.1. Sites in the CHICOS array as of July 2005. The origin is placed on one of
the Caltech sites, Caltech 03, at longitude −118.12522◦ and latitude 34.13657◦. The
western group of sites is located in the San Fernando valley; the eastern group of sites
is located in the San Gabriel valley. Los Angeles is located to the south.

approximately between 1016 eV and 1019 eV.

Each site in the array is equipped with two scintillation detectors, a GPS an-

tenna and receiver (Motorola UT+ or M12), and a workstation with two National

Instruments PCI-6602 data acquisition cards (figure 4.4).

The scintillator detectors were donated to the CHICOS project by the Los Alamos

National Laboratory, where they were previously used in the CYGNUS cosmic ray

project. Each detector consists of a sheet of plastic scintillator approximately 1 m2

in area and 5–10 cm thick housed in a lightproof fiberglass enclosure (figure 4.5).

The top of the unit contains either a 3” or 5” photomultiplier tube. Some of our

photomultiplier tubes were recycled from the Palo Verde Neutrino Oscillation Exper-

iment, while others were purchased new. The effective area of the scintillator has

been measured and found to be at least 90% of the real area.

A time-over-threshold discriminator circuit (figure 4.6), built at Caltech, measures

the length of the exponential PMT pulse from each detector. The decay constant,

τ , of the photocurrent is approximately 80 ns. This decay constant is significantly

greater than the time spread of the scintillator pulse, so the output can be accurately

modeled as an exponentially decaying pulse,

V (t) = V0e
−t/τ . (4.1)
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Figure 4.2. Array size and reporting statistics, 2003–2005. Information regarding
the health and configuration of the array is updated daily based on data quality and
diagnostic information received from the array sites.
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Figure 4.3. Array size and reporting statistics, 2006–2007. Information regarding
the health and configuration of the array is updated daily based on data quality and
diagnostic information received from the array sites.
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Figure 4.4. Diagram of a CHICOS array site. Each site is equipped with two detectors
and a GPS unit on the roof, and a workstation for data acquisition in a nearby science
classroom.
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Figure 4.5. Diagram of CHICOS detectors. Detectors may have either a round or a
square base. The total scintillator area in each type is approximately 1 m2.



54

Figure 4.6. CEU schematic. The CEU is the CHICOS Electronics Unit, which con-
trols the voltages applied to the detector PMTs, and contains a discriminator circuit
through which the detector signal is passed.

As described in section 6.2, the number of particles passing through the detector

is measured in units of the energy, EMIP, deposited by a minimum ionizing particle,

defined as a muon propagating through the scintillator at the average zenith angle.

The total energy deposited in the scintillator is proportional to the integral of

the PMT pulse. A discriminator threshold is applied to the pulse, and the time

over threshold tth is measured. The discriminator voltage is typically set to −10 or

−15 mV. The energy in MIP is related to the time over threshold by

100 EMIP = Cetth/τ , (4.2)

where C is the pulse-height calibration constant. The precise values of C and τ vary
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Figure 4.7. Sample decay-constant calibration. The decay constant τ is measured
by collecting pulse traces and performing a linear fit to the logarithm of the pulse
integral as a function of the time over threshold. A sample calibration is shown for
site 1001, detectors A (left) and B (right).

from site to site, depending on the hardware (see appendix A). The decay constant

τ is measured by collecting pulse traces and performing a linear fit to the logarithm

of the pulse integral as a function of the time over threshold (figure 4.7). The pulse-

height constant C is then set such that the mean of the distribution of pulse energies

C
100

etth/τ is approximately 1 MIP (figure 4.8).

There is evidence that the detector response varies with temperature. This has

been quantified by fitting the pulse-energy histogram with a Landau distribution

curve, and measuring the correlation between the most probable value of the dis-

tribution with the daily temperature reported by Burbank airport. This analysis

allowed a correction factor to be retroactively applied to the detector calibration.

The time over threshold is measured by two NI PCI-6602 Timer/Counter cards.

These data acquisition cards compare the discriminator pulse with an 80 MHz os-

cillator, for an internal timing precision of approximately 12.5 ns. Variation in the

oscillator frequency is adjusted for on a second-by-second basis.
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Figure 4.8. Sample pulse-energy histogram. Charge is measured in 1/100 MIP. The
calibration constant C is defined such that the mean of the pulse-energy histogram
is 1 MIP. This histogram represents 1 hour of accumulated data.

Clocks at widely separated locations are kept synchronized by the GPS signal.

When the GPS receiver is used set in “stationary” mode (i.e., assuming fixed location),

the accuracy of the timing pulse used to resynchronize the clock is accurate to better

than ±50 ns. The receiver uses the Time Receiver Autonomous Integrity Monitoring

(T-RAIM) algorithm, which allows it to isolate and remove faulty satellite data from

its time calculation. A minimum of 3 satellite signals is required to maintain timing

accuracy. No data are recorded if there are fewer satellites in range. Each time

the data acquisition software is restarted, the GPS receiver is reinitialized with the

settings listed in Tables 4.1 and 4.2.

At the beginning of 2004, all existing sites were upgraded. A revised version of

the data collection software was installed, some hardware improvements were made,

and all detectors were recalibrated.
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Table 4.1. GPS settings for M12 receivers

Command Name Setting

@@Cj Poll Receiver <none>
@@Ge T-RAIM Select T-RAIM on
@@Gf T-RAIM Alarm Limit Alarm limit 1400 ns
@@Gc PPS Control PPS on continuously
@@Aq Atmospheric Mode Ionospheric model only
@@Aw Time Mode UTC
@@Gb GMT Offset 0 hours
@@Ay 1-PPS Time Offset 0 ns
@@As Position-Hold Position <site coordinates>
@@Gd Position Control Position-hold enabled
@@Az 1-PPS Cable Delay <site cable delay time>
@@Ha Position/Status/Data Update once per second

Table 4.2. GPS settings for UT+ receivers

Command Name Setting

@@Cj Poll Receiver <none>

@@En T-RAIM Setup/Status Message
T-RAIM on
Alarm limit 1400 ns
PPS on continuously

@@Aq Atmospheric Mode Ionospheric model only
@@Aw Time Mode UTC
@@Ab GMT Offset 0 hours
@@Ay 1-PPS Time Offset 0 ns
@@As Position-Hold Position <site coordinates>
@@At Position-Hold Option Position-hold enabled
@@Az 1-PPS Cable Delay <site cable delay time>
@@Ea Position/Status/Data Update once per second
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4.2 Data-Collection Software

The pair of detectors at each site in the array are separated by approximately 3–

5 meters. Each detector records approximately 200 single-particle events per second.

Hits in both detectors are considered “coincident” if they are separated by 50 ns or

less. A coincidence event is considered a “trigger” if both hits have an intensity equal

to two minimum ionizing particles, or 2 MIP.

All singles events at each detector are written to a daily file. In addition, all

triggers recorded at a site are written to a daily trigger file. Each site also records a

number of history files containing diagnostic information, including:

• minute-by-minute average singles rate per second for each detector

• minute-by-minute coincidence rate

• minute-by-minute trigger rate

• minute-by-minute oscillator frequency on each data acquisition card

• minute-by-minute average number of satellites tracked by the GPS unit

• hour-by-hour accumulation of pulse-energy histogram for each detector

• an alarm log file noting singles, coincidence, or trigger rates outside of expected

ranges

• a log file noting software restarts and changes in GPS status

• a summary file of site parameters and reporting statistics

The software that coordinates the data collection at each site is written in Labview.

It is designed to have a user-friendly interface (in order to be accessible to teachers

and students) as well as to operate with minimal oversight. The workstations are

designed to take data continuously, without any human intervention; data transfer

and recovery from hardware glitches are done automatically. Several views of the
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Labview data acquisition software are shown in figure 4.9, figure 4.10, figure 4.11,

and figure 4.12.

Each data station maintains a 7-day archive of relevant data on site. This archive

includes the raw data files as well as the history and log files. Since these are useful

for diagnosing problems remotely, the file handler sends the daily history files with

the first data transfer the following day at 12:45 am. These files are available through

a web interface to assess the status of any site on any given date.

Given the large quantity of data collected at every site (approximately 100 MB per

detector per day), it would be impractical to transfer all the data files to Caltech every

day. The following system of data handling is designed to minimize the amount of

data that must be sent over the internet, while keeping the reliablity of data transfer

as high as possible.

Each day at 12:45 am, every site sends a file of timestamped trigger events via

FTP or SCP to a server at Caltech. If not immediately successful, the local site will

continue trying to send the file for up to 3 hours. At 4:00 am the trigger events from

all sites in the array are combined into a “master trigger file” by an automatic shell

script. At 5:00 am, the data stations download the master trigger file.

Once the local site has downloaded the master trigger file, it compares the array-

wide list of triggers with the local lists of single events for each detector. A single

hit occurring within ±50 µs of a trigger is considered a “match.” The matching

process typically takes about 45 minutes, after which the site uploads the match files

to Caltech. At 8:20 am the match files from all CHICOS sites are automatically

assembled into candidate shower files.

At 9:00 am, the daily shower file is passed to event filtering software. This pro-

gram selects candidate events that meet certain criteria. In order to be considered

a “candidate shower,” a set of matching hits must include 3 of the 5 sites closest to

the trigger site. Further, the trigger and at least one set of 3 matching hits must be

fit by a plane with an RMS time residual of less than 10 µs. The set of candidate

showers is designed to accept events liberally; the data set is pruned again during the

analysis phase based on the quality of the reconstructor fits.
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Figure 4.9. Labview data acquisition program front panel. The rate of individual
hits per second is shown in the upper left. The rates of coincidences and triggers are
shown in the upper right. The time difference between A and B detector coincident
hits is is histogrammed in the lower right.

Figure 4.10. Labview data acquisition program history panel. Information character-
izing the site’s performance can be viewed for any day in the preceeding week.
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Figure 4.11. Labview data acquisition program satellites panel. The number and
relative strenth of GPS satellite signals is displayed. A minimum of 3 signals is
required to maintain timing accuracy.

Figure 4.12. Labview data acquisition program energy panel. The distributions of
time over threshold (top) and the corresponding energy (bottom) of the hits recorded
by each detector are histogrammed.
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Chapter 5

Shower Reconstruction Software

The reconstruction software used by the CHICOS project was largely written by

Brant Carlson and Chris Jillings. It is based on the methods used by AGASA, and is

implemented in C++. The C++ library, libCTShower, uses the ROOT class library

developed by CERN [122]. Section 5.1 contains an overview of the data format and

handling. The first version of the CHICOS reconstructor used a χ2 minimization

method. More recently, this has been replaced with a maximum likelihood method,

which is more appropriate for the type of data collected by CHICOS. These and other

reconstruction options are described in section 5.2.

An online user interface has been developed through which any shower data can be

reconstructed with any of several versions of the reconstructor code. An interactive

form allows the user to select or deselect data and to guide the reconstructor software.

Numerical output is accompanied by a graphical representation of the shower data

and reconstruction results. Details of the user interface are discussed in section 5.3.

5.1 Overview of libCTShower

Raw data files are filtered daily before being transferred to Caltech, where trigger

and match events from all sites are organized into showers as described in chapter 4.

The shower is the basic unit of data that is given to the reconstruction software. The

purpose of the reconstructor software is to extract an estimate of the orignal energy

and trajectory of the primary cosmic ray associated with a given shower.
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5.1.1 Data Format

Shower information is stored in the form of daily shower log files. Each shower in

the file has two header lines. The first contains the date and time (to the nearest

nanosecond). The second line lists the number of trigger events, the number of hits

(triggers plus matches), a shower ID (SID) number (which is unique within a given

day but not in the data set as a whole), and a set of 8 flags, 7 of which are used.

The meanings of the flags are as follows, beginning with the least significant

(rightmost) bit:

1. At least 10 hits in the shower, no conditions.

2. At least 2 triggers in the shower.

3. At least 6 hits (including triggers) within 20 km of any trigger in the shower.

4. At least 4 sites (including the trigger site) within 20 km of any trigger in the

shower.

5. Caltech 03 - Polytechnic - Pasadena High triplet.

6. LaSalle - Alverno - Pasadena High triplet.

7. Blair - Mayfield - Westridge triplet.

The “triplet” flags identify showers that hit all three of a group of nearby sites.

These flags been useful in the statistical analysis of the CHICOS data [123].

The data in each shower event is organized into 6 columns: site ID number,

detector type (A or B), time, A detector intensity, B detector intensity, and site

name. Since each line is associated with a hit in either an A or a B detector, only

one of the intensity columns will be filled. The data of a sample shower is shown in

figure 5.1.

The first two lines of shower data are the hits that form the shower trigger. The

hit in the A detector is listed first, identified by an uppercase “T” in the detector

type column. The B detector hit is listed second, identified by a lowercase “t.” The
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shower 01-12-07 08:10:13 PST UTC: 3251463013 ns: 629881825

Ntrig: 1 Nhit: 9 SID: 81013 Trig: 00001100

0063 T 0.000 2.11 WashingtonMS

0063 t -0.061 6.70 WashingtonMS

0010 A -11.683 0.83 SylmarHS

0065 A -3.031 1.09 ChandlerSchool

0131 B -2.249 0.68 NewHorizon

0103 A 2.923 0.80 LongFellowElem

0103 B 3.133 0.53 LongFellowElem

0044 B 3.969 0.72 EliotMS

0092 A 36.555 0.44 SanFernandoHS

Figure 5.1. Sample shower data. The columns represent the site ID number, the
detector label, the hit time (in milliseconds, relative to the A-detector trigger), the
hit intensity (in MIP), and the site name.

time of all events in the shower are normalized to the time of the A detector of the

trigger, which is set to time t = 0. Times are listed in microseconds, and intensities

in units of minimum ionizing particles (MIP), defined in section 4.2.

5.1.2 Code

The libCTShower code contains a “shower” class that stores the information about

the event being reconstructed. Member data of the shower class include an array

of sites involved in the shower, an array of hits, and an array of triggers. Each site

object in the shower’s site array is also associated with the hits and triggers at that

site. Hence one can access the set of hits in a shower, triggers in a shower, hits at a

site, or triggers at a site [124].

Each hit and trigger event is treated as object whose member data is the detector

label (A or B), the hit intensity (in MIP), the time of the hit (in microseconds), and

a pointer to the site object with which the hit is associated. Each site object stores

information such as its (x, y, z) coordinates, the size and thickness of the scintillator

in each detector, its intallation date and calibration results, as well as the set of hits

and triggers associated with it for a given shower.

The shower reconstruction is done by the “reconstructor” class. This class contains
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the bulk of the code that calls the ROOT MINUIT minimization routine to fit the

shower. The reconstructor class contains a “fitshower” object that stores the shower

data. The fitshower is modified from the original shower object as needed by the

reconstructor. For example, when using the χ2 minimization method, hits and triggers

are averaged by site before being stored. The CIT 1000 array, which includes 6

individual pairs of detectors, is treated as one site and averaged together. When

using the log likelihood minimization, no averaging is done and all hits are treated

independently.

Shower visualization is done by the “ui” class. This class contains tools for plot-

ting the shower data and the reconstruction results. The user can interact with the

reconstructor class through the user interface. Other classes include the “latdist”

class, which holds all options for the form of the lateral distribution, and a “timedist”

class, which holds the options for the time distribution function. An “array” class acts

as a container of “array site” objects, and is used to model the state of the array on a

given day. There is also a shower simulator class, which contains code for generating

simulated showers. Simulated showers are based on the lateral distribution function

and time distribution function, with statistical noise added. A shower analyzer class

is provided for working with the data in ROOT.

5.2 Shower Reconstruction

The libCTShower code makes use of the ROOT MINUIT minimization package. The

parameters fit are core location (x, y, z), hit time of the shower core (t0), energy, and

direction (θ, φ). Core location and hit time are not independent parameters; hence z

is set to the average vertical height of sites involved in the shower and held fixed in

the minimization.

The angles θ and φ do not work well as parameters in the fit routine, for several

reasons. First, the periodicity can cause the reconstruction to become confused. Sec-

ond, when θ is near zero (a vertical shower), φ becomes poorly constrained. To avoid

these problems, the angles θ and φ are mapped to Cartesian coordinates (xang, yang)
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by the introduction of a transform function f(xang, yang). This is accomplished by

defining a vector v with direction angles (θ, φ) and extending this vector until it

intersects the surface of the transform function at the point (xang, yang, f(xang, yang)).

Following each minimization step, it is necessary to reverse the transformation

to obtain θ and φ from the coordinates xang and yang. The transformations between

these coordinates and the shower angles are

θ = arctan

(√
x2

ang + y2
ang

f(xang, yang)

)
(5.1)

and

φ = arctan

(
yang

xang

)
. (5.2)

The function f(xang, yang) is chosen to be smooth and continuous over the region

where it is defined. The function currently in use is

f(xang, yang) =
N

2

√
1 + x2

ang

√
1 + y2

ang

(
2− x2

ang − y2
ang + x2

angy
2
ang

)
, (5.3)

with −1 < xang < 1 and −1 < yang < 1. The proportionality constant N determines

the maximum angle of θ. A function of this form is constant along the boundaries of

xang and yang, where it evaluates to

tan θ =

√
x2

ang + y2
ang

f(xang, yang)
=

√
2

N
. (5.4)

In other words, the maximum allowed vertical angle θ does not depend on the az-

imuthal angle φ. For N = 1, the maximum shower inclination is θ = 54.7◦, and for

N =
√

2/3, the maximum shower inclination is θ = 60◦. The value of N is chosen to

be consistent with the LDF model being used, as different versions of the LDF were

based on sets of simulations with different maximum inclinations. See figures 5.2 and

5.3 for illustrations of the transform function and its tangent.

In the case where showers are being reconstructed using the AGASA LDF, the

energy is not directly determined by the fit. Instead, the natural log of the proportion-
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Figure 5.2. Transform function f(xang, yang) used to map (θ, φ) to linear coordinates.

Figure 5.3. Tangent of the vertical angle θ as a function of xang and yang. The
maximum allowed θ is constant along the boundary of the allowed region.
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ality constant C in equation (3.11) for ρ(r) is used as a fit parameter. The value of the

lateral distribution function 600 m from the core can then be used in equation (3.14)

to determine the energy of the incident particle. For all other CHICOS-specific LDFs,

the proportionality constant in ρ(r) is explicitly a function of log(E), so the log of

the energy can be fit directly.

5.2.1 Chi-Square Reconstruction Method

The original version of the reconstruction code works by performing a χ2 minimization

of the shower data to a model LDF parametrized by incident angle and energy. As

mentioned above, this fit is done on a shower object in which the data has been

averaged by site. First, multiple events at a single detector are summed, and the

results are then averaged together (weighted by the area of the scintillator in each

detector). Events with measured intensity greater than 1000 MIP are removed from

the shower data before the average intensity is calculated, since it is known that the

detector hardware is unreliable beyond that range.

An error bar is assigned to the intensity measurement based on the variance of

the data. Given a mean intensity

µI =
1

Nevents

Nevents∑
i=1

Ii

Ai

, (5.5)

where A is the detector area, the spread is calculated as either

err1 =

√√√√ 1

Nevents

Nevents∑
i=1

(
Ii

Ai

− µI

)2

(5.6)

or

err2 =

√
Nevents ×

∑Nevents

i=1 max(Ii, 1)
∑Nevents

i=1 Ai

(5.7)
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and the error is assigned to be

max(err1, err2). (5.8)

Since there is very often only one hit in each detector, a time error bar is calculated

based on the theoretical spread of the shower front at the location of the detector, as

given in equation (3.23).

The procedure used to fit a set of shower data is as follows [124]:

1. The core location is given a first estimate of 200 m or 1000 m from the trigger

site trigger site in one of the cardinal directions.a (The minimization procedure

is repeated 8 times, with different starting points; the fit that produces the

lowest χ2 is used.)

2. Each set of 3 hits in the shower can be fit with a plane perpendicular to the

trajectory of the shower front. A first estimate of of the incident angle is found

by averaging the results from each trio of events in the data. Trios that form a

straight line are rejected, as are sets that contain a time difference greater than

the light travel time between the sites.

3. No attempt is made at a first estimate of the energy. Instead, the logarithm of

the proportionality constant C in ρ(r) is set to 10, which corresponds roughly

to a starting energy estimate of 1018 eV.

4. The direction of propagation is fit by χ2 minimization of the hit times with the

time distribution function, which may be either a CHICOS-specific TDF or the

AGASA time delay and time spread functions.

5. The energy is fit by χ2 minimization of the hit intensities with the LDF, ρ(r).

6. The core location and the energy are fit simultaneously, again by χ2 minimiza-

tion of the intensities given by LDF.

aFor Chiquita showers, the initial core location estimates are 40 m and 200 m from the trigger
site.
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7. Steps 4 through 6 are repeated until the fit converges, up to a maximum of 10

iterations.

8. The minimization procedure is repeated with a different initial core location

and the best result of 8 is chosen.

The reconstruction returns two separate χ2 values, one for the angle/time fit,

and one for the energy/core location fit. The output of the reconstructor is given as

the (x, y, z) coordinates of the core location in meters (with the origin centered on

Caltech 03, at latitude 34.13657◦ and longitude −118.12522◦), the zenith angle θ and

the azimuthal angle φ (measured counterclockwise from east), the time of impact t

of the core relative to the first measured event, and the energy E.

It is also possible to fit shower data by assigning initial values to the parameters,

or forcing a reconstruction with a given set of parameters.

5.2.2 Maximum Likelihood Reconstruction Method

The χ2 fit code has been superseded by a maximum likelihood method, which is

better suited to the type of data collected by CHICOS. A χ2 fit is subject to loss

of information when data is binned or averaged. It is also only strictly valid if the

data follows a Gaussian distribution. This is not the case with data collected from a

shower front, where the distribution of particles has a sharp rise and a long tail, more

closely approximating a te−t distribution.

The maximum likelihood reconstructor uses the MINUIT package to minimize the

negative of the log of the likelihood function. The two detectors making up each array

site are treated independently. The reconstruction procedure proceeds analogously

to the χ2 method, with the exception that the energy of the shower enters directly as

a parameter, and is given the initial value of log(E) = 1018 eV.

The log likelihood function is given by log Ptotal(x, y, z, t, xang, yang, log(E)). The

likelihood function Ptotal is defined to be the product of the likelihood functions for

each site in the array, which in turn are considered to be the product of the likelihood

functions for each of the two detectors within the site. Hence the overall likelihood
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function is the product of the likelihood functions for all individual detectors in the

array:

Ptotal =
∏

detectors

Pdetector. (5.9)

The total log likelihood function is the sum of the individual log likelihood func-

tions:

log Ptotal =
∑

detectors

log Pdetector. (5.10)

In the current version of the likelihood minimization method, the likelihood is

calculated as the product of two probability functions: the likelihood of measuring

the total intensity at a given detector, PI(Idetector), and the likelihood of measuring

each individual event at the observed time, PT (tevent). Thus

Pdetector = PI(Idetector)×
∏

events

PT (tevent), (5.11)

where

Idetector =
∑
events

Ievent (5.12)

and the set of events under consideration is the set of individual hits at the given

detector.

We can now substitute equation (5.11) into equation (5.9) to obtain the total

likelihood function

Ptotal =
∏

detectors

PI(Idetector)×
∏

events

PT(tevent) (5.13)

and the total log likelihood function

log Ptotal =
∑

detectors

log PI(Idetector) +
∑
events

log PT(tevent). (5.14)

The set of events considered in equations (5.13) and (5.14) is the entire set of indi-

vidual hits across the array.

The likelihood function PT(tevent) is given by the integral of the TDF over an inter-
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val surrounding tevent, plus a term that accounts for the background noise (accidental

hits across the array, unrelated to the shower):

PT(tevent) =

∫ tevent−t∆

tevent+t∆

(PTDF(t′) + Background(t′)) dt′. (5.15)

The background noise is assumed to be a constant 200 MIP/s in each detector, hence

PT(tevent) =

∫ tevent−t∆

tevent+t∆

PTDF(t′)dt′ + 2(2× 10−4 µs−1)t∆. (5.16)

The actual noise background varies slightly between detectors because of differing area

and depth of scintillator, and pulse threshold sensitivity. The interval of integration

2t∆ is currently set to 25 ns.

The likelihood function PI(Idetector) is given by the probability of measuring the

total intensity from a Poisson distribution about the total expected intensity ILDF:

PI(Idetector) = PPoisson(Idetector; ILDF). (5.17)

When the total measured intensity at a site is greater than 10 MIP, this function is

modified to reflect the greater uncertainty in the measurement:

PI(Idetector > 10 MIP) = 1− exp (−ILDF). (5.18)

This allows large hits to fit to large expected intensities, even if the exact values differ.

An alternative method for calculating Pdetector uses the K-S test, which calculates

the Kolmogorov-Smirnov probability of obtaining the observed time distribution of

hits at a given detector from the time distribution function at the detector’s loca-

tion [125]. The detector likelihood function is

Pdetector = PI(Idetector)× PKS(t1, ..., tn), (5.19)

where t1, ..., tn is the set of time measurements for the hits at that detector. This
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gives the following expression for the total likelihood function:

Ptotal =
∏

detectors

PI(Idetector)×
∏

detectors

PKS(t1, ..., tn), (5.20)

log Ptotal =
∑

detectors

log PI(Idetectors) +
∑

detectors

log PKS(t1, ..., tn) (5.21)

The probability PKS is a function of the quantity D, which is the maximum dif-

ference between two cumulative distributions, in this case the total charge measured

at the detector before time t, and the integrated TDF:

D = Max |SN(t)− P (t)| over −∞ < t < ∞. (5.22)

The quantity SN(t) is the sum of hits at the detector before time t, normalized by

the total charge measured at the detector:

SN(t) =
∑
tn<t

Ievent(tn)/Idetector. (5.23)

The quantity P (t) is the integral of the TDF from 0 to t:

P (t) =

∫ t

0

PTDF(t′, r, θ, log E)dt′. (5.24)

The probability of D being greater than the observed value is given by

PKS(D > observed) = QKS

([√
N + 0.12 + 0.11/

√
N

]
D

)
(5.25)

where N is the number of data points, and

QKS(λ) = 2
∞∑

j=1

(−1)j−1e−2j2λ2

. (5.26)

The function that calculates QKS in ROOT calculates the number of terms to sum

based on the value of λ.
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Because the integral of measured charge at a site over time is a step function, the

maximum value of D will occur either immediately before or immediately after a hit.

These are the only times checked by the code, to avoid having to step through all

values of t.

The K-S test was not found to produce a significant improvement in the quality of

shower reconstructions, so it is not the default method for calculating the likelihood.

5.3 User Interface

The CHICOS reconstruction software is integrated with an online user interface. An

online search function is available to filter showers based on date, time, size, or sites

involved.

Once a shower is loaded, the online reconstructor allows the user to select which

data points to include in the fit. This is useful for removing data points that are

temporally associated with the shower window, but are likely to be noise hits. In

addition a control string may be fed to the reconstructor to specify starting values of

the parameters, special reconstruction methods, or sites to be ignored in the array.b

Each time a shower event is loaded into the reconstruction software, the site data

files and history files listed in section 4.2 are used to assess the “health” status of each

site that was active in the array at the time of the shower (to the nearest second).

Criteria for identifying a site as “healthy” during a shower event include:

• the existence of a trigger file and both A and B match files, each with a minimum

size of 500 bytes

• A and B match files that each contain at least one entry during a 30-minute

time window centered on the shower

Sites that did not transmit their data that day, or that were not recording data at the

time of the shower, are designated “unhealthy.” Such sites are shown on the shower

bRemoving a data point by de-selecting it from the list changes the measured intensity at the site,
although the site is still included in the array. By contrast, the “ignore” function tells the software
to delete a site – and all its data – from the array completely.
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display as yellow triangles labeled with the site number. If such sites are not manually

ignored, the reconstructor will treat them as sites that measured zero intensity.c

The output of the reconstructor is a list of the estimated parameters, their esti-

mated errors, and a graphical representation of the fit. (See figures 5.4, 5.5, and 5.6.)

A map of the array is plotted, showing all sites in the array (black dots) near the

shower core. Sites involved in the shower are shown as circles, color coded according

to hit time, from red (earliest) to blue (latest). Sites not involved in the shower, but

that have a best-fit intensity of 0.1 MIP or greater are circled in gray. The estimated

core location of the shower is shown with an X surrounded by an error box. The

estimated direction and uncertainty is indicated by a wedge.

The second plot in the reconstructor output is an overlay of the lateral distribution

function on the data. The third plot shows measured intensity vs. time. Individual

data points are shown as solid circles, the site average is shown as an X with an

associated error box, and the estimated fit value is shown as an open circle.

It is important to note that all of our shower reconstruction software is made

available to participating schools via the CHICOS website. It is part of the philosophy

of the project that both data and analysis tools be made available for educational

purposes. The reconstruction tools are accompanied by detailed documentation as

well as a tutorial aimed at high-school students written by Theresa Lynn.

cRarely it happens that only one detector is malfunctioning while the other continues recording
data. In this instance, a site may record a shower hit yet still be marked as unhealthy. In this case
it is at the discretion of the user to determine whether the hit at that site should be removed from
the data. All such events have been removed from the data sets being considered in this paper in
order to simplify the task of modeling the data with simulated air showers.
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Figure 5.4. Sample output of shower reconstructor on raw shower data.
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Figure 5.5. Output of shower reconstructor after removal of accidental hits.
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Figure 5.6. Sample output of shower reconstructor after removal of accidental hits
and removal of inactive sites from the array.
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Chapter 6

Modeling the Array Response

This chapter describes the method used to characterize the response of the Chiquita

subarray to cosmic-ray air showers at energies close to 1017 eV. This work was under-

taken in order to assess the accuracy of the CHICOS shower-reconstruction software.

Unthinned shower simulations are combined with a detailed model of the detector

response to produce simulated data. The simulated data, when fed back into the re-

construction software, allows us to gauge any bias in the distribution of reconstructed

energies.

The generation of unthinned simulated air showers is discussed in section 6.1.

Section 6.2 describes the details of the detector response model, and section 6.3

describes the analytical and numerical methods used to model particle interactions

with the detector scintillator. The results of this exercise are given in section 6.4.

6.1 Simulation of Air Showers Using AIRES

The simulated air showers used in this analysis were created with AIRES, a simulation

program made available by the Universidad Nacional de La Plata, Argentina [108].

Air showers were generated with energies of 1017 eV and 1017.5 eV, and zenith-angle

cosines of 0.60, 0.70, 0.80, and 0.90. The depth of first interaction and the polar angle

were randomly generated for each shower. No particle thinning was used.

Because of the computation time involved in generating unthinned high-energy

air showers, only 2 or 3 showers were generated at each energy and zenith angle (ZA).
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Table 6.1. Parameters of the AIRES showers used in this work

Depth of
Energy Cosine ZA Polar Angle First Interaction Reference Number

1e17 eV 0.60 12.38◦ 4.5451 g/cm2 E17-ZA60 01
1e17 eV 0.60 97.04◦ 27.1158 g/cm2 E17-ZA60 04
1e17 eV 0.70 121.88◦ 10.9821 g/cm2 E17-ZA70 01
1e17 eV 0.70 -20.52◦ 4.9164 g/cm2 E17-ZA70 05
1e17 eV 0.70 -119.68◦ 14.9705 g/cm2 E17-ZA70 06
1e17 eV 0.80 155.76◦ 0.2366 g/cm2 E17-ZA80 01
1e17 eV 0.80 73.38◦ 0.1710 g/cm2 E17-ZA80 05
1e17 eV 0.80 2.74◦ 22.9553 g/cm2 E17-ZA80 06
1e17 eV 0.90 -131.64◦ 7.5142 g/cm2 E17-ZA90 01
1e17 eV 0.90 -90.42◦ 6.0402 g/cm2 E17-ZA90 06
1e17 eV 0.90 62.86◦ 16.1197 g/cm2 E17-ZA90 07

Only showers generated at 1017 eV were used in this work. The shower parameters

for the data set are shown in Table 6.1.

To simulate CHICOS data, each AIRES shower is dropped on the array, and the

number of particles landing on each detector is recorded. Each AIRES shower can

be used multiple times by shifting the core location relative to the array and rotating

the polar angle of the shower. The core locations have been chosen randomly over an

area of 1 km2, centered on the Chiquita subarray. Only Chiquita sites are included

in the array used to reconstruct the showers.

The exact area of the scintillator in each detector is drawn from the site database

(see appendix A). The relative locations of the sites are known to within several

meters. Each site consists of two detectors, which are modeled as being separated

by 2.8 m in an arbitrary direction. The difference in measured intensity between

the two detectors at a site should be negligible; the separation is necessary to obtain

independent statistics.
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6.2 Modeling the Detector Response

CHICOS uses plastic-scintillator detectors, with an area of approximately 1 m2. The

output pulse of the photomultiplier tube (PMT) is characterized by a time constant

τ . The pulse is routed through a discriminator circuit, which measures the time over

threshold. The relation between the time over threshold and the energy deposited in

the scintillator is calibrated for each detector, as described in section 4.1.

6.2.1 Energy Deposited in the Scintillator

The energy of leptons (electrons, antielectrons, and muons) created in the air shower

can be measured by the energy released in the scintillator of the CHICOS detectors.

The energy deposited by a particle moving through the scintillator is assumed to be

2.2 MeV/cm.

For electrons, antielectrons, and muons that pass completely through the scintil-

lator of the detector, the energy in MeV released is given by

Emax(d, θ) = 2.2 MeV/cm× d

cos θ
(6.1)

where d is the depth of the scintillator in cm, and θ is the zenith angle of the particle.

If the energy of the particle is less than Emax, it is assumed that all of the kinetic

energy of the particle is released.

The number of particles is measured by converting the energy to units of minimum

ionizing particles (MIP), with 1 MIP being equivalent to the energy deposited by a

muon traveling through the scintillator at the average cosine zenith angle. Assuming

that the distribution of incident particles goes as I(θ) ∝ cos2 θ, the average cos θ is

〈cos θ〉 =

∫ 1

0
I(θ) cos θ d cos θ∫ 1

0
I(θ) d cos θ

=

∫ 1

0
cos3 θ d cos θ∫ 1

0
cos θ d cos θ

= 0.75. (6.2)

It is important to note that the energy equivalent of 1 MIP in eV varies from one

detector to another depending on the thickness of the scintillator.
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The energy contained in 1 MIP is given by

E1MIP(d) = 2.2 MeV/cm× d

〈cos θ〉 . (6.3)

Combining equation (6.1) with equation (6.3), the energy in MIP of a particle

passing completely through the scintillator is

Emax(θ) =
〈cos θ〉
cos θ

. (6.4)

The thickness of the scintillator can be ignored except in determining whether a

particle is stopped in the detector.

6.2.2 Time-Over-Threshold Measurement

The output pulse of the PMT is assumed to be a decaying exponential with time

constant τ and height V0:

V (t) = V0 e−t/τ . (6.5)

The energy of the pulse in MIP is proportional to the integral of the pulse,

EMIP =

∫ ∞

0

V0 e−t/τ dt = τ V0, (6.6)

where V0 includes the proportionality constant that relates the voltage to the energy,

and is expressed in units of MIP/ns.

The discriminator threshold is typically set to −10 or −15 mV. The time-over-

threshold is measured by a counter card in units of 12.5 ns clock ticks. For a threshold

of Vth, the pulse is over threshold for a time tth defined by

Vth = V0 e−tth/τ . (6.7)

Thus

EMIP = τ V0 = τ Vth etth/τ . (6.8)
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The conversion of time over threshold in ns to pulse energy in MIP is defined by

100 EMIP = Cetth/τ , (6.9)

where C and τ are calibrated and stored in the database for each detector (see ap-

pendix A).

The proportionality constant C from the database is therefore related to the

threshold Vth by

C = 100 τ Vth. (6.10)

Hence the threshold can be expressed in units of MIP/ns as

Vth =
C

100 τ
. (6.11)

Expressing the threshold and pulse height in MIP/ns allows the simulation to

ignore the variation of PMT sensitivity and threshold values between sites, as these

effects are calibrated out by the choice of C and τ .

For a typical detector, τ ' 80 ns and C ' 20 MIP. This gives Vth ' 0.0025 MIP/ns.

A 1-MIP pulse would have V0 ' 0.0125 MIP/ns and a time over threshold of tth '
135 ns.

The minimum pulse with non-zero time over threshold would, in this case, be

0.2 MIP. In reality, the minimum length of the discriminator output pulse is ∼ 50 ns;

the minimum measured pulse is therefore typically ∼ 0.37 MIP.

6.2.3 Timing Accuracy

The time resolution of a CHICOS detector is assumed to be 12.5 ns. Random time

offsets are introduced in order to model uncertainty in the detector timing. An offset

of up to 6.25 ns is allowed between the A and B detectors at a given site, to reflect

hardware differences between the detectors. Up to 25 ns is allowed between the timing

at any two sites, to reflect the precision of the GPS timing.

The clock rates on the counter cards are nominally 80 MHz, but may deviate
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Figure 6.1. Simulated pulse measurement. The intensity of the decaying exponential
pulse is measured at 12.5 ns intervals. The measurement point is offset with respect
to the start of the time bin by a random amount 0 < toffset < (1/4)× bin width.

from this rate slightly, causing the time bins of the A and B data to be offset. In

the simulation, the length of the time bins is taken to be exactly 12.5 ns, and the

timescale for the bins to become misaligned is assumed to be long compared to the

timescale of the shower (which is typically < 1 µs). The misalignment of the A and

B time bins is therefore taken to be constant over any given shower.

Figure 6.1 shows a diagram of sample pulse timing.

6.3 Modeling of Photon Interactions

AIRES output identifies the species of each particle in the air shower. The signal

contribution from charged particles (electrons and muons) is easily calculated as de-

scribed above. However, the number of photons in the air shower at ground level

is approximately 10 times the number of electrons, antielectrons, and muons. The

photons are not detected directly, but can create secondary electrons in the scintil-

lator via Compton scattering or pair production. These secondary electrons make

a significant contribution to the signal. In order to accurately model the detector
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response to air showers, care has been taken to estimate the signal contribution from

photon interactions.

Both processes (Compton scattering and pair production) have been modeled

using Monte Carlo methods. This includes the interaction cross section (as a func-

tion of the photon energy) and the distribution of secondary electron energies. The

distribution of polar angles of the secondary particles is ignored; the electrons and

antielectrons are assumed to follow the same path as the incident photon.

6.3.1 Compton Scattering

Compton scattering is the scattering of a photon off an electron in the scintillator.

This is the dominant interaction process for photons below about 20 MeV. Compton

scattering produces a recoil electron, which deposits energy in the scintillator.

The differential cross section for Compton scattering is given by the Klein-Nishina

formula [126]

dσ

dω
=

r2
e

2

1

[1 + γ0(1− cos θ)2]

(
1 + cos2 θ +

γ2
0(1− cos θ)2

1 + γ0(1− cos θ)

)
, (6.12)

where γ0 is the incident photon energy, re is the classical electron radius, and θ is the

angle through which the photon is scattered.

The integral of this function is the total scattering probability per electron:

σc = 2πr2
e

{
1 + γ0

γ2
0

[
2(1 + γ0)

1 + 2γ0

− 1

γ0

ln (1 + 2γ0)

]
+

1

2γ0

ln (1 + 2γ0)− 1 + 3γ0

(1 + 2γ0)2

}
.

(6.13)

The photon cross section for Compton scattering is shown in figure 6.2.

The mean free path of a photon of energy γ0 in the scintillator can be calculated

from the cross section as

λ =
1

nσ
, (6.14)

where n is the electron density of the scintillator. For the plastic scintillator used by

the CHICOS detectors, n ' 3.37× 1023 electrons per cm3.
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Given λ, the probability of a photon penetrating x cm into the scintillator before

scattering is

P (x) = e−x/λ. (6.15)

The probability that the photon will scatter before traveling x cm, Pint, is therefore

defined by

P (x) = 1− Pint(x) = e−x/λ. (6.16)

The cumulative interaction probability, Pint, is used as the Monte Carlo rejection

function. Given a random number 0 < r < 1, the scattering depth xint of the photon

is

xint = −λ ln (1− r). (6.17)

If xint is less than the path length of the photon in the scintillator (taking into

account the incident angle), the particle is assumed to undergo compton scattering

after traveling distance xint. For a photon with incident zenith angle θ, the vertical

depth dint is given by

dint = xint cos θ. (6.18)

The recoil electron is assumed to travel along the path of the incident photon until

it exits the scintillator, or until it loses all of its kinetic energy. The maximum depth

of scintillator traversed by the recoil electron, in terms of the total scintillator depth

d, is therefore

dmax = d− dint = d− xint cos θ. (6.19)

The recoil electron can therefore be treated as a particle incident on a scintillator

of depth dmax with zenith angle θ.

The distribution of the recoil energy of the electron, T , is given by

dσ

dT
=

πr2
e

mec2γ2
0

[
2 +

s2

γ2
0(1− s)2

+
s

1− s

(
s− 2

γ0

)]
, (6.20)

where s = T/γ0 [126].

The recoil photon energy γ1, is more conveniently expressed as a fraction of the
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intial energy: ε = γ1/γ0. The minimum photon recoil energy, εmin, is determined by

the kinematics to be

εmin =
mec

2

mec2 + 2γ0

. (6.21)

Following the Monte Carlo procedure outlined in the Geant4 Physics Reference

Manual [127], the probability function for the recoil energy of the photon can be

approximated by

P (ε) '
[
1

ε
+ ε

] [
1− ε sin2 θ

1 + ε2

]
. (6.22)

This formula can be expressed as

P (ε) = f(ε) · g(ε) = [α1f1(ε) + α2f2(ε)] · g(ε), (6.23)

where

α1 = ln (
1

εmin

), f1 =
1

(α1ε)
,

α2 =
(1− εmin)

2
, f2 =

ε

α2

.

(6.24)

The functions f1(ε) and f2(ε) are probability density functions defined for εmin <

ε < 1. The function

g(ε) =

[
1− ε

1 + ε2
sin2 θ

]
(6.25)

is the rejection function. For εmin < ε < 1, we have 0 < g(ε) < 1.

The Monte Carlo sampling of the recoil energy requires 3 random numbers 0 <

r1, r2, r3 < 1. The first step is to select one of the two probability density functions:

if r1 < α1/(α1/α2), select f1(ε); otherwise select f2(ε).

The recoil energy ε is then sampled from the distribution corresponding to the

probability density function:

for f1, ε = εr2
min,

for f2, ε2 = ε2
min + (1− ε2

min)r2.
(6.26)
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The term sin2 θ in g(ε) is given by

sin2 θ = t(2− t), (6.27)

where

t ≡ (1− cos θ) = mec
2 (1− ε)

γ0ε
. (6.28)

The rejection function is tested against the third random number: if g(ε) ≥ r3,

then the recoil energy of the photon is ε; otherwise the calculation should be repeated

with a new set of r1, r2, r3. The kinetic energy of the recoil electron is simply given

by

T = γ0(1− ε). (6.29)

The distribution of electron energies given by this formula is shown in figure 6.3.

6.3.2 Pair Production

Pair production is the transformation of a photon into an electron and an antielectron.

The process must involve a second body (generally a nucleus in the scintillator) in

order to conserve momentum.

In general, numerical integration is required to calculate the pair production cross-

section. This simulation uses a combination of two approximate formulae [126].

At low photon energies, mec
2 ¿ hν ¿ 137mec

2Z−1/3,

σpp = 4Z2αr2
e

[
7

9

(
ln

2hν

mec2
− f(Z)

)
− 109

54

]
, (6.30)

where f(Z) ' a2[(1 + a2)−1 + 0.20206− 0.0369a2 + 0.0083a4 − 0.002a6] for a = αZ.

For hν À 137mec
2Z−1/3,

σpp = 4Z2αr2
e

[
7

9

(
ln

(
183Z−1/3

)− f(Z)
)− 1

54

]
. (6.31)

The low-energy approximation assumes no electron screening, while the high-

energy approximation assumes complete screening. The simulation chooses the former
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Figure 6.2. Cross section for Compton scattering. The cross section is a function of
incident photon energy.
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Figure 6.3. Distribution of recoil electron energies from Compton scattering. The dis-
tribution of recoil electron energies from 10000 Compton-scattered photons is shown
for each of 4 different photon energies.



90

for photons of energy 6 MeV ≤ γ0 < 600 MeV and the latter for γ0 ≥ 600 MeV. The

cross section is forced to go smoothly to 0 at 2 mec
2 by the linear function

σpp(γ0 < 6 MeV) =
γ0 − 2mec

2

6− 2mec2
σpp(γ0 = 6 MeV). (6.32)

The pair-production cross sections for Z = 1 and Z = 6 are shown in figures 6.4

and 6.5. The composition of the plastic scintillator is 5.23× 1022 H/cm3 and 4.74×
1022 C/cm3. The element participating in the interaction is chosen according to the

probability defined by

P (Zk, γ0) =
nk · σpp(Zk, γ0)∑
i[ni · σpp(Zi, γ0)]

, (6.33)

where ni is the number of atoms per volume of the ith element of the scintillator.

The Monte Carlo calculation of the electron kinetic energy described in the Geant4

Physics Reference Manual [127] is based on the Bethe-Heitler cross section:

dσpp(Z, ε)

dε
=

αr2
eZ[Z + ξ(Z)]

{
[ε2 + (1− ε)2]

[
Φ1(δ(ε))− F (Z)

2

]
+

2

3
ε(1− ε)

[
Φ2(δ(ε))

F (Z)

2

]}
.

(6.34)

In this expression, ε = E/γ0, where E is the total energy carried by one particle in

the the electron/antielectron pair. The kinematics constrain ε to the range

mec
2

γ0

= ε0 ≤ ε ≤ 1− ε0. (6.35)

The screening variable δ(ε) is given by

δ(ε) =
136

Z−1/3

ε0

ε(1− ε)
. (6.36)
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Figure 6.4. Cross section for pair production in hydrogen. The cross section is a
function of incident photon energy.
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The two screening functions, Φ1(δ) and Φ2(δ), are defined by

Φ1(δ) = 20.867− 3.242δ + 0.625δ2

Φ2(δ) = 20.209− 1.930δ − 0.086δ2

}
δ ≤ 1,

Φ1(δ) = Φ2(δ) = 21.12− 4.184 ln (δ + 0.952) δ > 1.

(6.37)

The function F (Z) is a Coulomb correction function:

F (Z) = 8/3 ln Z for γ0 < 50 MeV,

F (Z) = 8/3 ln Z + 8f(Z) for γ0 ≥ 50 MeV,
(6.38)

where f(Z) is the correction to the Born approximation given above.

The contribution to pair production from the electron cloud of the atom is given

by

ξ(Z) =
ln (1440/Z2/3)

ln (183/Z1/3)− f(Z)
. (6.39)

The Bethe-Heitler formula is symmetric under ε ↔ (1−ε), so it suffices to consider

the range

ε ∈ [ε0, 1/2]. (6.40)

However, the requirement that the cross section be positive produces an addtional

constraint:

δ ≤ δmax(ε1) = exp

[
42.24− F (Z)

8.368

]
− 0.952. (6.41)

Therefore,

ε ≥ ε1 =
1

2
− 1

2

√
1− δmin

δmax

, (6.42)

where

δmin = δ

(
ε =

1

2

)
=

136

Z1/3
4ε0. (6.43)
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The range of ε is therefore

ε ∈ [εmin = max(ε0, ε1), 1/2]. (6.44)

The screening functions Φ1(δ) and Φ2(δ) can be combined with F (Z) to form two

additional screening functions that are used in the factorization of the cross section:

F1(δ) = 3Φ1(δ)− Φ2(δ)− F (Z),

F2(δ) =
3

2
Φ1(δ)− 1

2
− F (Z).

(6.45)

The functions F1(δ) and F2(δ) are decreasing functions of δ. They reach a maxi-

mum at δmin:

F10 = max F1(δ) = F1(δmin),

F20 = max F2(δ) = F2(δmin).
(6.46)

Using these definitions, the Bethe-Heitler formula can be written

dσpp(Z, ε)

dε
= αr2

eZ[Z + ξ(Z)]
2

9

[
1

2
− εmin

]
× [N1f1(ε)g1(ε) + N2f2(ε)g2(ε)] , (6.47)

where

N1 =

[
1

2
− εmin

]2

F10,

N2 =
3

2
F20.

(6.48)

The probability density functions f1(ε) and f2(ε) are

f1(ε) =
3[

1
2
− εmin

]3

[
1

2
− ε

]2

f2(ε) = const =
1[

1
2
− εmin

] .

(6.49)

The rejection functions are given by g1(ε) and g2(ε), defined on the interval 0 <
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Figure 6.6. Pair-produced electron energies. The distribution of pair-produced elec-
tron energies from 10000 photons is shown for each of 4 different photon energies.

gi(ε) < 1:

g1(ε) =
F1(ε)

F10

,

g2(ε) =
F2(ε)

F20

.

(6.50)

As for Compton scattering, the Monte Carlo sampling of the electron energy

requires 3 random numbers 0 < r1, r2, r3 < 1. For r1 < N1/(N1 +N2), f1(ε) and g1(ε)

are used, f2(ε) and g2(ε) otherwise. The electron energy is then sampled according

to the appropriate probability density:

for f1, ε =
1

2
−

(
1

2
− εmin

)
r
1/3
2 ,

for f2, ε2 = εmin +

(
1

2
− εmin

)
r2.

(6.51)

The appropriate rejection function is then tested against the third random number:

if gi(ε) ≥ r3, the energy of the electron (and of the antielectron) is ε.

For γ0 < 2 MeV, ε is sampled uniformly on ε ∈ [εmin, 1/2], without rejection. The

distribution of electron energies is shown in figure 6.6.
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Table 6.2. Fraction of showers detected at 1017 eV

Energy Cosine ZA Number detected Fraction of total

1017 eV 0.90 962 48.1%
1017 eV 0.80 644 32.3%
1017 eV 0.70 266 13.3%
1017 eV 0.60 86 4.3%

6.4 Analysis of Simulated Shower Reconstructions

At each shower inclination (cos θ = 0.60, 0.70, 0.80, 0.90), two AIRES-generated show-

ers were each dropped on the simulated Chiquita array 1000 times. For each drop,

the AIRES shower was rotated through a randomly chosen azimuthal angle, and dis-

placed to a random core location (x, y), with −500 < x < 500 and −500 < y < 500

(with the origin centered on the site Caltech 03.) The results were passed through the

CHICOS filtering software; only a fraction of the showers at each angle produced a

trigger and enough matching hits to be considered an event (Table 6.2). The number

of showers detected falls steeply with increasing inclination.

The resulting shower data was fed back to the CHICOS reconstruction software

(using the χ2 method). Since all simulated showers were given an input energy of

1017 eV, the expected distribution of reconstructed energies should be centered near

that value. As shown in figure 6.7, the average reconstructed energy was 1017.11 eV,

or 1.3× 1017 eV.

The peak of the distribution is higher than the input energy; however the distri-

bution extends farther below the peak than above it. There is a selection effect at

work in that showers that fluctuate up in the vicinity of a site are more likely to be

found than showers that fluctuate down. This may partially account for the shift in

the peak energy.

The average reconstructed energy did not vary except for showers with the greatest

inclination (figure 6.8). Selection effects are amplified for highly inclined showers,

which are more strongly attenuated by the atmosphere.

The distributions of reconstructed angles are plotted in figure 6.9. The average



96

reconstructed inclination is very good in general, with the most inclined showers

again being the least well reconstructed. The software does not allow showers at

this energy to reconstruct with an angle greater than 54.7◦ (cos θ = 0.58). (The

software has more recently been upgraded to allow high-energy reconstructions out

to cos θ = 0.5). There is a slight correlation between the reconstructed angle and the

reconstructed energy. If a shower is reconstructed at an inclination greater than the

input angle, the reconstructed energy tends to be greater than the input energy.

Finally, it is interesting to look at the distribution of shower core locations. Show-

ers were dropped randomly over a 1 km2 area centered on Caltech 03. The core

locations of showers that were picked up as CHICOS events are shown in figure 6.10.

There is an overdensity near the center because showers that land near the array sites

are more likely to generate enough hits to pass the filtering software.

The reconstructed core locations are shown in figure 6.11. There is a strong

tendency for the reconstructor to place the core near, but not directly over, sites in

the array. Error in the core location is slightly correlated with error in the energy

reconstruction. If the reconstruction moves the shower closer to the array, it will also

lower the energy estimate.

Figure 6.12 shows an example of the simulated shower data. The input parameters

of the shower are shown. Figure 6.13 shows the reconstructor ouput for the same

shower.
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Figure 6.7. Distribution of reconstructed energies for simulated showers at 1017 eV.
Showers of all zenith angles are included in the histogram. The peak of the recon-
structed distribution is shifted upward from the input energy to 1.3× 1017 eV.
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Figure 6.8. Distribution of reconstructed energies sorted by shower inclination. All
showers had a simulated energy of 1017 eV. An equal number of showers were simu-
lated at each zenith angle, but fewer are detected at large inclinations.
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Figure 6.9. Distribution of reconstructed angles sorted by shower inclination. The
range of cos θ is limited by the reconstruction software to cos θ ≥ 0.58. All showers
had a simulated energy of 1017 eV. An equal number of showers were simulated at
each zenith angle, but fewer are detected at large inclinations.
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Figure 6.10. Input core locations of simulated showers. Only showers that are de-
tected as candidate events are shown. Locations of sites in the Chiquita array are
shown as blue triangles. Simulated core locations were evenly distributed over 1 km2;
showers that landed near the array sites were more likely to pass the filtering software.
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Figure 6.11. Reconstructed core locations of simulated showers. Only showers that
are detected as candidate events are shown. Locations of sites in the Chiquita array
are shown as blue triangles.
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Figure 6.12. Example of simulated shower data. Input parameters are shown.
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Figure 6.13. Example reconstruction of simulated shower data.
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Chapter 7

Analysis of Low-Energy Data

Cosmic ray airshowers in the energy range 1016–1019 eV have been measured by a

subarray of CHICOS, as described in section 7.1. Comparison of this analysis with

other experiments was used to refine the CHICOS data analysis before examining the

ultra-high energy data. The simulations used to characterize the Chiquita subarray

are detailed in section 7.2. Section 7.3 describes the method used to estimate the

low-energy cosmic ray flux.

7.1 Low-Energy Data

As described in section 4.1, a subsection of the CHICOS array called Chiquita has

been in operation on the Caltech campus to capture the lower-energy range of the

UHECR spectrum. The Chiquita array consists of 12 neighboring pairs, 6 of which are

grouped in a closely spaced set. The remaining 6 sites cover an area of approximately

1 km2 (figure 7.1).

The denser spacing between sites results in the Chiquita setup being sensitive

to lower-energy events than the larger CHICOS array; data from Chiquita spans

the energy range 1016 to 1019 eV, with peak sensitivity approximately between 1017

and 1018 eV. The flux of cosmic rays in this range has been measured by previous

experiments such as Haverah Park [12, 128, 129], Yakutsk [130, 131, 132], Akeno [133,

134], Fly’s Eye [135, 136], and HiRes [137, 138]. The data collected in this energy

range can therefore serve as a useful calibration of the larger CHICOS array.
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Figure 7.1. Map of the Chiquita detector sites. The origin is placed on the site
Caltech 03, at longitude −118.12522◦, latitude 34.13657◦. The larger marker at ap-
proximately (−100 m, −50 m) represents the six closely spaced CIT 1001–1006 sites.

Incoming shower events are classified as either “CHICOS” or “Chiquita” based

on the sites involved in the shower. All sites that are not part of the Chiquita array

are part of the CHICOS array. Within the Chiquita array, 9 sites are members of

the Chiquita array only: CIT 1001–1006, CIT 2001, CIT 3001, and CIT 4001. The

remaining three sites in the Chiquita array are also considered to be members of the

CHICOS array: Caltech 03, Polytechnic 096, and PCC 105.

A CHICOS shower satifies the following criteria: it has a trigger at a site that

is a CHICOS site and it has hits at 3 out of the 5 nearest-neighbor CHICOS sites.

Similarly, a Chiquita shower must have a trigger at a Chiquita site and hits at 3 out

of the 5 nearest-neighbor sites from the Chiquita array. (CIT 1001–1006 are treated

as a single site for this purpose.) Note that because some sites belong to both arrays,

some showers satisfy the requirements for both categories.

All showers must additionally pass an initial quality test on the time distribution

of the hits. The trigger plus any 3 of the additional sites are fit to a planar shower
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front passing through the array. The quality requirement is given as

TRMS =

√∑
sites

(texpected − tmeasured)2 < 10, (7.1)

where texpected is the fit time in µs at that site, and tmeasured is either the average hit

time in µs (for CIT 1001–1006) or the measured time in µs of the hit closest to the

trigger time (for all other sites).

The data set of 18,403 Chiquita showers used for this analysis was drawn from a

selection of time periods totalling ∼ 3743 hours between August 1, 2003 and May 31,

2004 during which all sites were operational. Selecting only data recorded while all

12 sites were running made it possible to avoid the problem of time dependence when

calculating the effective aperture of the array. There are 15 showers in the data set

that could also be classified as CHICOS showers.

In order to automate the reconstruction of this very large data set, an attempt is

made to remove accidental hits from the shower data (as such spurious hits have a

tendancy to result in poor fits to the data). All hits at non-Chiquita sites are removed.

All remaining hits that fall more than 10 µs away from the trigger are assumed to be

accidentals. Hits more than 1 µs after the first hit at a given detector are assumed

to be caused by electronic afterpulsing and are also removed.

Reconstruction of the data was done using a χ2 method and the low-energy iron-

primary LDF described in section 3.2. Following reconstruction, a final cut on the

data is applied such that only showers with θ ≤ 45◦ are included in the analysis. The

final data set consists of 16,592 showers.

7.2 Simulation of Low-Energy Showers

The effective aperture of the array is a function of the physical size of the array,

the spacing between sites, the sensitivity of the detectors, and the methods used

to identify shower events. The response of the array is modeled by evaluating the

appropriate LDF and time-delay formula at the location of each site in the array and
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Figure 7.2. Energy distribution of showers simulated for Chiquita. This set of simu-
lated showers was used in characterizing the performance of the Chiquita array. The
distribution is not intended to reflect the actual power-law flux of showers, but rather
to generate an approximately equal number of detected showers in each bin.

applying Poisson statistics to produce simulated data. The resulting shower data

is then filtered through the same cuts as the real data to determine whether a real

shower with those parameters would be detected.

To evaluate the aperture of the Chiquita array as a function of energy, a series of

showers with energies ranging between 1016.0 eV and 1019.6 eV was simulated, covering

a (2 km)2 area centered on the origin. A Monte Carlo routine was used to select core

location and shower angle. The vertical angle cos θ was chosen to lie in the range of

0.5 and 1.

Shower data is divided into bins of width 0.2 in log-energy space. To obtain good

simulated statistics in each energy bin, showers were generated within that bin until

1000 showers were found that passed the event filtering software. (This number was

further reduced after the cut on reconstructed angle θ ≤ 45◦ was applied.) The energy

distribution of showers within each bin follows a power-law spectrum with spectral

index −3. The number of showers generated in each energy bin is shown in figure 7.2.

The energy distribution of showers that are found by the filtering software is shown

in figure 7.3. Also shown are the core locations (figure 7.4) and angles (figure 7.5 and

figure 7.6).
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Figure 7.3. Reconstructed energies of low-energy simulations. (a) Distribution of sim-
ulated energies for showers that are detected as events. Showers were generated with
an E−3 distribution within each bin, although the distribution of detected showers
within each bin tends to be flatter because the acceptance is smaller at the lower-
energy end. In each bin, 1000 showers passed the data filtering software; some fraction
of these were subsequently removed from the simulated data set if the reconstructed
vertical angle was ≥ 45◦. Highly inclined showers were more likely to be detected at
higher energies. (b) Distribution of reconstructed energies for the same set of showers.
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Figure 7.4. Reconstructed core locations of low-energy simulations. (a) Distribution
of simulated core locations for showers that are detected as events. Simulated core
locations were evenly distributed over the area shown; showers that landed near
the array sites were more likely to pass the filtering software. (b) Distribution of
reconstructed core locations for the same set of showers.
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Figure 7.5. Reconstructed vertical angles of low-energy simulations. (a) Distribution
of the cosine of the simulated vertical angle θ for showers that are detected as events.
Simulated shower angles were evenly generated over the surface of a sphere down to
cos(θ) = 0.5. (b) Distribution of the cosine of the reconstructed angle θ for the same
set of showers. The cut on reconstructed angle requiring cos θ ≤ 45◦ has been applied.
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Figure 7.6. Reconstructed azimuthal angles of low-energy simulations. (a) Distri-
bution of simulated azimuthal angle φ for showers that are detected as events. (b)
Distribution of reconstructed azimuthal angle φ for the same set of showers.
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Figure 7.7. Acceptance of the Chiquita array. (a) Acceptance of the array as a
function of energy. (b) Reconstructed energy vs. simulated shower energy.

The acceptance of the array at a given energy is defined as the ratio of the number

of showers that trigger the array and pass the filters to the number of showers thrown

on the array at that energy. The effective aperture is the acceptance ratio multiplied

by the area and solid angle covered by the simulated data set. To fit the data, it

is also necessary to characterize the accuracy of the reconstruction software, which

introduces a spread in the reconstructed energies, and in some cases an offset in the

average reconstructed energy. Figure 7.7 shows the acceptance of the Chiquita array

and a plot of reconstructed energy vs. simulated energy.

7.3 Estimating the Low-Energy Flux

In order to correctly plot the cosmic ray flux, it is necessary to adjust the observed flux

for the fact that not all showers are detected, and for the fact that some showers will be

erroneously reconstructed in a higher or lower energy bin. Given an assumed cosmic

ray flux J0(E), this function can be multiplied by the acceptance, and convolved

with the spread in reconstructed energy to model the observed shower flux. We work

backward from this point to derive an expression for the flux (evaluated at the central

point of each energy bin) as a function of the observed number of showers per bin.

The Chiquita data set of 16592 showers, shown in figure 7.8, was used. Only data
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Figure 7.8. Energy distribution of Chiquita showers between 1016 eV and 1019 eV.

points above 1017 eV (where the aperture drops to ∼ 10% of its maximum value)

were included in the fit.

We begin by assuming that the number flux (per eV) of cosmic rays follows the

power law

J0(E) =
dN0

dE
= CE−γ. (7.2)

The measured number flux per interval in energy, dN
dE

, is the integral of the actual

number flux, dN0

dE′ , multiplied by the function R(E,E ′), which describes the distribu-

tion of reconstructed energies for showers of energy E ′. Thus the observed flux J(E)

is related to the real flux by

J(E) =
dN

dE
=

∫
dE ′A(E ′)R(E,E ′)

dN0

dE ′ . (7.3)

The function A(E ′) is the acceptance of the array (the fraction of showers that pass

all cuts on the data at a given energy).
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The histogram of Chiquita data is binned in log space, with bin width

log (Eupper)− log (Elower) = 0.2. (7.4)

In terms of the central energy EC of the bin, the bin width is

Eupper − Elower = 100.1EC − 10−0.1EC = 0.46EC . (7.5)

Each bin in the histogram therefore contains a number of showers given by

N(Ei) =

∫ 100.1Ei

10−0.1Ei

dN

dE
dE, (7.6)

where Ei is the central energy (in log space) of the ith bin.

To relate the number of Chiquita showers in a given bin to the incoming flux, we

substitute the expression for dN
dE

in equation (7.3) into equation (7.6) above:

N(Ei) =

∫

Ei bin

dE

∫

all E′
dE ′A(E ′)R(E, E ′)

dN0

dE ′ . (7.7)

We have the function R(E, E ′) in the form of a data table for a fixed set of values

of E ′, so instead of a continuous integral, a sum would be more appropriate. We

make the approximation that the entire flux in the bin centered around Ej is being

transferred to the bin centered around the observed energy Ei with the efficiency

R(Ei, Ej).
a This gives

N(Ei) =
∑

E′j

A(E ′
j)R(Ei, E

′
j)

∫

E′j bin

dE ′.
dN0

dE ′ (7.8)

aThe data table of values for R(Ei, Ej) was calculated using simulated showers with an E−3

distribution over the width of the bin. It is not the efficiency for moving showers from the central
energy of one bin to the central energy of another bin, but rather an approximation to the fraction
of showers in one bin that get moved to another bin due to error in the reconstructed energies. This
is why substituting R(Ei, Ej) for R(E, E′) takes care of the integral over the Ei bin. Note, however,
that the farther γ is from 3, the more error is introduced through R. (This also applies to A(E),
which is tabulated from the same set of simulated showers.)
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The integral of the flux over the Ej bin is given by

∫

Ej bin

CE−γdE =

∫ 100.1Ej

10−0.1Ej

CE−γdE (7.9)

=
CE−γ+1

−γ + 1

∣∣∣∣
100.1Ej

10−0.1Ej

(7.10)

=
1

−γ + 1

[(
100.1

)−γ+1 − (
10−0.1

)−γ+1
]
CE−γ+1

j . (7.11)

If we assume that γ is close to 3, we can reasonably approximate the coefficient

in the above equation by the value at γ = 3.

For γ = 3, ∫

Ej bin

CE−γdE = 0.477CE−γ+1
j . (7.12)

The function that should be used to fit the data is therefore

N(Ei) '
∑
Ej

0.477A(Ej)R(Ei, Ej)CE−γ+1
j . (7.13)

We want to plot flux times E3:

J0(E)E3 = CE3−γ. (7.14)

When this expression is evaluated at the central energy of each bin, it yields the

set of data points

F1(Ei) ≡ J0(Ei)E
3
i = CE3−γ

i . (7.15)

Equation (7.13) relates the parameters C and γ to the observed number per bin,

so we begin by isolating these in the sum:

N(Ei) '
∑
Ej

0.477A(Ej)R(Ei, Ej)CE3−γ
j E−2

j . (7.16)

We make the assumption that γ is close to 3, so E3−γ
j is approximately constant

over the range of energies being considered. We also assume that R(Ei, Ei) dominates
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the sum, and approximate E3−γ
j by its value at Ei, allowing us to extract it from the

sum. This gives

F1(Ei) = CE3−γ
i =

N(Ei)∑
Ej

0.477 A(Ej)R(Ei, Ej) E−2
j

. (7.17)

We now have a set of points that is an approximation to the flux times E3 at

the central point of each bin. We would like to improve this, however, by estimating

the error and dividing it out. To do this, we fit the points to a power law, then use

this power law to generate a set of artificial data. By then plotting the results we

would obtain from this artifical data and comparing it to the input power law, we

can estimate the offset in each bin that results from the assumptions in this analysis

and divide it out.

The first step is to fit a line to the data, and get values for C and γ. Let the fit

values be C1 and γ1.

To perform one iteration on this result, we first calculate the number of showers

per bin that would correspond to the fitted values of C1 and γ1:

N2(Ei) =
∑
Ej

0.477 A(Ej)R(Ei, Ej) C1E
−γ1+1
j . (7.18)

This generated data set is used to calculate a new histogram of flux times E3:

F2(Ei) =
N2(Ei)∑

Ej
0.477 A(Ej)R(Ei, Ej) E−2

j

. (7.19)

In the absence of error introduced by A(Ej) and R(Ei, Ej), and the assumption that

γ close to 3, the set of points generated in this way would lie on the fit line C1E
3−γ1 .

The flux is now estimated as

J(Ei)E
3
i = F1(Ei)

C1E
3−γ1

i

F2(Ei)
. (7.20)

This is plotted in figure 7.9. Error in each bin is estimated by allowing a shift in
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Figure 7.9. Flux times E3, as measured by the Chiquita array. An error band
based on an assumed energy reconstruction error of 20% is shown. Data from the
following experiments is shown for comparison: HiRes [112], Fly’s Eye [135], and
Akeno [133, 134].

the reconstructed shower energies of up to ±20%. This is assumed to dominate over

other sources of error.

The Chiquita data agrees with other experiments at 1017 eV, but results in a lower

flux estimate at higher energies.

Results at the lower end of the energy range are likely to be more reliable. Above

1018 eV, the flux estimates are based on only a few showers per bin. Also, showers

at 1017 eV are significantly smaller than showers at 1018 or 1019 eV, and are thus

unlikely to be detected by the Chiquita array unless they fall within the central

cluster of sites. However, showers that do trigger the array by falling near the center

can be well measured by surrounding sites.

Higher-energy showers are capable of triggering the array even when the shower

core lies outside the perimeter of the array. This reduces the constraints on the re-

construction, and increases the uncertainty associated with the core location estimate

and the closely related energy estimate. In addition, the relatively linear configura-
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tion of the Chiquita array reduces the accuracy with which the incident angle can be

determined. It is likely that the assumed 20% systematic error depicted in figure 7.9

is an underestimate for this energy range.
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Chapter 8

Analysis of High-Energy Data

The goal of the CHICOS experiment has been to measure the energy spectrum and

sky distribution of ultra-high energy cosmic rays (above approximately 1019 eV). As

described in section 8.1, results from previous experiments have been conflicting,

although with better quality data emerging from Auger and HiRes, consensus is

gradually being reached.

Section 8.2 describes the data collection, filtering, and quality selection used in

producing the CHICOS data set. The simulations used to characterize the CHICOS

array are detailed in section 8.3. Section 8.4 describes the method used to estimate

the high-energy cosmic ray flux.

8.1 Results from Previous Experiments

Above 1019 eV, the flux of cosmic rays is less than 1 per km2 per year. Only the largest

detector arrays have been in a position to make accurate measurements of the flux in

this energy regime. Early experiments that measured the ultra-high energy spectrum

include Yakutsk [139] and AGASA [23]. The results obtained from these two experi-

ments were inconsistent with a GZK cutoff at the expected energy of approximately

1020 eV. However, the Yakutsk data had very few super-GZK events, with only 4 data

points above 1019.9 eV. The AGASA data initially appeared more definitive, with 11

events above 1020 eV, but a reanalysis of the data has since reduced this number to

6 [38, 39], and AGASA no longer claims a statistically significant nondetection of the
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GZK cutoff.

More recently, HiRes [36, 37] and the Pierre Auger Observatory [43, 44, 42] have

measured the ultra-high energy spectrum with a sky exposure exceeding that of

AGASA. The results from both experiments are consistent with a GZK cutoff at

approximately 1020 eV. HiRes claims to have observed the cutoff with a statistical

significance of 5 standard deviations [37]. Auger similarly rejects a uniform contin-

uation of the spectrum with a statistical significance of 6 standard deviations [42].

A major goal of the CHICOS experiment has been to obtain an ultra-high energy

cosmic ray spectrum that can be compared to these results.

8.2 High-Energy Data from CHICOS

The CHICOS array has been in operation since 2003. The design of the array is

described in section 4.1. A shower event must trigger at least one detector in the

CHICOS array and register hits at 3 out of the 5 sites nearest to the trigger (within

a ±50 µs window). Some sites on the Caltech campus are excluded from the set of

nearest neighbors (CIT 1001–1006, CIT 2001, CIT 3001, and CIT 4001), but hits at

these sites will appear on showers that meet the criteria. All CHICOS showers must

additionally pass the quality test given in equation (7.1).

With data generated by the Chiquita array, it was possible to select only showers

that occured when all sites were operational, thus simplifying the analysis. This was

not practical with the larger CHICOS array, firstly because the configuration of the

array (including the total number of sites) changed with time, and secondly because

some subset of sites in the array are in need of maintenance at any given time. All

shower events between January 1, 2003 and December 31, 2007 are included in the

initial data set, and the changing acceptance is accounted for in the simulations of the

array response. There were 1164 candidate showers detected during this time period.

Prior to reconstructing the showers in this data set, showers with two triggers

separated by more than 10 µs were removed from the data set, as the possibility

exists for two nearly simultaneous low-energy showers to mimic the spread of a single
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high-energy event, contaminating the data. In the remaining showers, hits that fell

more than 25 µs before or after the trigger, or were recorded more than 8 km from

the trigger site, were assumed to be accidentals and were removed.

Shower reconstruction was done using the maximum-likelihood analysis described

in section 5.2, with the high-energy proton-primary LDF described in section 3.2.

Following reconstruction, several additional quality cuts were made on the data

set. In order to be considered a valid reconstruction, a shower must have hits at

a minimum of 4 sites, including the trigger. All hits at shower match sites in a

reconstruction must fall within 5 µs of the fit time at the hit site.a (This criterion

is not applied to the trigger site, but this has little impact on the data set, since the

trigger site usually drives the reconstruction.) Hits that fail this criterion are removed

from the shower, and the reconstruction is iterated. Hits at sites that were reported

as unhealthy (as defined in section 5.3) during the shower are also removed. If no fit

to the remaining data can be found before the number of sites in the shower drops

below 4, the shower is discarded.

Next, a cut on the quality of the lateral distribution function fit to the intensity

data is made by requiring that at least 2 of the shower sites be fit with an intensity

of 0.1 MIP or greater, and within 2 standard deviations of the average intensity at

the site. This is a relatively weak criterion, but it serves the purpose of eliminating a

specific kind of reconstructor problem where the the core is placed directly over the

trigger site and the LDF is fit to that site only.

Finally, the reconstruction is required to have a core location not more than 2500 m

from at least one of the sites in the array. This eliminates the possibility that the

reconstructor will attempt to fit the time information by moving the core of the

shower outside the array (so that the time distribution function associated with the

shower sites will be flatter) while simultaneously increasing the estimated energy.

After these cuts are made, 275 showers remain in the CHICOS data set. A final

aA variable allowed time discrepancy based on the reported time error from the reconstructor
was considered, but was rejected on the basis of being unphysically small for sites near the trigger
(because the intrinsic width of the shower front is not taken into account) and excessively large for
sites at the edge of the shower (i.e., larger than the predetermined cut to eliminate accidental hits).
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cut requiring a vertical angle of θ < 1 rad is applied, bringing the final number of

showers down to 208. The maximum vertical angle allowed by the reconstructor for

CHICOS showers is 60◦; this cut corresponds to requiring θ < 57.3◦ and eliminates all

showers that may have a real inclination of greater than 60◦ but were reconstructed

with the maximum allowed angle. Of the 208 showers in the final data set, 145

reconstruct with energy above 1018.4 eV, which is the lower limit of the energy range

used in the analysis.

8.3 Simulation of High-Energy Showers

As with the low-energy analysis, the effective aperture of the CHICOS array is a

function of the physical structure of the array as well as the methods used to identify

and select showers. However, since any given site in the CHICOS array may be offline

at a given time, the aperture of the CHICOS array changes in a complex way on small

timescales. The response of the array in a given configuration is modeled by evaluating

the appropriate LDF and time-delay formula at the location of each site in the array

and applying Poisson statistics to produce simulated data. The resulting shower data

is then filtered through the same cuts as the real data to determine whether a real

shower with thoese parameters would have been detected at that particular point in

time, given the state of the array..

To evaluate the aperture of the CHICOS array as a function of energy, a series of

showers with energies ranging between 1018.4 eV and 1021.0 eV was simulated. Each

shower was randomly assigned a UTC time (to the nearest second) between January

1, 2003 and December 31, 2007, and the configuration of the array at that time was

used for the simulation and the reconstruction. Between the energies of 1018.4 eV

and 1018.8 eV, showers were thrown over an area of 360 km2 covering the San Gabriel

array. Showers in this energy range are not detected in the sparser San Fernando

array. Above 1018.8 eV, showers were thrown over this area plus an area of 810 km2

covering the San Fernando array (figure 8.1).

Showers were generated by energy bin and year until 1000 simulated showers



120

x [m]
-50000 -40000 -30000 -20000 -10000 0 10000

y 
[m

] 
   

   
 

-10000

-5000

0

5000

10000

15000

20000

0

200

400

600

800

1000

1200

Simulated core locations, Log(E [eV]) < 18.8

x [m]
-50000 -40000 -30000 -20000 -10000 0 10000

y 
[m

] 
   

   
 

-10000

-5000

0

5000

10000

15000

20000

0

50

100

150

200

250

300

350

400

Simulated core locations, Log(E [eV]) > 18.8

(a) (b)

Figure 8.1. Core locations of simulated high-energy showers. (a) Distribution of core
locations of simulated showers, for energies below 1018.8 eV. (b) Distribution of core
locations for simulated showers, for energies above 1018.8 eV.

generated detectable events in each energy bin (of width 0.2 in log-energy space) and

each year. Over 5 years and 13 energy bins, this totals 65,000 simulated shower events.

Following cuts on reconstruction quality, as described in section 8.2, the number of

simulated shower events was reduced to 38,973. As with the low energy simulations,

the simulated shower angle was randomly drawn from a uniform distribution on a

sphere, with cos θ ranging from 0.4 to 1, and the energy of each shower was drawn

from a power-law distribution with spectral index of −3. Following a cut on the

reconstructed vertical angle, the number of accepted events was further reduced to

30,180.

The number of showers generated in each energy bin is shown in figure 8.2. The

energy distribution of showers that are found by the filtering software is shown in

figure 8.3. Also shown are the core locations of detected shower events (figure 8.4 and

figure 8.5) and their angles (figure 8.6 and figure 8.7).

The acceptance of the array is calculated as a time average over the 5 years during

which data was taken. Figure 8.8 shows the acceptance of the CHICOS array as a

function of energy, and a plot of reconstructed energy vs. simulated energy.

The method used to generate simulated showers (by assigning a random arrival

time and angle) results in a set of simulated showers (those that are detected as
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Figure 8.2. Energy distribution of showers simulated for CHICOS. This set of simu-
lated showers was used in characterizing the performance of the CHICOS array. This
distribution is not intended to reflect the actual power-law flux of showers, but rather
to generate an approximately equal number of detected showers in each bin. There
is a jump in the number of showers generated at 1018.8 eV, where the area covered by
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Figure 8.3. Reconstructed energies of high-energy simulations. (a) Distribution of
simulated energies for showers that are accepted as events. Showers were gener-
ated with an E−3 distribution within each bin, although the distribution of detected
showers within each bin tends to be flatter because the acceptance is smaller at the
lower-energy end. In each bin, 5000 showers passed the data filtering software; some
fraction of these were subsequently removed from the simulated data set if the recon-
structed vertical angle was ≥ 1 rad. (b) Distribution of reconstructed energies for the
same set of showers.
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Figure 8.4. Reconstructed core locations of high-energy simulations. (a) Distribution
of simulated core locations for showers with energy less than 1018.8 eV that are ac-
cepted as events. (b) Distribution of reconstructed core locations for the same set of
showers.
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Figure 8.5. Reconstructed core locations of high-energy simulations. (a) Distribution
of simulated core locations for showers with energy greater than 1018.8 eV that are
accepted as events. (b) Distribution of reconstructed core locations for the same set
of showers.
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Figure 8.6. Reconstructed vertical angles of high-energy simulations. (a) Distribution
of the cosine of the simulated vertical angle θ for showers that are accepted as events.
Simulated shower angles were evenly generated over the surface of a sphere down
to cos(θ) = 0.4. (b) Distribution of the cosine of the reconstructed angle θ for the
same set of showers. The cut on reconstructed angle requiring cos θ ≤ 1 rad has been
applied.
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Figure 8.7. Reconstructed azimuthal angles of high-energy simulations. (a) Distri-
bution of simulated azimuthal angle φ for showers that are accepted as events. (b)
Distribution of reconstructed azimuthal angle φ for the same set of showers.
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events and pass all quality cuts) whose distribution on the sky is proportional to the

exposure of the array. A map of the relative sky exposure for CHICOS is shown in

figure 8.9.

8.4 Estimating the High-Energy Flux

The method for finding the high-energy cosmic ray flux as function of energy pro-

ceeds as described for the low-energy data in section 7.3. The CHICOS data set

consists of 145 showers above 1018.4 eV, the lowest energy for which simulated data

was generated. The distribution of measured energies is shown in figure 8.10.

The estimated spectrum is plotted in figure 8.11. Error in each bin is estimated by

allowing a shift in the reconstructed shower energies of up to ±20%. This is assumed

to dominate over other sources of error. The lowest-energy bin is unreliable, as the set

of simulated showers did not extend below this energy. This makes it impossible to

estimate what fraction of showers may actually be lower-energy showers erroneously

reconstructed at this energy, and leaving out this effect will cause the aperture to be

underestimated (and the flux to be overestimated). There is no observable change in

spectral index out to the limit of the measurements.

The flux above 1019 eV is in close agreement with the AGASA results [23], but

lies above the more recent HiRes [37] and Auger [43] measurements. CHICOS and

AGASA are both ground arrays, which must use simulated shower fronts as the

basis for their calibration. HiRes and Auger base their calibration on the total air

fluorescence yield. The difference in results between the two types of experiments

indicates a possible systematic discrepancy in the two calibration methods. A 40%

systematic reduction in the CHICOS energy estimates would yield a spectrum which

reproduces the shape measured by HiRes and Auger.

The angular reconstruction of showers depends in large part on the relative time

of hits at sites involved in the shower, and this part of the shower reconstruction

is believed to have a smaller systematic uncertainty than the energy estimate. The

estimated angular resolution of CHICOS is approximately 5◦ in the vertical direction
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Figure 8.8. Acceptance of the CHICOS array. (a) Acceptance of the array as a func-
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exposure beginning January 1, 2003 and ending December 31, 2007. The map is based
on the reconstructed coordinates of simulated showers that were generated over all
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and 8◦ in the azimuthal direction. This is sufficient to allow a search for associated

point sources, as will be explored in chapter 9.



128

Chapter 9

Correlation of UHECR Data with
AGN

There has recently been substantial interest recently in the possibility of discovering

a correlation between ultra-high energy cosmic rays and nearby active galactic nuclei

(AGN). The mechanism by which AGN might accelerate particles to the observed

energies is discussed in section 2.3. AGN are among the most powerful phenomena

in the universe, and the number in relative proximity to our location makes them an

attractive target for correlation searches.

In section 9.1, we present the method of correlation analysis used by both the

Auger and HiRes Collaborations to search their data for excess alignments with AGN.

The detailed results from these experiments are covered in section 9.2. In section 9.3,

an analogous correlation search is performed on the CHICOS ultra-high energy data.

9.1 Quantifying the Degree of Correlation

A correlation is said to exist between events in a set of cosmic ray data and a collection

of AGN if an excess of cosmic ray events falling close to one or more AGN is observed,

compared to the expected result from a random, isotropic distribution of data. In

order to make a quantitative comparison, 3 parameters must be chosen: Emin, the

energy threshold for the data being considered, zmax, the maximum redshift of AGN

included in the search, and θmax, the angular window around each AGN that will be

searched for correlated cosmic rays. The set of parameters that yields the greatest
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correlation for a given data set is found by scanning all possible combinations.

To evaluate the degree of correlation for a given set of parameters, it is first

necessary to calculate p, the exposure-weighted fraction of the sky covered by all

windows of angular radius θmax around the set of AGN with z < zmax. As zmax and

θmax become large, p approaches unity. Given a random, isotropic data set of size N ,

the probability P that k or more data points will lie within angle θmax of an AGN is

given by the cumulative binomial distribution

P =
N∑

j=k

(
N

j

)
pj(1− p)N−j. (9.1)

Minimizing P results in a set of paramters zmax, Emin, and θmax for which there

is a maximum alignment between the cosmic ray data and the set of AGN. However,

Pmin cannot be directly interpreted as the probability that the data set is isotropically

distributed, because the values that minimize P depend on the characteristics of the

data set. To determine the true probability Pchance that a data set has only random

correlations, it is necessary to generate a large number of simulated data sets (with

the same distribution of energy as the real data set, and drawn from an isotropic

distribution proportional to the array’s exposure pattern on the sky). The fraction

of simulated data sets with a smaller Pmin than the real data set gives the estimated

probability Pchance that the observed correlation in the data set is due to chance

alone [30].

The AGN catalogue used by CHICOS and other experiments for this purpose

is the Véron-Cetty and Véron (VCV) Catalogue [140]. This catalogue lists 85221

quasars, 1122 BL Lac objects, and 21737 active galaxies. Of these objects, 694 have

redshift z ≤ 0.024, the maximum redshift considered. This redshift corresponds to a

distance of approximately 100 Mpc for a Hubble constant of H0 = 71 km s−1 Mpc−1.

The VCV catalogue is a compilation of individual survey results and is therefore not

a homogeneous sample. It is notably incomplete near the plane of the galaxy as well

as at distances greater than approximately 100 Mpc.
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9.2 Recent Results from Other Experiments

The Auger Collaboration performed several parameter searches on their data and

concluded that a statistically significant correlation was observed [47, 48]. An ex-

ploratory scan yielded a maximum correlation for the parameter values Emin = 56 eV,

zmax = 0.018, and θmax = 3.1◦. Of the 15 events in this set, 12 were correlated with at

least one AGN, where only 3.2 correlated events would be expected from an isotropic

flux. The parameters found in the exploratory scan were then applied to an indepen-

dent data set. Given these parameters, 8 out of 13 cosmic ray events were correlated

with at least one AGN in the independent data set, where 2.7 alignments would be

expected by chance. The probability for this degree of correlation to be observed in

an isotropic flux is given as Pchance = 1.7× 10−3.

Having determined, according to these results, that their data set shows correlated

events, the Auger Collaboration performed a parameter search over their entire data

set, consisting of 81 events with energy above 40 EeV and zenith angle smaller than

60◦. Their scan covered the parameter ranges 1◦ ≤ θmax ≤ 8◦, 0 ≤ zmax ≤ 0.024,

and Emin ≥ 40 EeV. Maximum correlation was found for the parameter set Emin =

57 EeV, zmax = 0.017, and θmax = 3.2◦. For this paramter set, 20 of 27 cosmic

ray events above Emin are aligned with at least one AGN, where only 5.6 would be

expected by chance. The cumulative binomial probability of observing that degree

of correlation from an isotropic distribution is Pmin = 4.6 × 10−9. After performing

a similar analysis on a large number of simulated data sets, they report that the

true probability of the observed correlation arising from an isotropic distribution is

approximately Pchance = 10−5.

The HiRes experiment has followed a similar procedure [49] to search for correla-

tions between their data and AGN. They begin by evaluating the correlation of their

data using the parameters found in the Auger exploratory scan. For the parameter set

Emin = 56 eV, zmax = 0.018, and θmax = 3.1◦, they observed 2 of 13 events that were

aligned with at least one AGN. They evaluated the chance probability of this result

by observing the fraction of simulated data sets (out of 5000) that yielded a greater
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number of alignments for the same set of parameters. They found that this result

has a chance probability of Pchance = 0.82 and is consistent with random correlations

from an isotropic flux.

Next they divided their data into two independent sets. The first set yielded a

maximum correlation for the parameter set Emin = 15.8 EeV, zmax = 0.020, and

θmax = 1.7◦, with 20 correlated events from a total of 97. Applying these parameters

to the second data set, they found 14 correlated events from a total of 101. The

estimated chance proability of that level of correlation was Pchance = 0.15, again

consistent with random correlations.

Finally, the HiRes Collaboration performed a parameter search over their entire

data set. The maximum correlation was found at Emin = 15.8 EeV, zmax = 0.016,

and θmax = 2.0◦, with 36 correlated events out of 198. The probability (based on the

probability for a simulated data set to show greater correlation for this particular set

of paramters) is Pmin = 1.8 × 10−3. The true probability of the observed correlation

is determined by conducting a full parameter search on each simulated data set, and

observing the fraction that yield a greater degree of correlation for any parameter

combination. This process results in an estimated probability of the observed corre-

lation arising by chance of Pchance = 0.24. It is concluded that the HiRes observations

are consistent with an isotropic cosmic ray flux, showing only random correlations

with AGN.

9.3 Results from CHICOS Data

Given that the Auger and HiRes conclusions are incompatible, more data are clearly

needed in order to confirm or reject the hypothesis that nearby AGN are cosmic ray

sources. We use the CHICOS data to perform an analysis similar to that done by

these two experiments.

In order to evaluate equation (9.1), we must tabulate the value of p, the exposure-

weighted fraction of the sky that falls within angle θ of any AGN with z < zmax.

As shown in figure 9.1, p increases linearly with θ for small zmax, but for large zmax
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Figure 9.1. Exposure-weighted fraction of the sky covered by windows of angular
radius θmax centered on nearby AGN. The curves correspond to different maximum
redshifts, in increments of 0.001, from zmax = 0.000 to 0.024.

(when more AGN are included), p approaches unity as the angular windows begin

to overlap. The value of p(θ, z) has been calculated by observing the fraction of

simulated showers (distributed proportionally to the sky exposure) that fall within

the specified windows on the sky.

We first examine the CHICOS data using the results of the Auger exploratory scan.

For the parameter set Emin = 56 eV, zmax = 0.018, and θmax = 3.1◦, the CHICOS

data contains 3 correlated events out of 23. The expected number of correlations is

4.2, and the cumulative binomial probability is P = 0.81.

Next we examine the CHICOS data using the results of the Auger scan of their

complete data set. For the parameter set Emin = 57 eV, zmax = 0.017, and θmax = 3.2◦,

the CHICOS data contains 3 correlated events out of 22. The expected number of

correlations is 3.8, and the cumulative binomial probability is P = 0.77. Both of

these results are consistent with an isotropic flux.

Finally, we scan the CHICOS data set over energy cutoff, angular window, and

redshift, to determine the parameter set that minimizes P . The energy cutoff Emin
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was scanned from 10 EeV to 100 EeV in increments of 1 EeV. For the smallest value of

Emin, the CHICOS data set contains 84 events. There are 11 events above the highest

value of Emin. The angular window θmax was scanned from 1◦ to 10◦ in increments of

0.1◦. The redshift cutoff zmax was scanned from 0 to 0.024 in increments of 0.001.

The maximum correlation was found for Emin = 100 eV, zmax = 0.009, and θmax =

1.9◦. For this configuration, 4 out of 11 events were aligned with an AGN, where

the expected number of correlations was 0.5. The cumulative binomial probability is

Pmin = 8.6× 10−4. The parameter scans for this result are shown in figure 9.2.

In order to calculate the true probability of observing this result from a random

isotropic distribution, we performed the same analysis on 1000 simulated data sets.

The simulated data sets contained a set of events that were matched in energy to

the CHICOS data set. Galactic latitude and longitude were drawn from the set of

simulated showers used to estimate the aperture of the array, described in section 8.3.

It was found that the chance probability of the observed degree of correlation was

approximately Pchance = 0.21. This is consistent with random correlations from an

isotropic flux.

A sky map the CHICOS data above 1019 eV is shown in figure 9.3. The sky map

of the set of AGN and CHICOS data for which there is a maximum correlation is

shown in figure 9.4.
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Figure 9.2. Cumulative binomial probability P of the observed correlation resulting
from a random isotropic distribution. The probability P is a function of the angular
window θmax, the energy threshold Emin, and the redshift cutoff zmax. P is plotted
vs. each of these variables, with the other two being held constant at the values that
result in the minimum probability Pmin (Emin = 100 EeV, θmax = 1.9◦, zmax = 0.009).
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Figure 9.3. The set of CHICOS data points used in the correlation search. Data
points are shown as open circles superimposed on a map of the relative exposure on
the sky.
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Figure 9.4. The set of 11 CHICOS data points with E > 100 EeV and the set of
220 AGN with z < 0.009 for which there is a maximum correlation. Data points
are shown as open circles; AGN are shown as blue dots. There are 4 events that fall
within the angular window θmax = 1.9◦ of at least one AGN. (One event falls within
1.9◦ of 2 AGN.) The galactic coordinates (l, b) of the correlated cosmic ray events are
(-67.37◦, 67.77◦), (168.24◦, 43.89◦), (80.13◦, 19.48◦), and (132.87◦, 44.20◦).
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Chapter 10

Conclusions

The CHICOS project has been in active operation since 2003 and continues to record

cosmic ray air showers. During that time, CHICOS has fulfilled many scientific and

educational goals, summarized below.

New lateral distribution and time distribution functions have been developed for

use with the CHICOS reconstruction software. The time distribution function in

particular represents a significant improvement over previous descriptions of particle

arrival times. These particular parameterizations of the distribution functions de-

scribe the shape of an air shower front at the altitude of the CHICOS experiment,

but the general form is expected to be applicable to other ground-array experiments.

Event reconstruction software was written for use with CHICOS. The accuracy of

this software has been assessed with unthinned simulated air showers at 1017 eV. At

higher energies, the accuracy of event reconstructions and the acceptance of the array

were estimated using simulated showers based on the lateral distribution function with

added statistical noise.

The Chiquita subarray was used to measure the energy spectrum between 1017

and 1019 eV. At the lower end of this range, the results were found to be comparable

to previous experiments. At the upper end of this range, the measured flux fell below

previously measured values. This is considered to be due to limitations imposed by

the configuration of the Chiquita array, which made it difficult to estimate the shower

core location and incidence angle with sufficient precision.

The high-energy spectrum above 1018.4 eV was measured using data from the entire
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CHICOS array between January 1, 2003 and December 31, 2007. A total of 145 show-

ers were included in the final data set (appendix B). The resulting spectrum agreed

very closely with results originally published by AGASA, but fell significantly above

more recent results from HiRes and the Pierre Auger Observatory. This suggests

that the calibration of ground-array data varies systematically from the calibration

of air-fluorescence data.

Finally, CHICOS data above 1019 eV was used in a correlation analysis with

AGN within 100 Mpc. The Pierre Auger Observatory has previously reported a

significant correlation between their ultra-high energy data and AGN in the southern

hemisphere, while HiRes has found their data to be constistent with no correlation.

In the CHICOS data, no significant excess of correlated events were observed for

any values of energy threshold and redshift cutoff. The maximum correlation was

observed for events above 1020 eV, AGN with z ≤ 0.009, and an angular window of

1.9◦.

In addition to scientific goals, CHICOS has encorporated a strong educational

component. CHICOS data is made available to participating schools so that students

and teachers can access it for individual projects. Through methods including teacher

workshops, week-long summer sessions for high school students, and online tutorials,

CHICOS has been active in bringing scientific research to the community.
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Appendix A

Site Locations and Parameters

The following series of tables lists site locations and parameters for all sites in the

CHICOS array.

Tables A.1 and A.2 list each site location in Cartesian coordinates (relative to the

location of Site 03, at longitude -118.12522◦, latitude 34.13657◦, and an elevation of

245 m above sea level), the installation and activation dates, the date of the most

recent calibration and (where applicable) the deactivation date. Note that two sites

appear twice in the list. Site 74 was renamed from MaranathaHS to Judson on

09.01.05, and site 86 was moved to a new location on 03.27.07.

Tables A.3 and A.4 list the following parameters characterizing each site: scintil-

lator thickness (in cm), scintillator area (in m2), the pulse-height calibration constant

C, and the decay constant τ . The parameters C and τ are used in the conversion

between time-over-threshold (in ns) and pulse energy (in MIP) as shown in equa-

tion (6.9).
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Appendix B

CHICOS Showers Above 1018.4 eV

The following series of tables lists all CHICOS showers used in the analysis presented

in Chapters 8 and 9. Each shower is identified by a date, time, UTC second, and

nanosecond, corresponding to the time of the trigger hit in the A detector.

Reconstructed shower parameters include energy (in eV); x, y, and z (in meters,

with the origin located on site 03, at longitude −118.12522◦, latitude 34.13657◦, and

250 m above sea level; the zenith angle θ and the azimuthal angle φ (in radians).

Three measures of the quality of the fit are given: the angle/time fit parame-

ter χ2
AT , the energy/core-location fit parameter χ2

EL, and the value of the negative

logarithm of the likelihood function, − log(l).
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[96] A. Śmialkowski, M. Giller, and W. Michalak. Luminous infrared galaxies as

possible sources of UHE cosmic rays. J. Phys. G: Nucl. Part. Phys., 28(6):1359–

1374, June 2002. arXiv:astro-ph/0203337.

[97] G. J. Fishman and C. A. Meegan. Gamma-ray bursts. Ann. Rev. Astron.

Astrophys., 33:415–58, September 1995.



161

[98] E. Waxman. Gamma-ray bursts: The underlying model. In K. W. Weiler,

editor, Supernovae and Gamma Ray Bursters, volume 598 of Lecture Notes in

Physics, page 393. Springer-Verlag, 2003. arXiv:astro-ph/0303517.

[99] C. A. Meegan, G. J. Fishman, R. B. Wilson, W. S. Paciesas, G. N. Pendleton,

J. M. Horack, M. N. Brock, and C. K. Kouveliotou. Spatial distribution of

γ-ray bursts observed by BATSE. Nature, 355:143–145, 9 January 1992.

[100] M. R. Metzger, S. G. Djorgovski, S. R. Kulkarni, C. C. Steidel, K. L. Adelberger,

D. A. Frail, E. Costa, and F. Frontera. Spectral constraints on the redshift of the

optical counterpart to the γ-ray burst of 8 May 1997. Nature, 387(6636):878–

880, 26 June 1997.

[101] F. W. Stecker. Can gamma ray bursts produce the observed cosmic rays

above 1020 eV? Astropart. Phys., 14(3):207–210, November 2000. arXiv:astro-

ph/9911269.

[102] S. T. Scully and F. W. Stecker. On the spectrum of ultrahigh energy cosmic

rays and the γ-ray burst origin hypothesis. Astropart. Phys., 16(3):271–276,

January 2002. arXiv:astro-ph/0006112.
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