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ABSTRACT

The relative frequency spectrum $\frac{\omega}{\omega_p^2}$ of plasma wave resonances in the positive column of a low pressure mercury discharge tube has been shown to depend upon the parameter $r_w^2 / \lambda_D^2$ where $r_w$ is the radius of the column, $\lambda_D$ is the Debye length defined in terms of the average electron density, and $\omega_p^2$ is the square of the average plasma frequency. This paper presents observations of both dipole and quadrupole resonance spectra made on several discharge tubes with $r_w$ ranging from 0.30 to 0.87 cm. For these measurements $r_w^2 / \lambda_D^2$ varies from about $10^2$ to $10^5$, and the best fit electron temperatures are found to be of the order of 3 ev. The average electron densities are directly measured using a cavity perturbation technique. The results of these observations are found to be in good agreement with the theory (1,2) based upon the first two moments of the correlation-less Boltzmann equation in conjunction with Parker's electron density profile (3) for a low density positive column.

The results of a preliminary investigation of the effects of an axial, static magnetic field on the dipole resonance spectrum are also presented. These results indicate that in the presence of an axial magnetic field not only does the lowest resonance (approximately predicted by the cold plasma theory) split, but the next higher order resonance also splits. For the
lowest resonance, it is found that $\Delta \omega / \omega_g \approx .8 \pm .1$, while for
the next higher order resonance $\Delta \omega / \omega_g \approx .5 \pm .2$, where $\omega_g$ is
the cyclotron frequency. These preliminary results are in good
accord with calculations made by Parker (1), again using the moment
equation approach.

(1) J. V. Parker, PhD Thesis, California Institute of Technology,
       June 1964.

(2) J. C. Nickel, J. V. Parker, R. W. Gould, Phys. Rev. Letters 11,
       183 (1963).
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I. INTRODUCTION

1.1 Description of the Problem

In 1951 Romell (1) published the results of a scattering experiment conducted on the positive column of a mercury discharge tube. In this experiment a discharge tube 3.2 cm in diameter and 80 cm long was bathed with 30 cm. radiation, and the scattered radiation was observed as a function of the discharge current in the plasma tube. His experimental arrangement was similar to that shown in Figure 1.1. Romell found that if the incident field was polarized with the electric vector perpendicular to the column, the scattering amplitude displayed a series of peaks or resonances as a function of discharge current. (Figure 1.2). However, if the incident field was polarized such that the electric vector was parallel to the plasma column, no such resonances were observed. In 1958 Boley (2), using apparatus similar to Romell's, investigated the angular dependence of the observed series of resonances and found that the three largest resonances observed in the free space scattering experiment were all dipolar in nature. In 1977 Dattner (3) performed a set of scattering experiments in a 6 cm. waveguide with the plasma column placed across the guide such that the electric field of the incident wave was perpendicular to the column axis. Again he found resonances in the scattering cross section similar to those found by Romell. Although the experiments of Romell, Boley, and Dattner graphically describe the problem, these men were not the first to observe the phenomenon. It was first observed in 1931 by Tonks (4), and has received
Figure 1.1 Experimental arrangement similar to that used by Romell
Figure 1.2  Resonance spectrum obtained by Romell
considerable attention since (5-15).

It has been the purpose of the present investigation to examine the properties of this series of resonances as a function of the exciting frequency and the plasma parameters. We have also investigated a similar series of resonances which are quadrupolar in nature, and finally we have made a preliminary investigation of the effect on the resonances of a static magnetic field parallel to the column axis.

1.2 Separation of the Field Solutions Exterior to the Plasma Region from the Solutions within the Plasma Region

The problem of analyzing the scattering experiments of Romell, Dattner, and others, as well as experiments performed in this investigation, resolves itself into two parts. In the region outside the plasma column the source-free Maxwell's equations hold (neglecting exciting elements). Inside of the column currents can flow and charges can build up so that in this region sources must be included in Maxwell's equations. It is possible at the outset to separate field solutions exterior to the plasma region from those within the plasma region. As an example, let us analyze Romell's experiment. Using the notation of Figure 1.1, we see that outside of the plasma all of the fields \( E_x \) and \( E_0 \) can be derived from \( B_z \) where \( B_z \) satisfies

\[
(\nabla^2 + \beta^2)B_z = 0 \quad (1.1)
\]

\[
\beta^2 = \omega^2 \mu_0 \epsilon \quad (1.2)
\]

and where
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\[
E_r = \frac{1}{\omega \mu_0 \varepsilon} \frac{\partial B_z}{\partial \phi} \quad (1.3)
\]

\[
E_\phi = \frac{-i}{\omega \mu_0 \varepsilon} \frac{\partial B_z}{\partial r} \quad (1.4)
\]

In Region II \((r > b)\) we can write, assuming \(e^{-i\omega t}\) time dependence

\[
B_z^{II} = B_z^{inc} + B_z^{scat} = \sum_{n=0}^{\infty} \left( B_o \delta_n \delta_n^* \right) \left\{ J_n(\beta_2 r) + S_{n,n}^{(1)}(\beta_2 r) \right\} \cos n\phi \quad (1.5)
\]

where \(B_o\) is the magnitude of the incident magnetic field and

\[
\delta_n = \begin{cases} 
1 & n = 0 \\
2 & n \neq 0 
\end{cases}
\]

Thus

\[
E_r^{II} = \frac{-i}{\omega \mu_0 \varepsilon} \sum_{n=0}^{\infty} \left( B_o \delta_n \delta_n^* \right) \left\{ J_n(\beta_2 r) + S_{n,n}^{(1)}(\beta_2 r) \right\} \sin n\phi \quad (1.6)
\]

\[
E_\phi^{II} = \frac{-i \beta_2}{\omega \mu_0 \varepsilon} \sum_{n=0}^{\infty} \left( B_o \delta_n \delta_n^* \right) \left\{ J_n'(\beta_2 r) + S_{n,n}^{(1)'}(\beta_2 r) \right\} \cos n\phi \quad (1.7)
\]

Similarly, in Region I, \((r_W < r < b)\) we can write

\[
E_r^{I} = \frac{-i}{\omega \mu_0 \varepsilon} \sum_{n=0}^{\infty} \left( B_o \delta_n \delta_n^* \right) \left\{ A_n J_n(\beta_1 r) + B_n N_n(\beta_1 r) \right\} \sin n\phi \quad (1.8)
\]

\[
E_\phi^{I} = \frac{-i \beta_1}{\omega \mu_0 \varepsilon} \sum_{n=0}^{\infty} \left( B_o \delta_n \delta_n^* \right) \left\{ A_n J_n'(\beta_1 r) + B_n N_n(\beta_1 r) \right\} \cos n\phi \quad (1.9)
\]

At \(r = b\) and \(r = r_W\) the tangential electric fields and the normal
electric displacements must be continuous. Let us assume that inside of the plasma we can write

$$E_r^P = \sum E_{rn}^P (r) \sin n\theta$$  \hspace{1cm} (1.10)

$$E_\theta^P = \sum E_{\theta n}^P (r) \cos n\theta$$  \hspace{1cm} (1.11)

where the functions $E_{rn}^P (r)$ and $E_{\theta n}^P (r)$ can depend upon the plasma parameters. If we define the quantity $L_n$ as

$$L_n = \frac{n}{r_w} \frac{K_p E_{rn}^P}{E_{\theta n}^P}$$  \hspace{1cm} (1.12)

where $K_p$ is the relative dielectric constant of the plasma region, we can write the boundary conditions at $r = r_w$ and $r = b$ as

$$L_n = \frac{K_1 n^2}{r_w^2} \frac{A_{n,1} J_n (\beta_{1w} r_w) + B_{n,1} N_n (\beta_{1w} r_w)}{A_{n,1} J_n (\beta_{1w} r_w) + B_{n,1} N_n (\beta_{1w} r_w)} = \frac{J_n (\beta_{w} b) + S_n H_n^{(1)} (\beta_{w} b)}{J_n (\beta_{w} b) + S_n H_n^{(1)} (\beta_{w} b)}$$  \hspace{1cm} (1.13)

$$A_{n,1} J_n (\beta_1 b) + B_{n,1} N_n (\beta_1 b) = J_n (\beta_{2w} b) + S_n H_n^{(1)} (\beta_{2w} b)$$  \hspace{1cm} (1.14)

$$A_{n,1} J_n' (\beta_1 b) + B_{n,1} N_n' (\beta_1 b) = \frac{K_1 \beta_2}{\beta_1} \left\{ J_n (\beta_{2w} b) + S_n H_n^{(1)} (\beta_{2w} b) \right\}$$  \hspace{1cm} (1.15)

where $K_1$ is the relative dielectric constant of Region 1. These equations, 1.13, 1.14, 1.15, can be solved for the scattering amplitude $S_n$. In the experiments considered $\beta_{1w}, \beta_{1b}, \beta_{2w} \ll 1$. If we make the small argument approximation in the various Bessel functions and look for the scattering amplitude $S_n$, we find
\[ S_n = \frac{\pi b^{2n}}{2^{n+1} \, n! \, (n-1)!} \]

\[ \times \frac{r_w r_w^{2n} (K_{\perp}+1) - b^{2n} (K_{\perp}-1)}{r_w^2 n^2 [r_w^{2n} (K_{\perp}+1) + b^{2n} (K_{\perp}-1)]} \quad \cdots \quad (1.16) \]

The scattering amplitude becomes large or a resonance occurs when the denominator of 1.16 vanishes or when

\[ L_n = -\frac{n}{r_w} K_{\perp} \frac{\left(\frac{b}{r_w}\right)^n (K_{\perp}+1) - \left(\frac{r_w}{b}\right)^n (K_{\perp}-1)}{\left(\frac{b}{r_w}\right)^n (K_{\perp}+1) + \left(\frac{r_w}{b}\right)^n (K_{\perp}-1)} \quad \cdots \quad (1.17) \]

Defining the effective dielectric constant \( K_{\text{eff}} \) as

\[ K_{\text{eff}} = K_{\perp} \frac{\left(\frac{b}{r_w}\right)^n (K_{\perp}+1) - \left(\frac{r_w}{b}\right)^n (K_{\perp}-1)}{\left(\frac{b}{r_w}\right)^n (K_{\perp}+1) + \left(\frac{r_w}{b}\right)^n (K_{\perp}-1)} \quad \cdots \quad (1.18) \]

we can write the resonance condition as

\[ L_n = -\frac{n}{r_w} K_{\text{eff}} \quad \cdots \quad (1.19) \]

We note that \( 1 \leq K_{\text{eff}} \leq K_{\perp} \) approaches the value \( K_{\perp} \) when \( b \gg r_w \) and has the value unity when \( b = r_w \). The resonance condition would be the same if the plasma were surrounded by an infinite medium having the dielectric constant \( K_{\text{eff}} \).
The left hand side of expression 1.19 depends only upon the field solutions in the plasma region, while the right hand side depends only upon the field solutions external to the plasma region. Thus in this sense the problem we are considering can be divided into two parts. We shall see (Chapter III and Appendix B) that for all of the experimental arrangements considered, the resonance condition can be written in the form given in equation 1.19 where $K_{\text{eff}}$ depends on the apparatus surrounding the plasma column.

In all of the following analyses of the plasma region we shall use the quasi-static approximation. Since the wavelength of the exciting radiation is much longer than the diameter of the plasma column, we shall assume that $\mathbf{E}$ is derivable from a scalar potential or that

$$\mathbf{E} = -\nabla \phi$$ \hspace{1cm} (1.20)

If we then assume that in the plasma region $\phi$ can be written as

$$\phi_\text{P}(r,\theta) = \sum_n \phi_\text{P}^n(r) \sin n\theta$$ \hspace{1cm} (1.21)

where the functions $\phi_\text{P}^n(r)$ can depend upon the plasma parameters, we find that

$$L_n = \frac{nK_{\text{P}}}{r_w} \frac{\phi_\text{P}^n(r_w)}{E_\text{P}^n} = \frac{K_\text{P}}{\phi_\text{P}^n(r_w)} \left. \frac{d\phi_\text{P}^n(r)}{dr} \right|_{r=r_w}$$

We shall refer to $L_n$ simply as the logarithmic derivative.
1.3 Early Plasma Models

We can consider our plasma to be composed of electrons, ions and neutrals (the plasma is usually less than 1% ionized for experiments considered here). Since the ions are approximately $10^5$ times as massive as the electron, we shall assume that for high frequency disturbances considered here the ions remain at rest. Thus for our purposes we shall consider the plasma as consisting of an electron gas moving in a "stationary" background of ions. We shall, in general, describe the electron gas by the density $n(r,t)$, the velocity $v(r,t)$, the scalar pressure $p(r,t)$ and the temperature $T$ (assuming the gas to be Maxwellian). For our plasma $n$ is on the order of $10^9 - 10^{10}$ elec/cc and $T$ is on the order of several electron volts. One of the fundamental problems is to describe the motion of this electron gas.

One of the first methods (1) of describing the motion of the electron gas was to use the hydrodynamic equations (Appendix A), neglecting the pressure term, coupled with Maxwell's equations. That is, we assume for the electron gas

$$\frac{\partial v}{\partial t} + (v \cdot \nabla)v = -\frac{e}{m} E$$  \hspace{1cm} (1.23)

where we neglect the magnetic force. Linearizing this equation and assuming $e^{-i\omega t}$ time dependence, we find

$$v = -\frac{i e}{\omega m} E$$  \hspace{1cm} (1.24)

from which we see that
\[ J = -n e \nu = \frac{\nu e^2}{\omega m E} \quad (1.25) \]

Then from Maxwell's curl equation
\[ \nabla \times \mathbf{B} = \mu_0 J - i \omega \mu_0 \epsilon \frac{E}{\omega} \quad (1.26) \]
coupled with 1.25, we can write
\[ \nabla \times \mathbf{B} = -i \omega \mu_0 \epsilon E \quad (1.27) \]
where
\[ \epsilon = \epsilon_0 \left(1 - \frac{\omega_p^2}{\omega^2}\right) \quad (1.28) \]
and
\[ \omega_p^2 = \frac{ne^2}{m_\epsilon} \quad (1.29) \]
is called the plasma frequency. Thus in this approximation the plasma can be described by a dielectric constant given by equation 1.28. If we now assume that our plasma column of radius \( r_w \) is described by a uniform dielectric constant \( \epsilon \) and we write for the potential in the plasma region
\[ \phi_p^l = \sum A_n r^n \sin n\theta \quad (1.30) \]
we find for the logarithmic derivative \( L_n \)
\[ L_n = \frac{n}{r_w} \left(1 - \frac{\omega_p^2}{\omega^2}\right) \quad (1.31) \]
Substituting 1.31 into the resonance condition (equation 1.19), we find a single resonance occurs at
\[ \omega^2 = \frac{\omega_p^2}{1 + K_{eff}} \]  

There have been several attempts (16-19) to explain the resonance phenomenon in terms of a dielectric constant, but all predict only one resonance instead of the series observed. Kino and Crawford (9) have shown, using a variational technique, that if the dielectric constant is allowed to vary with \( r \) (corresponding to a radial electron density gradient), the dipole resonant frequency is given by

\[ \omega^2 = \frac{\overline{\omega}_p^2}{1 + K_{eff}} \]  

where

\[ \overline{\omega}_p^2 = \frac{n e^2}{m \epsilon_0} \]  

and \( \overline{n} \) is the average electron density. It is found that at high electron densities (Chapter IV), equation 1.33 predicts the largest resonance of Figure 1.2 (at the highest current) with reasonable accuracy. It still predicts, however, only one resonance. During the rest of this paper we shall refer to the resonance predicted approximately by the dielectric model as the main resonance.

The description of the plasma in terms of a dielectric constant ignores several important features of the plasma. In this zero temperature approximation, longitudinal plasma waves of finite phase velocity and non-zero group velocity are not supported by the plasma. One might suspect that these plasma waves could play an important
role in our resonance problem. For example, one might imagine radially propagating plasma waves which are somehow reflected at the glass boundary \( r = r_w \) giving rise to standing waves. The observed resonances might correspond to different half-wavelengths in the standing wave. In 1959 Gould (20) showed that if the thermal velocities were taken into account in a uniform plasma by a scalar pressure term in the hydrodynamic equations (Appendix A), a series of resonances could be obtained. These resonances do, in fact, correspond to radial standing plasma waves. Gould's analysis assumed the following set of equations

\[
\frac{\partial n}{\partial t} + \nabla \cdot \mathbf{n} = 0
\]

(1.35)

\[
\frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} = -\frac{e}{m} \nabla \phi - \frac{1}{mn} \nabla p
\]

(1.36)

\[
\nabla^2 \phi = -\frac{e}{\varepsilon_0} [n_i(r) - n(r)]
\]

(1.37)

\[
E = -\nabla \phi
\]

(1.38)

where \( n(r,\theta, t) \) is the electron density and \( n_i(r,\theta, t) \) is the ion density. These equations were then linearized

\[
n(r,\theta, t) = n_0 + \tilde{n}(r,\theta)e^{-i\omega t}
\]

(1.39)

\[
n_i(r,\theta, t) = n_i(r,\theta) - n_i - \text{const.}
\]

(1.40)

\[
n(r,\theta, t) = n_0 + \tilde{n}(r,\theta)e^{-i\omega t}
\]

(1.41)
\begin{align}
\phi(r, \theta, t) &= \tilde{\phi}(r, \theta)e^{-i\omega t} \\
\chi(r, \theta, t) &= \tilde{\chi}(r, \theta)e^{-i\omega t}
\end{align}
(1.42, 1.43)

and the pressure related to the temperature (Appendix A) through

\begin{align}
P_0 &= n_0 kT \\
\tilde{P} &= 3kT\tilde{\nu}
\end{align}
(1.44, 1.45)

The above set of equations was combined into a single equation for the potential as

\[ \nabla^2 (\nabla^2 + k^2) \tilde{\phi}(r, \theta) = 0 \]  
(1.46)

where

\[ k^2 = \frac{\omega^2 - \omega^2_p}{\omega^2} = \frac{1}{3\lambda n} \left[ \frac{\omega^2}{\omega^2_p} - 1 \right] \]  
(1.47)

\[ \omega^2 = \frac{3kT}{\mu} \]  
(1.48)

\[ \lambda^2_D = \frac{e^2 kT}{n_0 e^2} \]  
(1.49)

Solutions of equation 1.46 can be written in the form

\[ \tilde{\phi}_n(r, \theta) = \left\{ A_n \frac{r^n}{\omega} + B_n \frac{J_n(\omega r)}{J_n(\omega r)} \right\} \sin n\theta \]  
(1.50)

would next specifies the boundary condition that at \( r = r_w \) the normal component of the electron current \( J_r = n_0 e \tilde{\nu} \) must vanish.
This implies that

\[ \frac{\partial \tilde{\phi}_n^D}{\partial r} - \frac{\omega_p^2}{\omega_p^2} \frac{\partial}{\partial r} (\nabla^2 \tilde{\phi}_n^D) = 0 \]  \hspace{1cm} (1.51)

and gives a relation between \( A_n \) and \( B_n \). Using 1.51 the potential or equation 1.50 can be written as

\[ \tilde{\phi}_n^D(r, \Theta) = B_n \left\{ \frac{J_n(kr)}{J_n(kr_w)} - \frac{r}{\omega_p^2} \left( 1 + \frac{k^2}{\omega_p^2} \frac{J_n'(kr_w)}{J_n(kr_w)} \right) \frac{r}{\omega_p^2} \right\} \sin n \Theta \]  \hspace{1cm} (1.52)

The derivative of the potential may now be calculated and the logarithmic derivative \( L_n \) (equation 1.22) computed. It should be noted that \( K_p \) is set equal to one in equation 1.22 since in this analysis the effects of the electron motion are treated explicitly rather than through an equivalent dielectric constant. If this logarithmic derivative is inserted in the resonance condition of equation 1.19, one finds that the conditions for resonance are determined by the solution of

\[ \frac{n}{kr_w} \frac{J_n(kr_w)}{J_n'(kr_w)} = \frac{\omega_p^2}{\omega_p^2} + \frac{1}{K_{\text{eff}}} \left( \frac{\omega_p^2}{\omega_p^2} - 1 \right) \]  \hspace{1cm} (1.53)

where again

\[ kr_w = \frac{1}{\sqrt{3}} \left( \frac{r_w}{\lambda_D} \frac{\omega^2}{\omega_p^2} - 1 \right)^{1/2} \]

Solving equation 1.53 graphically using large values of \( r_w/\lambda_D \) which one expects, one finds a single resonance

\[ \omega_0 \approx \frac{\omega_p^2}{1 + K_{\text{eff}}} \]  \hspace{1cm} (1.54)
below the plasma frequency (corresponding to the main resonance discussed previously) and a series of resonances at the plasma frequency and above given by

\[ \omega_n^c = \frac{\omega_p^2}{1 + \frac{3\lambda_D^2}{r_w^2} x_n^2} \]  

(1.55)

where \( x_1 \approx 5.3 \), \( x_2 \approx 8.5 \), etc. Thus by considering radial plasma standing waves one can generate a series of resonances. It is found, however, that when the resonant frequencies predicted by equation 1.55 are compared with experiment, their relative spacing is much smaller than than experimentally observed. That is,

\[ \frac{\omega_{n+1}^2 - \omega_n^2}{\omega_p^2} = \frac{3\lambda_D^2}{r_w^2} (x_{n+1}^2 - x_n^2) \]  

(1.56)

is smaller than that observed. Furthermore, it is experimentally observed that several of the resonances seen above the main resonance lie below the average plasma frequency \( \frac{\omega_p^2}{2} \). This is in contradiction to equation 1.55 which states that the plasma wave resonances lie above the plasma frequency. One can see from equation 1.56 that the frequency spacing could be increased if somehow \( r_w \) were smaller than we thought it was. That is, perhaps not all of the tube is active in supporting these plasma waves. One can conceive of this situation by assuming that the plasma column has a radial electron density profile. Consider the radial density profile shown in Figure 1.3. If the column is excited at a frequency
less than the center frequency, plasma waves can propagate only in the region $r > r_c$ where $r_c$ is determined by $\omega_p(r_c) = \omega$. For $r < r_c$ we will have $\omega_p > \omega$ which implies an imaginary propagation constant $k$ or evanescent waves (assuming a dispersion relation similar to equation 1.47 is valid with $\omega_p$ depending upon $r$). In this case we might imagine the standing waves to be set up between $r_c$ and $r_w$. 
In 1960 Gould (21) employed a WKB type method to determine the spectrum of plasma wave resonances assuming a radial density profile given by \( n = n_0 (1 - \alpha \frac{r^2}{a^2}) \) where \( n_0 \) is the density on the axis \( r = 0 \) and \( \alpha \) is a parameter between 0 and 1. He found that indeed the relative resonant frequency spectrum could be made larger and, furthermore, it increased with increasing \( \alpha \). Thus it appears that to explain the observed resonance spectrum, at least several important properties of the plasma column must be considered. First, the thermal properties of the plasma must be included to allow propagating radial plasma waves (so that multiple resonances can be predicted at all). Second the radial plasma density profile must be considered.

1.4 Objectives of Our Experiments

In 1962 Parker calculated theoretical density profiles (22) for a mercury discharge similar to that used by us and others. These profiles are found to depend upon the parameter \( \frac{r_w^2}{\lambda_D^2} \) (Chapter II) where \( \lambda_D^2 = \frac{\epsilon}{\sigma} \frac{kT_e}{\pi e^2} \) is the Debye length defined in terms of the average electron density \( \bar{n} \). We shall refer to \( \lambda_D^2 \) as the average Debye length in the remainder of this paper, but it should be noted that it is the Debye length defined in terms of the average electron density \( \bar{n} \). The profiles obtained by Parker are shown in Figure 2.2. It is seen that the shape of the density profiles change only slightly in the range \( 10^4 \leq \frac{r_w^2}{\lambda_D^2} < \infty \). It is just in this range that most of the previous investigators have concentrated their efforts. One might expect from what has been said in previous sections, that the relative frequency spectrum might not vary appreciably
in this region. We have concentrated our efforts on the range 
$2 \times 10^2 < \frac{r_w^2}{\lambda_D^2} < 10^4$ in order to investigate the role of the 
density profile on the resonances.

It is also apparent from the discussion of Section 1.3 that 
not only should the $n = 1$ or dipole series of resonances exist, 
but the $n = 2, 3, 4 \ldots$ (quadrupole, sextupole, \ldots) series should 
also exist. We have therefore investigated the $n = 2$ or quadru-
pole resonance spectrum. Finally, we have made a preliminary 
investigation of the effects of a static axial magnetic field on the 
dipole resonance spectrum.

In Chapter II we shall discuss the theory of a hot nonuniform 
plasma column which is used in the interpretation of our data. Chap-
ters III and IV will be devoted to a discussion of experimental 
techniques and results for the zero magnetic field case. Chapter V 
will discuss preliminary work on the finite magnetic field case and, 
finally, Chapter VI will be devoted to a summary and proposals for 
进一步工作。
II. THEORY OF A HOT NONUNIFORM PLASMA COLUMN

2.1 Introduction

Let us consider an infinitely long plasma column of radius \( r = r_w \). It is the purpose of this chapter to examine the simultaneous solution of the plasma dynamical equations and Maxwell's equations in order to determine the logarithmic derivative \( \nabla_n \) (equation 1.22) at the surface of the plasma column \( r = r_w \). As in Section 1.3, we shall assume that the plasma consists of an electron gas moving in a "stationary" background of ions. We shall again describe the electron gas by its density \( n(r,t) \), its pressure \( p(r,t) \), its velocity \( v(r,t) \) and its temperature \( T \) (assuming the gas to have a Maxwellian velocity distribution.) In this chapter, however, we shall assume that the electron density has a radial density profile where, in the absence of any disturbances, \( n = n_0 f(r) \) \( (n_0 \) is the density at \( r = 0) \). All dissipative effects will be ignored.

2.2 Basic Equations

We take for the dynamical equations describing the motion of the plasma, the first three moments of the Boltzmann equation (23), assuming a scalar pressure. The chain of moment equations has been terminated by neglecting the divergence of the heat flux tensor in the third moment. This assumption allows us to make an appropriate relation between the assumed scalar pressure \( p(r,t) \) and the density \( n(r,t) \) in the second moment, thus yielding a closed set of equations. The method of obtaining these equations from the Boltzmann equation is discussed in Appendix A. We have for the dynamical
equations:

\[
\frac{\partial n}{\partial t} + \nabla \cdot n \mathbf{v} = 0 \tag{2.1}
\]

\[
\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} = -\frac{e}{m} (\mathbf{E} + \mathbf{v} \times \mathbf{B}) - \frac{1}{mn} \nabla \rho \tag{2.2}
\]

Equations 2.1 and 2.2 must be solved simultaneously with Maxwell's equations. Since in our experiments the wavelength of the exciting fields is so long (10 cm or greater) compared to the diameter of the plasma column (2 cm or less) we shall assume that \( \mathbf{E} \) is derivable from a scalar potential or that

\[
\mathbf{E} = -\nabla \phi \tag{2.3}
\]

This quasi-static assumption reduces Maxwell's equations to the Poisson equation

\[
\nabla^2 \phi = -\frac{\rho}{\varepsilon_0} = -\frac{e}{\varepsilon_0} \left[ n_I (\mathbf{r}, t) - n (\mathbf{r}, t) \right] \tag{2.4}
\]

Equation 2.2 becomes

\[
\frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} = \frac{e}{m} [\nabla \phi - \mathbf{v} \times \mathbf{B}] - \frac{1}{mn} \nabla \rho \tag{2.5}
\]

Equations 2.1, 2.4 and 2.5 form a set of coupled nonlinear equations which is difficult to solve outright. Let us assume that the applied fields induce only small perturbations in the appropriate equilibrium quantities and write
\[ n(r,t) = n_0 f(r) + \tilde{n}(r) e^{-i\omega t} \] (2.6)

\[ n_1(r,t) = n_1(r) \] (2.7)

\[ p(r,t) = p_0(r) + \tilde{p}(r) e^{-i\omega t} \] (2.8)

\[ \phi(r,t) = \phi_0(r) + \tilde{\phi}(r) e^{-i\omega t} \] (2.9)

\[ \tilde{\nu}(r,t) = \tilde{\nu}(r) e^{-i\omega t} \] (2.10)

\[ \tilde{B}(r,t) = \tilde{B}(r) e^{-i\omega t} \] (2.11)

where it is assumed that \( \tilde{n}(r) \ll n_0 f(r) \), \( \tilde{p}(r) \ll p_0(r) \), \( \tilde{\phi}(r) \ll \phi_0(r) \). If equations 2.6 through 2.11 are substituted in equations 2.1, 2.4 and 2.5 and only terms linear in the perturbation quantities are retained, the following set of zero and first order equations are obtained:

**Zero Order**

\[ \nabla p_0 = e n_0 f(r) \nabla \phi_0 \] (2.12)

\[ \nabla^2 \phi_0 = -\frac{e}{\varepsilon_0} [n_1(r) - n_0 f(r)] \] (2.13)

**First Order**

\[ -i \omega \tilde{n} + \nabla \cdot n_0 f(r) \tilde{\nu} = 0 \] (2.14)

\[ i \omega m n_0 f(r) \tilde{\nu} = -e n_0 f(r) \nabla \phi_0^2 + \nabla \tilde{p} - e \tilde{n} \nabla \phi_0 \] (2.15)

\[ \nabla^2 \tilde{\phi} = \frac{e}{\varepsilon_0} \tilde{n} \] (2.16)

The zero order equations 2.12 and 2.13 together with an appropriate
boundary condition at $r = r_w$ and an assumption concerning $n_1(r)$ will be employed in Section 2.4 to determine the static electron density profile $f(r)$. The first order equations 2.14, 2.15, and 2.16 govern the wave phenomena in the plasma. It is shown in Appendix A that if we assume the electron gas to have a Maxwellian velocity distribution, we can relate the pressure to the density as

$$p_o = n_o f(r) kT \quad (2.17)$$

$$\tilde{p} = \gamma kT \tilde{n} \quad (2.18)$$

where $\gamma = 3$. Equation 2.17 simply states that the electron gas follows the perfect gas law while equation 2.18 states that the perturbations obey the adiabatic law

$$\frac{p}{n\gamma} = \frac{p_o}{n_o} \quad (2.19)$$

Since we are going to be considering plasma waves traveling in the radial direction, the choice of $\gamma = 3$ which is appropriate to 1 degree of freedom is reasonable. Using equations 2.12, 2.17 and 2.18 the first order equations 2.14, 2.15 and 2.16 can be combined into a single fourth order partial differential equation for the potential perturbation $\vec{\phi}$ (24):
\[\nabla \cdot \vec{\phi} + \frac{1}{\gamma} \left( \frac{\nabla f}{f} \cdot \nabla \right) \nabla^2 \vec{\phi} + \left\{ \frac{1}{\gamma} \left( \frac{\omega^2}{\omega_p^2} - f \right) - \frac{1}{\gamma} \frac{\nabla f}{f} \right\} \nabla^2 \vec{\phi} \]

\[\n - \frac{1}{\gamma_{\lambda_0}} \nabla \bar{\phi} \cdot \nabla f = 0 \quad (2.20)\]

where
\[\lambda_{\lambda_0}^2 = \frac{\epsilon_o kT}{n_o e^2} \quad (2.21)\]

is the Debye length at the center of the discharge and
\[\omega_p^2 = \frac{n_o e^2}{m_o} \quad (2.22)\]

is the plasma frequency at the center of the discharge. In solving equation 2.20, we demand as a boundary condition that the normal component of the electron gas current density \( \vec{J}_r = n_o f(r) e \vec{v}_r \) vanish at the wall \( r = r_w \) (as in Section 1.3). Since \( n_o f(r) \) does not vanish at \( r = r_w \), we must have \( \vec{V}_r = 0 \) at \( r_w \). The vanishing of \( \vec{V}_r \) at \( r = r_w \) demands that the potential satisfy

\[\frac{\partial}{\partial r} \left( \nabla^2 \vec{\phi} \right) - \frac{1}{\gamma} \frac{d}{dr} \nabla^2 \vec{\phi} - \frac{f(r)}{\gamma_{\lambda_0}} \frac{d \vec{\phi}}{dr} = 0 \quad \text{at} \ r = r_w . \quad (2.23)\]

Before equation 2.20 can be solved, a suitable expression for the static radial electron density profile \( f(r) \) must be found. Such an expression has been found by Parker (22) using the complete plasma-sheath equations of Langmuir (33). The Langmuir formulation of the equations governing the static electron density profile and their
solutions will be discussed in the following section. We shall then return to discuss the solution of equation 2.20.

2.3 The Static Radial Density Profile

Consider the cross section of the cylindrical plasma column as shown on Figure 2.1. Langmuir assumes that equilibrium exists within the column with a potential distribution \( \phi_o(r) \) through which the ions fall to the wall. We choose \( \phi_o(r = 0) = 0 \). Let the number of ions generated per unit volume per unit time be denoted by \( S(r) \). Then if we consider a unit length of column, the number of ions generated per second in the volume between \( \rho \) and \( \rho + d\rho \) is given by

\[
\text{no. of ions per second per unit length generated between } \rho \text{ and } \rho + d\rho = S(\rho)2\pi\rho d\rho . \quad (2.24)
\]

The number of ions per second passing through the surface at \( r \) which originate in the volume between \( \rho \) and \( \rho + d\rho \) will be

\[
(dJ)A = dn_i(r) V_r(r, \rho) 2\pi r \quad (2.25)
\]

where \( V_r(r, \rho) \) is the ion velocity at \( r \). The ion density \( n_i(r) \) at \( r \) can be thought of as arising from all volume elements with \( \rho < r \). The contribution to the ion density \( dn_i(r) \) due to the generation in the volume between \( \rho \) and \( \rho + d\rho \) can be obtained by equating equations 2.24 and 2.25

\[
S(\rho)2\pi\rho d\rho = dn_i(r) V_r(r, \rho) 2\pi r \quad (2.26)
\]

or
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\[
\frac{dn_i(r)}{dr} = \frac{S(r)}{V_i(r, \rho)} \frac{\rho}{r} d\rho \quad .
\] (2.27)

Thus the ion density at \( r \) can be written as

\[
n_i(r) = \int_0^r \frac{S(\rho)}{V_i(r, \rho)} \frac{\rho}{r} d\rho \quad .
\] (2.28)

Using equations 2.12 and 2.17 we can write for the electron density:

\[
n(r) = n_0 e^{\frac{e \Phi_o(r)}{kT}} \quad .
\] (2.29)

From equation 2.13 Poisson's equation must also hold or

\[
\nabla^2 \phi_o = -\frac{e}{\epsilon_o} n_i(r) - n(r)
\] (2.30)

or

\[
\nabla^2 \phi_o(r) = \frac{e \Phi_o(r)}{\epsilon_o} n_0 e^{\frac{kT}{\epsilon_o}} - \frac{e}{\epsilon_o} \int_0^r \frac{S(\rho)}{V_i(r, \rho)} \frac{\rho}{r} d\rho \quad .
\] (2.31)

Equation 2.30 has been referred to as the complete plasma-sheath equation (33). We now make two assumptions concerning the ions in our plasma which allow us to relate \( V_i(r, \rho) \) and \( S(\rho) \) to the potential \( \phi_o \). These assumptions are:

A. The ions are formed at rest and fall to the wall through the potential without making any collisions.

B. The ions are generated at a rate proportional to the electron density or \( S(r) = \alpha n(r) \).
From assumption A we can write

$$\frac{1}{2} m_1 v_r(r, \rho) = e \left[ \phi_0(\rho) - \phi_0(r) \right]$$

(2.32)

or

$$v_r(r, \rho) = \left( \frac{2e}{m_1} \right)^{1/2} \left[ \phi_0(\rho) - \phi_0(r) \right]^{1/2}$$

(2.33)

From assumption B we have

$$S(r) = \alpha n(r) = \alpha n_0 e^{\frac{e \phi_0(r)}{kT}}$$

(2.34)

With equations 2.32 and 2.33 the complete plasma-sheath equation becomes

$$\nabla^2 \phi_0(r) = e \left( \frac{n_o}{\epsilon_o} \right) - \frac{\alpha n_o e}{\epsilon_o} \left( \frac{m_1}{2e} \right)^{1/2} \int_0^r \frac{e^{\frac{e \phi_0(\rho)}{kT}}}{\rho} \frac{\rho}{\left[ \phi_0(\rho) - \phi_0(r) \right]^{1/2}} d\rho$$

(2.35)

The properties of equation 2.34 can be made more apparent by introducing the dimensionless variables (33)

$$\eta = -\frac{e \phi_0}{kT}$$

(2.36)

$$s = \alpha \left( \frac{m_1}{2kT} \right)^{1/2} r$$

(2.37)

If these variable changes are made in equation 2.34, the dimensionless complete plasma-sheath equation becomes
\[
\frac{1}{\beta^2} \left\{ s \frac{d^2 \eta}{ds^2} + \frac{d \eta}{ds} \right\} = \int_0^s \frac{e^{-\eta(s)} \sigma \ d\sigma}{[\eta(s) - \eta(\sigma)]^{1/2}} - s e^{-\eta(s)} \quad (2.38)
\]

where
\[
\beta^2 = \frac{2n_0 e^2}{\alpha^2 m_e \varepsilon_0} \quad (2.39)
\]

Thus the dimensionless potential distribution \( \eta(s) \) is seen to depend upon the plasma parameters through the dimensionless parameter \( \beta^2 \).

Given a value of \( \beta^2 \) equation 2.37 can be integrated to give \( \eta(s) \) for \( 0 < s < \infty \).

The location of the wall or boundary of the plasma column will be determined by the boundary condition that the electron current equal the ion current at \( r = r_w \). The ion current can be written as

\[
J_i(r) A = 2\pi r J_i(r) = \int_0^r S(\rho) 2\pi \rho \ d\rho \quad (2.40)
\]

or

\[
J_i(r) = \int_0^r S(\mu) \frac{\partial}{\partial r} \ d\mu \quad (2.41)
\]

The electron current density is taken to be the random current density of a Maxwellian gas of local density \( n_e \) or

\[
J_e(r) = \frac{n(r)}{2\sqrt{\pi}} \left( \frac{2kT}{m_e} \right)^{1/2} \quad (2.42)
\]

Thus the boundary condition at \( r = r_w \) becomes
\[ \frac{n(r_w)}{2\sqrt{\pi}} \left( \frac{2kT}{m_e} \right)^{1/2} = \int_0^{r_w} S(\rho) \frac{\rho}{r} d\rho \]  
(2.43)

or

\[ \frac{e\phi(\rho)}{e} \phi_0(r_w) \left( \frac{kT}{2m_e} \right)^{1/2} = \alpha \int_0^{r_w} \frac{e\phi(\rho)}{e} \frac{\rho}{r_w} d\rho \]  
(2.44)

In dimensionless form the wall condition 2.43 becomes

\[ \left( \frac{m_1}{4\pi m_e} \right)^{1/2} = e \eta(s_w) \int_0^{s_w} e^{-\eta(\sigma)} \frac{\alpha}{s_w} d\sigma \]  
(2.45)

where again

\[ s_w = \alpha \left( \frac{m_1}{2kT} \right)^{1/2} r_w \]  
(2.46)

The complete plasma-sheath equation together with the wall determination has been solved by Parker (22) for a number of values of \( \beta^2 \).

The density profiles obtained in his calculation for a mercury plasma are shown in Figure 2.2, while Table 2.1 tabulates the important results for a mercury plasma which are pertinent to our experiments.

It is interesting and also important to note that for many considerations the ionization coefficient \( \alpha \) does not need to be known. From equation 2.45 we can write

\[ \alpha^2 = \left( \frac{2kT}{m_1} \right) \frac{s_w^2}{r_w^2} \]  
(2.47)
Figure 2.2 Density Profiles Calculated by Parker
Table 2.1

<table>
<thead>
<tr>
<th>$\beta^2$</th>
<th>$s_w$</th>
<th>$\frac{&lt;n&gt;}{n_o}$</th>
<th>$r_w^2/\lambda_{D0}^2$</th>
<th>$r_w^2/\lambda_D^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^2$</td>
<td>1.787</td>
<td>0.225</td>
<td>$3.19 \times 10^2$</td>
<td>$7.18 \times 10^2$</td>
</tr>
<tr>
<td>$2 \times 10^2$</td>
<td>1.527</td>
<td>0.270</td>
<td>$4.66 \times 10^2$</td>
<td>$1.26 \times 10^2$</td>
</tr>
<tr>
<td>$3.33 \times 10^2$</td>
<td>1.38</td>
<td>0.312</td>
<td>$6.34 \times 10^2$</td>
<td>$1.98 \times 10^2$</td>
</tr>
<tr>
<td>$10^3$</td>
<td>1.147</td>
<td>0.392</td>
<td>$1.32 \times 10^3$</td>
<td>$5.16 \times 10^2$</td>
</tr>
<tr>
<td>$2 \times 10^3$</td>
<td>1.050</td>
<td>0.444</td>
<td>$2.21 \times 10^3$</td>
<td>$9.79 \times 10^2$</td>
</tr>
<tr>
<td>$3.33 \times 10^3$</td>
<td>1.000</td>
<td>0.480</td>
<td>$3.33 \times 10^3$</td>
<td>$1.60 \times 10^3$</td>
</tr>
<tr>
<td>$10^4$</td>
<td>0.910</td>
<td>0.547</td>
<td>$8.28 \times 10^3$</td>
<td>$4.53 \times 10^3$</td>
</tr>
<tr>
<td>$2 \times 10^4$</td>
<td>0.874</td>
<td>0.581</td>
<td>$1.53 \times 10^4$</td>
<td>$8.89 \times 10^3$</td>
</tr>
<tr>
<td>$10^5$</td>
<td>0.822</td>
<td>0.637</td>
<td>$6.76 \times 10^4$</td>
<td>$4.31 \times 10^4$</td>
</tr>
<tr>
<td>$2 \times 10^5$</td>
<td>0.809</td>
<td>0.653</td>
<td>$1.31 \times 10^5$</td>
<td>$8.54 \times 10^4$</td>
</tr>
<tr>
<td>$10^6$</td>
<td>0.789</td>
<td>0.678</td>
<td>$6.23 \times 10^5$</td>
<td>$4.22 \times 10^5$</td>
</tr>
<tr>
<td>$\infty$</td>
<td>0.772</td>
<td>0.698</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Then using equation 2.46 in equation 2.38 we have

$$
\beta^2 = \frac{2ne^2}{m_1\varepsilon_0} \frac{m_1}{2kT} \frac{r_w^2}{s_w^2} = \frac{1}{Z} \frac{r_w^2}{s_w^2} \frac{1}{\lambda_{D0}^2} = \frac{n_o}{n} \frac{1}{\frac{r_w^2}{s_w^2}} \frac{1}{\lambda_D^2}.
$$

(2.48)

Since $n_o/\bar{n}$ and $s_w$ are calculated for each value of $\beta^2$, we see from equation 2.47 that the density profile curves can also be labeled by their values of $r_w^2/\lambda_{D0}^2$ or $r_w^2/\lambda_D^2$ as well as by $\beta^2$.

2.4 Properties and Solutions of the Plasma Wave Potential Equation

From Parker's density profile calculation comes the radial density profile function $f(x) = \frac{n(x)}{n_o}$ needed for the solution of the plasma wave potential equation 2.20. To shed more light on equation
2.20, let us introduce the dimensionless variable

\[ \xi = \frac{r}{r_w} \quad \text{.} \]  \hspace{1cm} (2.49)

We can then write

\[ \nabla = \frac{\partial}{\partial r} I_r + \frac{1}{r} \frac{\partial}{\partial \phi} = \frac{1}{r_w} \frac{\partial}{\partial \xi} I_r + \frac{1}{r_w} \frac{\partial}{\partial \phi} I_r = \frac{1}{r_w} \nabla_\xi \]  \hspace{1cm} (2.50)

where we define

\[ \nabla_\xi = \frac{\partial}{\partial \xi} I_r + \frac{1}{\xi} \frac{\partial}{\partial \phi} I_\phi \quad \text{.} \]  \hspace{1cm} (2.51)

We can then rewrite the potential equation 2.20 as

\[ \nabla_\xi^2 \tilde{\phi} + \frac{1}{r} \left( \frac{\xi f}{r} \cdot \nabla_\xi \right) \nabla^2_\xi \tilde{\phi} + \right. \]

\[ \left. + \left\{ \frac{1}{r} \frac{r_w^2}{\lambda^2_{DO}} \left[ \frac{\omega^2}{\omega_{po}^2} - \frac{1}{r^2} \right] - \frac{1}{r} \nabla_\xi \cdot \frac{\xi f}{r} \right\} \nabla^2_\xi \tilde{\phi} \right. \]

\[ \left. - \frac{1}{r} \frac{r_w^2}{\lambda^2_{DO}} \nabla_\xi \tilde{\phi} \cdot \nabla_\xi f = 0 \quad \text{.} \]  \hspace{1cm} (2.52)

The boundary condition, equation 2.23, can be written as

\[ \frac{\partial}{\partial \xi} (\nabla^2_\xi \tilde{\phi}) - \frac{1}{r^2} \frac{df}{d\xi} \nabla^2_\xi \tilde{\phi} = \frac{f^2}{r_w^2} \frac{d\tilde{\phi}}{d\xi} - \frac{f}{r} \frac{\omega_{po}^2}{\lambda^2_{DO}} \tilde{\phi} = 0 \quad \text{at} \quad \xi = 1 \quad \text{.} \]  \hspace{1cm} (2.53)

Thus we see that the equations governing the behavior of the plasma depend upon the dimensionless parameters \( r_w^2/\lambda^2_{DO} \) and \( \omega^2/\omega_{po}^2 \) as well as the electron density profile function \( f \). As we have seen
in the previous section, the density profile function \( f \) depends upon \( \beta^2 \) or equivalently \( r_w^2 / \lambda_D^2 \). Also from Section 2.4 we see that we can use the parameters \( r_w^2 / \lambda_D^2 \) and \( \omega^2 / \omega_p^2 \) instead of \( r_w^2 / \lambda_{DO}^2 \) and \( \omega^2 / \omega_{po}^2 \) respectively (since for each \( r_w^2 / \lambda_{DO}^2 \) we can calculate \( n_0 / \pi \)). Expressing the results in terms of \( r_w^2 / \lambda_U^2 \) and \( \omega^2 / \omega_p^2 \) is more convenient for comparison with experiment. Parker (24) has solved equations 2.52 and 2.53 for a mercury plasma column to obtain the ratio

\[
\frac{d\phi_n}{d\xi}/\phi_n(\xi) = \phi_n'(\xi)/\phi_n(\xi)
\]

as a function of \( \omega^2 / \omega_p^2 \) for a number of values of the parameter \( r_w^2 / \lambda_D^2 \) where he has assumed that

\[
\tilde{\phi}(\xi, \theta) = \phi(\xi)e^{i\theta} \quad .
\]  

(2.54)

From equations 2.52, 2.53 and 2.54 we see that the solutions depend upon the integer \( n \). Thus different solutions are obtained depending upon whether we are considering the dipole, quadrupole, sextupole, \( \cdots \) (\( n = 1,2,3, \cdots \)) modes.

We note that the resonance condition (equations 1.19 and 1.22 with \( K_p = 1 \)) can be written as

\[
L_n = \frac{1}{\tilde{\phi}_n(r)} \frac{d\tilde{\phi}_n(r)}{dr} = \frac{1}{r_w \tilde{\phi}_n(\xi)} \frac{d\tilde{\phi}_n}{d\xi} = \frac{1}{r_w} \frac{\phi'(\xi)}{\phi(\xi)} = -\frac{n}{r_w} K_{eff}
\]

or

\[
(2.55)
\]
\[ \frac{\Phi'(\xi)}{\Phi(\xi)} = -n K_{\text{eff}} \] (2.56)

The theoretical curves of \( \Phi'/\Phi \) as a function of \( \frac{\omega^2}{\omega_p^2} \) for a number of values of \( \frac{r_w^2}{\lambda_D^2} \) for both the dipole and quadrupole (\( n = 1 \) and 2) cases are given in Parker's thesis (24). As an example of the results he obtains, Figure 2.3 shows \( \Phi'/\Phi \) as a function of \( \frac{\omega^2}{\omega_p^2} \) for \( \frac{r_w^2}{\lambda_D^2} = 1580 \) and \( n = 1 \) (for mercury). Also plotted on this figure is the curve (dashed line) \( \Phi'/\Phi = -n K_{\text{eff}} = -2.1 \) (\( n = 1 \) in this case and hence \( K_{\text{eff}} = 2.1 \)). The intersections of this curve with the \( \Phi'/\Phi \) curves give the solutions to the resonance condition, equation 2.56. The intersection at the lowest value of \( \frac{\omega^2}{\omega_p^2} \) corresponds to the main resonance, the intersection at the next to lowest value of \( \frac{\omega^2}{\omega_p^2} \) corresponds to the first resonance, etc. By considering other values of \( \frac{r_w^2}{\lambda_D^2} \), the resonance spectrum \( \frac{\omega^2}{\omega_p^2} \) as a function of \( \frac{r_w^2}{\lambda_D^2} \) can be synthesized.
Figure 2.3 Theoretical curves obtained by Parker of $\phi'/\phi$ as a function of $\omega^2/\omega_p^2$ for $r^2/\lambda_D^2 = 1580$. 
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III. EXPERIMENTAL TECHNIQUES

3.1 Description and Construction of the Plasma Tubes

The experiments described in the following sections were performed on a series of mercury filled discharge tubes constructed as the one shown in Fig. 3.1. The cathodes used were of the oxide-coated variety and are the same type used by General Electric in their 6011-710 thyatrons. The anodes were kovar cups sealed on the end of the barrel. The processing of the tubes followed standard procedures. The tube envelope and anode were constructed and chemically cleaned. The cathode was attached and the entire tube was pumped and baked (350°C) to an ultimate pressure of about 10^{-7} mm Hg. The oxide cathode was then activated, and the tube was rebaked and pumped. Finally the mercury was added. This was accomplished either by breaking a mercury capsule after the tube had been sealed off or by distilling mercury into the tube from an external vessel and then sealing it off. After the tube was processed, there was about 1/4" of mercury in the mercury well (Fig. 3.1). The vapor pressure of the mercury vapor in the well could be controlled by controlling the temperature of the well. In our experiments the mercury well was placed in a dewar of water which assumed the room temperature of about 20°C which corresponds to a well vapor pressure of about 1.3 mm Hg. The neutral gas density \( n_w \) in the well is given by

\[
n_w = \frac{p_w}{kT_w} \tag{3.1}
\]

where \( p_w \) is the mercury vapor pressure in the well, \( T_w \) is the
temperature of the well, and \( k \) is the Boltzmann constant. For our operating conditions \( n_w \approx 4.3 \times 10^{13} \) atoms/cm\(^3\). If there are temperature gradients between the barrel and the well, the number density in the barrel \( n_b \) will not be equal to that in the well. Dushman (34) (page 65) shows that if the barrel is at a temperature \( T_b \), then the barrel number density is given by

\[
  n_b = n_w \left( \frac{T_w}{T_b} \right)^{1/2}
\]  

(3.2)

For our discharges \( T_w \approx T_b \) so that \( n_b \approx n_w \).

One of the useful properties of these plasma tubes is that the average electron density \( \overline{n} \) is approximately proportional to the current flowing through the discharge. Since the current density \( \mathbf{J} \) is given by \( \mathbf{J} = \overline{n} \mathbf{v} \), where \( \mathbf{v} \) is the drift velocity along the axis of the tube, we have for the total current \( I \), \( I = JA = \overline{n} \mathbf{v} A \) where \( A \) is the cross sectional area of the column. In these plasma tubes the voltage drop across the tube remains practically constant over a wide current range. Thus the electric field and hence the drift velocity \( \mathbf{v} \) remain practically constant and \( I \propto \overline{n} \). Therefore we can adjust the average current density in the column merely by adjusting the discharge current. In our experiments the average density in the column varies from about \( 10^9 \) electrons/cc to about \( 5 \times 10^{11} \) electrons/cc. Thus the percentage of ionization ranges from about 1% to less than 0.01%.

In performing experiments on these tubes it was found that they showed a negative resistance characteristic of low currents. Below certain currents they resonated with the external circuitry and broke
into oscillation, and these oscillations seriously interfered with the primary measurements. It was found that a 500 ohm resistor placed directly at the anode eliminated the oscillation problem quite satisfactorily.

3.2 Low Frequency Observational Techniques

In the low frequency region, from about 200 mc to 1500 mc, the plasma wave resonances were observed using the split-cylinder and wire multipole devices shown in Figure 3.2. The radii of these devices is kept much smaller than the wavelength of the exciting radiation so that the quasi-static approximation is appropriate in their analysis. If the opposite electrodes in the dipole devices are fed 180° out of phase, then the fields produced by them near the axis are proportional to $r^n \sin \theta$ where $n = 1, 3, 5, \ldots$. Thus such a device is capable of exciting the $n = 1, 3, 5, \ldots$ radial plasma modes. It is found experimentally, however, that if the radius of the device is kept about three times larger than the radius of the column, only the $n = 1$ plasma mode will be appreciably excited. Thus, in practice, the dipole device can be used to investigate the $n = 1$ or dipole plasma mode. It is also found that if the adjacent electrodes of the quadrupole devices are fed 180° out of phase, the fields near the axis are proportional to $r^n \sin \theta$ where $n = 2, 6, 10, \ldots$. It is also experimentally verified that if the radius of the device is greater than approximately $2r_w$, only the $n = 2$ or quadrupole plasma mode is excited. Therefore the quadrupole devices can be used to investigate quadrupole plasma modes. To insure the electrode
phase conditions in the quadrupole devices, adjacent pairs of electrodes were fed from two equal length sections of coaxial cable. The two sections of coaxial cable were then joined at a tee and fed from a common generator. It was found that if the proper phase relations were upset by making the sections of coaxial cable unequal in length, the dipole mode was observed in addition to the quadrupole mode.

The experimental arrangement incorporating these multipole devices is shown in Figure 3.3b. The multipole devices were fed through a directional coupler and the reflected signal was monitored. The resonance detection method is based upon the fact that at resonance the fields in the column become large and the tube absorbs a more than average amount of power due to dissipative phenomena (not discussed in Chapter 2). The power in the reflected signal will be that of the incident signal minus any power dissipated in the column, radiated from the multipole device, or dissipated in the lines. In the off resonance condition the column will absorb relatively little energy. However, when the electron density in the column is adjusted (by adjusting the discharge current) to give a resonance condition, the plasma column will absorb more energy and a decrease will be noted in the reflected signal. Thus by monitoring the reflected signal, we can obtain an absorption spectrum of the positive column.

It is shown in Appendix B that the resonance condition for a plasma column in the split cylinder geometry (Figure 3.2a,c) may be written as:
(a) Waveguide Arrangement  
(b) Multipole Arrangement
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\[ L_n = - \frac{n}{r_w} \frac{(\frac{b}{r_w})^n (K + g) - (\frac{r_w}{b})^n (K - g)}{(\frac{b}{r_w})^n (K + g) + (\frac{r_w}{b})^n (K - g)} = - \frac{n}{r_w} K_{\text{eff}} (K, r_w, b, c) \]

where \( L_n \) is the logarithmic derivative defined in Chapter I, \( K \) is the relative dielectric constant of the surrounding glass and

\[ g = \frac{1 + (\frac{b}{c})^{2n}}{1 - (\frac{b}{c})^{2n}} \]

measures the influence of the metal cylinder (\( g \rightarrow 1 \) when the cylinder is removed). \( r_w, b, \) and \( c \) are the inner and outer radii of the glass tube and the radius of the device respectively, and the integer \( n \) in the above expressions denotes the angular dependence \( (e^{in\theta}) \).

As in Chapter I, the left hand side of the resonance condition is dependent only on the solution of the equations for the plasma and the electromagnetic field in the plasma region, while the right hand side is dependent only on the electromagnetic field solution exterior to the plasma.

In a similar manner, the resonance condition for the ideal wire multipoles may be written as (Appendix B):

\[ L_n = - \frac{n}{r_w} \frac{(\frac{b}{r_w})^n (K + 1) - (\frac{r_w}{b})^n (K - 1)}{(\frac{b}{r_w})^n (K + 1) + (\frac{r_w}{b})^n (K - 1)} = - \frac{n}{r_w} K_{\text{eff}} (K, r_w, b, c = \infty). \]

It is seen from equation 3.5 that the resonance condition for the ideal
wire multipoles should be independent of the wire position \( c \).
Experimentally it is found that the resonance condition is somewhat
dependent on \( c \), especially for the main resonance. This may be due
to the finite size of the wires, an effect which would be difficult
to include in the calculation.

3.3 High Frequency Observational Techniques.

In the high frequency region between 2300 mc and 4000 mc the
resonances were observed using a waveguide arrangement similar to
that used by Dattner (3). A schematic of the apparatus used is shown
in Figure 3.3a. The plasma tube is placed across a section of S-band
waveguide operating in the dominant TE\textsubscript{01} mode such that the electric
field is perpendicular to the column. When the electron density is
adjusted to resonance (using a pulse technique described in Section
3.5), radiation is scattered out of the forward direction and a
decrease is noted in the transmitted signal. To isolate the scattering
section from the generator and to reduce spurious resonances, an
attenuator was placed between the scattering section and the exciting
waveguide to coax adapter.

3.4 Average Electron Density Measurements

As stated in Chapter II, we must measure the frequency spectrum
\( \omega^{2}/\omega_{p}^{2} \) as a function of the parameter \( r_{w}^{2}/\lambda_{D}^{2} \). In both the multipole
device and waveguide arrangements, the incident frequency is held
constant and the average electron density in the column is adjusted
to resonance. Thus at each resonance we must measure \( \omega^{2}/\omega_{p}^{2} \) and
The radius $r_w$ and the frequency $\omega$ can be measured in a straightforward manner, but to determine the quantities $\omega_p$ and $\lambda_D$ we must know the average electron density $\overline{n}$ and the electron temperature $T_e$. As will be discussed in Chapter IV, the electron temperature will be determined by a best fit technique. The average density $\overline{n}$, however, is directly measured using a cavity perturbation technique. We use a right circular transmission cavity oscillating in the $TM_{010}$ mode. If a plasma column is placed along the axis of such a cavity, the resonant frequency of the cavity will be shifted, and this frequency shift can be related to the average density in the plasma.

The exact mechanics of relating the frequency shifts to the average electron density in the column is given in Appendix C, but for convenience, some of the main features are repeated here.

Consider an empty cavity having a resonant frequency $\omega_{oo}$ and field distributions given by $E_o(r)$ and $B_o(r)$. If we now introduce a piece of dielectric (of dielectric constant $\epsilon$) into the cavity, the frequency will be shifted to a new value $\omega$ and the field configurations will be given by $E(r)$ and $B(r)$. It can be shown (31) that the exact frequency shift of the cavity is given by

$$\frac{\omega - \omega_{oo}}{\omega} = \frac{\int_{v_0} \Delta \epsilon \frac{E^*}{E} \cdot \frac{E}{\epsilon_0} \, dv}{\int_{v_0} \left[ \epsilon_0 E^* \cdot E + \frac{B^* \cdot B}{\mu_0} \right] \, dv}$$

(3.6)

where $\Delta \epsilon = \epsilon - \epsilon_0$ and $v_0$ is the volume of the cavity. In general, $E(r)$ and $B(r)$ are difficult to determine exactly. In equation 3.6
let us write $\lambda \Delta \varepsilon$ instead of $\Delta \varepsilon$ where $0 \leq \lambda \leq 1$. Let us then expand the perturbed quantities $\omega$, $E(\lambda)$ and $B(\lambda)$ in power series in $\lambda$:

\[
E(x) = E_0(x) + \lambda E_1(x) + \lambda^2 E_2(x) + \cdots \tag{3.7}
\]

\[
B(x) = B_0(x) + \lambda B_1(x) + \lambda^2 B_2(x) + \cdots \tag{3.8}
\]

\[
\omega = \omega_0 + \lambda \omega_1 + \lambda^2 \omega_2 + \cdots \tag{3.9}
\]

If equations 3.7, 3.8 and 3.9 are substituted in equation 3.6, one obtains to first order (neglecting all terms of $O(\lambda^2)$):

\[
\frac{\omega - \omega_\infty}{\omega_\infty} = - \frac{\int_{V_0} \Delta \varepsilon E_0^* \cdot E_0^* \, dv}{\int_{V_0} \left[ \varepsilon E_0^* \cdot E_0^* + \frac{B_0^* \cdot B_0^*}{\mu_0} \right] dv} = - \frac{\int_{V_0} \Delta \varepsilon E_0^* \cdot E_0^* \, dv}{8\pi \bar{W}_e} \tag{3.10}
\]

where

\[
\bar{W}_e = \frac{1}{4\pi} \int_{V_0} E_0^* \cdot E_0 \, dv = \frac{1}{4\pi \mu_0} \int_{V_0} B_0^* \cdot B_0 \, dv \tag{3.11}
\]

is the average stored electric field energy in the empty cavity ($\bar{W}_e = \bar{W}_B$ at resonance).

The specific experimental arrangement which we have used for making average electron density measurements (utilizing a right circular transmission cavity operating in the $TM_{010}$ mode) is shown in Figure 3.4. The plasma column ($r \leq r_p$) is characterized by the effective dielectric constant
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\[ \epsilon(r) = \epsilon_0 \left[ 1 - \frac{\omega_p^2(r)}{\omega^2} \right] = \epsilon_0 \left[ 1 - \frac{e^2}{m\epsilon_0^2} n(r) \right]. \] (3.12)

Thus for the plasma region

\[ (\Delta \epsilon)_p = \epsilon - \epsilon_0 = -\frac{\epsilon_0 e^2}{m\epsilon_0^2} n(r). \] (3.13)

The glass tube surrounding the plasma column is characterized by the relative dielectric constant \( K \). Thus for the glass region \( (r_A \leq r \leq b) \)

\[ (\Delta \epsilon)_g = \epsilon - \epsilon_0 = \epsilon_0 (K - 1). \] (3.14)

Now the TM\text{010} cavity mode is characterized by having only an axial (z) component of the electric field (neglecting the effects of the end holes where the column enters and exits) which is given by

\[ E_z(r) = A J_0 \left( \frac{\beta_{01} r}{a} \right) \] (3.15)

where \( \beta_{01} \) is the first zero of \( J_0(x) \). By employing equations 3.13, 3.14 and 3.15 in equation 3.10 we can calculate the expected frequency shift produced by the glass and plasma. If, in calculating the integral in the numerator of equation 3.10, we use the small argument approximation of \( J_0(\beta_{01} r/a) \) for \( r \leq b \) (that is, \( E_z \approx A \) for \( r \leq b \) or approximately uniform), we can write (see Appendix C):
\[
\frac{\omega - \omega_0}{\omega_0} \approx \frac{1}{2J_1^2(\beta_{01})} \left\{ \frac{1}{2} \frac{e^2}{m} \frac{r_w^2}{a^2} \overline{n} - (K - 1) \frac{b^2 - r_w^2}{a^2} \right\}. \tag{3.16}
\]

Let the resonant frequency with the plasma off \((\overline{n} = 0)\) be \(\omega_o\). Then

\[
\frac{\omega - \omega_0}{\omega_0} \approx -\frac{1}{2J_1^2(\beta_{01})} (K - 1) \frac{b^2 - r_w^2}{a^2}. \tag{3.17}
\]

If equation 3.17 is now subtracted from equation 3.16 we have

\[
\frac{\omega - \omega_0}{\omega_0} = \frac{1}{2J_1^2(\beta_{01})} \left\{ \frac{1}{2} \frac{e^2}{m_o} \frac{r_w^2}{a^2} \overline{n} \right\}. \tag{3.18}
\]

It is shown in Appendix C that to the same order retained in this perturbation calculation

\[
\frac{\omega - \omega_0}{\omega_0} = \frac{\omega - \omega_o}{\omega_o}. \tag{3.19}
\]

In our arrangement \(\omega_0\) and \(\omega_o\) typically differ by about 150 mc out of 3000 mc which might lead to an indeterminacy of about 5% in the density measurements employing equation 3.18. In order to shed some light on this problem we performed a series of experiments measuring the dielectric constant of a lucite rod both with and without a surrounding glass tube (the lucite rod simulating the plasma, except that we could remove the glass envelope.)

It is shown in Appendix C that the frequency shift produced by a dielectric rod (no surrounding glass tube) is given by
\[ \frac{\omega' - \omega_\infty}{\omega_\infty} \approx \frac{-1}{2J_1^2(\beta_01)} \left( K_L - 1 \right) \frac{r_w^2}{a^2} \]  

(3.20)

where \( \omega' \) is the resonant frequency of the cavity with the dielectric rod, \( \omega_\infty \) is the resonant frequency of the empty cavity, \( K_L \) is the relative dielectric constant of the rod, and \( r_w \) is the radius of the rod. It is also shown in Appendix C that the frequency shift produced by a dielectric rod of radius \( r_w \) surrounded by a glass tube of inner radius \( r_w \) and outer radius \( b \) is given by

\[ \frac{\omega - \omega_\infty}{\omega_\infty} \approx \frac{1}{2J_1^2(\beta_01)} \left\{ - \left( K_L - 1 \right) \frac{r_w^2}{a^2} - \left( K - 1 \right) \frac{b^2 - r_w^2}{a^2} \right\} \]

(3.21)

where again \( K_L \) is the dielectric constant of the rod and \( K \) is the dielectric constant of the glass tube. If we now remove the dielectric rod from the glass tube (equivalent to extinguishing the plasma) and call the resultant resonant frequency \( \omega_0 \), we have

\[ \frac{\omega_0 - \omega_\infty}{\omega_\infty} = - \frac{1}{2J_1^2(\beta_01)} \left( K - 1 \right) \frac{b^2 - r_w^2}{a^2} \]  

(3.22)

If we subtract equation 3.22 from equation 3.21 we have

\[ \frac{\omega - \omega_0}{\omega_\infty} = - \frac{1}{2J_1^2(\beta_01)} \left( K_L - 1 \right) \frac{r_w^2}{a^2} \]  

(3.23)

which brings us back to the same problem encountered in equations 3.18 and 3.19. Again, to the order retained in the calculation
\[
\frac{\omega - \omega_0}{\omega_{oo}} = \frac{\omega - \omega_o}{\omega_o} .
\]

(3.24)

which is more appropriate to use in the denominator of equation 3.24 \(\omega_{oo}\) or \(\omega_o\). In one experiment we used just a lucite rod and a cavity. We measured \(\omega', \omega_{oo}, r_v\) and \(\mu\) and determined the dielectric constant \(K_L\) of the rod using equation 3.20. This we called the standard \(K_L\). In another experiment we employed the same lucite rod in conjunction with a closely fitted glass tube. We first measured the resonant frequency of the cavity \(\omega\) with both the glass and the lucite present. We then measured the resonant frequency \(\omega_o\) with only the glass tube present. \(K_L\) was then calculated using 3.23 and 3.24 for the two possible values of \(\omega\) in the denominator of equation 3.24, \(\omega_{oo}\) and \(\omega_o\), and the results were compared to the standard \(K_L\) determined by the first experiment. We found \(\omega_o\) to be the more appropriate value to use, giving an agreement with the standard \(K_L\) to well within 1%. If \(\omega_{oo}\) were used in the denominator of 3.24, the two values of \(K_L\) would differ by about 4%. The value of \(K_L\) for lucite determined in this manner was 2.47. The accepted handbook value is 2.58 (37).

In view of the results of the experiments with the lucite rod, we chose to use \(\omega_o\) in the denominator of equation 3.19. Thus equation 3.18 could be written as

\[
\frac{\omega - \omega_o}{\omega_o} \approx \frac{1}{2J^2(\rho_{00})} \left\{ \frac{1}{\omega_o} \frac{c^2}{\varepsilon_o} \frac{r^2}{\lambda^2} \right\}
\]

(3.25)
or

\[ \frac{\bar{n}}{n} \approx \frac{8\pi^2 m_e \gamma^2 (2.405)}{e^2} \frac{a^2}{r_w^2} f_o \Delta f \]  

(3.26)

where \( f_o \) is the resonant frequency of the cavity with the glass but no plasma and \( \Delta f = f - f_o \) where \( f \) is the resonant frequency with the plasma. Equation 3.26 was used in all of our experiments to relate the cavity frequency shifts to the average electron densities.

For our experimental arrangement one would expect the perturbation treatment to converge rapidly. Since the plasma column and glass tube are parallel to \( E_z \) and since at the interfaces of these media \( E_z \) must remain continuous, the fields should not be drastically disturbed by the column.

In deriving equation 3.26 it was assumed that in the \( TM_{010} \) mode the only component of the electric field is along the axis of the cavity. Since the plasma column must pass through the cavity, there will be some perturbation in the field configuration near the holes in the end plates. To minimize this effect, the cavities were constructed as long as possible, consistent with good mode separation. The cavities used were about three inches in diameter, 3.5 inches long, and resonated at about 3000 mc. The holes in the end plates were just sufficient to allow the tubes to pass through.

As shown in Figure 3.3a,b, a cavity was placed adjacent to the resonance detecting device so that the average density \( \bar{n} \) and the resonant frequency \( n_m \) could be measured simultaneously. It was determined experimentally that the longitudinal variations (along the
column) of the average electron density were negligible for the larger tubes. Thus in these cases the electron density measured at the site of the cavity could be equated to the density at the site of the resonance detecting device. For the smaller tubes some longitudinal variations were found and the cavity was actually moved over the site of the resonance detecting device in measuring the density.

For the range of densities investigated, the frequency shifts \( \Delta f \) varied from about 0.5 mc to 30 mc. To measure these small shifts, a Hewlett-Packard model 524D electronic counter and Model 540B transfer oscillator were employed. The cavity was set to resonance by observing maximum transmission through the cavity with a Hewlett-Packard Model 425A microvoltmeter. The resonant frequency was then determined directly with the counter arrangement. It was found that the resonant frequency of the cavity could be determined to within 0.1 mc. Thus the frequency shifts could be determined to within about 0.2 mc.

Another series of experiments was carried out in an effort to measure the third moment of the electron density profile \( I_3 \)

\[
I_3 = \int_0^r n(r) r^3 dr
\]

(3.27)

but due to a lack of experimental resolution, the results were negative. The motivation behind such experiments was to make a direct experimental determination of \( r_w^2 / \lambda_D^2 \). In his work on the electron density profiles, Parker defines a quantity \( M(r_w^2 / \lambda_D^2), (0 \leq M \leq 0.5) \) as
\[ M = \frac{\int_{r_w}^{r_w} n(r) r^3 dr}{\int_{r_w}^{r_w} n(r) r^2 dr} = \frac{\frac{r_w}{n}}{4 \lambda_D} \quad (3.28) \]

If we assume these profiles to be correct, then each profile corresponding to a given value of \( r_w^2 / \lambda_D^2 \) (Chapter II) can be equally well labeled by its value of \( M \). Thus if we can measure the value of \( M \) for our column, we can determine \( r_w^2 / \lambda_D^2 \) and hence the density profile by means of Parker's calculations. It is seen from equation 3.28 that we can measure \( M \) by simultaneously measuring \( I_3 \) and the average density \( \bar{n} \). The method of measuring \( \bar{n} \) has been discussed in the preceding paragraphs. \( I_3 \) can be measured in a similar fashion by observing the frequency shifts produced by the plasma in a right circular cavity operating in the TM_{110} mode. It is shown in Appendix C that \( I_3 \) can be related to the frequency shift in the TM_{110} mode by

\[ I_3 = \frac{16\pi^2 m}{\beta_{11}^2 e^2} \frac{\nu_r(\beta_{11})}{a} a F_0 \Delta f \quad (3.29) \]

where \( \beta_{11} \) is the first root of \( J_1(x) \), \( F_0 \) is the resonant frequency of the cavity without the glass, and \( \Delta f = f - F_0 \) where \( f \) is the resonant frequency with the plasma present. The frequency shifts observed were on the order of only 0.2 mc (which is to be expected from equation 3.29 if reasonable values are substituted for
$I_j$, $a$, and $f_0$) which makes the measurement impractical in light of the experimental uncertainty (about 0.2 mc) present in the cavity shifts.

3.5 Methods of Taking Data

It was found that the best method of taking data was to keep the incident frequency constant and vary the average electron density $\bar{n}$ by varying the current to obtain the resonances. If the electron density was kept constant and the frequency varied, it was found that frequency variations in the radiation resistance of the multipole devices, and impedance mismatches in the waveguide system, made interpretation of the data very difficult.

In the low frequency region (using multipole devices), the current required for observing the resonances varied from a few milliamperes to about 200 milliamperes and in this range the tubes could be operated continuously without excessive anode heating. The current was controlled by a current controller shown in Figure 3.5 which has two modes of operation. The first mode, which was used in obtaining all of the zero magnetic field data, allowed the current to be adjusted manually by changing $R_1$. Thus the electron density in the tube could be adjusted for resonance by varying $R_1$ and its average value could be measured simultaneously. In the second mode of operation the current could be swept between fixed values by applying a sweep voltage from a generator on terminals $A$ and adjusting $R_1$ and $R_2$. A voltage proportional to the current in the plasma column is available across $R_3$ and can be used to drive one axis of an X-Y
Figure 3.5  Current Controller
recorder. In using the swept mode with the multipole devices, the
reflected signal can be fed into the \( x \) axis input while the \( y \) axis
is driven by the voltage developed across \( R_3 \). Thus an absorption
spectrum is traced out by the X-Y recorder. If several spectra are
obtained at different incident frequencies, we obtain the positions
of the resonances as a function of current. Figure 3.6 shows the
dipole absorption spectra for tube No. 1 at three different frequen-
cies taken with a split cylinder capacitor. The current is swept
along the horizontal \( x \) axis and goes from 0 to 200 ma. The verti-
cal \( y \) axis measures the power absorption with the dotted line
indicating total absorption. Figure 3.7 gives an amplified absorption
spectrum taken with the same tube and the same arrangement. The
average density as a function of current \( \bar{n}(I) \) can be obtained by
now feeding the output of the cavity into the \( x \) axis keeping the
current sweeping as in the resonance measurements. By changing the
frequency of the cavity input signal and tracing the cavity response
as a function of current (maximum transmission corresponding to
resonance of the cavity at that frequency), we can obtain \( \bar{n}(I) \)
using equation 3.26. Hence we can obtain the resonance positions as
a function of \( \bar{n} \).

In the high frequency measurements (\( \sim 3000 \) mc), the current
needed for suitable electron densities was on the order of one Ampere.
Since at these currents the tubes could not be operated continuously
due to excessive anode heating, they were pulsed. Figure 3.8 shows a
schematic of the thyatron controlled RC pulser employed. In the
Figure 3.6 Dipole Absorption Spectra for Tube No. 1
Figure 3.7  Amplified Dipole Absorption Spectrum
FIGURE 3.8 Thyatron Controlled Pulser
experiments reported here the RC time constant was $1.65 \times 10^{-1}$ seconds. This time constant is long compared to the 4 μsec electron density decay time constant (38), so that steady state conditions are approximated. The pulse method of obtaining data is much the same as the continuous sweep method. The $x$ axis of a dual trace oscilloscope is triggered as the pulse is initiated. The waveguide output is fed into one $y$ axis and a voltage proportional to the tube current (from terminals A in Figure 3.8) is fed into the other $y$ axis, and both traces are photographed. Figure 3.9a gives an example of two such absorption spectra taken on tube No. 1. The top spectrum was taken at 2923 mc while the bottom spectrum was taken at 2720 mc. The exponentially decaying curves are signals proportional to the current. Thus we obtain scattering spectra as a function of the tube current. Once again we calibrate the tube current as a function of the average electron density by observing the cavity response as a function of current. Here the cavity output (transmission cavity) is fed into the $y$ axis previously fed by the waveguide output. The cavity resonance and hence the average electron density (employing equation 3.26) can now be determined as a function of current. Figure 3.9b gives an example of the cavity transmission measurement. In the upper trace the incident cavity frequency was 2945.8 mc while in the lower trace it was 2941.5 mc. Again the exponentially decaying curves are signals proportional to the tube current.

The shot to shot errors (reproducibility) were less than those introduced in reducing the data.
IV. EXPERIMENTAL RESULTS

4.1 Reduction of the Data

It was shown in Chapter II that if a value of $K_{\text{eff}}$ is given for an experimental arrangement, Parker's calculations (24) predict theoretically $\omega^2/\omega_D^2$ as a function of $r_w^2/\lambda_D^2$. In observing the resonances we have an experimental measure of the resonant frequencies, the average electron densities $\overline{n}$, the radius of the column $r_w$, and $K_{\text{eff}}$. We do not, however, have an experimental measurement of the electron temperature $T_e$ and thus we cannot determine $\lambda_D^2$ by direct measurement. It is well known, however, that for our type of mercury discharge the electron temperature $T_e$ is approximately 3 ev. (29) Since we have not measured the electron temperature in our experiments we could either

(a) assume $T_e = 3$ ev and see how well the measurements agree with the theoretical predictions

or

(b) take the assumed temperature as a parameter to be adjusted to secure the best fit between experiment and theoretical predictions.

We have chosen the latter approach, although it is not clear that the small deviations from $T_e = 3$ ev are really significant in view of the other limitations of the theory and experiment.

In plotting the data we plot $r_w^2/\lambda_D^2$ on a logarithmic scale (Figures 4.1, 4.2, 4.3 and 4.4). This has the advantage that since
\[
\log \frac{r_w^2}{\lambda_D^2} = \log \frac{n e r_w^2}{\varepsilon_0 K} - \log T_e \tag{4.1}
\]

adjusting the temperature simply moves all of the experimental points linearly parallel to the \( \frac{r_w^2}{\lambda_D^2} \) axis. Thus for a given \( K_{\text{eff}} \) we can determine a set of theoretical curves (solid lines in Figures 4.1, 4.2, 4.3 and 4.4). We can then assume a reasonable value for \( T_e \) (say 3 ev) and reduce the experimental data. Then by simply moving the entire body of experimental points to the left or to the right, obtaining best agreement with the theoretical curves, we can determine the best fit electron temperature \( T_e \).

4.2 Experimental Results

Figure 4.1 shows the dipole spectrum of tube No. 1 which has the radius \( r_w = 0.5 \) cm. The solid lines are theoretical curves, while the circles are experimental points. The data for \( \frac{r_w^2}{\lambda_D^2} > 10^4 \) was taken in a waveguide apparatus (Figure 3.3a), while that for \( \frac{r_w^2}{\lambda_D^2} < 10^4 \) was taken with the multipole devices. For \( \frac{r_w^2}{\lambda_D^2} < 10^4 \) the main resonance was measured with a split cylinder device (as were all of the main resonances in this range since a well defined \( K_{\text{eff}} \) could be calculated. From Figure 2.3 we see that the main resonance is particularly sensitive to \( K_{\text{eff}} \).

The first and second plasma wave resonances were measured with both split cylinder and wire multipole devices. The best fit electron temperature of 3 ev was determined by considering both the dipole spectrum and the quadrupole spectrum of the same tube. The
Figure 4.1 Dipole Spectrum of Tube No. 1
Figure 4.2 Quadrupole Spectrum of Tube No. 1
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Figure 4.3 Dipole Spectrum of Tube No. 4
Figure 4.4  Dipole Spectrum of Tube No. 6
quadrupole spectrum is shown in Figure 4.2. The dashed line in Figure 4.1 is the theoretical prediction of the cold plasma theory for the main resonance:

\[ \frac{\omega^2}{\omega_p^2} = \frac{1}{1 + \frac{K}{K_{\text{eff}}}}. \]  (4.2)

Figure 4.3 gives the dipole spectrum of tube No. 4 which has a smaller radius \( r_w = 0.3 \text{ cm} \). Here the best fit electron temperature is slightly larger or 3.7 ev. Once again the dashed line is the cold theory prediction of the main resonance. Finally, Figure 4.4 gives the dipole spectrum of tube No. 6 which has a larger radius \( r_w = 0.87 \text{ cm} \). The circles in Figure 4.4 are data points taken in the manner discussed in Section 3.5. The average electron density is adjusted for resonance and the average density is simultaneously measured by the cavity method. The squares are data points taken by an extrapolation method. It is assumed for low currents that the average electron density \( \bar{n} \) is directly proportional to the current \( I \) or that \( \bar{n} = CI \) where \( C \) is a constant. The constant \( C \) is determined at reasonably high currents, where the cavity method can be employed with some precision. The densities at lower currents can then be obtained as a function of \( I \) using the above relation. Here the best fit electron temperature is 3.1 ev.

4.3 Discussion of the Results

There are several aspects of these results which deserve special attention. The generally good agreement between theory and
experiment over such large ranges of $r_w^2/\lambda_D^2$ is indicative of the validity of both the electron density profiles and the moment equation approach used by Parker (24) and discussed in Chapter II. Thus the resonance phenomena seem to definitely arise from standing radial plasma waves associated with the hot plasma model.

One of the first features that one observes in examining the results shown in Figures 4.1, 4.2, 4.3, and 4.4 is that for any given resonance (main, first, second), the ratio $\omega^2/\omega_p^2$ increases for decreasing $r_w^2/\lambda_D^2$. Furthermore the relative spacing between the resonances (main and first, first and second) increases for decreasing $r_w^2/\lambda_D^2$. The fact that for a given resonance $\omega^2/\omega_p^2$ increases for decreasing $r_w^2/\lambda_D^2$ is partially due to the fact that the ratio $\bar{n}/n_o$ (Table 2.1) decreases for decreasing $r_w^2/\lambda_D^2$. We can remove the effect of changing $\bar{n}/n_o$ by assuming the validity of the theoretical density profiles and plotting $\omega^2/\omega_{po}^2$ instead of $\omega^2/\omega_p^2$. Figure 4.5 gives the theoretical dipole spectrum for tube No. 1 where $\omega^2/\omega_{po}^2$ has been plotted as a function of $r_w^2/\lambda_{D0}^2$. It is seen, although to a lesser degree, that for a given resonance $\omega^2/\omega_{po}^2$ still increases for decreasing $r_w^2/\lambda_{D0}^2$ (especially for the first and second plasma wave resonances). It is also seen that the relative spacing between the resonances increases for decreasing $r_w^2/\lambda_{D0}^2$.

We have seen in equations 2.52 and 2.53 that the resonance spectrum $\omega^2/\omega_{po}^2$ depends both on the parameter $r_w^2/\lambda_{D0}^2$ and the density profile $f(r) = n(r)/n_o$. Furthermore, we have seen that
Figure 4.5 Theoretical Dipole Spectrum of Tube No. 1.
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the density profile $f(r)$ also depends upon $r_w^2/\lambda_D^2$. To take into account the effects of $r_w^2/\lambda_D^2$ and $f(r)$ on the resonance spectrum $\omega^2/\omega_{po}^2$ and to rigorously describe the salient features of Figure 4.5, as well as Figures 4.1 through 4.4, we must resort to the actual solutions of Parker's equations discussed in Chapter II.

We note also in the dipole spectra, Figures 4.1, 4.3, and 4.4, that the divergence between the experimental data and the cold plasma prediction (dashed line) of the main resonance becomes smaller as $r_w^2/\lambda_D^2$ increases.
V. RESONANCES OF THE POSITIVE COLUMN IN AN AXIAL STATIC MAGNETIC FIELD

5.1 Introduction

The effect of a static magnetic field on the plasma wave resonances has been studied off and on for a period of about thirty years (4, 25, 26, 27). The major effort, both experimentally and theoretically, has gone into a study of the main resonance. It has been shown (25) that the main resonance splits into two distinct resonances with the application of a relatively weak (~20 Gauss in our case) axial magnetic field. It is the purpose of this chapter to present some preliminary data indicating that not only the main resonance, but the first plasma wave resonance as well, splits in the presence of an axial magnetic field.

Until quite recently the theoretical approach has been to describe the plasma by a dielectric tensor (28)

$$\varepsilon = \begin{pmatrix} \varepsilon_1 & \varepsilon_2 & 0 \\ -\varepsilon_2 & \varepsilon_1 & 0 \\ 0 & 0 & \varepsilon_3 \end{pmatrix}$$  \hspace{1cm} (5.1)

where

$$\varepsilon_1 = \varepsilon_0 \left[ 1 - \frac{\omega_p^2}{\omega^2 - \omega_0^2} \right]$$  \hspace{1cm} (5.2)

$$\varepsilon_2 = i\varepsilon_0 \frac{\omega_g \omega_p^2}{\omega(\omega^2 - \omega_0^2)}$$  \hspace{1cm} (5.3)
\[ \epsilon_3 = \epsilon_0 \left[ 1 - \frac{\omega_p^2}{\omega^2} \right] \]  \hspace{1cm} (5.4)

\[ \omega_g = \frac{eB_0}{m} \]  \hspace{1cm} (5.5)

In the above description it is assumed that the plasma has a uniform electron density \( n \) and that there is a uniform magnetic field \( B \) directed along the axis of the column in the +z direction. This description in terms of an effective dielectric tensor is equivalent to the zero temperature model discussed in Section 1.3. Thus we would only expect to obtain the approximate behavior of the main resonance from this model. The higher order plasma wave resonances are excluded.

Inside of the plasma the electric fields must satisfy

\[ \nabla \cdot \mathbf{D} = \nabla \cdot (\epsilon \cdot \mathbf{E}) = 0 \]  \hspace{1cm} (5.6)

If we once again invoke the quasi-static approximation and write \( \mathbf{E} = -\nabla \phi \), equation 5.6 becomes

\[ \epsilon_1 \nabla^2 \phi = 0 \]  \hspace{1cm} (5.7)

Thus if \( \epsilon_1 \neq 0 \), the potential in the plasma region must satisfy Laplace's equation

\[ \nabla^2 \phi = 0 \]  \hspace{1cm} (5.8)
Let us write for the potential in the plasma region \((r < r_w)\)

\[
\phi^P_n(r, \theta) = A_n r^n e^{\pm i\theta}.
\]  

(5.9)

Then

\[
d^P_{nr} - \epsilon_0 e^P_{nr} + \epsilon_1 e^P_{n\theta} - n A_n r^{n-1} e^{\pm i\theta} (\epsilon_1 \pm i\epsilon_2).
\]

(5.10)

Now the resonance condition, equation 1.22, written in terms of the normal displacement becomes

\[
L_n \equiv - \left. \frac{d^P_{nr}}{\epsilon_0 \phi^P_n} \right|_{r=r_w} = - \frac{n}{r_w} K_{\text{eff}}.
\]

(5.11)

Thus the resonance condition for a magnetized plasma column becomes

\[
\frac{\epsilon_1 \pm i\epsilon_2}{\epsilon_0} = - K_{\text{eff}}
\]

(5.12)

or

\[
1 - \frac{\omega^2}{\omega^2 - \omega^2_g} \mp \frac{\omega}{\omega^2 - \omega^2_g} = - K_{\text{eff}}.
\]

(5.13)

Taking the (+) sign, we have

\[
\omega_+(\omega - \omega_g) = \frac{\omega^2}{1 + K_{\text{eff}}} = \omega_0^2
\]

(5.14)

or

\[
m_+ = \frac{\omega}{\omega^2_g + \frac{1}{2}(m_e^2 + m_n^2)/2}
\]

(5.15)
where $\omega_o$ is the resonant frequency in the absence of a magnetic field. Taking the (-) sign, we have

$$\omega^2_{-}(\omega + \omega) = \frac{\omega_F}{1 + K_{\text{eff}}} = \omega_o^2$$ \hspace{1cm} (5.16)

or

$$\omega^2_{-} = \frac{\omega^2}{g}, \frac{1}{2}(\omega^2 + \omega_o^2)^{1/2}$$ \hspace{1cm} (5.17)

Thus the cold plasma model predicts that the main resonance is split into two resonances $\omega_+$ and $\omega_-$ depending upon the sign of the assumed $e^{\pm i \theta}$ angular dependence. The introduction of the static magnetic field has given a preferred direction to the plasma which causes the left and right handed polarizations to couple differently. Crawford (25) has applied the above equations to the main resonance of the nonuniform case by using $\frac{\omega^2}{p}$ for $\omega_o^2$ in equations 5.14 and 5.16.

It is clear from the results of Chapter IV that such an approach will be invalid for low values of $\frac{r_w^2}{\lambda_D^2}$ since $\frac{\omega^2}{p} = \frac{\omega_o^2}{1 + K_{\text{eff}}}$ does not adequately describe the main resonance in the absence of the magnetic field. We shall show in Section 6.3 that the above theory describes the main resonance reasonably well if we take $\omega_o^2$ to be the zero magnetic field resonant frequency predicted by the hot plasma model rather than $\omega_o^2 = \frac{\omega_F^2}{p}(1 + K_{\text{eff}})$.

If the hot plasma model is employed, not only do the difficulties with the main resonance disappear, but the higher order resonances are satisfactorily taken into account. Parker has made calculations based upon the hot plasma model discussed in Chapter II which agree
quite well with the experimental results. In these calculations he includes a $\mathbf{v} \times \mathbf{B}_0$ term in the momentum transfer equation to account for the static magnetic field $\mathbf{B}_0 I_z$.

### 5.2 Theory of a Hot, Nonuniform, Magnetized Plasma Column

We assume the magnetic field to be given by $\mathbf{B} = \mathbf{B}_0 I_z$. Since we use the same model discussed in Chapter II, equations 2.14, 2.15 and 2.16 hold, except that we must add a Lorentz force $en_o f(r) \mathbf{B}_0 \mathbf{v} \times I_z$ to the force equation 2.15. These equations are:

\[-i \omega \mathbf{n} + \nabla \cdot n_o f(r) \mathbf{v} = 0 \quad (5.18)\]

\[i \omega n_o f(r) \mathbf{v} = -en_o f(r) \nabla \phi + en_o f(r) \mathbf{B}_0 \mathbf{v} \times I_z + \gamma kT \nabla \mathbf{n} - kT \frac{\nabla f}{f} \mathbf{n} \quad (5.19)\]

\[\nabla^2 \phi = \frac{e}{\epsilon_0} \mathbf{n} \quad (5.20)\]

where all of the above quantities are defined in Chapter II. If we cross equation 5.19 with $I_z$ and observe that $(\mathbf{v} \times I_z) \times I_z = -\mathbf{v}$, we obtain

\[n_o I_v \mathbf{v} \times I_z = -\frac{en_o f}{i \omega m} (\nabla \phi \times I_z) - \frac{en_o f B_0}{i \omega m} \mathbf{v} + \frac{\gamma kT}{i \omega m} (\nabla f \times I_z) \]

\[-\frac{kT \mathbf{n}}{i \omega mf} (\nabla f \times I_z) \quad (5.21)\]

Equation 5.21 can now be substituted into equation 5.19 to obtain an
equation for \( n_0 \tilde{f} \hat{y} \):

\[
n_0 \tilde{f} \hat{y} = \frac{1}{(1 - \omega g/\omega^2)} \left\{ \frac{-en_0}{1 \omega m} \nabla \tilde{\phi} + \frac{\gamma kT}{1 \omega m} \nabla \tilde{n} - \frac{kT}{1 \omega m} \frac{\nabla f}{f} \tilde{n} \right\} + \frac{\omega g/\omega}{(1 - \omega g/\omega^2)} \left\{ \frac{-en_0}{1 \omega m} \nabla \tilde{\phi} + \frac{\gamma kT}{1 \omega m} \nabla \tilde{n} - \frac{kT}{1 \omega m} \frac{\nabla \tilde{n}}{\tilde{n}} \right\} \times \frac{1}{\omega g} \cdot \hat{z}.
\] (5.22)

If equations 5.20 and 5.22 are now substituted into equation 5.18, we obtain a single equation for the potential:

\[
\nabla^2 \tilde{\phi} + \frac{1}{(1 - \omega g/\omega^2)} \nabla \cdot A + \frac{\omega g/\omega}{1(1 - \omega g/\omega^2)} (\nabla \times A) \cdot \frac{1}{\omega g} \cdot \hat{z} = 0 \quad (5.23)
\]

where

\[
A = \frac{\omega g}{\omega} \left[ - \nabla \tilde{\phi} + \gamma \frac{\lambda^2}{\lambda_{10}} \nabla (\nabla^2 \tilde{\phi}) - \lambda \frac{\lambda_{10}^2}{\lambda} \frac{\nabla^2 \tilde{\phi}}{\nabla \tilde{\phi}} \right]. \quad (5.24)
\]

If we now assume that

\[
\tilde{\phi}(r, \theta) = \tilde{\phi}(r)e^{\pm i n \theta} \quad (5.25)
\]

and introduce the dimensionless parameter

\[
\xi = \frac{r}{r_w} \quad (5.26)
\]

so that
\[ \nabla^2 \varphi = \left( \frac{1}{r} \frac{d}{dr} \left( r \frac{d}{dr} \right) - \frac{n^2}{r^2} \right) - \frac{1}{r_w} \left( \frac{1}{\xi} \frac{d}{d\xi} \left( \xi \frac{d}{d\xi} \right) - \frac{n^2}{\xi^2} \right) = \frac{1}{r_w} \nabla^2 \varphi_{\xi} \] (5.27)

we can write equation 5.23 as

\[ \nabla^2 \varphi_{\xi} + \frac{\omega^2_{go}/\omega^2}{1 - \omega^2_g/\omega^2} \left[ - \left\{ f + \frac{\lambda_{DO}}{r_w} \frac{1}{\xi} \frac{d}{d\xi} \left( \xi \frac{d}{d\xi} \right) \right\} \nabla^2 \varphi_{\xi} - \frac{d\varphi_{\xi}}{d\xi} \frac{d\varphi_{\xi}}{d\xi} \right] \]

\[ + \frac{3\lambda_{DO}}{r_w} \nabla^2 \varphi_{\xi} - \frac{\lambda_{DO}}{r_w} \frac{d}{d\xi} \frac{d}{d\xi} \left( \nabla^2 \varphi_{\xi} \right) \]

\[ \pm \frac{(\omega_g/\omega)(\omega^2_{go}/\omega^2)}{(1 - \omega^2_g/\omega^2)} \left[ \frac{\lambda_{DO}}{r_w} \frac{1}{\xi^2} \frac{d}{d\xi} \nabla^2 \varphi_{\xi} - \frac{d\varphi_{\xi}}{d\xi} \frac{d\varphi_{\xi}}{d\xi} \right] = 0 \] (5.28)

An inspection of equation 5.28 yields several interesting facts. The potential \( \varphi(\xi) \) depends not only upon the density profile \( f(\xi) \) and the dimensionless parameters \( r_w/\lambda_{DO}^2 \) and \( \omega^2/\omega_{go}^2 \) (as in Chapter II), but also upon the dimensionless parameter \( \omega/\omega_g \). Furthermore, it depends (as in Section 5.1) upon the sign chosen in the assumed \( e^{i\omega t} \) angular dependence. It should be noted that equation 5.28 reduces to equation 2.52 in the limit that \( B \rightarrow 0 \). One can now assume values of \( r_w/\lambda_{DO}^2 \), \( \omega^2/\omega_{go}^2 \), \( \omega/\omega_g \) and \( f \), and proceed to determine \( \varphi \), subject to the boundary condition that the normal electron current must vanish.

One can then compute the logarithmic derivative \( L_n \) and determine the resonance spectrum from the resonance condition of equation 1.19.

Parker (24) has solved equation 5.28 for various values of the plasma parameters, and some of these results will be discussed in the
next section. In these calculations one important assumption has been made which limits the validity of the solutions to weak magnetic fields. For the radial density profiles $f(\xi)$ Parker uses the profiles obtained in the zero magnetic field case (Section 2.4). One might rightfully argue that the application of a static magnetic field would change the density profiles from their zero magnetic field values, especially when the electron cyclotron radius approaches the tube radius. In our experiments the electron cyclotron radius of an electron having the velocity $v = v_{\text{rms}}$ varied from about 2 to 4 mm, while $r_w$ was 5 mm. Thus we are probably pushing the limit of validity of the density profiles.

5.3 Experimental Results

A series of magnetic field experiments were carried out on tube No. 1 ($r_w = 0.5$ cm, $T_e = 3$ ev) with the two values of magnetic field 20 and 40 Gauss. The magnetic field was obtained from a solenoid 10 inches long and 2.75 inches in diameter (inside diameter), and was measured by a Radio Frequency Laboratories Model 1890 Gaussmeter. In these experiments the plasma column was first aligned along the axis of the solenoid. Then a split cylinder capacitor (for the main resonance) or a wire dipole (for the first plasma wave resonance) was placed around the tube and positioned so as to lie in the middle, lengthwise, of the solenoid. The wire dipole was used for observing the first plasma wave resonance because a closer device-column coupling could be obtained conveniently. Again the split cylinder capacitor was employed for observing the main resonance because a well
defined value of $K_{\text{eff}}$ could be computed. It will be recalled
(Chapter II) that the theoretical predictions of the main resonance
are relatively sensitive to the value of $K_{\text{eff}}$, while the first plasma
wave resonance is relatively insensitive to this value.

The current in the tube was swept in time in a manner des-
cribed in Section 3.5, and the data was taken in the following way.
With the tube and resonance detecting device in place in the solenoid,
a set of resonance curves was taken with zero magnetic field. This
process consisted of repeatedly changing the input frequency, allowing
the current to sweep through the resonances, and displaying the
absorption spectrum on an X-Y recorder (Section 3.5). The same
process was then repeated for $B = 20$ and 40 Gauss and was done
separately for the main and first resonances (since a split cylinder
device was used for the main resonance and a wire device for the first
resonance). Figure 5.1 illustrates a typical absorption spectrum for
an incident frequency of 500 mc and an axial magnetic field of 20
Gauss. Note the small resonance occurring at about 23 ma. (between
the main and first resonances). This small resonance, barely percep-
tible with zero magnetic field, seemed to be enhanced with increasing
magnetic field. This resonance remains unexplained. Figure 5.2
illustrates the absorption spectrum for three values of axial magnetic
field $B_o$ ($B_o = 0$, 20, and 40 Gauss). Here the incident frequency is
550 mc. Note again the anomalous resonance (and its enhancement for
increasing $B_o$) at about 30 ma.
Figure 5.1 Dipole Absorption Spectrum of Tube No. 1 for $B_o = 20$ Gauss
Figure 5.2 Dipole Absorption Spectra for $B_0 = 0, 20, \text{ and } 40 \text{ Gauss}$
Figure 5.3 Dipole Resonance Spectrum for $B = 20$ Gauss
Figure 5.4 Dipole Resonance Spectrum for $B = 40$ Gauss
By comparing the zero magnetic field spectra with the zero magnetic field theoretical results, one can calibrate the sweeping current in terms of the average electron density. It was found in a separate experiment using a set of Helmholtz coils, a cavity, and tube No. 1, that the average electron density in the column did not change detectably as the magnetic field was changed from 0 to 40 Gauss. This is not to say that the density profile did not change, but at least the average density \( \bar{n} \) remained invariant. Thus it makes sense to use the zero magnetic field density versus current curves in the non-zero magnetic field cases also. This is precisely what was done, and the results for \( B = 20 \) and 40 Gauss are shown in Figures 5.3 and 5.4.

Once again the parameter \( \frac{2}{\sqrt{\beta}} \) is plotted versus \( r_w^2 / \lambda^2 \). We have again chosen \( T_e = 3 \) ev as the electron temperature. In contrast to the zero magnetic field case we see that each resonance is now split into two resonances. We have labeled the branches of these split resonances by means of (+) or (-) \( B \) (for example, +20 Gauss and -20 Gauss). We see from equation 5.28 that choosing +\( B \) is equivalent to choosing the (+) sign in the assumed \( e^{\pm i\theta} \) angular dependence; similarly for the (-) sign. The points are experimental results while the solid lines are theoretical results appropriate to this particular tube, calculated by Parker (24). No theoretical curves are drawn through the zero magnetic field experimental points since in the process of determining the average density \( \bar{n} \), those points have been chosen so they fall exactly on the theoretical curves. The dashed curves indicate the theoretical results based on the cold plasma theory.
Figure 5.5 Dipole Resonance Spectrum for $B_0 = 20$ Gauss
Figure 5.6 Dipole Resonance Spectrum for $B_0 = 40$ Gauss
of Section 5.1 where the value of $\omega_o^2$ predicted by the hot plasma model instead of $\omega_o^2 = \omega_p^2/l + K_{eff}$ has been used in equations 5.14 and 5.16.

The cold plasma theory (equations 5.15 and 5.17) states that for a given $\sqrt{r_w/\lambda_D}$ the main resonance should be split by $\omega_g$ with the application of $B_o$. It is interesting to see how much both the main and first resonances split compared with $\omega_g$. Figures 5.5 and 5.6 present the same data given in Figures 5.3 and 5.4. Here, however, we plot the actual resonant frequency $f$ as a function of $[2\sqrt{r_w/\lambda_D}]^{1/2}$. For the 20 Gauss case (Figure 5.5) $f_g = \omega_g/2\pi$ is 56 mc, while for the 40 Gauss case $f_g = 112$ mc. We note that for both values of magnetic field the main resonance is split by slightly less than $\omega_g$. The split in the first plasma wave resonance, however, is significantly less than $\omega_c$. For the data presented we have

$$\Delta f_{\text{main}}/f_g \equiv \frac{f^+ - f^-}{f_g} = 0.8 \pm 0.1 \quad \text{and} \quad \Delta f_1/f_g = 0.5 \pm 0.2 .$$

More data is needed to determine the actual dependence of $\Delta f/f_g$ upon $B_o$ and $\sqrt{r_w/\lambda_D}$.

It is interesting to note that in order to observe the splitting of the higher order resonances, the axis of the column must be aligned quite carefully parallel to the magnetic field. In our first attempts to observe the splitting of the resonances, a Helmholtz type coil was used as a source of magnetic field. In this arrangement the magnetic field was not totally parallel to the axis of the tube over
the length of the resonance detecting device. It was observed that the main resonance split as predicted but the first resonance simply broadened and disappeared. It is also found in the solenoid that if the column is oriented even at a small angle with respect to the magnetic field, the first resonance broadens and disappears. Thus one might conclude that the behavior of at least the higher order resonances is sensitive to a perpendicular component of $B_0$. 
VI. SUMMARY AND CONCLUSIONS

6.1 Comparison of Theory and Experiment

The generally good agreement between theory and experiment in the zero magnetic field case is indicative of the validity of both the electron density profiles and the moment equation approach used by Parker (24) and discussed in Chapter II. The resonance phenomena arise from standing radial plasma waves associated with the hot plasma model. We have seen that the resonant frequency spectrum \( \omega^2/\omega_p^2 \) depends upon the parameters \( r_w^2/\lambda_D^2 \) and \( K_{\text{eff}} \), where \( K_{\text{eff}} \) measures the influence of material exterior to the plasma column. For a given \( K_{\text{eff}} \) and \( r_w \), changing \( \lambda_D \) (by varying the current in the column) has two effects. The first effect is to change the propagating wavelength everywhere in the propagating region, while the second effect is to change the shape of the electron density profile (which changes the effective propagating region; see Section 1.3). To properly take these effects into account, one must call upon the moment equations and density profiles used by Parker. It should be noted that the cold plasma theory not only fails to predict the higher order resonances, but for \( r_w^2/\lambda_D^2 \leq 3000 \) fails to accurately predict the main resonance.

It must be kept in mind, however, that we have not performed a "closed" set of experiments in checking the theory. For example, we have not directly measured the density profiles \( n(r) \) as a function of \( r_w^2/\lambda_D^2 \). As mentioned in Chapter III, such a measurement was attempted by trying to measure the third radial moment of the density profile using the \( TM_{110} \) mode of a circular cavity, but the frequency
shifts were so small that the measurement was not feasible. Furthermore, no direct measurement of the electron temperature $T_e$ has been made. The electron temperatures quoted in Chapter IV are best fit temperatures. As mentioned in Chapter IV, however, measurements made by Klarfeld (29) and measurements that we have made on similar tubes indicate that the best fit temperatures of $\sim 3$ ev are quite reasonable. The fact that in any given tube, a single temperature yields good agreement between theory and experiment over such a large range of $\frac{r_w^2}{\lambda_D^2}$ ($10^2 - 10^4$) is indicative of the validity of the theory.

It is perhaps fortuitous that the theory and experiment agree so well in the two magnetic field cases discussed in Chapter V. It is recalled that in making the magnetic field resonance calculations Parker used the zero magnetic field density profiles (24). Since for our cases the electron cyclotron radius is of the order of the column radius, we are probably pushing the validity of the electron density profiles. There are several conclusions that can be drawn from this preliminary study of the effect of an axial magnetic field on the resonances. The first is that the first plasma wave resonance as well as the main resonance splits into two resonances upon the application of the magnetic field. To our knowledge the splitting of the first plasma wave resonance has not been reported. It should be remarked that there is no reason to suspect that the higher order resonances (second, third, etc) would not be split also. The second conclusion is that the hot plasma model and consequently the plasma wave picture is valid and will adequately describe the results. Clearly, much work remains to be done on the magnetic field case to
determine when the zero magnetic field density profiles prove inadequate. One would then need to calculate adequate profiles and incorporate them into the hot plasma model in order to predict the resonances. Finally, one can conclude that for a given value of $r_w^2/\lambda_D^2$, the actual frequency splitting of the first plasma resonance is considerably less than the splitting of the main resonance. For our data $\Delta f_{\text{main}}/f_g = 0.8 \pm .1$ while $\Delta f_{\text{first}}/f_g = 0.5 \pm .2$. Again, more work needs to be done in order to determine the dependence of the splitting on the plasma parameters.

6.2 Plasma Wave Resonances as a Diagnostic Tool

The plasma wave resonances appear to be quite a useful diagnostic tool for determining the properties of the low density positive column. For example, consider a plasma column operating at some current $I$, with no static magnetic field, and suppose we wish to determine its parameters (density profile, temperature, etc.). If we know the radius of the column and $K_{\text{eff}}$, then, in principle, we need to measure the frequencies of only two plasma wave resonances to determine these parameters. We would use the first and second plasma wave resonances since they are relatively insensitive to $K_{\text{eff}}$. Suppose we measure $\omega_1$ and $\omega_2$, the frequencies of the first and second plasma wave resonances, respectively. Then the theory tells us that

$$\frac{\omega_1^2}{\omega_p^2} = f_1\left(\frac{r_w^2}{\lambda_D^2}\right)$$

(6.1)
\[ \frac{\omega_2^2}{\omega_p^2} = f_2\left(\frac{r_w^2}{\lambda_D^2}\right) \]  
\[ \text{or} \]

\[ \frac{\omega_{\nu}^2}{\omega_1^2} = \frac{f_2\left(\frac{r_w^2}{\lambda_D^2}\right)}{f_1\left(\frac{r_w^2}{\lambda_D^2}\right)} \]  

(6.3)

Knowing \( K_{\text{eff}} \) we can plot a theoretical curve of \( r_2/r_1 \) as a function of \( r_w^2/\lambda_D^2 \). We can now determine the value of \( r_w^2/\lambda_D^2 \) which satisfies equation 6.3. Once \( r_w^2/\lambda_D^2 \) has been determined, both \( f_1 \) and \( f_2 \) can be determined. Then from \( \omega_p^2 = \omega_1^2/f_1 = \omega_2^2/f_2 \), \( \bar{n} \) can be determined. Finally, since we know \( r_w^2 \), \( \bar{n} \) and \( r_w^2/\lambda_D^2 \), \( T_e \) can be determined.

Such a method has several difficulties. First, it is difficult to measure the resonant frequencies at fixed current. Second, and more important, the ratio \( \omega_2^2/\omega_1^2 \) (shown in Figure 6.1 for \( K_{\text{eff}} = 2.1 \)) is only a weak function of \( r_w^2/\lambda_D^2 \). For example, for \( K_{\text{eff}} = 2.1 \) \( \omega_2^2/\omega_1^2 \) varies only from about 1.69 to 1.5 in the range of \( r_w^2/\lambda_D^2 = 70 \) to \( r_w^2/\lambda_D^2 = 5000 \). Thus small errors in the measurement of \( \omega_2^2/\omega_1^2 \) lead to large errors in \( r_w^2/\lambda_D^2 \). A more useful diagnostic technique would be to use a cavity and make measurements over a wide current range just as described in Chapter III. By comparing these measurements with theory an accurate determination of the temperature could be made. Then if we wished the density profile at any particular current, we could make a measurement of the average density at that current; knowing
Figure 6.1 $\omega_2^2/\omega_1^2$ as a Function of $r_w^2/\lambda_D^2$
and \( T_e \), we could determine \( \frac{r_w^2}{\lambda_D^2} \) and hence the profile (assuming the theory to be correct, of course).

6.3 Proposed Problems

There are several problems which remain unsolved and which seem worthy of further study. One of the most interesting problems is the direct measurement of the logarithmic derivative \( L_n \) as a function \( \frac{\omega^2}{\omega_p^2} \) and \( \frac{r_w^2}{\lambda_D^2} \). In the theory presented in Chapter II, no damping was taken into account and the theoretical values of \( L_n \) were entirely real. In the real problem, however, there would be damping (collisional and perhaps Landau damping) and \( L_n \) would be complex. By actually measuring \( L_n \) as a function of \( \frac{\omega^2}{\omega_p^2} \) and \( \frac{r_w^2}{\lambda_D^2} \), one would obtain a further check on the theory and perhaps an experimental determination of the damping. One scheme for measuring \( L_n \) is presented in Appendix D. There we consider a split cylinder dipole device with \( c \geq 3r_w \) (Figure 2a) so that only the dipole mode is appreciably excited. If \( Y \) is the input admittance to the device with the plasma on, and if \( Y_0 \) is the input admittance with the plasma off, we find

\[
Y - Y_0 \approx i\omega A_L \frac{r_L L_1 - 1}{r_w L_1 + K_{\text{eff}}} \tag{6.4}
\]

where \( A_L \) is a constant defined in Appendix D. Thus by measuring the input admittance to the device as a function of \( \frac{\omega^2}{\omega_p^2} \) and \( \frac{r_w^2}{\lambda_D^2} \), one could obtain \( L_1 \). The same information could be obtained by carrying out free space or waveguide scattering experiments. The waveguide scattering experiment might be complicated by the necessary
variation of applied fields along the axis of the column.

Another interesting problem would be the investigation of the plasma wave resonance spectrum in gases having different ion masses. Although the plasma wave phenomenon itself is strictly an electron gas phenomenon, the density profiles and hence the spectra are influenced by the ion mass. Equations 2.38 and 2.45 show that while the equation for the potential itself depends on $\frac{r_w^2}{\lambda_D^2}$ (or $\beta^2$), the equation determining the wall depends on the ion mass $m_i$.

Finally, another problem would be the investigation of propagation effects along the axis of the column. The theory we have used is z independent, and the devices used have been constructed so as to make the applied fields as z independent as possible. Several authors (30,39) studying the main resonance have shown that if these restrictions are relaxed, multipolar waves can be propagated along the axis of the column. Thus if we think in terms of an $\omega-\beta$ diagram ($\beta$ corresponding to an $e^{i\beta z}$ dependence), we could say that our experiments have been done in the $\beta = 0$ limit. The propagation effects of the higher order resonances have never been systematically studied.
APPENDIX A

A.1 Introduction

The first part of Appendix A will be devoted to sketching the derivation of the moment equations from the correlationless Boltzmann equation. In the second part we shall discuss the adiabatic approximation and attempt to justify the choice of \( \gamma = 3 \) in equation 2.18 by considering one-dimensional waves propagating in a rectangular coordinate system.

A.2 The Moment Equations

In a quite general way we can describe the electron gas by the distribution function \( f(x, w, t) \) where

\[
dN = f(x, w, t) d^3 r d^3 w
\]

is equal to the number of electrons in the volume \( d^3 r \) at position \( r \) with velocities between \( w \) and \( w + dw \) at time \( t \). We assume that \( f(x, w, t) \) satisfies the correlationless Boltzmann equation (23)

\[
\frac{\partial f}{\partial t} + \dot{w} \cdot \nabla f - \frac{e}{m} [E + \dot{w} \times B] \cdot \nabla_{\dot{w}} f = 0
\]

where

\[
\nabla_{\dot{w}} = \frac{\partial}{\partial x} + \frac{\partial}{\partial y} + \frac{\partial}{\partial z}
\]

and

\[
\nabla_{\dot{w}} = \frac{\partial}{\partial \dot{x}} + \frac{\partial}{\partial \dot{y}} + \frac{\partial}{\partial \dot{z}}
\]

(A.3)
If we take moments of equation A.2 with respect to various functions of the velocity \( \vec{w} \), we generate an infinite set of equations in terms of macroscopic quantities such as the density \( n(\vec{r}, t) \), the average velocity \( \vec{v}(\vec{r}, t) \), the pressure tensor \( P(\vec{r}, t) \), etc.

From the definition of \( f(\vec{r}, \vec{w}, t) \) given in equation A.1, we can write for the average density \( n(\vec{r}, t) \) at the point \( \vec{r} \) at time \( t \)

\[
n(\vec{r}, t) = \int_{-\infty}^{+\infty} f(\vec{r}, \vec{w}, t) d^3\vec{w} . \quad (A.5)
\]

The average velocity of the electron gas at \( \vec{r} \) and \( t \) is

\[
\vec{v}(\vec{r}, t) = \langle \vec{w} \rangle = \frac{1}{n} \int_{-\infty}^{+\infty} \vec{w} f(\vec{r}, \vec{w}, t) d^3\vec{w} . \quad (A.6)
\]

In general the velocity average of any scalar quantity \( Q(\vec{r}, \vec{w}, t) \) is given by

\[
\langle Q(\vec{r}, \vec{w}, t) \rangle = \frac{1}{n} \int_{-\infty}^{+\infty} Q(\vec{r}, \vec{w}, t) f(\vec{r}, \vec{w}, t) d^3\vec{w} . \quad (A.7)
\]

If we now multiply equation A.2 by \( Q(\vec{r}, \vec{w}, t) \) and integrate over the velocity space, we obtain

\[
\frac{\partial}{\partial t} n \langle Q \rangle - n \langle \frac{\partial Q}{\partial t} \rangle + \nabla_\vec{r} \cdot n \langle \vec{w}Q \rangle - n \langle \nabla_\vec{r} Q \cdot \vec{w} \rangle + \frac{en}{m} \langle \vec{E} + \vec{w} \times \vec{B} \rangle \cdot \nabla_\vec{w} Q = 0 . \quad (A.8)
\]
The various moment equations are generated by choosing suitable functions $Q(x, y, z, t)$.

If we set $Q = 1$ in equation A.8 we obtain the equation of continuity:

$$\frac{\partial n}{\partial t} + \nabla \cdot n = 0 \quad (A.9)$$

By setting $Q(x, y, z, t) = w_x, w_y, w_z$, respectively, and adding the results to form a vector equation, we obtain the momentum transfer equation:

$$\frac{\partial p}{\partial t} + (\nabla \cdot p) = -\frac{\varepsilon}{m} \left[ E + \nabla \times B \right] - \frac{1}{mn} \nabla_T \cdot \bar{\mathbf{p}} \quad (A.10)$$

where $\bar{\mathbf{p}}$ is the kinetic stress tensor defined by

$$p_{ij} = m \int_{-\infty}^{+\infty} u_i u_j f(x, y, z, t) \, dx \quad (A.11)$$

and $\bar{u}$ is the peculiar velocity defined by

$$\bar{u} = \bar{w} - \bar{v} \quad (A.12)$$

The tensor divergence $\nabla_T \cdot \bar{\mathbf{p}}$ is defined by

$$\nabla_T \cdot \bar{\mathbf{p}} = \left[ \frac{\partial}{\partial x} p_{xx} + \frac{\partial}{\partial y} p_{xy} + \frac{\partial}{\partial z} p_{xz} \right] \mathbf{I} + \cdots \quad (A.13)$$

By setting $Q(x, y, z, t) = u_x u_x, u_x u_y, u_x u_z$, etc. and combining the results, we obtain an equation for the kinetic stress tensor:
where

\[ Q_{ijk} = \int_{-\infty}^{+\infty} u_i u_j u_k f(r, w, t) d^3 w \]  

(A.15)

is the heat flux tensor and

\[ \mathcal{H}_{xy} = -\frac{e}{m} \left[ (B \times I_x) \cdot (I_y \cdot \frac{\partial}{\partial z}) + (B \times I_y) \cdot (I_x \cdot \frac{\partial}{\partial z}) \right] \]  

(A.16)

\( \nabla_y \cdot \frac{\partial}{\partial r} \) is the scalar product of the two tensors \( \nabla_y \) and \( \frac{\partial}{\partial r} \) where

\[
\nabla_y = \begin{pmatrix}
\frac{\partial v_x}{\partial x} & \frac{\partial v_x}{\partial y} & \frac{\partial v_x}{\partial z} \\
\frac{\partial v_y}{\partial x} & \frac{\partial v_y}{\partial y} & \frac{\partial v_y}{\partial z} \\
\frac{\partial v_z}{\partial x} & \frac{\partial v_z}{\partial y} & \frac{\partial v_z}{\partial z}
\end{pmatrix}
\]  

(A.17)

The above procedure can be carried out ad infinitum, yielding an infinite set of moment equations like equations A.9, A.10 and A.14. One characteristic of this set of equations is that each successive equation contains a new unknown quantity. For example the equation for \( n \) (equation A.9) contains the new quantity \( v \) while the equation for \( v \) (equation A.10) contains a new quantity \( \frac{\partial}{\partial r} \). Similarly, the equation
for \( \frac{P}{\kappa} \) (equation A.14) contains a new quantity \( \frac{Q}{\kappa} \), and so on. To obtain a finite closed set of equations, the moment equations must be terminated at some point. For the theory presented in Chapter II, the moment equations have been terminated by neglecting \( \nabla \cdot \frac{Q}{\kappa} \) in equation A.14. This is the so-called adiabatic approximation. By setting \( \nabla \cdot \frac{Q}{\kappa} = 0 \), one can determine the behavior of the pressure tensor \( \frac{P}{\kappa} \) by using equation A.14.

A.3 Example of the Adiabatic Approximation

As an example of the adiabatic approximation, and as an attempt to justify the choice of \( \gamma = 3 \) in equation 2.18, let us consider the propagation of acoustic waves along the z direction in the plasma. We shall assume that in the absence of any disturbances the electron velocity distribution is isotropic. Then the off diagonal terms of the pressure tensor vanish and we have, for example:

\[
P_{xx} = \int_{-\infty}^{+\infty} u_x^2 f d^3w = nm < u_x^2 > = \frac{1}{3} nm(u^2) \tag{A.17}
\]

where

\[
<u^2> = (u_x^2) + (u_y^2) + (u_z^2) \tag{A.18}
\]

If we assume the electron gas to be Maxwellian, we can write

\[
P_{xx} = \frac{1}{3} nm(u^2) = nkT = P_0 \tag{A.19}
\]

where \( P_0 \) is the electron gas pressure. Similarly we have
\[ P_x = P_y = P_z = P_0 \]. Thus in the absence of any disturbances, the pressure tensor becomes

\[
P = \begin{pmatrix}
P_0 & 0 & 0 \\
0 & P_0 & 0 \\
0 & 0 & P_0
\end{pmatrix}.
\] (A.20)

If we now consider wave propagation in the z direction (\( e^{-i\omega t} \) time dependence), the pressure tensor will become weakly anisotropic:

\[
P = \begin{pmatrix}
P_0 + \tilde{P}_{xx}(z) e^{-i\omega t} & \tilde{P}_{xy}(z) e^{-i\omega t} & \tilde{P}_{xz}(z) e^{-i\omega t} \\
\tilde{P}_{yx}(z) e^{-i\omega t} & P_0 + \tilde{P}_{yy}(z) e^{-i\omega t} & \tilde{P}_{yz}(z) e^{-i\omega t} \\
\tilde{P}_{zx}(z) e^{-i\omega t} & \tilde{P}_{zy}(z) e^{-i\omega t} & P_0 + \tilde{P}_{zz}(z) e^{-i\omega t}
\end{pmatrix}
\] (A.21)

where we assume that the perturbed quantities are much smaller than \( P_0 \). If we write

\[
n = n_0 + \tilde{n} e^{-i\omega t} \quad \text{(A.22)}
\]

\[
y = v_z e^{-i\omega t} \tilde{I}_z \quad \text{(A.23)}
\]

linearize equation A.14 using A.21, and invoke the continuity equation we find that
\[ \tilde{P}_{xx}(z) = \tilde{P}_{yy}(z) = kT \tilde{n} \]  
(A.24)

\[ \tilde{P}_{zz}(z) = 3kT \tilde{n} \]  
(A.25)

\[ \tilde{P}_{ij} = 0 \quad i \neq j \]  
(A.26)

Now only \( \tilde{P}_{zz}(z) \) is important in the momentum transfer equation, since

\[ \nabla_T \cdot \tilde{P} = \frac{\partial \tilde{P}_{zz}}{\partial z} \tilde{I}_z \]  
(A.27)

and does not involve \( \tilde{P}_{xx} \) or \( \tilde{P}_{yy} \). Thus if we were to describe this problem using a scalar pressure \( P = P_0 + \tilde{P}(z)e^{-i\omega t} \), it would be appropriate to choose

\[ P_0 = nkT \]  
(A.28)

\[ \tilde{P} = 3nkT \]  
(A.29)

which is analogous to equations 2.17 and 2.18. There we are, however, considering waves traveling in the single \( r \) direction rather than the \( z \) direction.

It is interesting to note that retaining higher and higher order terms in the moment expansion is equivalent to expanding \( m^2/n_p^2 \) in powers of \( (\text{thermal speed})^2 \) or in powers of \( (\frac{kv_e}{\omega})^2 \) where

\[ v_e^2 = \frac{2kT_e}{m} \]  
(35)

Except for Landau damping, this expansion agrees with that obtained by directly integrating the Boltzmann equation and expanding the resulting plasma dispersion function (36).
APPENDIX B

The purpose of this section is to derive the resonance conditions used in Chapter III for the split cylinder and wire multipole devices. The devices considered and the nomenclature used is shown in Figure B.1a,b,c,d. Since the dimensions of the devices are small compared to a free space wavelength, the quasi-static approximation will be used throughout.

For all of the devices considered we can write:

Region I \hspace{1cm} (r \leq r_w)\hspace{2cm} (B.1)

\[ \phi^I(r,\theta,\frac{r^2}{\lambda_D^2}, \frac{\omega^2}{\omega_p^2}) = \sum_n \phi^I_n(r,\frac{r^2}{\lambda_D^2}, \frac{\omega^2}{\omega_p^2}) \sin(n\theta + \psi) \]

Region II \hspace{1cm} (r_w \leq r \leq b) \hspace{2cm} (B.2)

\[ \phi^{II}(r,\theta) = \sum_n \left[ b_n^{(n,n)} + f_n^{(n,-n)} \right] \sin(n\theta + \psi) \]

Region III \hspace{1cm} (b \leq r \leq c) \hspace{2cm} (B.3)

\[ \phi^{III}(r,\theta) = \sum_n \left[ d_n^{(n,n)} + s_n^{(n,-n)} \right] \sin(n\theta + \psi) \]

Resonance will occur when the fields in the plasma become large or when \( S_n \) has a pole. This agrees with the resonance condition discussed in Section 1.2, since \( S_n \) is analogous to the scattering amplitude.
Figure B.1 Multipole Device Geometry
Now at \( r = r_w \) and \( r = b \) the potentials and normal displacements must be continuous, or

\[
\phi^I_n(r_w, \frac{r_w^2}{\lambda_D^2}, \frac{\omega^2}{\omega_p^2}) = B_n \left( \frac{r_w}{b} \right)^n + F_n \left( \frac{r_w}{b} \right)^n \tag{B.4}
\]

\[
K_P \frac{d\phi^I_n}{dr} \bigg|_{r=r_w} = \frac{K_n}{b} \left[ B_n \left( \frac{r_w}{b} \right)^{n-1} - F_n \left( \frac{r_w}{b} \right)^{-n-1} \right] \tag{B.5}
\]

\[
B_n + F_n = D_n + S_n \tag{B.6}
\]

\[
K(B_n - F_n) = D_n - S_n \tag{B.7}
\]

where \( K_P \) and \( K \) are the relative dielectric constants of the plasma region and glass regions respectively. If we define the logarithmic derivative \( L_n \) (as in Chapter I) as

\[
L_n = \left[ \frac{K_P}{\phi^I_n} \frac{d\phi^I_n}{dr} \right]_{r=r_w} \tag{B.8}
\]

we can write \( D_n \) in terms of \( L_n \) and \( S_n \) as

\[
D_n = p_n S_n \tag{B.9}
\]

where
Thus in Region III we can write

\[
\phi_{III}(r, \theta) = \sum_n \left( p_n \left( \frac{r}{h} \right)^n + \left( \frac{r}{h} \right)^{-n} \right) S_n \sin(n\theta + \psi) \quad (B.11)
\]

To determine \( S_n \) we must investigate the conditions at \( r = c \).

**Case A. Split Cylinder Devices.** For the split cylinder devices (Figure B.1a,c), the potential is specified on the cylinder \( r = c \). Let us choose \( \psi = 0 \) so that the angular dependence in the above equations goes as \( \sin n\theta \). Then by evaluating equation B.11 at \( r = c \), multiplying both sides by \( \sin m\theta \, d\theta \), and integrating from \( \theta = 0 \) to \( \theta = 2\pi \), we obtain

\[
S_n = \frac{1}{\pi} \left\{ p_n \left( \frac{c}{b} \right)^n \frac{\psi_{III}(c, \theta) \sin n\theta \, d\theta}{\int_0^{2\pi} \psi_{III}(c, \theta) \sin n\theta \, d\theta} \right\} \quad (B.12)
\]

where \( \psi_{III}(c, \theta) \) is the value of the potential on the cylinder \( r = c \). For the dipole case

\[
S_n = \frac{2\psi}{n\pi \left\{ p_n \left( \frac{c}{b} \right)^n + \left( \frac{c}{b} \right)^{-n} \right\}} \quad n = 1, 3, 5, \ldots \quad (B.13)
\]
while for the quadrupole case,

\[ S_n = \frac{4V}{n\pi} \left\{ p_n \left( \frac{c}{b} \right)^n + \left( \frac{c}{b} \right)^{-n} \right\} \]

\[ n = 2, 6, 10, \ldots \]  

(B.14)

We see that for the dipole and quadrupole devices (as well as for higher order devices) the poles in \( S_n \) occur when

\[ p_n \left( \frac{c}{b} \right)^n + \left( \frac{c}{b} \right)^{-n} = 0 \]  

(B.15)

Equation B.15 thus determines the resonance condition for the split cylinder devices. If this equation is solved for \( L_n \) we obtain

\[ L_n = -\frac{n}{r_w} K \frac{\left( \frac{b}{r_w} \right)^n (K+g) - \left( \frac{r_w}{b} \right)^n (K-g)}{\left( \frac{b}{r_w} \right)^n (K+g) + \left( \frac{r_w}{b} \right)^n (K-g)} = -\frac{n}{r_w} K_{\text{eff}}(r_w, b, c, K) \]  

(B.16)

where

\[ g = \frac{1 + (b/c)^{2n}}{1 - (b/c)^{2n}} \]  

(B.17)

and

\[ K_{\text{eff}}(K, r_w, b, c) = K \frac{\left( \frac{b}{r_w} \right)^n (K+g) - \left( \frac{r_w}{b} \right)^n (K-g)}{\left( \frac{b}{r_w} \right)^n (K+g) + \left( \frac{r_w}{b} \right)^n (K-g)} \]  

(B.18)

Case B. Wire Multipole Devices. To handle the wire multipole devices oriented as shown in Figure B.1b,d, we assume \( \psi = \pi/2 \) in
equation B.11 and introduce a potential in Region IV of

\[ \phi^{IV}(r, \theta) = \sum_n Q_n \left( \frac{r}{b} \right)^n \cos n\theta \]  

(B.19)

We further assume that the wires carry a charge per unit length \( q \) (arranged as in Figure B.1b,d) with an \( e^{-i\omega t} \) time dependence. At \( r = c \) we must have

\[ \phi^{III}(c, \theta) = \phi^{IV}(c, \theta) \]  

(B.20)

\[ E_r^{IV}(c, \theta) - E_r^{III}(c, \theta) = \frac{\sigma(c, \theta)}{\epsilon_o} \]  

(B.21)

where \( \sigma(c, \theta) \) is the charge density on the cylinder \( r = c \). With equations B.19 and B.11 (with \( \psi = \pi/2 \)) these boundary conditions reduce to

\[ \sum_n 2n c_p_n \frac{S_n}{P_n b_n} S_n \cos n\theta = \frac{\sigma(c, \theta)}{\epsilon_o} \]  

(B.22)

Again we determine \( S_n \) by multiplying equation B.22 by \( \cos n\theta \, d\theta \), and integrating from \( \theta = 0 \) to \( \theta = 2\pi \) which gives:

\[ S_n = \frac{c}{2\pi c_p \epsilon_o} \left( \frac{b_n}{c} \right)^n \int_0^{2\pi} \sigma(c, \theta) \cos n\theta \, d\theta \]  

(B.23)

For the dipole device we can write

\[ \sigma(c, \theta) = \frac{q}{c} \left[ \delta(\theta) - \delta(\theta - \pi) \right] \]  

(B.24)
which yields

\[ S_n = \frac{q}{n \pi \varepsilon_0} \left( \frac{b}{c} \right)^n \frac{1}{P_n} \quad n = 1, 3, 5, \cdots \quad (B.25) \]

For the quadrupole device we have

\[ \sigma(\varphi, \varphi) = \frac{q}{c} \left[ s(\varphi) - s(\varphi - \frac{\pi}{2}) + s(\varphi - \pi) - s(\varphi - \frac{3\pi}{2}) \right] \quad (B.26) \]

which gives

\[ S_n = \frac{2q}{n \pi \varepsilon_0} \left( \frac{b}{c} \right)^n \frac{1}{P_n} \quad n = 2, 6, 10, \cdots \quad (B.27) \]

We see that for the wire multipole devices the poles in \( S_n \) occur when

\[ P_n = 0 \quad (B.20) \]

Using equation B.10 we see that equation B.28 holds when

\[ L_n = -\frac{n}{r_w} K \frac{(K+1)(\frac{b}{r_w})^n - (K-1)(\frac{r_w}{b})^n}{(K+1)(\frac{b}{r_w})^n + (K-1)(\frac{r_w}{b})^n} = -\frac{n}{r_w} K_{eff}(K, r_w, b, c = \infty) \quad (B.29) \]

Equations B.16 and B.29 are just the resonance conditions used in Chapter III.
C.1 Introduction

Let us consider an empty cavity having a resonant frequency \( \omega_{oo} \) and field distributions given by \( E_o(r) \) and \( B_o(r) \). Let us now introduce a piece of dielectric of dielectric constant \( \varepsilon \) into the cavity. The resonant frequency will now be \( \omega \) and the field distributions will be given by \( E(r) \) and \( B(r) \). It can be shown (31) that the exact frequency shift of the cavity is given by

\[
\frac{\omega - \omega_{oo}}{\omega} = - \frac{\int_{V_o} \Delta \varepsilon \frac{E^*}{\varepsilon_o} \cdot \frac{E}{\varepsilon_o} \, dv}{\int_{V_o} \left\{ \varepsilon_o \frac{E^*}{\varepsilon_o} \cdot \frac{E}{\varepsilon_o} + \frac{B^*}{\mu_o} \cdot B \right\} \, dv}
\]

(3.1)

where

\[
\Delta \varepsilon = \varepsilon - \varepsilon_o
\]

(3.2)

and \( V_o \) is the volume of the cavity. Let us write \( \Delta \varepsilon \) in 3.1 as \( \lambda \Delta \varepsilon \) where \( \lambda \) is an expansion parameter with \( 0 \leq \lambda \leq 1 \). We see that if \( \lambda = 0 \), \( \omega = \omega_{oo} \) which effectively removes the dielectric from the cavity, and if \( \lambda = 1 \) we have the problem which we are trying to solve.

Let us expand the perturbed quantities \( E, B \) and \( \omega \) in a power series in \( \lambda \).
\[
E = E_0 + \lambda E_1 + \lambda^2 E_2 + \cdots \\
B = B_0 + \lambda B_1 + \lambda^2 B_2 + \cdots \\
\omega = \omega_0 + \lambda \omega_1 + \lambda^2 \omega_2 + \cdots
\]  
(C.3)  
(C.4)  
(C.5)

If we substitute the above expressions into equation C.1, we obtain to first order (neglecting all terms of \(O(\lambda^2)\)):

\[
\frac{\omega - \omega_0}{\omega_0} = -\frac{\int_{\Omega} \Delta \varepsilon \cdot E_0^* \cdot E^*_0 \, dv}{\int_{\Omega} [\varepsilon \cdot E_0^* \cdot E_0 + \frac{E_0^* \cdot B^*_o}{\mu_0}] \, dv} = -\frac{\Delta v}{\Delta \omega_0}
\]

(C.6)

where

\[
\overline{\omega}_c = \frac{1}{4\varepsilon_0} \int_{\Omega} E_0^* \cdot E_0 \, dv = \overline{\omega}_B = \frac{1}{4\mu_0} \int_{\Omega} B_0^* \cdot B_0 \, dv
\]

(C.7)

is the average stored electric field energy in the empty cavity  
\(\overline{\omega}_e = \overline{\omega}_B\) at resonance).

C.2 Determination of the Average Electron Density \(\overline{n}\) in a Plasma Column Using the \(TM_{010}\) Mode of a Cylindrical Cavity

Let us now consider the specific case of a plasma column along the axis of a right circular cylindrical cavity operating in the \(TM_{010}\) mode which is illustrated in Figure C.1. We assume that the electron density \(n(r)\) in the plasma region has a radial gradient. The plasma will then be described by the dielectric constant
\[ \epsilon_p(r) = \epsilon_n \left[ 1 - \frac{\omega_p^2(r)}{\omega^2} \right] = \epsilon_n \left[ 1 - \frac{e^2}{\omega_m^2 \epsilon_0} n(r) \right] \quad (C.8) \]

Thus in the plasma region

\[ \Delta \epsilon_p = \epsilon_p - \epsilon_0 = -\frac{\epsilon_0 e^2}{m \epsilon_n \omega^2} n(r) \quad (C.9) \]

In the glass region

\[ \Delta \epsilon_{\text{glass}} = \epsilon - \epsilon_0 = \epsilon_0 (K - 1) \quad (C.10) \]

where \( K \) is the relative dielectric constant of the glass. For the \( \text{TM}_{010} \) mode we can write (32)

\[ E_o = E_z(r) I_z = A J_0 \left( \frac{\beta_{01} r}{a} \right) I_z \quad (C.11) \]

where \( \beta_{01} \) is the first root of \( J_0(x) \) and \( a \) is the radius of the cavity. This yields for the average stored electric energy

\[ \bar{w}_e = \frac{\epsilon_0 \pi La^2}{4} A^2 J_1^2(\beta_{01}) \quad (C.12) \]

where \( L \) is the length of the cavity.

We can now use equations C.9, C.10, C.11 and C.12 in equation C.6 to determine the frequency shift of the cavity. In evaluating the numerator of equation C.6, we take the small argument approximation of \( J_0 \left( \frac{\beta_{01} r}{a} \right) \) or assume that \( E_z \approx A \). Thus we assume that over the glass and plasma regions the electric field is approximately
uniform. If we observe that the average value of \( n(r) \) is given by

\[
\overline{n} = \frac{2}{r_w^2} \int_0^{r_w} n(r) dr
\]  
(C.13)

we find that

\[
\frac{\omega - \omega_{oo}}{\omega_o} \approx \frac{1}{2J_1^2(\beta_{01})} \left\{ \frac{1}{\omega} \left( \frac{e^2}{m e_o} \right) \frac{r_w^2}{a^2} \overline{n} - (K-1) \frac{b^2 - r_w^2}{a^2} \right\}
\]  
(C.14)

where \( r_w \) and \( b \) are respectively the inner and outer radii of the glass tube.

Now let \( \omega_{oo} \) be the resonant frequency of the empty cavity, \( \omega_o \) be the resonant frequency of the cavity with the glass tube but no plasma, and \( \omega \) be the resonant frequency of the cavity with the glass and the plasma. Then

\[
\frac{\omega - \omega_{oo}}{\omega_{oo}} = \frac{1}{2J_1^2(\beta_{01})} \left\{ \frac{1}{\omega} \left( \frac{e^2}{m e_o} \right) \frac{r_w^2}{a^2} \overline{n} - (K-1) \frac{c^2 - r_w^2}{a^2} \right\}
\]  
(C.15)

\[
\frac{\omega_o - \omega_{oo}}{\omega_{oo}} = - \frac{1}{2J_1^2(\beta_{01})} (K-1) \frac{c^2 - r_w^2}{a^2}
\]  
(C.16)

Subtracting C.16 from C.15 we have

\[
\frac{\omega - \omega_o}{\omega_{oo}} = \frac{1}{2J_1^2(\beta_{01})} \left\{ \frac{1}{\omega} \left( \frac{e^2}{m e_o} \right) \frac{r_w^2}{a^2} \overline{n} \right\}
\]  
(C.17)
If we remember that \( \omega = \omega_\infty + \lambda \omega_1 + \cdots \) and \( \omega_0 = \omega_\infty + \lambda \omega_{01} + \cdots \), we can write

\[
\frac{\omega - \omega_0}{\omega_\infty} = \frac{\lambda (\omega_1 - \omega_{01})}{\omega_\infty} = \frac{\lambda (\omega_1 - \omega_{01})}{\omega_0} \left( \frac{\omega_0}{\omega_\infty} \right)
\]

\[
= \frac{\lambda (\omega_1 - \omega_{01})}{\omega_0} \left[ 1 + \lambda \frac{\omega_{01}}{\omega_\infty} \right] = \lambda \frac{\omega_1 - \omega_{01}}{\omega_\infty} + \lambda^2 \frac{\omega_1 - \omega_{01}}{\omega_0 \omega_\infty} \omega_{01} .
\]

Thus to the order that we have been keeping, we can write

\[
\frac{\omega - \omega_0}{\omega_\infty} = \frac{\omega - \omega_0}{\omega_0} .
\] (C.18)

Using the right hand side of equation C.18 in equation C.17 (which we have seen in Section 3.4 is appropriate for dielectric measurements), we can write

\[
\omega_0 (\omega - \omega_0) = \frac{1}{2 J_1(\beta_{01})} \frac{e^2}{m \varepsilon_0} \frac{r_w^2}{a^2} \bar{n} .
\] (C.19)

or

\[
\bar{n} = \frac{2 J_1(\beta_{01})}{e^2/4\pi m \varepsilon_0} \frac{a^2}{r_w^2} \frac{\omega_0 \Delta f}{2} .
\] (C.20)

or

\[
\bar{n} = \varepsilon \varepsilon_0 \times 10^{-3} \frac{a^2}{r_w^2} \frac{f_0 \Delta f}{\omega_0} .
\] (C.21)

where

\[
\Delta f = f - f_0 .
\] (C.22)
Equation C.20 is the relation which was discussed in Section 3.4 and which was used to relate the cavity shifts to the average electron densities.

C.3 Determination of the Dielectric Constant of a Dielectric Rod Using the TM_{010} Mode of a Cylindrical Cavity

Let us consider a dielectric rod of relative dielectric constant $K_L$ and radius $r_w$ which is surrounded by a glass tube of relative dielectric constant $K$ and with inner and outer radii $r_w$ and $b$ respectively. The calculation of the frequency shift produced by this arrangement is done exactly the same as in Section C.2 with one exception. In the region $r = r_w$ we no longer have plasma but a real dielectric. Thus in this region

$$\Delta \varepsilon_{\text{dielectric}} = \varepsilon - \varepsilon_o = \varepsilon_o(K_L - 1). \quad \text{(C.23)}$$

Again

$$\Delta \varepsilon_{\text{glass}} = \varepsilon - \varepsilon_o = \varepsilon_o(K - 1). \quad \text{(C.24)}$$

If we again make the approximation that $E_z \approx A$ for $r < b$ and use equation C.6, we find that

$$\frac{\omega - \omega_{\infty}}{\omega_{\infty}} \approx \frac{1}{2j^2(\beta_{01})} \left\{ - (K_L - 1) \frac{r_w^2}{a^2} - (K - 1) \frac{b^2 - r_w^2}{a^2} \right\}. \quad \text{(C.25)}$$
For a dielectric rod alone (without the glass mantle), we can set 

\[ b = r_w \] 

and obtain

\[ \frac{\omega - \omega_\infty}{\omega_\infty} = \frac{-1}{2jL^2(\beta_{01})} (K_L - 1) \frac{r_w^2}{a^2} \]  

(c.26)

where \( \omega_\infty \) is the resonant frequency of the cavity with only the dielectric rod.

**C.4 Determination of the Third Moment of the Electron Density Distribution**

\[ I_3 = \int_0^{r_w} n(r)r^3 dr \]

Using the TM\(_{110}\) Mode of a Right Circular Cavity

Again the method is similar to that used in Section C.2. We employ equation C.6 to calculate the frequency shift of the cavity.

For the TM\(_{110}\) mode we can write (38)

\[ E_z = A J_1 \left( \frac{\beta_{11} r}{a} \right) \cos \theta \]  

(c.27)

\[ E_r = E_\theta = 0 \]  

(c.28)

This yields for the average stored electric energy:
\[ \bar{w}_a = \frac{1}{4} \epsilon_0 E^* \cdot E dV = \frac{\pi e La^2}{8} J^2_2(\beta_{11}) \]  
(C.29)

where \( \beta_{11} \) is the first root of \( J_1(x) \). As in equation C.9, we take for \( \Delta \epsilon \) in the plasma region

\[ (\Delta \epsilon)_p = -\frac{e^2}{m \omega^2} n(r) \]  
(C.30)

and in the glass region

\[ (\Delta \epsilon)_g = \epsilon_0 (K - 1) . \]  
(C.31)

Using equations C.26, C.28, C.29 and C.30 we can now evaluate equation C.6 for the frequency shift of the cavity. In evaluating the numerator of equation C.6 we make the small argument approximation to \( J_1(\frac{\beta_{11} r}{a}) \) or we assume that

\[ E_z \approx \frac{A \beta_{11} r}{2a} \cos \theta \quad \text{for} \quad r < b . \]  
(C.32)

Then if we remember that

\[ I_3 = \int_0^r n(r)r^3 dV , \]  
(C.33)

equation C.6 yields

\[ \frac{\omega - \omega_0}{\omega_0} \approx \frac{e^2}{4 \pi \epsilon_0} \frac{\beta_{11}^2}{a^2} \frac{I_3}{\omega^2 J^2_2(\beta_{11})} - (K - 1) \frac{\beta_{11}^2}{16 \omega^2 J^2_2(\beta_{11})} \frac{b^4 - r_w^4}{a^4} . \]  
(C.34)

Again if we let \( \omega_0 \) be the resonant frequency of the cavity with the
glass present but the plasma off, we have

\[
\frac{\omega - \omega_{oo}}{\omega_{oo}} \approx -(K-1) \frac{\beta_{11}^2}{16J^2(\beta_{11})} \frac{b^4 - r_0^4}{a^4} .
\]  
(C.35)

Subtracting equation C.35 from C.36 we have

\[
\frac{\omega - \omega_o}{\omega_{oo}} \approx \frac{\omega - \omega_o}{\omega_o} \approx \frac{1}{4} \frac{e^2}{m_e} \frac{\beta_{11}^4}{a^4} \frac{1}{\omega_o} \frac{I_3}{j_2^2(\beta_{11})}
\]  
(C.36)

or

\[
I_3 = \frac{16\pi^2 m_e}{\beta_{11}^2 e^2} \frac{j_2^2(\beta_{11})}{a^4} f_o \Delta f
\]  
(C.37)

where \( f_o \) is the resonant frequency of the cavity with the glass present but the plasma off, \( \Delta f = f - f_o \) and \( f \) is the resonant frequency of the cavity in the presence of the glass. Equation C.37 is the relation discussed in Section 3.5.
APPENDIX D

D.1 Introduction

In this section we shall investigate a method of directly measuring the logarithmic derivative \( L_n \) as a function of the plasma parameters by making admittance measurements on the split cylinder arrangement. In the first section we shall relate the logarithmic derivative to possible admittance measurements, while in the second section we shall investigate some equivalent circuits of the plasma-split cylinder system.

D.2 Admittance of the Split Cylinder Capacitor

We shall consider the split cylinder dipole device shown in Figure B.1a. It was shown in Appendix B that the potential in Region III \((b \leq r \leq c)\) is given by

\[
\varphi_{III}(r,\psi) = \sum_{n=1,3,5}^{\infty} \frac{2\nu_n}{n\pi} \frac{p_n\left(\frac{r}{b}\right)^n + (\frac{r}{b})^{-n}}{p_n\left(\frac{c}{b}\right)^n + (\frac{c}{b})^{-n}} \sin n\psi
\]

(D.1)

where \(p_n\) is defined by equation B.10.

We can write for the input admittance \(Y\) of this device

\[
Y = \frac{I}{Vo}
\]

(D.2)

where

\[
I = i\omega q
\]

(D.3)

and \(q\) is the charge on one of the plates. We first calculate \(q\) in the following manner. The charge density on the upper plate, for
instance, is given by

\[ \sigma(\theta) = -\varepsilon_0 \mathbf{E}_r(c, \theta) = \varepsilon_0 \frac{\partial \phi^{III}}{\partial r} \bigg|_{r=c}. \]  

(D.4)

The total charge on the upper plate is then

\[ q = \int_0^\pi \sigma(\theta) \, \text{Lcd} \, d\theta = \frac{2 \varepsilon_0 \text{L} \varepsilon_0}{\pi} \sum_{n=1,3,5} \frac{p_n(c)^n - (\frac{b}{c})^{-n}}{p_n(c)^n + (\frac{b}{c})^{-n}} \int_0^\pi \sin n\theta \, d\theta \]

\[ = \frac{4 \varepsilon_0 \text{L} \varepsilon_0}{\pi} \sum_{n=1,3,5} \frac{1}{n} \frac{p_n - (\frac{b}{c})^{2n}}{p_n + (\frac{b}{c})^{2n}} \]  

(D.5)

where \( \text{L} \) is the length of the capacitor (neglecting end effects).

Thus:

\[ Y = \frac{i \omega q}{V_0} = i \omega \varepsilon_0 \frac{4 \text{L}}{\pi} \sum_{n=1,3,5} \frac{1}{n} \frac{p_n - (\frac{b}{c})^{2n}}{p_n + (\frac{b}{c})^{2n}} \]  

(D.6)

We can write

\[ Y = \sum_{n=1,3,5} Y_n \]  

(D.7)

where

\[ Y_n = i \omega \varepsilon_0 \frac{4 \text{L}}{4\pi} \frac{p_n - (\frac{b}{c})^{2n}}{p_n + (\frac{b}{c})^{2n}} \]  

(D.8)

Let us introduce the dimensionless parameters
\[ \alpha_n = 1 - \left( \frac{r}{b} \right)^{2n} \quad (D.9) \]

\[ \beta_n = 1 + \left( \frac{r}{b} \right)^{2n} \quad (D.10) \]

\[ X_n = \frac{K \beta_n g + \alpha_n}{K \beta_n g + \alpha_n g} \quad (D.11) \]

and

\[ F_n = \frac{K \alpha_n g + \beta_n}{K \beta_n g + \alpha_n} \quad (D.12) \]

where once again \( K \) is the dielectric constant of the surrounding glass and

\[ g = \frac{1 + \left( \frac{b}{c} \right)^{2n}}{1 - \left( \frac{b}{c} \right)^{2n}} \quad (D.13) \]

We can then rewrite equation D.8 for \( Y_n \) as

\[ Y_n = \frac{i \omega}{\epsilon_0 \omega} \frac{K X_n}{r \lambda_n} \frac{r L_n + n K F_n}{r W_n + n K \text{eff}} \quad (D.14) \]

where \( K_{\text{eff}} \) is the effective dielectric constant defined by equation B.18.

Now if there is no plasma the logarithmic derivative at \( r = r_w \) becomes

\[ L_n = \frac{n}{r_w} \quad (D.15) \]

so that we can write
\[ Y_{on} = i \omega e_0 \frac{4L_n}{n \pi r_n L_n + n K F_n} \left( \frac{1 + K F_n}{1 + K_{eff}} \right) \] (D.16)

Let us now form the difference \( Y_n - Y_{on} \):

\[ Y_n - Y_{on} = \Delta Y_n = i \omega e_0 \frac{4L_n}{n \pi} \left[ \frac{r_n L_n + n K F_n}{r_n L_n + n K_{eff}} - \frac{1 + K F_n}{1 + K_{eff}} \right] \] (D.17)

\[ = i \omega e_0 \frac{16 K^2 e_0 (g+1)^2}{n \pi (K \beta_n + \alpha_n g)^2} \left( \frac{2n}{c} \right) \left( \frac{1}{1 + K_{eff}} \right) \left( \frac{r_n L_n - n}{r_n L_n + n K_{eff}} \right). \]

In the following discussion we shall write

\[ Y_n - Y_{on} = \Delta Y_n = i \omega A_n \left( \frac{r_n L_n - n}{r_n L_n + n K_{eff}} \right) \] (D.18)

where

\[ A_n = \frac{16 K^2 e_0 (g+1)^2}{n \pi (K \beta_n + \alpha_n g)^2} \left( \frac{2n}{c} \right) \left( \frac{1}{1 + K_{eff}} \right) \] (D.19)

Since \( Y_n = Y_{on} + \Delta Y_n \), we can write

\[ Y = \sum_{n=1,3,5} Y_n = \sum_n Y_{on} + \sum_n \Delta Y_n = Y_0 + \sum_n \Delta Y_n \] (D.20)

or

\[ Y - Y_0 = \sum_{n=1,3,5} \Delta Y_n. \] (D.21)

We see from equation D.21 that we can experimentally measure

\[ \sum_n \Delta Y_n \] by measuring the difference in the input impedance with the
plasma on and off respectively. The coefficients $A_n$ in the expression for $\Delta Y_n$ decrease very rapidly with increasing $n$. For example, if we consider tube No. 1 in the split cylinder dipole device discussed in Chapter III ($r_w = .506$ cm, $b = .616$ cm, $c = 1.905$ cm, $L = 7.64$ cm, and $K = 4.74$), then $A_1 = 1.28 \times 10^{-13}$ and $A_3 = 1.85 \times 10^{-16}$. Thus if we are working near a dipole resonance ($n = 1$), $\Delta Y_1$ will be the only important term in $\sum \Delta Y_n$. Since for the dipole devices used we apparently cannot see the $n = 3$ resonance, $\Delta Y_1$ may be the only important term throughout the range of plasma parameters observed.

D.3 Equivalent Circuits

We have seen that the input admittance to the split cylinder dipole device can be written as

$$Y = Y_o + \sum_n \Delta Y_n$$  \hspace{1cm} (D.22)

In the ideal case (neglecting radiation), $Y_o$ will be the admittance of a capacitor and the input admittance can be represented by the equivalent circuit of Figure D.1.

![Figure D.1](image-url)
If we assume that we are near a dipole resonance so that $\Delta Y_1$ is the dominant term, then we have the circuit shown in Figure D.2.

![Figure D.2](image)

A certain amount of insight can be gained by examining the case in which the plasma is assumed to be described by a lossy dielectric constant:

$$K_p = \frac{\varepsilon_p}{\varepsilon_0} = 1 - \frac{\omega_p^2}{\omega^2} - i \frac{\nu\omega_p^2}{\omega^3}, \quad \text{(D.23)}$$

where $\nu$ is the collision frequency. Here we assume the plasma to be uniform and that $\nu^2 \ll 1$. The logarithmic derivative will then be

$$L_1 = \frac{K_p}{r_w} = \frac{1}{r_w} \left[ 1 - \frac{\omega_p^2}{\omega^2} - i \frac{\nu\omega_p^2}{\omega^3} \right]. \quad \text{(D.24)}$$

From equation D.18 we have
\[ \Delta Y_1 = \frac{-i \omega A_1 \left( \frac{\omega^2}{\omega^2 + i \frac{\nu \omega^2}{\omega^3}} \right)}{(1 + K_{eff} - \frac{\omega^2}{\omega^2}) - i \frac{\nu \omega^2}{\omega^3}} \]  

(D.25)

and

\[ \Delta Z_1 = \frac{1}{\Delta Y_1} = i \frac{(1 + K_{eff} - \frac{\omega^2}{\omega^2}) - i \frac{\nu \omega^2}{\omega^3}}{\omega A_1 \left( \frac{\omega^2}{\omega^2 + i \frac{\nu \omega^2}{\omega^3}} \right)} \]  

(D.26)

If we rationalize equation (D.26) and again neglect \( \nu^2/\omega^2 \) with respect to \( l \), we can write

\[ \Delta Z_1 = i \omega \frac{1 + K_{eff}}{A_1 \omega_p^2} + \frac{1}{i \omega A_1} + \frac{\nu(1 + K_{eff})}{A_1 \omega_p^2} \]  

(D.27)

The impedance function \( \Delta Z_1 \) looks like the impedance function of a series LRC circuit where

\[ L_p = \frac{1 + K_{eff}}{A_1 \omega_p^2} \]  

(D.28)

\[ C_p = A_1 \]  

(D.29)

\[ R = \nu \left( \frac{1 + K_{eff}}{A_1 \omega_p^2} \right) = \nu L_p \]  

(D.30)

Thus for this case the equivalent circuit of the plasma device arrangement looks like that shown in Figure D.3.
\[ L_p = \frac{1 + K_{eff}}{A_i \omega^2} \]
\[ C_p = A_i \]
\[ R = rL \]

Figure D.3
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