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Abstract

Through simulations, I have investigated the limitations imposed upon the image
fidelity of interferometric observations by primary beam errors. Significant antenna
surface and pointing errors lead to the greatest reduction in fidelity for most cases, but,
when present, imaginary beam components dominate the degradation. Beam errors
were addressed by optimizing the antenna surfaces and aligning the optics and then
determining baseline based primary beams. Methods for applying these measured
patterns to actual data were discussed. Pointing errors were reduced by improving
the fit to the pointing model. Further reduction was achieved by integrating the use
of optical pointing observations into standard radio observing. The greatest benefit
was seen during daytime observations, but general reduction in pointing error was
seen.

The dense uv-coverage of the Combined Array for Research in Millimeter-wave
Astronomy (CARMA) coupled with the techniques described above make it an ideal
instrument for imaging extended regions with high fidelity. The NGC 7538 star-
forming cloud contains dense peaks, many high-mass stars and associated accretion
disks, and multiple outflows. I obtained CARMA images at the requisite fidelity,
employing the above techniques. These mosaiced, spectral-line, and 3-mm band con-
tinuum observations provide a clearer picture of the bulk morphology of the region and
the fine-scale structures within it than has hitherto been possible. For the first time in
the region, infall signatures were found towards two sources, allowing comparison of
the infall and outflow mass and verifying that significant accretion (>107* Mg yr—!)
continues well into the stage where a massive protostar has formed. One of the

sources, NGC 7538IRS1, shows one of the few definitive signatures of an inverse P-



vi
Cygni profile towards a massive protostar. Three outflows were found centered on
sources that are separated by 10,000-20,000 AU in projection. The calculated energy
injection rate provides constraints for models of outflow feedback. The NGC 7538
results demonstrate clearly the capability of CARMA to provide high quality images
over wide-fields and the benefits of the techniques I developed. While work to improve
CARMA image fidelity continues, the program described here lays the groundwork
and should help guide further enhancements of image fidelity at CARMA and at other

radio facilities.
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Chapter 1

Introduction

1.1 Into the Mainstream

As both single-dish radio telescopes and radio interferometers have gained in resolu-
tion and sensitivity, the traditional realms of observation—wide field of view, lower res-
olution and high resolution, smaller field of view, respectively—have become blended.
Instead of using single-dish observations to map large areas and obtaining interfer-
ometric images to provide detail over single pointings, the advantages of imaging
extended regions with high resolution are becoming evident. New arrays have re-
cently entered into routine function (CARMA!) or are under construction (ALMA?)
that begin to blur this distinction in the submillimeter regime as well. Both of these
arrays have significantly enhanced sensitivity, resolution, and/or imaging capabilities
when compared to existing arrays while being designed to sample the spatial scales
of sources from the entire region mapped down to arcseconds or less.

Studies of sources with large spatial extent and/or large spatial scales are thus
poised for significant gains. High resolution images (a few arcseconds or less) of
such objects, which include the sun, planets, nearby protoplanetary disks, molecular
clouds within the Galaxy, and nearby galaxies, are rarely achieved in the submil-
limeter regime. The mapping of nearby debris disks has revealed substructures on

several spatial scales (e.g. Corder et al., 2008b; Koerner et al., 2001; Wilner et al.,

LCombined Array for Research in Millimeter-wave Astronomy
2 Atacama Large Millimeter Array
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2002). Nearby examples of debris disks may also have large spatial extent (e.g. eEri,
Greaves et al., 2005). The dust in these disks is referred to as debris because the
timescale for removal of such dust is much shorter than the age of the systems, i.e. it
must be recreated by collisions (e.g. Backman & Paresce, 1993). Figure 1.1 shows an
example of such a disk, which surrounds the nearby solar analog, HD 107146. The-
oretical models (e.g. Wyatt, 2006) predict that structures in such disks are caused
by resonances with orbiting planets. Planets often inferred from these studies are
typically analogs to the solar system ice giants, a planet population that is not easily
studied, especially at young ages, with any other method. If the planet formation
process is to be understood, a full census of planets at such young ages is necessary.
Such objects cannot yet be imaged at high resolution, a situation higher frequency
observations with ALMA will remedy.

At greater distances, protoplanetary disks have revealed significant substructure.
Figure 1.2 shows the complex morphology of the emission surrounding the young
star AB Aur. The nature of this structure is poorly understood and may be the
result of spiral arms or of infalling envelope material (Grady et al., 1999; Fukagawa
et al., 2004; Corder et al., 2005; Piétu et al., 2005). The origin of these features
awaits higher resolution observations with improved sensitivity to disentangle, but
their nature provides vital constraints on the models of young disks and may indicate
that gravitational instability is a valid method of forming massive planets (Boss,
2008). ALMA will observe such objects at very high frequency where the disks will
fill a substantial fraction of the primary beam.

The mass distribution of these protostellar disks is also significant in that it allows
estimates of the lifetimes and typical properties. In particular, the typical mass of
the disks sets limits on which disks are likely to support the formation of planetary
systems. Observations of populations of disks are typically carried out by mosaicing
large areas in dense star forming regions (e.g. Carpenter, 2002; Eisner et al., 2008).

Nearby star-forming regions have been the subject of intense study, but little
work has been done at high resolution over large areas. One of the most important

questions regarding star formation is the origin and shape of the initial mass function
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Figure 1.1 1.3mm continuum emission from the disk surrounding the nearby, solar
analog HD 107146 is shown. Contours begin at 20 and increase by lo, where o is
0.32mJy beam™'. The central region is depressed relative to an asymmetric ring.
The star indicates the stellar position. The beam is shown in the lower left corner.
This image is taken from Corder et al. (2008b).

(IMF). While measurement of this quantity has been studied extensively for stars, it
is unclear whether the stellar IMF is a signature of the distribution of the clumps and
cores from which the stars form or if some evolution has occurred. In the end, it is
the IMF of the clumps and cores that constrain the models of star formation (Enoch,

2007). The size of these cores can be 3-5” at the distance to the nearest star-forming
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Figure 1.2 The near-infrared scattered light image of Fukagawa et al. (2004) is overlaid
with 3 mm, continuum contours from Corder et al. (2005). The contours begin at 30,
increasing in steps of 20=0.72mJy beam~!. The 3 mm continuum beam is shown in
the lower left corner of the image. This figure was adapted from Corder et al. (2005).

regions. High resolution maps have been obtained (e.g. Testi & Sargent, 1998), but
the field of view is somewhat limited. Wider field images of several such regions at
high resolution are required to determine both the shape of the clump/core IMF and
any environmental variations.

It is often difficult to see the big picture while embedded in the details. For this

reason, observations of nearby galaxies can reveal properties of galactic structure that
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cannot be easily discerned for the Milky Way. One long-standing question regarding
nearby galaxies is the origin and properties of inter-arm HII regions and molecular
clouds. Spurs, substructures associated with the spiral arms themselves and seen in
Figure 1.3, seem to give rise to the inter-arm HII regions (Corder et al., 2008a; La
Vigne et al., 2006). The mere presence of inter-arm molecular clouds has long been
debated. Recent work by Koda et al. (2008) has revealed copious numbers of such
clouds and has determined the apparent mass distribution of these objects, aiding
the understanding of the origin of these clouds, the larger molecular associations
seen in spiral arms, and global star formation. Nearby galaxies like M51 often cover
many square arcminutes on the sky and require large (~150 pointing) mosaics. They
also contain a variety of spatial scales with a nearly uniform component covering a
substantial fraction of the disk, linear spiral arm features filling a fraction of the total
area, and point-like molecular clouds populating the inter-arm region.

Arrays like the SMA (Submillimeter Array), CARMA, and ALMA allow efficient
measurement of submillimeter continuum and line emission at several wavelengths at
high resolution. Such multi-wavelength observations are critical. Through the mea-
surement of line ratios, they allow the determination of opacity, temperature, and
spectral indices. The spectral line emission also provides kinematic information. To-
gether, these reveal the physical and dynamical structure of nearly every astrophysical
object. In addition to the objects discussed above, supernova remnants, asymptotic
giant branch stars, and other nebulae contain vital information uncovered through

such ratios.

1.2 Lingering Doubt

From the above discussion, it is clear that submillimeter images of large objects and/or
of large fields of view are critical to several fields of study. However, high dynamic
range is often needed for these observations. The spiral arms of galaxies are bright
while the inter-arm molecular clouds and spiral arm spurs are faint. Weakly emitting

clumps of cold dust and gas in star-forming regions often occur clustered about bright
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Figure 1.3 Integrated, '2CO(1-0) emission from M51 is shown as contours on a Hubble
Space Telescope V-band image. This figure was adapted from Corder et al. (2008a).

protostars. The bright spiral arm-like features or peaks seen in some protoplanetary
disks may dominate the emission from the rest of the disk area. The question becomes
How accurate are the resulting images? If the images are not accurate, the faint end
slope of any mass function or the temperature or the mass density determined by any
image ratio may be more poorly measured than the precision of the measurements
would indicate. The answer to this question is best framed in the study of image

fidelity.
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The fidelity of an image is defined as the ratio of a well-determined model image,
convolved to the resolution of the observations, to the difference between that model
and an observed map. The image fidelity, in the most general case, is then an image
itself. In practice, various methods are used to determine a single number for the
fidelity that is representative of the average fidelity. In this work, image fidelity is
determined by the peak of the model image, convolved to the resolution of the ob-
servations, normalized by the RMS of the difference between the model and observed
map.

Consider the case of a measurement of the clump/core initial mass function. Due
to the nature of star formation, protostars are often clustered. This is expected to be
the case with natal clumps and cores of protostars as well. A map of a dense, cold
cloud might contain sources with fluxes as bright as 200 to 300 mJy beam™! while

also harboring faint clumps with fluxes on the order of 3mJy beam™!

, l.e. a ratio
of 100. Now also assume that the thermal noise in emission-free parts of the map
is <1mJy beam™!. An image of such a region might reveal several faint sources in
the vicinity of the brightest peak. This may be evidence of clustered star formation.
On the other hand, it may also be the result of poor image fidelity. If the fidelity of
the image in the neighborhood of the brightest peak is on the order of 30, then the
noise limit is better represented by 10 mJy beam~! and the population of faint objects
should not be considered as they would easily bias the determination of the faint end
of the initial mass function. Therefore, it is clearly not simply the sensitivity limit
which is of importance, but the fidelity as well.

In the above example, fidelity and dynamic range, the ratio of the peak to the
RMS in an image, are interpreted similarly. Now consider a map of a nearby galaxy or
star forming region in which ?CO(2-1) and ¥CO(2-1) observations have been made.
The ratio of the two lines gives an indication of the opacity. This opacity is then
used to calculate column densities. If the medium is optically thin, then the ratio of
the two lines should be between 40 and 89, depending on the physical conditions in

the region. However, if one of the lines has poor fidelity, then the ratio is improperly

determined. Gross errors in the opacity measurement directly translate into errors in
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the mass and any mass moments that are calculated. A similar situation holds for
ratios used to construct spectral indices.

Image fidelity is affected by a variety of factors. For single-dish observations, the
critical limits come from gain and pointing stability. The most fundamental limit
for interferometric observations is the number of samples obtained in the Fourier
plane, i.e. the uv-coverage (Wright, 1999). Therefore, CARMA provides the best
available opportunity for high fidelity, submillimeter imaging to date. CARMA is
a heterogeneous array composed of six 10.4-m (hereafter 10-m) antennas and nine
6.1-m (hereafter 6-m) antennas.®> The 105 simultaneous baselines exceeds other facil-
ities by factors of 3.5 or more.* CARMA achieved first light in August of 2005 and
has entered into routine function over the last three years.> Two significant compo-
nents of that commissioning effort are discussed in Chapters 3 and 4. The CARMA
bands are specifically well suited for observing emission from cold dust and molecu-
lar lines. Shorter wavelength bands prove significantly more problematic because of
increased attenuation by the atmosphere and increased difficulties with tropospheric
phase noise.

The heterogeneous nature of CARMA will eventually grant additional benefits
via a unique method of increasing the uv-coverage. The 3.5-m and 6-m antennas can
be placed at separations significantly less than 10m. This allows observations using
the 10-m antennas as single-dish telescopes, which measures the flux distribution on
angular scales from the entire region to A/10400, where A is in millimeters. However,
the limits to image fidelity are restricted by far more than incomplete Fourier coverage.
Due to more stringent constraints on array performance, high fidelity in mosaiced,
interferometric observations is significantly more difficult to achieve (Cornwell et al.,
1993; Wright, 2004, 2007). In the near future with ALMA, a significantly larger
fraction of projects will be limited by image fidelity because the sensitivity will be

greatly increased over any existing facility.

3 At the time of writing, eight 3.5-m antennas of the Sunyaev-Zeldovich Array (SZA) were moved
to the location of CARMA and are currently being integrated into the array.

4The addition of the 3.5-m antennas increases this ratio to nearly a factor of 10.

SFurther details regarding the specifications of the array can be found at www.mmarray.org.
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1.3 Interferometry and Mosaicing

1.3.1 Basic Assumptions & Equations

Some of the earliest mosaiced, interferometric observations to include single-dish data
to measure the largest scales included M31 and NGC 4258 (Bajaja & van Albada,
1979). Since then, algorithms for improved mosaic deconvolution and mosaic-+single-
dish combination have steadily improved. Initially, Ekers & Rots (1979) proposed
that individual pointing centers be used to recover information on spacings in a
neighborhood around the measured baseline, but Cornwell (1988) showed that joint
deconvolution of all the mosaic pointings provides similar recovery. The development
of the maximum entropy methods for joint deconvolution of mosaic and single-dish
observations was also extremely important to the recovery of flux on sources which
have a large range of spatial scales (Narayan & Nityananda, 1986; Cornwell & Evans,
1985). However, the desire for the combined benefits of single-dish telescopes and
interferometric arrays brings with it a host of difficulties. Very few studies have at-
tempted to address the concerns of fidelity with actual data (Wright et al., 1999) or
simulation (Cornwell et al., 1993; Wright, 2004, 2007; Bhatnagar et al., 2008). The
problems inherent in mosaicing along with methods for alleviating these challenges is
the subject of this thesis.

Before embarking on a discussion of the difficulties inherent to mosaicing, it is
important to review the basic equations of interferometry and the typical assumptions
used. The signal, S,, for an antenna is given by S, = Ssin(27wvt), where v is the
observing frequency, S is the input voltage amplitude, and ¢ is time. Now, consider
signals from two such antennas but with the antennas separated by a distance, D,
observing the same source at a position with respect to zenith given by the angle 6.
The product of the voltages is then calculated by the correlator.

The separation of the antennas gives rise to a (geometric) delay in the arrival
of a signal between the antennas, given by 7, = Dsin(¢)/c = Dl/c, where c is the
speed of light and [ = sin(f). The product of the signals now becomes S,S, =
S?%sin(2mvt) sin (27v(t — 7,)) = S?F. This relation can be simplified to provide an
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output of F' = cos(2mv7,) — cos(4nvt) — sin(4nvt) sin(2nv7,). The latter terms vary
more rapidly than the first term, cos(2rv7,) = cos(2nvDl/c), by several orders of
magnitude in all terrestrial observing conditions and are therefore easily filtered out
(Thompson et al., 2001). The voltage input is thus modulated by F' = cos(2rvDl/c),
the fringe function.

Integration of the fringe function over a finite bandwidth, with central frequency
vy, results in the fringe function evaluated at the bandwidth center modified by a
function with amplitude that falls off with increasing 7, or bandwidth. For this reason,
an instrumental delay, 7;, is introduced so that S, S, = S?sin (27v(t—7;)) sin (27w (t —
7,)) = S*F and F =~ cos (27T7/(7'g - 7‘,)) The value of 7; is then updated to keep
T, — 7; small. With this approach, angular offsets, Af, are defined with respect
to the direction 6y, defined where 7, = 7;, so the fringe function, neglecting the
bandwidth function, is cos (ZWVO(D/C) sin(Af) cos(90)>. Now, [ = sin(Af) and u =
VoD cos(fy)/c so that the fringe function, F, is now cos(27mul).

For a source brightness distribution I, the illumination of the source by an in-
terferometer baseline results in an output power, P, given by (e.g. Thompson et al.,
2001):

P(l) x /F(l —"YPB(IYH(I)I(INAl'. (1.1)

where PB is the baseline primary beam, and H is the bandwidth function. From
the convolution theorem of Fourier transforms, the convolution of two functions is
the same as the product of the Fourier transforms. The Fourier transform of F' is
simply the spatial frequency of a given baseline, while the transform of the brightness
distribution, I, is the source visibility function V. The form of H is typically well-
known.

Now, generalizing to two dimensions, PB is the product of the two, complex

antenna voltage patterns, V; and V5, that constitute a baseline:
PB(l,m) = Vi(l,m)V5 (I, m) = Vi(l,m)Vy" (I, m) = [V (I,m) ?, (1.2)

where the second and third equalities follow from the typical assumption that the
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voltage patterns are uniform.® A given voltage pattern, V', is described by (e.g.

Thompson et al., 2001):

V({i,m) = / /_ ZE(X,Y)exp (m[?u%@)dmx (1.3)

where F is the field pattern in the aperture, X and Y are positions in the aperture,
and m and [ are direction cosines on the sky. The field distribution in the aperture
depends on the source distribution and the sensitivity to the structure in the aperture
plane, i.e. it includes any alteration of the source signal from the illumination pattern
and phase response. Typically, a number of assumptions are placed on these voltage
patterns. It is customary to assume that a voltage pattern is real, circularly symmet-
ric, and constant in time. It is also assumed that any gross, time variable, symmetric
introduction of phase or gain error will be removed via astronomical calibration.

A PB for a specific baseline, given in Equation 1.2, modifies the source brightness
distribution described in Equation 1.1, so that the effective brightness distribution

convolved by the interferometer response is actually
I'(l,m) = PB(l,m)I(l,m) = Vy(I,m)V5 (I, m)I(l,m). (1.4)

Provided the primary beam or constituent voltage patterns are well known, the true
source brightness distribution can be easily recovered by dividing the altered bright-

ness distribution pattern by the primary beam.

1.3.2 Assumptions Violated

In reality, all of the assumptions about the primary beams are not strictly true. The
voltage patterns are very rarely perfectly symmetric, inducing a directional depen-
dence on the sampled brightness distribution. Due to the altitude-azimuth mounts
employed by most telescopes, this symmetry breaking directly implies a time variable

pattern on the sky. The origin of the asymmetries may also change in magnitude and

6For CARMA there are different beam patterns but patterns from a given size of antenna are
typically assumed uniform.
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direction with changing physical conditions, specifically temperature and elevation.
Misalignment of the antenna optics can induce phase gradients (to first order) across
the voltage pattern that are also time variable and may depend on observing condi-
tions. The most fundamental of errors in the primary beam, pointing, also induces
this direction, time, and observing condition dependence on the primary beam pat-
tern. Given that the antennas comprising the array are rarely going to have identical
errors, the commonality assumption is also broken. The types of errors in the primary
beam patterns will be elaborated upon in Chapter 2.

Even in the presence of these errors, if precise measurements of the voltage pat-
terns can be obtained, the deviations caused to the attenuated sky brightness distri-
bution can be corrected, although additional procedures are needed (see Chapter 2
or Bhatnagar et al. 2008). That is to say, the deviations of the voltage patterns
from their symmetrized, real, common models are not a problem, but it is the lack of
knowledge of the true voltage pattern which introduces the imaging errors and results
in poor fidelity. However, such complete knowledge is difficult to obtain. Pointing

errors of 6l and dm in one antenna cause the source to be illuminated by

I'(l,m) = PB(l,m)I(l,m) = Vi(l — §l,m — dm)Vy (I,m)I(l,m) (1.5)

instead of by Equation 1.4. When the final image is made, the synthesized image is
divided by the voltage patterns as though the pointing error were not present.
Pointing is a particularly problematic source of primary beam error with respect
to image fidelity. It causes the largest deviations from the assumed pattern at typical
error levels. It is also varies most rapidly. Other types of error, e.g. ellipticity or
beam size errors, introduce additional reductions to the image fidelity, but typically
these are less significant. The decrease in fidelity caused by imaginary components

in the voltage pattern has not been well characterized.
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1.4 Thesis Outline

It is clear that improvement can be made to image fidelity by exploring the effects of
the relaxation of standard assumptions about the primary beam and comparing the
quantities which result in significant fidelity degradation to the measured deviations

in a functioning system. To this end, we have conducted the following studies:

e Chapter 2: Simulations: Simulated observations are carried out to de-
termine the magnitude of the reduction in image fidelity as a function of the
deviation from standard primary beam model assumptions. A limited range
of source models are considered which represent many of the typical observing
situations described above. The simulations reveal that highly deviant sur-
faces, offset illumination patterns, and pointing errors are the leading causes
of fidelity reduction. A method for utilizing the individual voltage patterns to

correct observations is presented.

e Chapter 3: Holography: The surface accuracy of the CARMA dishes was
measured. The surfaces were adjusted and the optics were aligned, resulting
in significant improvement on the most deviant antennas. Once completed, re-
peated measurements of the voltage pattern on the sky revealed consistent, re-
peatable, and significant telescope-to-telescope variation in the voltage patterns
implying that the imaging approach discussed in Chapter 2, which accounts for

the independent voltage patterns, will likely improve the image quality.

e Chapter 4: Pointing: At the time of observation, the leading, correctable
cause of fidelity degradation is pointing error. To improve the quality of point-
ing at CARMA, we created a new optical catalog which contains uniform sky
coverage down to the magnitude limit of the current CARMA optical cameras.
The data collection routines were modified to utilize the new catalog and de-
crease the measurement time per source. The new approaches resulted in nearly
a factor of four improvement in the data collection rate. The resulting fits to

the pointing model were improved with the RMS noise decreasing by a factor
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of two. The method was extended to utilize the optical cameras for use during
science observations first at night and then, through new software development,
by day. The resulting decrease in pointing error during a science track was sub-
stantial. This method, called optical offset pointing, is currently used in most

science observations at CARMA.

Chapter 5: Application to NGC 7538: The new pointing routines, when
possible, were applied to observations of the nearby massive star-forming region
NGC 7538. The complex morphology of the region demands reasonably high
image fidelity. It is compact, making it possible to mosaic a substantial fraction
of the region in relatively few pointings. Spectral line and continuum observa-
tions were conducted. The methods of utilizing the measured primary beams
were employed for a few pointing positions to determine if the dominant source
of error in the images was primary beam errors or some other effect like delay or
calibration errors. The high resolution, high fidelity images allow the identifica-
tion of many outflow sources and association of these outflows with their driving
source, the measurement of accretion rates directly from absorption profiles and
outflow masses, and the resolution of the dense core NGC 7538S. In turn, these

constrain models of massive star formation and massive star feedback.
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Chapter 2

Simulations: Limitations on

Dynamic Range and Image
Fidelity For Wide Field Imaging

Abstract

Here we present simulations that include the effects of relaxing many typical assump-
tions about the interferometer primary beam on image fidelity. The degradation of
image fidelity as a function of errors in pointing as well as errors in the assumed
properties of the primary beam are simulated, allowing for heterogeneity among the
constituent beams. Critical characteristics that must be corrected to some degree be-
fore high-fidelity imaging can be achieved include surface accuracy, optical alignment,
and pointing. Once these deviations are addressed, a more accurate model of the pri-
mary beam shape is required to further improve fidelity. Using these simulations, we

propose a method of correcting for deviant primary beams in real observations.

2.1 Introduction

The concepts of high image fidelity and dynamic range were provided in Chapter 1
along with their implications for scientific observations. A variety of factors can,

however, restrict image fidelity. Some of these, including poor sensitivity, uv-coverage,

Portions of this were published as Carma Memo 43 (Wright & Corder)
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and atmospheric phase noise, can be attributed to the inherent properties of the array
being used. Others arise from more systematic errors such as baseline solutions,
improper primary beam models, or instrumental gain variation.
Foremost among the inherent limitations is the fact that interferometers sample

finitely many spatial scales. Consider, for example, the measurement of the visibility

V(i) = d(a — i) V(i) (2.1)

where V¥ is the measured visibility function, V is the Fourier transform of the source
flux distribution, i.e. the visibility function, ¢ is the delta function, and the points
Uy (the uwv-coverage) are the finite positions of measurement for the observation. In
reality, the visibility function is averaged over a patch of uv-space of width o =+ d,
where d is the antenna diameter.

In the neighborhood of uv-points actually measured, i.e. over the range u + 1,
some information can be recovered by the deconvolution process by making assump-
tions about the source extent (Cornwell, 1988), by inverting with respect to individ-
ual pointing centers (Ekers & Rots, 1979), or by use of Cauchy relations to constrain
derivatives in the complex plane. Also, mosaicing observations allow recovery of infor-
mation initially lost in averaging over the finite size of the antennas in use (Thompson
et al., 2001).

However, the interferometer cannot sample the visibility function everywhere. The
effect of this limitation is greatest in cases where there are few antennas in the array
or where large regions requiring multiple pointings are observed. In the former case,
the number of baselines sampling the uv-plane is inherently sparse. In the latter, the
size of the region impacts the density of sampling of the uv-plane associated with
individual patches of sky. In principle, repeated observations can fill in the uv-gaps
generated by multiple pointings, but in practice this is extremely complicated and
source size inevitably limits image fidelity (Wright, 2007).

Arrays like CARMA, with a significant number of antennas and thus dense uv-

coverage, provide a marked improvement over previously existing arrays in the ability
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to map sources that are large compared to the primary beam. Image fidelity is
nevertheless limited by the inability to sample the central region of the uv-plane due
to the finite physical size of the antennas. This central region of the wwv-plane is
associated with the largest angular scales in the map, scales which may contain the
vast majority of the flux. On the other hand, heterogeneous arrays, like CARMA, offer
a unique opportunity to overcome this limitation using the larger antennas to recover
flux on the largest angular scales. In principle, there is no need to utilize smaller
telescopes to bridge the uv-gap (Cornwell et al., 1993), but, in practice, overlap aids
the relative calibration. A value of two (e.g. Thompson et al., 2001) is often quoted for
the necessary ratio of large diameter antenna to smaller diameter antenna to obtain
sufficient overlap, although a slightly smaller ratio is likely tolerable.!

Further limits to image fidelity exist. Array sensitivity limits fidelity since weak,
but real, structure in a map cannot be accurately recovered. Atmospheric phase noise,
causing preferential smearing of the smallest structures in the map, will also have an
adverse effect on fidelity. These limitations are, at present, unavoidable, although
efforts are being made to reduce such phase errors via comparison with phase fluctu-
ations in the water line (water vapor radiometry) and the use of additional antennas
to follow the phase on nearby quasars at lower frequencies. Other detriments to im-
age fidelity arise from random and systematic effects that are, in principle, avoidable
or at least can be minimized. Among these, imperfect knowledge of the primary
beam presents the largest, correctable barrier to obtaining high-fidelity observations
of extended objects (Cornwell et al., 1993).

Theoretical arguments and basic simulations that have been used to date to pro-
duce estimates of fidelity degradation in the presence of primary beam model error
suffer from two fundamental limitations: they assume circular symmetry of the pri-
mary beams and they treat the antennas as identical entities. In reality, errors such
as a misaligned illumination pattern on the antenna surface, sidelobes, off-axis focus

error, or ellipticity in the primary beam result in significant deviations from sym-

'The limiting factor is imposed by the taper of the illumination pattern on the constituent
antennas of the interferometer and on the single dish antenna. This causes reduced sensitivity in
the overlapping region of uv-space.
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metry. Since these systematic deviations are rarely uniform across all the antennas,
the antennas cannot be regarded as uniform entities. Indeed, pointing errors alone
result in the non-uniformity of antenna primary beams. The deviations among anten-
nas result in decidedly different performance and may reduce fidelity in final image
reconstruction.

More careful simulations can provide both quantitative measures of the decay
of fidelity as a function of various parameters for different models and qualitative
representations of the resulting changes in image appearance. However, to date, many
difficult parameters have been simulated using simplifying approximations for errors.
Specifically, pointing error has been simulated using gain error. Gain errors affect
the fidelity by scaling the overall flux response. True pointing and primary beam
error affect the image differentially, resulting in gradients across the illuminated sky
relative to the assumed illumination.

Here, we present a suite of simulations encompassing various departures from
the standard primary beam assumptions. While these simulations are specific to
CARMA, the methods are easily generalizable to any array. In practice, the degree of
fidelity decay is highly dependent on the exact source structure. We focus on situa-
tions where fidelity and dynamic range are likely to be of concern. These simulations,
in turn, motivate corrective methods for use in real-time (described in Chapters 3
and 4) and in data processing (described in Chapter 5). Source models and the vari-
ables are discussed in §2.2, while the simulations are outlined in §2.3. The simulation
results are presented in §2.4 and discussed in §2.5. Conclusions and suggestions for

future work are in §2.6.

2.2 Models & Variables

Three general models are considered here. Point source and resolved Gaussian source
models represent a large fraction of typical observations with interferometers and
have rather simple structure. The third model, shown in Figure 2.1 at the scale used

in these simulations, is based on an image of the supernova remnant Cas A taken
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with the Very Large Array at C-band (11 GHz). This provides a model that is a
reasonable approximation for extended? sources such as nearby galaxies, supernova
remnants, some debris disks, and asymptotic giant branch stars. In the case of Cas A,
the integrated flux of the map is over 700 Jy and the peak flux is ~10Jy. This rather
large flux ensures that the simulations are truly in the fidelity limited regime, since
typical thermal noise in a single, mosaiced, continuum track at CARMA is a few mJy.
The Cas A model shown in Figure 2.1 has significant flux out to 100-m baselines,

showing that the source indeed has flux on a variety of spatial scales.
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Figure 2.1 The model is a C-band image of the supernova remnant, Cas A. The left
panel shows the source scaled to cover a region comparable with the FWHM of the
10-m primary beam. The right panel shows the flux amplitude of the model in the
Fourier plane with the pixel scale in Janskys. The axes in the right panel are in units
of A =2.6 cm.

In reality, it is not errors in the primary beam which are a problem but, more
specifically, deviations of the assumed primary beam from the actual one which de-

grade fidelity. In these simulations, the assumption is that a realistic primary beam is

2In this context, an extended source is one whose spatial extent is comparable to or larger than
the primary beam rather than a source which is simply resolved.
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used to illuminate the source on the sky and then the assumed, model primary beam
is used in the imaging process. Image fidelity is affected by other systematic errors
as well, but most of these errors are introduced by more fundamental limitations in
the array performance.
The primary beam is the product of two, antenna-based, complex voltage patterns
given by Equation 1.2. The measured visibility function, V™ (%)? is related to the

voltage patterns, V', through
V() o [ VW (B Re DR, (2:2)

where [ is the source brightness distribution and the bandwidth function has been
ignored since it is assumed to be well known. If one or both of the voltage patterns

-

differ from the assumed model, then V;(k) must be replaced by some altered voltage
pattern, V/(k). However, since V;(k) is still used in the final image construction
process via the primary beam, errors in the voltage patterns can adversely affect the
measured visibilities and the primary beam correction during the image restoration
process.

At the most basic level, deviations from the ideal primary beam are caused by
errors in the antenna surfaces that in turn reduce forward gain. While the antenna
gain can be measured relatively precisely, flux scattered by small scale imperfections
in the antenna surface pollutes the image with a scattered beam outside the main
beam. The scale of such deviations is typically a fraction of a wavelength (<100 pum at
millimeter wavelengths), and not systematic for well functioning millimeter telescopes
(see Chapter 3). Since it is extremely difficult to model such small scale variations,
these errors can be approximated by gain errors, G = 1 — exp(—[47o/)\]?) where o
is the surface accuracy and A is the observing wavelength (Ruze, 1966). This repre-

sentation for the error assumes that the surface/phase errors are Gaussian random

numbers which are distributed evenly over the aperture and that the correlation size

3This is to distinguish between the visibility function altered by the illumination patterns, the
true visibility function V, and the visibility function that arises from the finite sampling of the array,
Vs,
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scales are much smaller than the diameter of the surface. For a 30-ym RMS surface
error, the resulting gain errors are 1.6% and 8.0% at 3mm and 1.3 mm, respectively.
The next order of primary beam error is simply due to uncertainty in the assumed
center of the primary beam, i.e. a pointing error. Consider the case of two, 1-D

Gaussian patterns, of widths and o; and o, and one of the patterns is perfectly

2 —
new

pointed while the other is offset by u, the resulting primary beam has width o

0202 /(0% + 02), center fnew = poi/(0? + 02), and peak

A= (Fe - 2), 2.3)

2 2
o1 + o3

where in the limit of oy = 09 = o these reduce to 02,, = 0%/2, lnew = /2, and
A = exp(— (p/20)?). For a pair of 10-m antennas, the forward gain is reduced by
1% for antennas offset by 5” but reaches 5% by a 11.5” offset. For 6-m antennas, the
same 11.5” error results in a 2% gain error.

It is worth noting that for sources of any finite extent,* pointing error does more
than reduce the forward gain. The extension of the source and the offset location
of the beam center results in a differential effect, as demonstrated in Figure 2.2. A
comparison of the upper left and right panels shows the impact of an illuminating
beam offset from the true center for a disk model. The errors in the flux reach
+25% at the edge of the disk and are distributed as a linear gradient. The pointing
error assumed for this model is within 2 standard deviations of the nominal pointing
position based on the repeatability of CARMA pointing offsets (see Chapter 4).

As will be described in detail in Chapter 3, the correct width and shape of the
primary beam can be established from detailed measurements of the beam on the sky.
In practice, current software imaging packages utilize circularly symmetric profiles for
the primary beams. MIRIAD, the default imaging package for CARMA, currently
uses a circularly symmetric Gaussian profile for the CARMA primary beams. Errors
can be introduced if the size of the profile differs from that assumed in the model. The

bottom-left panel of Figure 2.2 shows that this effect results in a quadratic variation

4The use of extended is avoided here as the effects to be discussed apply to sources of any
measurable extent not just to sources that are large compared to the primary beam.
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Figure 2.2 The top-left panel shows a uniform disk where the beam used to illuminate
the source was also used to correct the final image. The top-right panel shows a
primary beam offset by 8% of the FWHM from the nominal pointing location. The
bottom-left panel shows the disk restored with a primary beam 3% different in size
from the beam model. The bottom-right panel shows the disk illuminated by a beam
which has an ellipticity of 3% but of the same size as the beam model. The model
disk has unit flux per pixel and is equal to the size of the FWHM of the beam in
question. The pixel scale ranges from 0.8 to 1.2. The contours also span 0.8 to 1.2,
initially in steps of 0.05. Inside 0.95 and 1.05, the contours are in intervals of 0.02.

across the disk with perfect agreement at the beam center and growing deviation
towards the edges. The errors induced, however, are relatively small when compared

to the pointing gradient. Further, but still circularly symmetric, deviation from the
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MIRIAD models for the CARMA primary beam profiles can come from the deviation
of the profile from a Gaussian. The true shape of the beam compared to a Gaussian
profile is discussed in detail in Chapter 3. In general, the beam profile appears to
be flatter (i.e. wider) in the beam core compared to a Gaussian but steeper (i.e.
narrower) than the Gaussian profile in the wings.

To a lesser extent, errors can result from slight deviations from circular symmetry
even when the adopted primary beam size is correct. This ellipticity is defined as e =
Umagor | Gminors WheTe Gpmgjor and Gpiner are Gaussian fits to the FWHM of the beam
profile. The bottom right panel of Figure 2.2 shows the influence of 3% ellipticity
(e = 1.03). Here the error pattern is quadrupolar in shape. Several methods of
introducing ellipticity can be envisioned. A common ellipticity for a given antenna
style, i.e. all 6-m antennas and all 10-m antennas, with a position angle of 0° could
be used. Or, the ellipticity could remain fixed on antennas of a common diameter
but the position angle of the ellipticity could vary. Finally, an independent ellipticity
and position angle on an antenna basis may arise.

Sidelobes can also be asymmetric. The primary beam of the heterogeneous base-
lines at CARMA is formed by the geometric mean of the primary beams from the con-
stituent antennas. The low-level sidelobes of the 10-m primary beam are multiplied
by higher power points in the 6-m primary beam, resulting in increased sidelobes.

Measurement of the ellipticity, departures from Gaussian profiles, and sidelobe
patterns are, in practice, quite difficult. In particular, the ellipticity and sidelobe
patterns of the profile can change appreciably with elevation and temperature. A
long-term campaign to monitor the primary beam profiles would be necessary to say
with certainty that a systematic ellipticity is present or that sidelobe patterns are
consistent. Even then, determination of the true primary beam profile would require
further observations to average over temporal changes and noise in the inherently less
sensitive portions of the beam which typically harbor the deviations.

In addition to any departures from Gaussian profiles, it should be noted that the
elements of an array can differ from each other. In realityy, CARMA, or any other

array, is not an array of N+ (1;7 ) different primary beam types where NN is the number
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of distinct antenna types; it is an array of (1‘24 ) different primary beams where M is the
number of antennas, i.e. M independent voltage patterns form independent primary
beams on a baseline basis. These antenna voltage patterns might have different
sizes, ellipticities, pointing offsets, and even imaginary components. In the limit of
common antenna voltage patterns for all antennas, the imaginary components of the
beam cancel perfectly in the imaginary beam but these components can give rise to
ellipticity in the real component.

If patterns differ, as they in fact do for every antenna in every array, the imaginary
components may seriously influence the image fidelity. The panels of Figure 2.3 show
examples of baseline-based, homogeneous and heterogeneous primary beams from
CARMA. The top panels show the primary beams for a pair baselines composed en-
tirely of 10-m antennas, hereafter a 10-m baseline. On the left, the constituent voltage
patterns have imaginary gradients in opposite directions resulting in an amplified gra-
dient of +20% to -15% across the image. On the top-right, the contributing voltage
patterns have small imaginary components and thus have peak imaginary components
of 6%. The bottom left panel shows a heterogeneous baseline where the 6-m antenna
voltage pattern is imaginary component-free, but it illuminates a 10-m antenna volt-
age pattern which has a significant imaginary component so the gradient persists.
The bottom right panel shows a primary beam from a baseline composed of two 6-m
antennas, hereafter a 6-m baseline, which are largely free of imaginary contribution.
In all, these four examples demonstrate that the assumption of uniformity is far from

valid.

2.3 Simulations

All simulations are conducted using MIRIAD (Sault, Teuben, & Wright, 1995),
wrapped within Python and supplemented with IDL to perform free rotations of

the beams to arbitrary parallactic angle.® Simulations are carried out at 100.2 GHz

5The names of MIRIAD routines are given in bold while Python based functions of importance
are in italics.
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Figure 2.3 A variety of measured real (color) and imaginary (contour) primary beams
are shown for a heterogeneous array. The first two contours are at 3% and 5% and
then contours increase by 5% thereafter. Negative contours are shown as dashed lines.
The top panels display primary beams from 10-m baselines. The bottom left panel
shows the primary beam from a heterogeneous baseline while the bottom right shows
a 6-m baseline primary beam.

since the true voltage patterns are measured at this frequency (see Chapter 3). It
is easy to scale the frequency of the templates used by changing the cell size in the
voltage pattern by a factor of the ratio of the frequencies. Only the influence of gain
and primary beam error are addressed here, although the simulation package includes

a variety of additional parameters, providing a generalized suite.
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For the purposes of these simulations, only the CARMA “D” configuration, which
gives a resolution of 4-5” in the 3-mm band, is used. Nyquist sampled pointing offsets
for mosaics are used for all simulations. Observations of Cas A consisted of a seven
pointing mosaic. Simulated observations span 4 hours centered about transit. A
variety of metrics are required to assess the resulting image quality. The basic metric
for the simulations will be fidelity, defined as the ratio of the peak flux of the model
at the simulation resolution and RMS of the residual image. For Gaussian and point
source models, fits to the image profile are also used to determine the quality of the
simulated observations.

Simulations begin by separating the specified observing time into subsets since
asymmetric beam patterns or real pointing errors require a time evolving pattern.
Over the specified time range, uv-data for an empty field is generated using uvgen,
which requires information on antenna performance, configuration, and mosaic pat-
tern, as well as the location of the source to be used in the simulation. The average
parallactic angle of the model source is then retrieved from the generated dataset.
For each pointing location in the mosaic pattern and antenna pair, the model image
is multiplied by the product of two offset voltage patterns resulting in, for the most
general case, a real and imaginary brightness distribution. Figure 2.4 shows various
primary-beam-illuminated pointings of the Cas A model.

Once the baseline-specific, single-pointing, primary-beam-illuminated model is
available, the image is fed to uvmodel, using the output of uvgen as the base-
line visibility file. This produces a file which adds the noise of the original visibility
file to the visibilities of the model sampled at the values given by uvgen. First the
real component is sampled, then the result is fed to uvmodel again, now using the
imaginary component of the brightness distribution and the option imaginary, which
permutes the components and changes sign for proper complex algebra.

Gain error is introduced as a percentage of the antenna gain, nominally 1.0. The
amplitudes of the simulated visibilities are multiplied by an antenna based quantity,
independent for each antenna, that has a value distributed as a Gaussian random

variable with mean one and RMS equal to the requested percentage gain error. For
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the pointing error, the RMS is reduced by a factor of 10.4/D, where D is the antenna
diameter in meters.® A new random number is generated and applied every 30 min-
utes. This is on the order of the thermal time constant for the antennas. Alteration
of this timescale has negligible effect on the final results. Gain errors are introduced
where relevant by an additional call to uvgen now using a point source at the phase
center as the model. A selfcal solution is then generated and the resulting gain
solution is copied and applied to the simulated visibility datasets for the model. In
the limit of no gain error this has the effect of multiplying the model visibilities by a
constant function with value 1.

The resulting, baseline-, pointing-, and parallactic angle-based wv-files are then
merged. The visibilities from the merged file are then imaged using MIRIAD’s invert
task. Deconvolution is done with the task mosmem, except for point source models
where mossdi is employed. The model image is resampled onto the field and cell
size of the simulated image and then convolved to the resolution of the simulation.
The images are then differenced. This residual image is used to calculate an RMS.
The peak of the regrided, convolved model divided by this residual defines the image
fidelity. In the case of the Gaussian model, fits to the image are made to compare
shearing and size. Figure 2.5 shows an example of the Cas A simulated image, the
model convolved to the proper resolution and the residual image stretched by a factor
of 50 to emphasize the errors.

The voltage patterns used to illuminate the model are generated in a variety of
ways. As a baseline measurement, voltage pattern models identical to those used
in MIRIAD for the primary beam correction process were generated using imgen.
Variations from this size and variations in ellipticity were generated in a similar way.
For the elliptical patterns, the size was held fixed to the MIRIAD model allowing
only variation in the ellipticity and position angle. In the case of ellipticity, and all

non-circularly symmetric patterns, a library of patterns was created in intervals of 20°

60ne could imagine that the pointing-like gain errors should not be independent antenna to
antenna, especially for day-time use where common pointing offsets occur. The simulator is not
currently set-up for this approach but can easily be modified to do so.
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Figure 2.4 The Cas A model is shown illuminated by the real (top) and imaginary
(bottom) voltage patterns for pointing offsets to the southwest (left), center (middle)
and northeast (right). The pixel scale for the real components is such that white
pixels are zero. The imaginary images span positive and negative values and thus
have gray zero points. The imaginary component has been stretched by a factor of
30 relative to the real component to emphasize the structure.

of rotation to allow for appropriate application based on parallactic angle. A library

of voltage patterns based on actual measurement is also available.

2.4 Results

The types of errors modeled are discussed in §2.2. To summarize, the variables tested
are: gain error to approximate surface and pointing error, real pointing error, beam
size error and beam ellipticity. The resulting range of fidelity is compared to the

fidelity obtained using the measured voltage patterns.
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Figure 2.5 The left panel describes the model image convolved to the resolution of the
simulated image while the center panel is the simulation of the model. In the right
panel, the residual image has been stretched by a factor of 50 to highlight differences
between the model and simulation. The peak in the residual image is 2.3% of the
peak in the model image.

2.4.1 Gain & Pointing Errors

Gain error can act either like surface inaccuracies or pointing error, depending on
whether its behavior is linked to the antenna size. Figure 2.6 shows the trend in
image fidelity for the Cas A simulated image as a function of percentage gain error.
The left panel is strictly gain error, while in the right panel gain errors are scaled by
the antenna diameter to approximate pointing errors. Since the goal is to address
whether gain error is a useful proxy for pointing error, only extended sources are
relevant. Evidently, gain errors of 7-8% reduce fidelity by a factor of 2 in the “pointing-
like” gain error case; a smaller gain error, 4%, is needed in the surface error case to
similarly reduce the fidelity.

Figure 2.7 shows the influence of actual pointing error on the image fidelity of
the Cas A model. Here, random offsets were generated and the RMS values of the
random offsets were scaled to the effective gain error for a point source to allow easy
comparison to Figure 2.6. The illumination pattern based on the voltage patterns is

offset to the nominal pointing pattern position and then perturbed by one of these
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Figure 2.6 The image fidelity of the simulated Cas A model is plotted versus per-
centage gain error. In the left panel the gain error is applied directly, while the right
panel displays the gain error scaled by the antenna diameter to approximate pointing
error.

random amounts on an antenna by antenna basis. The offsets are updated every 2
hours. The choppy appearance of the curve in Figure 2.7 is a result of this poor
time sampling for a given simulation, i.e. a given pointing error RMS. A finer time
sampling of the simulation would enable better sampling of the random distribution
of pointing offsets and result in a smoother curve.

For the point source and Gaussian models, there is a similar trend with reduced
fidelity as the pointing error increases. The flux of the centrally located Gaussian
and point source models strictly decreases with increasing pointing error. For sources
located at increasingly greater distances from the center of the beam the decay in
fidelity is somewhat more rapid when compared to the sources located at the center
of the beam. The trend in flux is less systematic. For the Gaussian models, there is no
discernible trend in the difference between the known and best-fit widths with offset
position or pointing error. The general effect is to scatter flux and create specific

artifacts but not to alter the flux distribution in the immediate vicinity of the source.
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Figure 2.7 As in Figure 2.6, the image fidelity of the simulated Cas A model is plot-
ted as a function of gain error with gain error calculated from the true pointing error
assuming a point source, i.e. the simulations were conducted using actual offset illu-
mination patterns but that offset was converted to a common gain error for plotting.
For example, 5% gain error is 11.5”and 19.5” for the 10 and 6-m antennas, respec-
tively. At 2%, the RMS pointing error was 7.5"” and 12”. 0.5% represents a pointing
error of 3.5” and 6.5”.

2.4.2 Beam Size Error & Ellipticity

Figure 2.8 shows the change in fidelity of the Cas A model for changes in the beam
size. The beam size was altered by +1, £3, +5, and 7% over the nominal MIRIAD
beam model. The influence of the changes in beam size is most marked on the Cas A
model. It is clear from the plot that even marginal error in the beam size, 1%, can
cause appreciable degradation in the image quality. By 3% error, the fidelity has been

reduced by a factor of two. The use of best-fit Gaussian models to the actual voltage
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patterns of the CARMA antennas (square point) has only marginally poorer fidelity
than the MIRTAD models.

For the centrally located point source and Gaussian source models there is no
change to the fidelity, flux or width as a function of beam size. This is not surprising
given that the sources occupy a very small fraction of the central portion of the beam.
However, if the Gaussian source is moved around the beam, fidelity is reduced. There
is some evidence that the decay in fidelity is somewhat faster for the altered beams
when compared to the nominal beam model but the dominant decay in fidelity is
common to all realizations of the beam width. Regardless of beam, the decay appears
to be roughly linear, with slope, in terms of percent reduction in fidelity, -3.6% per
arcsecond of offset from center. The recovered flux varies more or less linearly with
error in beam size, with narrower than expected widths providing lower than expected
fluxes and wider than expected widths providing more flux. The trend grows more
steep as the source is further offset from the beam center. There is no obvious trend
in source size with position or beam size.

Figure 2.9 shows the fidelity degradation for the Cas A model as a function of
increasing ellipticity, where ellipticity is common to all antennas of a given size and
fixed at a position angle of 0. This model of the ellipticity was selected for display
because it is the most physically motivated of the three possible models described
above. An ellipticity of 1% results in little to no image degradation. The ellipticity
required to reduce the fidelity by a factor of two is about 10%.

As was the case for beam size, the influence of ellipticity on the width, position,
and flux of the Gaussian and point source models is small unless the source is moved
away from the beam center. There is little difference in the fidelity of images taken
with beams of 5% and 9% ellipticity, except in extreme cases where the source is more
than 15” from the beam center. In such cases, there is measurable difference between
the two levels of ellipticity but the overall reduction when compared to the perfect

beam model at the same location is on the order of a few percent.
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Figure 2.8 The image fidelity of the simulated Cas A model is plotted against percent-
age difference in the beam size from the nominal beam model used in MIRIAD (top).
The square point represents the use of the best-fit, circularly-symmetric Gaussian
models to the actual voltage patterns. The bottom image shows a family of curves
where the fidelity is plotted as a function of error in the beam width. Each curve is
0, 5, 10, and 15% gain error with the highest curve representing 0% gain error.
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Figure 2.9 The image fidelity of the simulated Cas A model is plotted against the
voltage pattern ellipticity. The geometric mean of the voltage pattern axes is equal
to the assumed pattern width, i.e. if the MIRIAD model beam has radius r, then the
altered beam has semi-major axes a and b such that ab = r2, but a does not equal b.

2.4.3 Measured Voltage Patterns

Simulations using the measured voltage patterns as a function of antenna style were
also conducted (see Chapter 3 for a discussion of the measurement). In this, a common
pattern was used for all 6-m, 10-m, and heterogeneous baselines. This “style” based
pattern includes the influence of the different width compared to the MIRIAD model,
an ellipticity in the 6-m antennas and deviations from Gaussian profiles, i.e. all
standard primary beam assumptions are relaxed aside from uniformity and realness.
Taking the best achievable fidelity as 300, the use of these “style” based patterns
results in a factor of two degradation of the image fidelity, to 152. This is the case

with perfect pointing and no gain error. The fidelity can only fall in the presence
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of other such errors. For the single pointing, Gaussian and point source models, the
influence of the “style” beam is less pronounced, providing a fidelity which is ~75-
80% of the perfect beam model. The trend in fidelity decay with increasing distance
from the beam center is comparable to the perfect beam model case.

In Chapter 3, the voltage patterns are determined to be decidedly non-uniform and
to have measurable imaginary components. The fidelity of the Cas A model, using
the measured, antenna-based voltage patterns, falls further still, to 63. If the antenna
with the largest imaginary component is replaced by a perfect voltage pattern, the
fidelity grows but only to ~90. Unlike the beam width and ellipticity, the fidelity
of the Gaussian and point source model simulations is strongly affected. In these
cases the degradation in fidelity grows from a factor of 1.5-2 at the center to a factor
of 3-4 at a 15" offset. This decay is far more rapid than the decay in fidelity seen
in other parameters. There is a possible trend in increasing width with increasing
offset, although the dominant trend is in the Gaussian-fit ellipticity. At the center,
the best-fit Gaussian gives an ellipticity of <0.5%, echoing the 0% ellipticity of the
input model. As the source is moved farther out in the beam, the ellipticity grows to
as much as 20%. The imaginary components are shearing the flux distribution on the
sky, resulting in deconvolved sizes which are far more elliptical than the input model.
For a point source at the phase center, this effect is minimal but for distributed
point sources, the measured size strongly depends on the presence and form of any

imaginary components.

2.5 Discussion

2.5.1 Gain & Pointing Error

The left panel of Figure 2.6 is intended as a proxy for surface accuracy. The fidelity
drops by approximately a factor of 2 at a gain error of 4%, or 50 um surface accuracy
at A =3mm. This accuracy is not particularly difficult to obtain but half of the
maximum fidelity is hardly a reasonable benchmark. The fidelity drops by 10% with
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a gain error of approximately 1.5%, which is a surface RMS of about 30 um, again at
A =3mm. At A =1.3mm, such a surface RMS equates to a much larger gain error,
about 8%, and subsequent loss of fidelity, about a factor of 3. Allowing even slightly
larger surface RMS, 35 um or more, reduces the 3 mm fidelity by a third. Clearly, an
RMS of 35 um is a reasonable criterion for 3 mm observations but for high fidelity at
1.3mm, the accuracy needs to be far greater, <20 ym.

When gain is used as a proxy for pointing error, fidelity drops by a factor of two at
10% gain error. At 5% gain error the reduction is over 30%. Converting these gains
to pointing error, the 5% point corresponds to 19” and 11.5” for the voltage patterns
of the 6- and 10-m antennas, respectively. The fact that this is a factor of 3 more
than the pointing RMS at CARMA (see Chapter 4) suggests that, if gain is a good
proxy for pointing error, then pointing error is not a particularly strong detriment
to image fidelity. Indeed, a gain error of 0.5% is equivalent to the standard pointing
RMS values at CARMA. The situation induces slightly more concern in the 1.3 mm
case where typical pointing RMS is equivalent to a gain error of 2%.

However, a quick comparison of the left panel of Figure 2.6 and Figure 2.7 reveals
that antenna diameter scaled gain errors do not represent a particularly good proxy
for pointing error. Indeed, this is not entirely surprising since gain error only includes
one of the impacts of pointing errors, i.e. the loss of forward gain. It should be
noted that finer time sampling of Figure 2.7 would likely result in a slower decay
in fidelity with pointing error due to the limitations in the current implementation.
However, even with that caveat, fidelity drops by a factor of two somewhere between
0.3% to 0.5% gain error, or 2-3” and 4-6.5" in the 3-mm band for the 10-m and 6-m
antennas, respectively. This is more on the order of typical good pointing performance
at CARMA and is certainly better than typical daytime pointing accuracy. This
supports the argument that pointing error may indeed be a significant source of
fidelity degradation even in the 3-mm band. In the 1-mm band, a pointing RMS of
less than 1” is needed for minimal reduction in image fidelity. Unlike the prediction
from antenna diameter-scaled gain error, true pointing error severely limits the image

fidelity even under conditions of modest pointing error.
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As the Gaussian and point sources are placed farther from the phase center, the
fidelity decreases more and more rapidly as a function of pointing errors. This is due
to the steeper response of the beam at greater distances, i.e. if one calculates the
factional change in a Gaussian for a fixed “pointing error,” this change grows more
rapidly with increasing distance from the center of the beam. When such models are
placed at the center of the beam, the flux always decreases in the presence of pointing
error since offsets in any direction result in a lower than expected response from the

beam.

2.5.2 Beam Size Error & Ellipticity

The bottom panel of Figure 2.8 shows that in the presence of large gain errors, the
impact of errors in the size of the primary beam is quite minimal. However, in
the limit of small gain error, the reduction in fidelity degradation from such errors
becomes significant. Errors of ~3% in the assumed FWHM of the primary beams
can cause a factor of two reduction in fidelity. The square point in the top panel
of Figure 2.8 indicates, however, that the current Gaussian models in MIRIAD are
in good agreement with the best-fit Gaussians to the measured voltage patterns.
This, however, does not include significant image degradation that can be induced by
departures from Gaussian shape or ellipticity.

Ellipticity of the voltage patterns represents a lower order of error than errors in
the beam size. This was predicted given the influence on the illumination of the disk
model (see Figure 2.2), and is indeed the case in the simulations. The ellipticity only
begins to strongly effect the image fidelity when it reaches the 3% level and the half
fidelity point appears to occur outside the bounds of the simulation at ~10%. The
measured ellipticity of the 6-m antennas is about 3%. The antenna “style” based
ellipticity of the 10-m antennas is largely unknown due to the presence of imaginary

gradients which induce antenna based ellipticity.
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2.5.3 Measured Voltage Patterns

The use of the measured style-based profile shows that, in addition to the expected
<50 count drop in fidelity that comes from the ellipticity of the 6-m antennas, a large
(>100) drop comes from the deviations from the Gaussian model. The inclusion of
antenna-based voltage patterns with imaginary components does the most damage,
resulting in a factor of nearly 5 drop in image fidelity. These imaginary components
will be particularly damaging to polarization studies as the magnitude of the imag-
inary component (see Figure 2.4) is comparable to the typical polarization signal
and the polarization leakage term becomes a function of parallactic angle (Wright &
Corder, 2007).

The image fidelity of a compact Gaussian source degrades at approximately 3.6%
per arcsecond offset from the beam center. This degradation in fidelity with location
within the primary beam is another incarnation of the result of decreased fidelity with
increasing source size (Wright, 2007). For the imaginary components, the dominant
effect other than the drop in fidelity with increasing distance from the beam center is
the shearing of the flux distribution, resulting in substantially more elongated sources

when compared to the model.

2.6 Conclusions and Further Work

The new simulations presented here are the first to utilize non-uniform, non-axis-
symmetric voltage patterns. It is clear that largest contributors to the degradation

of image fidelity are:
e surface error
e pointing error
e offsets in the illumination pattern (i.e. imaginary components)

Within typical error allowances, these effects can quickly result in a factor of 2 or more

reduction in the image fidelity. Surface error and illumination pattern misalignment
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can be corrected with standard holography and subsequent adjustment. Pointing er-
ror can be corrected using a variety of approaches, chief among them simply using
a better pointing model or a better determination of the pointing model. However,
these approaches cannot provide sufficient pointing corrections for periods of ther-
mal or physical stresses. During these times, new pointing methods are needed (see
Chapter 4).

If surface error, optical alignment and pointing can be conquered, deviations from
the assumed Gaussian model and departures from circular symmetry are the next
largest degrading forces. However, temporal variation makes it is unlikely that off-
set illumination patterns can be completely removed and thus independent voltage
patterns may be required for each antenna. As the antenna structure changes under
thermal, gravitational, or weather stresses the position of the secondary is likely to
change. If this deflection is identical for all antennas in the array, the resulting imagi-
nary components appear to result in an increased ellipticity which varies as a function
of time. If the deflection is not uniform across the antennas, then the imaginary gra-
dient can change in time. Focus adjustment of the secondary in the plane parallel
to the antenna surface can correct a number of these problems but the calibration of
such an adjustment may be difficult. In general, the time domain is the next large
region of parameter space to explore and will likely be of concern for ALMA where
the increased sensitivity results in more sources being in the fidelity limited regime.

Beyond these sources of degradation, the sidelobes and other very low level com-
ponents of the voltage pattern will begin to contribute, especially on heterogeneous
baselines where the sidelobes of the larger antennas are multiplied by significant wings
of the wider voltage patterns associated with the smaller diameter antennas. The cur-
rent simulation package is capable of including the influence of sidelobes but for the
sidelobes to become important, larger sources must be imaged. While the current
simulator is capable of handling larger sources, such sources require multiple obser-
vations to fill in the uv-coverage for the large number of pointings, otherwise fidelity

becomes limited by aliasing from poor per-pointing uv-coverage. Future implemen-
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tations of the simulation package will focus on speed, allowing sidelobe structure and
additional types of observations to be simulated.

It is not difficult to imagine an inversion of the simulation approach. If a source
is actually observed and imaged through traditional, circularly symmetric means, a
model of the source can be developed. This model can then be used like Cas A was
above, where known voltage patterns can illuminate the source and create a visibility
file. Instead of utilizing uvgen, the actual measured visibility file can be used. The
visibilities corresponding to the illuminated model can then be subtracted from the
measured visibilities, resulting in a residual image with fewer artifacts. The model
can then be updated and the process repeated. One could envision actually solving
for pointing offsets with this method, although significant improvements in the run
time are required before such a fitting routine would be viable. Such a method allows
for recovery of low level features with data that can, in principle, be obtained post-
observation using all available information about pointing drifts, primary beams and
focus errors.

Errors in the primary beam pattern strongly effect the resulting image fidelity.
Several of these factors, particularly offset illumination pattern, surface accuracy and
pointing, are best addressed in hardware prior to observation or during observation.
However, this is not always possible. The simulations presented here provide a means
to estimate the degrading effects of these errors and a means of correcting these errors

post observation. This could result in factors of several improvement in the image

fidelity.
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Chapter 3

Holography

Abstract

In order to determine offsets in the antenna illumination patterns and large scale
surface errors, holographic measurements of the 15 antennas of the Combined Array
for Research in Millimeter Astronomy (CARMA) were made. These measurements
showed that the dominant source of error for the 10-m antennas was misalignment
of the optical system while the errors in the telescope surfaces dominated the 6-m
antenna data. Optical alignment of the 10-m antennas was performed in the 3-
mm band, reducing the alignment errors on the primary surface from as much as
1m to <0.5m. Surface RMS values of the antennas, which were initially distributed
between 110 gm and 25 um, are now between 37 and 23 pm. After the corrections were
performed, holographic measurements were done to determine the actual shape and
stability of the voltage patterns on the sky. The width of the default Gaussians used
by MIRIAD needs to be altered as the model 6-m and heterogeneous baseline primary
beams are too wide compared with measurement. The measured voltage patterns are
consistent with Gaussian profiles down to the 10% level but are considerably narrower
below this point. At the 5% cutoff points, the voltage patterns can differ by as much

as 7" at the frequency of observation. The 6-m antennas have ~3% ellipticity on

Portions of this chapter were previously presented in Corder & Wright (2006). Active focus
correction and subsequent alignment of the optics will require a re-assessment of the voltage pattern
properties described here. Alignment, especially in the 1-mm band, will likely yield substantially
different voltage patterns.
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the average, although the various antennas have ellipticity varying from <3% to
6%. There is consistent evidence of phase gradients across several voltage patterns,
especially on the 10-m antennas, which dominates the ellipticity in the amplitude
voltage pattern. Side-lobes of as much as 15% were found for the 10-m antennas,
although maximum values of 10% are more typical. These sidelobe patterns are
consistent from run to run at the 20% level. Finally, antenna specific voltage patterns

are provided for use when extra image fidelity is needed.

3.1 Introduction

The Combined Array for Research in Millimeter-wave Astronomy (CARMA) is cur-
rently composed of the six 10-m (C1-C6) antennas of the Owens Valley Radio Ob-
servatory (OVRO) millimeter array and the nine 6-m (C7-C15) antennas of the
Berkeley-Illinois-Maryland Array (BIMA). Since transporting the antennas to their
current location at Cedar Flat subjected them to a range of unusual stresses, it was
critical to verify their optical and receiver alignment and surface shape. Deviations
in illumination pattern and large scale surface errors result in poorer than expected
signal-to-noise and incorrect primary beam correction for mosaiced images. The goal
of holography is to increase the aperture efficiency of the antenna while optimizing
and/or determining precisely its voltage pattern.

The voltage pattern is the shape of the response of an individual antenna to emis-
sion on the sky. To measure deviations from the ideal illumination and shape of the
antenna surface, the shape of this voltage pattern must be measured. The relation-
ship between the voltage pattern in the sky plane and the illumination pattern in the
aperture plane is a Fourier transform, given by Equation 1.3. The distribution of F is
typically a Gaussian, tapered so that it is small at the edge of the aperture to reduce
spill-over. The voltage pattern is related to the more typically used primary beam
by Equation 1.2. For strictly real, circularly-symmetric, Gaussian voltage patterns,
the primary beam is a Gaussian of width a factor of /2 smaller than the voltage

pattern, given by the standard relationship FWHMpp = e\/D where FWHM is
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the full-width at half maximum, )\ is the observing wavelength, D is the telescope
diameter, and € is a factor of order unity that depends on the taper.
In its most general form, the voltage patterns are complex leading to a primary

beam of the form

PBu(k) = Vi(k)Vs (k) (3.1)
= (Re(V1) +iIm(V1))(Re(Vz) — iIm(Vz)) (3.2)

with the resulting amplitude and phase

o

PBuaR)| = ((Re(1)? + Im(VA)?) (Re(Va)* + Im(V2)")) (3.3)
5 et (Ee(Va)Im(Vi) — Re(Vi)Im(V3)
08 = a0~ (c03) Re(V) = Tn(VR) (V) ) (34)

For modest resolution holography (~1m or better), the expected aperture illumi-
nation is a broken ring with a depression in the center and a Gaussian taper toward
the edges. The central depression is due to subreflector blockage while the breaks
in the ring are due to the secondary support legs. There are three and four legs on
the 6-m and 10-m antennas, respectively. Ideally the general pattern should be as
symmetric as possible and well-centered. The phase across the aperture should be
zero. Lower resolution holography, where the secondary is not resolved, generates a
Gaussian illumination pattern without breaks or central depressions. High resolution
holography, not presented here, generally shows depressions at the panel edges due
to small gaps at the panel joints.! Ideally, on the sky, the core of the real part of the
voltage pattern should have a near Gaussian shape and there should be no contribu-
tion from the imaginary part. The locations of the sidelobes are not well known from
observations.

Bulk deviations from ideal voltage pattern or aperture illumination and phase
have easily calculable implications. Mispointed observations on the sky result in an

offset of the voltage pattern from the expected location. A quick application of the

'High resolution holography is underway, Lamb & Corder, 2008, CARMA Memo, in prep.
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Fourier Transform Shift Theorem:
FYE(T — 3,)(K) = e F oy (k) (3.5)

FV(k — ko) (Z) = e 2%k p( ) (3.6)

shows that a shift in E, i.e. a pointing error on sky, causes a phase gradient in
the aperture plane. Similarly, misalignment of the antenna optics, an offset of the
illumination pattern in the aperture plane, results in a phase gradient across the
voltage pattern on the sky, i.e. the imaginary voltage pattern becomes nonzero.
Peak-up observations can easily rectify pointing offsets but more complicated optical
alignment is necessary to center the illumination pattern. Figure 3.1 shows a concrete
example of the impact of offset illumination patterns in the aperture plane. An offset
of less than 1/ 20" of an antenna diameter can result in a 15% contribution to the
imaginary voltage pattern, where the 15% is measured with respect to the peak of
the real beam which is nominally 1.0. This results in phase which ranges between
+20° from half power point to half point of the real voltage pattern.

Additional bulk deviations are possible. Principle axis (towards/away from the
antenna surface) focus errors result in phase errors in the aperture plane. The magni-
tude of the phase error grows as a function of the square of the distance to the center
of the antenna, a consequence of the parabolic shape of the dish. This unfortunately
results in a widening of the voltage pattern on the sky. Focus corrections can be made
by fitting a quadratic function to the aperture plane phase. Higher order corrections
typically result in alternating phase around the surface of the dish. For example,
astigmatism, resulting from an antenna surface which is compressed in one direction,
has a surface phase pattern where the axis of the compression has one phase sign and
the opposite phase sign perpendicular to the axis. Localized panel misalignment will
appear as a single deviant region, not a systematic pattern.

A series of moderate-resolution holography measurements were carried out over
the course of the spring and summer of 2006 and further, moderate- to low-resolution

measurements were conducted in the fall of 2007 to the spring of 2008. Here, modest
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Figure 3.1 The top-left panel shows a model of the aperture plane in the limit of a
perfect surface, i.e. no phase contribution and perfect alignment. The depression in
the middle of the amplitude pattern is from obstruction by the secondary. The top-
right panel shows the corresponding voltage pattern with no imaginary component.
In the bottom-left panel, the aperture plane illumination is offset by 1 pixel in each
direction, an offset comparable to 0.5m on a 10-m telescope or 0.3 m for a 6-m tele-
scope. The corresponding voltage pattern, bottom-right panel, shows the sky plane
with the real component in color, normalized to 1, and the imaginary part shown
as contours. Contours are 5% and 10% with dashed negative contours and solid
positive contours.

resolution implies ~10 resolution elements across the dish surface while low resolution
comprises only ~5 such resolution elements. The goal of the first round of holography

was to optimize the dish surface and align the optics. The second run was intended
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to measure the stability of the voltage patterns, determine their true shape including
departures from a Gaussian profile and circular symmetry, and determine what, if
any, antenna specific properties exist for the various antennas.

In §3.2, I discuss the data acquisition and reduction methods in general along with
the datasets used to derive the relevant properties. In §3.3, I address the derived
optical axis offsets and the values post correction, the preliminary measurements of
the 1-mm band optical alignment and the derived panel adjustment and the RMS
after the correction. In §3.4, the accuracy of the currently used Gaussian models of
the primary beams at CARMA are discussed, the departures from Gaussian profiles
and/or circular symmetry are described, and antenna specific voltage patterns are
determined for use when extreme image fidelity is required. The principle conclusions

and summary of the work are given in §3.5.

3.2 Data Acquisition and Reduction

Voltage patterns of the 15 CARMA antennas were obtained using a bright point
source and the CARMA beam-mapping software utility multiMap. Initial pointing
corrections were obtained on the target itself utilizing the CARMA real-time radio
pointing software utility refPoint (White & Corder, 2007). When obtaining voltage
pattern data for the 10-m antennas, the 6-m antennas were held fixed for gain reference
while the 10-m antennas moved to a list of prescribed azimuth and elevation offsets.
Conversely, while data were being obtained for the 6-m antennas, the 10-m antennas
served as reference.

The offset positions were given as 45% of the Nyquist sampling interval for the
moving antennas. The large oversampling was done to verify that there was no
significant signal coming from outside the aperture and attempt a measurement of the

voltage pattern on the sky without further manipulation.? The offsets were required

2There was no significant emission outside the aperture. In the end, the attempt to determine
the pattern on the sky without further manipulation failed and the voltage pattern was determined
by transformation to the aperture plane, masking the aperture plane, and transforming back to the
sky plane. The process is described in further detail in what follows.
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to lie within a fixed circular radius to provide uniform resolution in the aperture plane
and reduce the number of points to be observed. Measurements at the center position
were obtained at the beginning and end of the scan for each row and at every seven
points within the row for rows larger than 8 points. Taking overheads into account,
this provides a calibration measurement at offset position (0,0) every 2 minutes or
less.

Given that the constant upgrading and testing of the antennas during the period
of these observations at Cedar Flat, the holography datasets never included all 15
antennas at any one time and the number of reference antennas available for veri-
fication of repeatability differs from dataset to dataset. A compilation of different
datasets was required to cover all antennas. Typically, each 10-m antenna used 5 to
6 reference antennas and each 6-m antenna used 3 to 4 reference antennas. There are
inevitable variations in the data quality because some antennas were not available on
days with the best observing conditions. Table 3.1 contains specific information on
the various datasets.

Calibration and holographic imaging of the antenna surfaces used MIRIAD (Sault,
Teuben, & Wright, 1995). Each dataset was split into separate 500 MHz frequency
bands for both LO sidebands before self calibration. The number of bands available
ranged from one to three per sideband. The central pointings were separated by re-
placing the v and v coordinates with azimuth and elevation offsets from the center,
(Aaz,Ael). The central pointings were then identified for use in calibration by select-
ing (Aaz, Ael) = (0,0) using MIRIAD’s select=uvnrange. A call to selfcal, using
the amplitude option, provided antenna-based amplitude and phase correction of
these central positions on 5 minute timescales. These corrections were interpolated
and applied to the offset pointing positions. For each antenna, the resulting calibrated
voltage patterns for each reference antenna and frequency band were converted to real
and imaginary parts, Fourier transformed from the sky plane to the aperture plane
using the MIRIAD fft function, and masked to exclude any information arising from

outside the aperture using the maths function in MIRIAD. For the modest-resolution
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Table 3.1. Holography Data

UT Date Size Step Soruce  LO Frequency Elevation Antennas
arcsec arcsec GHz degrees

2006-May-10  517/882  27.23/46.42 3c273 88.5 50/35 1,2,4-6/7-15
2006-May-23  517/882  27.23/46.42 3c273 88.5 51/51 1,2,4,5/8-15
2006-May-30 517/882  27.23/46.42 3c273 88.5 44/52 1,2,4-6/7-9,11-15
2006-Jun-12 517/882  27.23/46.42 3c273 88.5 52/52 1,2,4,6/8-10,12,14,15
2006-Jun-22 517/882  27.23/46.42 3c279 88.5 45/43 1,4/7-15
2006-Dec-07 na/908 na/43.25 3c273 95.0 na/47 na/7,9,10,12-15
2007-Aug-12  541/na 25.74/na Mars 105.8 57/na 1,2,5/na
2007-Sep-07 541/na 26.25/na Mars 100.2 47/na 1-4/na
2007-Sep-09 na/940 na/44.75 Mars 100.2 59/na na/7-14
2007-Sep-11 187/312  14.40/24.00 Mars 100.2 55-66/59-71 1-3,5,6/8-14
2007-Sep-11 187/312  14.40/24.00 Mars 100.2 75-68/73-61 1-6/7-14
2007-Sep-16 187/312  14.40/24.00  3c454.3 100.2 65/68 1,3-5/9-14
2007-Sep-16 86/na 6.60/na 3c454.3 227.3 64/na 3,4,6/na
2007-Sep-16 86/na 6.60/na 3c454.3 227.3 64/na 3,4,6/na
2007-Nov-09 187/312  14.40/24.00  3c454.3 100.2 61/57 1-4,6/7-15
2008-Feb-28 187/312  26.25/44.75 3c273 100.2 54/53 2,3,6/7,10,12-15
2008-Mar-21 84/na 6.46 /na 3c273 227.2 42/na 1-6/na
2008-Mar-24  535/na 28.18/na 3c273 98.4 54/na 2-6/na
2008-Mar-27  535/na 28.18/na 3c273 98.4 44/na 2-6/na
2008-Mar-27  159/na 12.26/na 3c273 227.2 34/na 2-6/na
Note. — Values which contain a ’/’ are for 10- and 6-m antennas respectively. All measurements above

the double line were conducted prior to adjustment. All tracks taken post-adjustment were done at night
with the exception of the Mars tracks which sometimes continued slightly through sunrise. C15 & C8 had
significant pointing error in August and September of 2007 and much of that data has been edited. C7 had
persistent trouble with phase jumps that rendered most of the imaginary beam information useless upon
further inspection. C2 had poor sensitivity until very recently and resulted in poor data quality in the wings
of the beam. C6 was out of the array for cryogenic work in much of September and August 2007. The
2007-Sep-16, 1-mm band dataset is suspect for all antennas because there is enhanced phase noise due to the
extended nature of the configuration used.
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holography, the measurements result in amplitude and phase in the aperture plane
with a typical resolution of 1.4m and 0.8 m for 10-m and 6-m antennas, respectively.

The individual aperture images for phase were then fit using the MIRIAD task
imhol. Imhol fits a function to the aperture phase accounting for the size of the
secondary, removes principal-axis focus and pointing errors, and provides a new image
dataset with these errors removed. Imhol also calculates an RMS surface error from
the phase information, in microns, both before and after the phase function fit, as well
as an illumination-weighted, post-fit RMS surface error. The illumination weighted,
post-fit RMS is typically used as it down-weights phase errors which come from regions
of poor sensitivity and therefore are more uncertain. The pointing and focus error
subtracted images and fits were examined to verify that the solutions and residuals
were consistent across frequency bands, upper and lower sideband of the LO, and
reference antennas. A single, average image was then created. This averaging was
done in the aperture plane where each separate image was scaled to the wavelength
of the 1% LO.

To determine the orientation and phase sign of the resulting images a piece of
Mylar was placed on one 6-m and one 10-m antenna. The Mylar, possessing an index
of refraction greater than 1, induces a phase lag for incident radiation that appears,
in the aperture plane, as a depression in the antenna surface. For the 6-m antennas,
the aperture plane images need to be flipped top to bottom to properly reflect the
known position of the Mylar sheet. For the 10-m antennas the results are somewhat
inconclusive, but it appears as though the sign of the phase shift and position in the
aperture plane of the Mylar sheet required that the images be flipped left-to-right
and have the sign of the phase terms changed.
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3.3 Holography Results: Alignment and Panel Ad-

justment

In general, optical alignment was necessary for the 10-m antennas and surface panel
adjustment was required for the 6-m antennas. Deviations from ideal alignment
and surface RMS values were measured for every antenna and are reported here
although many were unaltered. Unaltered antennas provide an estimate of the typical
repeatability and noise level of the various images.

For high image fidelity, especially for mosaicing, the RMS surface error of the
antennas, after the removal of pointing and focus errors, should be ~ A/40, where A
is the observing wavelength (Cornwell et al., 1993).> Therefore, for 1-mm band ob-
servations, the target RMS surface accuracy is 30 um, although Chapter 2 shows that
this accuracy still results in significant fidelity degradation. For optical alignment,
the desired accuracy is best expressed as the contribution to the imaginary or phase
voltage pattern (c.f. Figure 3.1 and equation 3.6). If this imaginary component rep-
resents less than 5% of the peak flux at the half-power point of the voltage pattern,
the resulting contribution is negligible in cases where a dynamic range of less than
about 250 is required. In what follows, 5% of the peak flux at the half-power point of
the voltage pattern is referred to as the alignment benchmark and 30 um is referred

to as the surface accuracy benchmark

3.3.1 Optical Alignment

When determining optical alignment, measurement of the offset direction and magni-
tude is made more difficult because the most sensitive portion of the feed is obstructed
by the secondary. As the offset increases, a simple centroid of the illumination pat-
tern on the antenna surface grows more slowly as the most sensitive portions of the

feed are exposed to the antenna surface. To further complicate the measurement,

3This provides a fidelity index of 20 in the (Cornwell et al., 1993) definition. For the Cas A
model, the conversion to the definition given Chapter 2 requires multiplication by a factor of 10 but
the conversion is model dependent.
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the truncation of the illumination pattern at the edge of the antenna further causes
an underestimate of the offset. In principle the feed legs also cause differences, but
the width of these features is much smaller than a resolution element, making the
blockage only fractional.

To determine the offset, the centroid of the illumination pattern on the dish was
measured and then the derived correction term was applied. The correction was deter-
mined by simulating various offsets and measuring the apparent centroid. Figure 3.2
shows two realizations of the model run, one each for a large (top-left) and small
(top-right) offset. The correction factor as a function of measured offset is shown on
the bottom. These measurements are intended to be approximate and were not used
in the actual adjustment of the optics. The correction is 12-13% and is flat for offsets
less than 15% of the antenna radius. Beyond 15% of the dish radius, the correction
grows rapidly as dish edge effects begin to dominate, reaching more than 50% when
the illumination is centered on the dish edge. The correction factor is similar for the
10-m and 6-m antennas because the ratio of the obstruction/hole to the dish size is
the same in both cases.

Actual adjustment of the optical alignment for the 10-m antennas was carried out
by placing a bright, incoherent illumination source at the center of the secondary and
aligning the mirrors and receiver so the optical beam tracks through the center of
the four mirrors in the 10-m system, reaching a focus on the center of the feed horn
(Woody, 2008). There are no points at which the 6-m antenna receiver system can be
easily aligned making misalignment a serious problem if it occurs (Plambeck, 2008).
The alignment of the optics can change if the receiver is removed from the dewar and
is replaced with a different setting. The process of alignment is described in more

detail in Appendix A.
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Figure 3.2 Top: The left and right panels show models of the dish surface illuminated
by significantly offset (15% of the dish radius) and slightly offset (3.5% of the dish
radius) illumination patterns. Bottom: This image shows the correction factor that
needs to be applied to a given measured centroid to determine the actual offset in
the aperture plane. For measured offsets less than 15% of the dish radius, the correc-
tion factor is relatively constant, 12.540.5%. At 15-20% offsets the dominant effect
changes from obstruction by the secondary to truncation at the dish edge. The cor-
rection factor goes quickly to zero for vanishingly small offsets. Discrete pixel sizes,
which are present in the actual datasets, yield the apparent, unsmooth behavior at
small offsets.
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Figure 3.3 The left panel shows C4 pre-adjustment while the right panel describes
the post-adjustment state. Contours are in intervals of 25 um with dashed contours
being negative and solid contours being positive. The color scale is the illumination
pattern. The axes are in wavelength units where the wavelength is ~3 mm in these
observations. There are few significantly deviant panels in the regions where the
surface is well illuminated. However, alignment of the optics improved significantly
after adjustment.

Figure 3.3, depicting C4, shows an example of 10-m alignment. The left panel
is pre-adjustment data taken on 2006 May 10 while the right panel shows post-
adjustment results for 2006 June 12. In the left panel the alignment is significantly
deviant from the nominal position. The pattern appears to be offset by 1m at an
angle of 24° counter-clockwise from up. Following adjustment the offset was 26°
clockwise from up and is offset by 0.46 m. Holography carried out in 2007 September
indicates that the magnitude and direction of this offset have remained constant to
within 15% in magnitude and 20° in direction, suggesting that the alignment offset
may persist over long timescales.

Figure 3.4 displays a representation similar to Figure 3.3 but for C1. Since C1
appeared to be reasonably aligned in the first measurement, no adjustment was made
and any deviations represent the repeatability of the measurement. Initially, the
offset was between 0.27 and 0.43 m at an angle between 2° clockwise from up and 20°

counter-clockwise from up. More recent measurement suggests that this offset may
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Figure 3.4 Similar to Figure 3.3 except for C1.
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Figure 3.5 Similar to Figure 3.3 except for C10.
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Figure 3.6 Similar to Figure 3.3 except for C9.

have become more significant and that the angle may also deviate significantly. This
indicates that there may be some long-term, time-variable component to the offset in
alignment.

In general, the 6-m antennas display more well-centered patterns. Figure 3.5
(C10) and 3.6 (C9) show the most deviant and the most well-aligned 6-m illumination
patterns, respectively. Here the data are taken 2006 June 12 and 22 for C9 and 2006
May 10 and June 12 for C10. For C9, the offset is <0.1 m with a poorly determined
offset angle. For C10, the offset is between 0.11 and 0.13m at an angle of 13 to 30°
counter-clockwise of up.

Table 3.2 presents the alignment measures for various antennas. Only two anten-
nas (C4 and C6) were intentionally adjusted. Six antennas have imaginary voltage
patterns that are consistent and measurable in terms of offsets in alignment in the
aperture plane. However, when comparing to the benchmark, only four antennas, C1,
C4, C5 and C6, fail the criterion. The other two antennas, C10 and C11, contributed
fractionally small imaginary components which will only become significant in cases

of extreme dynamic range.
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Table 3.2. Adjustment and Alignment Results

Antenna Offset® OffsetP Surface RMS® Surface RMSd
meters @ °©  meters Q ° pm pm
1 0.43 @ 2 0.27 @ -20 28 27
2 0.28 @ -70 0.28 @ -41 40 40
3 0.29 @ -72 0.13 @ -49 31 31
4* 1.00 @ -24 0.46 @ 26 29 27
5 0.36 @ 20 0.36 @ 54 40 41
6* 0.69 @ -71 0.32 @ -40 33 29
7 0.09 @ -26 0.13 @ -84 51 31
8** 0.14 @ -37 0.24 @ -37 50 29
9 0.02 @ 2 0.10 @ 82 31 39
10** 0.13 @ -77 0.11 @ -60 44 30
11** 0.09 @ -39 0.13 @ -16 43 29
12** 0.09 @ -53 0.10 @ 13 115 30
13** 0.17 @ -55 0.22 @ -60 54 23
14** 0.09 @ -75 0.12 @ -70 35 30
15%* 0.13 @ 14 0.12 @ -83 33 25

2Alignment offset prior to any adjustment

b Alignment offset post-adjustment

¢Surface RMS prior to any adjustment

dSurface RMS post adjustment

Note. — Offsets are given by the calculated centroid and a correction
factor for obstructed 2-dimensional Gaussian patterns (~13%). Angles
are positive clockwise from up. Antennas denoted by * had alignment
intentionally adjusted between trials. A change of receiver can also result
in small changes to the centering of the illumination pattern. Antennas
denoted by ** had panel adjustment performed. Antenna 3 data has a
very long time baseline (1.5 years) between measurements due to a variety
of issues.



W (A)

1000 1500

500

—1000 —500

—1500

60
3.3.2 Panel Adjustments

For the 10-m antennas, the panel adjusters are about a meter apart, and the modest-
resolution holography is sufficient to determine both the need for panel adjustment
and the adjustments themselves. The results in Table 3.2 indicate that there is
little need for panel adjustment when compared to the benchmark, with the possible
exception of C2 and C5. The possibility of improving surface accuracy for these
antennas is shown in Figures 3.7 and 3.8. Note the similarities between the most
deviant, high illumination regions on the two datasets. Given that the nature of the
10-m adjustment points, which is such that the intersection of panels has a single
adjustment point for all adjacent panels, adjustment of any location requires a global
solution and global adjustment. No adjustment of these antennas was performed,

although some improvement could be made.

1500 1000 500 0 —500 —1000 —1500 1500 1000 500 0 —500 —1000 —1500
uu () uuU (A)

Figure 3.7 Similar to Figure 3.3 except for C2.

Table 3.2 shows a very different picture for the 6-m antennas. While the alignment
is generally quite good, the surface RMS values typically did not meet the benchmark.
The left sides of Figures 3.9 (C11) and 3.10 (C12) provide an illustration of the
two typical modes of deviation for the 6-m antenna surfaces. C11 shows localized

deviations without significant large scale structure. C12, on the other hand, shows a
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classic astigmatic pattern where the antenna is folded up along the axis left-to-right

through the middle of the image which, in turn, depresses two other quadrants.

1000 1500

500

—1000 —500

—1500

1500 1000 500 0 —500 —1000 —1500 1500 1000 500 0 —500 —1000 —1500
uu () uuU (A)

Figure 3.8 Similar to Figure 3.3 except for C5.
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Figure 3.9 Similar to Figure 3.3 except for C11.
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Figure 3.10 Similar to Figure 3.3 except for C12.
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Figure 3.11 C12 holography is displayed post adjustment (left panel) and prior to
adjustment (right panel). Here, the contours are in degrees of adjustment needed
given the 2.94 ym per degree pitch of the adjuster screws.

The adjuster locations on the 6-m antennas tend to be centimeters away from each

other and each panel corner has its own adjuster. Figure 3.11 is an example of the
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maps used in carrying out the adjustments. To determine the adjustments needed,
the maps were interpolated so as to achieve images well-resolved on the adjustment
scale. Adjuster locations whose positions deviated by more than ~60 ym from the
ideal surface on the phase plots were corrected. Adjustments were carried out in steps
of 5° using a dual-toothed tool that fits directly into the adjusters.

Given that the true resolution is far poorer than the inter-adjuster scale, the imme-
diately adjacent adjusters were altered by identical amounts. It is expected that this
technique should remove extremely large local deviation or large scale deformations.
Resolution on the size-scale of centimeters must await on-the-fly techniques and the
use of a radio transmitter. Post-adjustment, these antennas show far less systematic
deviation. The right-hand sides of Figures 3.5, 3.9 and 3.10 show the typical improve-
ment. Figure 3.6 was not adjusted and the data demonstrate the repeatability of the

measurements. Table 3.2 presents the surface RMS after any adjustment.

3.3.3 Preliminary 1-mmm Band Results

Given that the 1-mm receiver positions in the dewar are not perfectly coincident
with the 3-mm receivers, the alignment can differ significantly between the 3-mm
and 1-mm systems. The surface accuracy, however, is common to the two systems.
Therefore, high- or modest-resolution holography is unnecessary in the 1-mm band
but low-resolution holographic data could help determine any independent deviation
of the alignment of the 1-mm system from the 3-mm system, aiding the aperture
efficiency and image fidelity of 1-mm observations.

However, valid 1-mm holography data are much more difficult to obtain. The
required phase stability of the atmosphere for 3-mm holography measurements is sim-
ilar to that for 1-mm science data, making the phase criterion for 1-mm holography
extremely strict. Repeated datasets are thus very difficult and expensive, observa-
tionally, to obtain in the 1-mm band. However, a single, high-quality dataset could

be useful for constructing model 1-mm beam patterns and determining any offsets in



64
the illumination patterns. To date, such high-quality data are only available on the
10-m antennas (see Table 3.1).

On average, the 10-m alignment in the 1-mm band is poor and is currently the
subject of intense effort at CARMA. Figure 3.12 displays the aperture plane illumi-
nation pattern while Figure 3.13 displays the resulting voltage patterns. None of the
aperture plane images appear to be well centered, although C2 is close. Antennas
like C4 actually show some illumination of the primary by the first side-lobe of the
feed horn. Indeed, when examining the voltage patterns on the sky, instances of large
gradients are seen on C4, showing a +40% imaginary contribution over the central
parts of the beam. The poor centering of the illumination pattern results in poor
aperture efficiency. Considering Equation 3.1 and Figure 3.13, the resulting primary
beams will have large imaginary components and, as described in Chapter 2, will have
a detrimental impact on image fidelity.

Antennas showing patterns significantly different from a straight gradient (e.g. C1
and C2) are either showing signs of higher order variations across the beam or noise
effects as these antennas are comparatively well aligned and are on longer baselines
at the time of observation. These variations underscore the difficulty in obtaining
quality voltage patterns in the 1-mm band and may be the result of pointing drift in
the reference antenna(s) and any, currently unknown, voltage pattern phase gradient.
A first attempt to center C3 was made on 2008 March 27 and, while the alignment
is not perfect, the improvement is substantial. Adjustments of C4 and C6 have also
been made but to date no verification dataset is available. Further optimization of
the alignment will require observations in the most compact configuration, likely to

occur in the summer of 2008.
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Figure 3.12 Holography at A =1.3mm of
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each of the 10-m antennas is shown. The

color and contours both show the amplitude pattern with contours in steps of 10%.
The offset from the center is large and obvious in most antenna patterns.
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Figure 3.13 The voltage pattern of each of the 10-m antennas at A =1.3 mm is shown.
The real component of the voltage pattern is shown in color and the imaginary com-
ponent shown in contours. The contours begin at 5% then 10% of the real component
peak with intervals of 10% thereafter. The patterns are far more complicated given
that that large values of the offsets can result in more complicated patterns as feed
sidelobes begin to illuminate the primary.
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3.4 Holography Results: Shape and Consistency

of the Voltage Patterns

After completion of the initial series of holography measurements to adjust panels

and align optics, an additional campaign was undertaken in an attempt to
e address the accuracy of the assumed Gaussian profiles used in MIRIAD.

e address the applicability of the symmetric, Gaussian approximation

to the primary beam profiles.
e determine any antenna or elevation based variation in the pattern.

Typical imaging software assumes the primary beam is uniform among antennas
of a given style, is free of imaginary parts, and has a circularly-symmetric Gaussian
profile. The first two goals address the properties of the antenna styles within the
framework of typical assumptions. The results of such studies can immediately be
integrated into the MIRIAD routine pb.for either by an alteration of the assumed
width of the Gaussian model or by a replacement of the current, Gaussian model
with a more relevant, but still uniform and circularly-symmetric, model. Pursuit of
the third goal relaxes all of the typical software imaging assumptions. Particularly,
relaxation of the uniformity condition can have dire consequences as imaginary com-
ponents do not necessarily cancel upon creation of a baseline illuminating pattern,
a primary beam in the traditional sense (see Equation 3.1). When the components
associated with 1 and 2 are identical, the imaginary components always cancel but if
this is not the case the imaginary component can begin to strongly impact the image

(see Chapter 2).

3.4.1 Data Acquisition and Reduction

Data collection and reduction were performed exactly as described in §3.2 with the

addition of few steps to recover the beam properties on the sky. The mean, masked
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real and imaginary aperture plane maps were padded with zeros using MIRIAD im-
frame and Fourier transformed, using fft in MIRIAD, back to the sky plane resulting
in an interpolated voltage pattern on the sky with some noise filtering. To account
for any frequency dependence between datasets, the cell sizes were scaled by the ratio
of the frequency of the input dataset to the fiducial frequency. The images were then
interpolated to a common resolution on the sky using the MIRIAD task regrid.

Data described in Table 3.1 from 2007 and 2008 were utilized in the determination
of mean voltage patterns, although individual antennas were sometimes rejected for
phase jumps or pointing drift problems. Pointing errors are highly variable from
dataset to dataset, in collection of either science or holography data. In addition,
such errors can be removed by a variety of means at the time of observation. I will
discuss these methods in more detail later (see Chapter 4) but for the determination
of voltage patterns, pointing error was removed via recentering the patterns on the
sky by using the MIRIAD routines imgen to create an approximate beam pattern on
the sky but located at the image center and imdiff to determine the shift between the
model and the true voltage pattern. The derived offset was applied to the true voltage
pattern. Focus error, which is not easily determined at the time of observation, was
not removed because these errors are present in the science data collection process

and therefore the impact on the voltage pattern needs to be included.

3.4.2 Data Analysis

The MIRIAD task imfit was used to fit Gaussian profiles to the measured primary
beams. It provided major axis, minor axis, position angle and associated uncertainty.
The axes were geometrically averaged to estimate the voltage pattern size. The ratio
of major to minor axis defines the ellipticity. Fits to both the real and amplitude com-
ponents were done because the real patterns tend to be more stable but the amplitude
patterns contain a better representation of the instantaneous voltage response. Am-
plitude patterns include imaginary contributions, which tend to be more time variable

due to changes in focus, astigmatic or coma induction from gravity in the antenna
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surface, or a time variable illumination pattern offset (i.e. time variable optical align-
ment due to motion of the secondary). The MIRIAD task pbplot was used to plot
comparisons to the default models for the beams. Azimuthally-averaged profiles were
generated with the MIRIAD function ellint which integrates over annuli.

The measured voltage patterns were fit with a variety of clippings. The clip value
is surprisingly important to the determination of the width of the voltage pattern.
Voltage patterns are multiplied by other voltage patterns to create the traditional
primary beam for a given baseline. The fact that this is a baseline-based parameter
is of great consequence. Typically, the primary beams are clipped at the 5% point
as the beams are thought to vary dramatically below this level. Inclusion of lower
points on the beam can improve image quality if those points are stable. For a
homogeneous array, or in the case of CARMA for baselines composed entirely of 10-
m antennas, hereafter 10-m baselines, or entirely composed of 6-m antennas, hereafter
6-m baselines, the primary beams are voltage patterns squared. This then requires
that the voltage patterns be constant at the 22% level. However, for mixed baselines

the 5% location in the primary beam is given by

> Fi1

K(PByy = 5%) = 1.0416 % — -2 (3.7
) (2 + P )

for antennas having voltage patterns of FWHM F; and F,. For the heterogeneous
baselines, the 6-m antenna voltage patterns only need to be consistent to ~50% but
the 10-m antenna must be consistent at the ~10% level. Inclusion of even smaller
antennas, e.g. the 3.5-m SZA antennas which will soon be relocated to Cedar Flat,
requires consistency of ~10% and ~5% for the 6-m and 10-m voltage patterns, re-
spectively. Therefore, the voltage patterns are fit with clippings of 22%, 10% and
5%.

Fits to the imaginary beams were done by identifying maximum and minimum
of the imaginary pattern. The maximum and minimum were differenced and divided
by two. The position angle of the line connecting the positive peak to the negative

peak was also determined. Finally, the location of the imaginary peaks within the
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real pattern is calculated as an average of the real beam value at the imaginary
maximum and minimum. The first two parameters identify the magnitude of the
imaginary component and its location while the last value estimates the importance

of the imaginary component to the overall beam profile.

3.4.3 Gaussian Fits to Measured Voltage Patterns

To determine the Gaussian widths for comparison with the default voltage patterns,
clippings at the 10% and 22% level are applied. Table 3.3 provides the measured
values for the voltage pattern sizes for all relevant clippings and parameters for the
10- and 6-m style antennas, i.e. C1-6 and C7-15 considered as ensembles. Properties
of individual antennas will be addressed later. For the purposes of CARMA, only
the fits for the 6-m antennas at 22% and the 10-m antennas at 22% and 10% are
significant. Fits at lower levels are relevant only with inclusion of the 3.5-m SZA

antennas and that will be addressed separately.

3.4.3.1 10-m Antennas

Figure 3.14 shows the real (left) and amplitude (right) widths of the 10-m antenna
voltage patterns clipped at 22%. These values for the width are most relevant for
the primary beams created for the 10-m baselines. The horizontal line shows the
value provided by MIRIAD for the voltage pattern width. The amplitude pattern is
wider on average for the 10-m antennas. As will be shown below, this is due to large
imaginary contribution from several of the antennas.

The real voltage pattern width, clipped at 22%, has standard deviation of the
mean within 1o of the default model from MIRIAD. The width of the amplitude
pattern of the ensemble is ~1.5% wider than the default pattern and more significant
in the mean, with a 5.50 difference. However, if I consider only antennas C2 and 3, the
antennas without significant imaginary contribution, the deviations with the default

model because vanishingly small. These deviations are insignificant when considering



Table 3.3.

Mean Parameters of Antenna Styles

Style Clip # FWHM FWHM e e PA PA

Real Amp Real Amp Real Amp
% " " % % o o

10.4 m 22 49 91.45 £+ 1.20 93.22 +£ 1.94 1.45 + 112  2.78 4+ 2.48 14.2 + 50.9 17.9 £ 50.2

10.4 m 10 48  89.88 + 1.12 92.46 + 2.51 1.77 £1.26 3.19 £2.60 14.0 + 57.1 18.2 4+ 48.4

10.4 m 5 49 89.04 + 1.08 92.22 £+ 2.92 1.71 + 151 293 £2.58 -11.9 +£57.1 14.0 £ 47.5

10.4 m* 22 18 91.32 £+ 1.03 92.05 £ 1.40 0.98 + 0.67 1.76 £ 1.49 18.1 £+ 59.1 22.8 £+ 56.6

104 m* 10 18  87.71 + 0.86 89.65 + 2.27  2.42 +1.37 3.33 +£2.10 -48.6 £53.8 17.3 + 56.3

104 m* 5 18  88.88 + 0.89 90.86 + 2.34 1.43 +£1.18 2.28 +2.33 -57.8 £41.7 31.9 + 56.5

6.1 m 22 57 152.87 +£1.94 154.68 +2.06 3.16 4+ 2.47 3.17 £2.33  -5.8 + 26.7 -8.4 4+ 24.2

6.1 m 10 57 150.23 +1.84 151.94 £ 2.34 347 +£2.39 3.29 £250 -10.2 £349 -12.5 4+ 24.2

2Indicates the exclusion of antennas known to have large gradients in the imaginary beam.

Note. — All parameters have been scaled to a common frequency, 100 GHz. # is the number of measurements

included in the value given. Uncertainties are measured in the sample, not in the mean, i.e. the standard deviation of
the mean is the quoted uncertainty divided by the /# — 1. Nominal amplitude beam sizes are 91.64"" and 162.92"
for the 10-m and 6-m antennas, respectively. Other imaging assumptions are such that the real component beam size
and amplitude beam size are identical, and ellipticity is identically one. The position angle of the beam is expected to
be near zero because the dish should deform top to bottom based on gravitational stresses resulting in an elongated

beam in the elevation direction.

1.
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Figure 3.14 The real (left) and amplitude (right) voltage pattern sizes are plotted as
a function of elevation. Data from C1-6 are included here. The clip value is 22%.
The horizontal axis is the elevation with error bars representing the range of elevation
over which the data were collected. The vertical axis is the voltage pattern size with
error bars propagated from the imfit fits to the axes. The solid line represents the
default width from MIRIAD and is 91.64".

detriments to image fidelity (see Figure 2.8), indicating that the default FWHM for
the Gaussian model in MIRIAD is accurate for the 10-m baselines.

Figure 3.15 shows the width of the voltage pattern fits clipped at the 10% level
for the real (left) and amplitude (right) components. There is some hint of a nar-
rower voltage width in both the real and amplitude components. This change is also
evident in the fits excluding antennas with imaginary components. The deviations of
the amplitude component are not statistically significant, but the real component is
smaller than the MIRIAD model at the 110 level in the mean. The difference (2%)
is still small compared to the standard deviation of the sample and is small in terms
of the possible detriment to image fidelity (again, see Figure 2.8).

In both components, there is some evidence of changes in width as a function of
elevation. As the antenna moves to lower elevation, the top and bottom portions of
the dish are subject to additional strain and may begin to sag. One could envision a
situation where the voltage pattern becomes larger in the vertical direction and the

ellipticity becomes larger with a relatively constant position angle. However, the bulk
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Figure 3.15 Similar to Figure 3.14 except clipped at the 10% level. The default size,
shown as the horizontal line, is 91.64".

of this trend sits within the scatter of the measurements and a linear fit to the data
reveals that a constant fits within one sigma.

In terms of the width of Gaussian fits to the voltage pattern, the default values in
MIRIAD are acceptable for inclusion in both the 10-m baselines and the heterogeneous
baselines. However, the narrowing of the pattern at increasingly lower levels indicates

that the voltage pattern may get narrower more rapidly than the Gaussian model.

3.4.3.2 6-m Antennas

Figure 3.16 shows the real (left) and amplitude (right) widths of the 6-m antenna
voltage patterns clipped at 22%. The 10% clipping is discussed later in the context
of the SZA antennas. These values for the width are most relevant to the baselines
created for 6-m baselines and heterogeneous baselines. The solid line shows the value
provided by MIRIAD for the voltage pattern width.

The amplitude and real patterns are consistent within the standard deviation of
the samples. Here the deviation from the default MIRIAD model (162.9”) is sig-

nificant. The measured width of the amplitude component is 154.7+0.2"” for the
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Figure 3.16 Similar to Figure 3.14 except for the 6-m antennas. The default size is
162.92".

uncertainty in the mean. This 5% difference has significant impact on the image
quality (Figure 2.8). The default FWHM in MIRIAD will be altered to account for
these differences. Like the 10-m antennas, the 6-m antennas show evidence of a nar-
rowing voltage pattern relative to a Gaussian at low levels. These antennas also show

a possible trend with elevation, but the significance of the trend is weak.

3.4.3.3 Heterogeneous Baselines

The heterogeneous baseline creates a voltage pattern that looks like the square root
of the product of the 10-m and 6-m voltage pattern on the sky. The product of two
Gaussians produces another Gaussian, with FWHM 2 = FWHM; >+ FW HM, >
and the resulting voltage pattern width is then 2FW HM,,.,. Given Equation 3.7,
the fit to the 10-m voltage pattern must be considered down to the 10% level. The
value given by MIRIAD for the default model is 117.10”. For the values derived
above, the resulting width should be 111.50”. The 5% devivation from the default

model will have a significant impact on the image fidelity (see Figure 2.8).
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3.4.4 Deviation from Circularly-symmetric, Gaussian Fits
3.4.4.1 Deviation from Gaussians

Figure 3.17 shows the amplitude of the mean primary beams (top) for the 10-m (left),
heterogeneous baseline (center) and 6-m (right) antennas, respectively. These were
formed by averaging antennas of a given style over time and antenna number. The
second row depicts the azimuthally-averaged version of the images shown on the top
row. The dashed-line represents a best-fit Gaussian to the average image. The dotted
line shows the MIRIAD model. The horizontal lines show the half-power, 5% and
1% points in the primary beam. The next two rows highlight specific regions of the
beams and the last row, now with a linear scale, shows the differences between the
MIRIAD model and the data (dotted line) and the best-fit Gaussian and the data
(dashed line).

At the half power point, the 10-m beam is well fit by the MIRIAD model. The
measured profile is actually wider at the half power point than either of the best-fit
Gaussian models. This difference is offset at lower levels in the beam. As discussed
above, the width of the best fit Gaussian is far narrower than the MIRIAD model
for the 6-m primary beam. The apparent difference seems to be mitigated to some
extent here but the difference above was discussed in terms of the FWHM of the
voltage patterns and the difference here is a radial difference in the primary beam, so
the differences are suppressed by a factor of 2v/2. The width difference is similar in
the mean profile compared with the fits to the ensemble discussed above. The same
is true for the heterogeneous baseline.

The previously identified apparent trend of the voltage patterns getting narrower
faster than a Gaussian at low levels is clear in the azimuthally-averaged profiles. In
the case of the primary beam, the 5% point (dot-dot-dashed, horizontal line) shows
that the Gaussian lies far outside the value for the data. In the best case scenario, the
10-m antenna primary beam is actually slightly wider than the predicted Gaussian at
the half-power point and then narrows rapidly. At the 5% level the measured profile

is 3-3.5” narrower. This difference grows to 5-9” for the 6-m primary beam depending
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Figure 3.17 The top row shows the primary beam image for the 10-m (left), hetero-
geneous (center), and 6-m (right) baselines. The gray scale is log-stretch between 0
and 1. The contours peak at 90% and decrease by factors of 27. The 5 contour is
approximately the 5% point. The lowest contours are ~0.05% and are shown mostly
to outline very faint features. The second row is the azimuthal average of the image
directly above it plotted in log scale. The solid line is the data, the dashed line is
the best-fit Gaussian and the dotted line is the model from MIRIAD. The horizontal
lines are the half-power (dashed-dot), 5% (dashed-dot-dot) and 1% (dashed) points
in the primary beam. The third row, again in log scale, zooms in on the half-power
and 5% points in the beam. The fourth row shows the low level (1%+sidelobe) parts
of the beam. The last row, now plotted in linear scale, is the difference between the
best-fit Gaussian (dotted line) and the MIRIAD (dashed line) models.
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on whether the MIRIAD model or the best-fit Gaussian is used. The difference at
the 5% level for the heterogeneous baseline is between 6 and 10.5”. Deviations at the
1% level will be discussed along with the sidelobes later.

In reality, the Gaussian model represents a compromise averaged over the entire
beam. The Gaussian initially gets narrower faster than the measured profile but
then the measured profile decreases rapidly causing the Gaussian to under-predict
the power at the half power point of the beam, but eventually it over-predicts the
power in the wings of the profile. The best-fit averages these contributions with the
half-power point providing more power but the wings covering a much larger area.
This trend is seen in the residuals as a function of radius shown in Figure 3.17.

The deviation from the model is estimated by integrating the absolute value of the
residual profile or weighting by either the amplitude or the amplitude times the area
of a given annular region. For the 10-m antenna, the best-fit Gaussian (dotted line)
produces less error in the core of the beam but more in the wings. All weightings
show that the best-fit Gaussian produces less error than the MIRIAD model but
the difference between the models themselves is never more than ~1%. For the 6-m
antenna, the improvement is far greater except in the very central portions of the
beam. Here, the use of a wider beam profile by MIRIAD better approximates the
very central regions of the beam but near the half-power points, the deviation is more
significant. Weighting the profile by the symmetrized beam shows only marginal
improvement of the best-fit Gaussian over the MIRIAD model, but weighting by the
beam and area shows dramatic improvement. A similar situation is seen for the
heterogeneous baseline. Clearly a different model of the primary beam is needed if

the discrepancies are to be rectified.

3.4.4.2 Ellipticity

Departures from circular symmetry in the core of the beam are expected. The dish is
expected to sag somewhat under the influence of gravity elongating the beam in the
vertical direction as the top of the dish sags slightly towards the ground. Differences in

the ellipticity of the real and amplitude component are expected when the imaginary
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component of the beam dominates as this extends the amplitude beam in the direction
of the imaginary component. The ellipticity is also expected to change as a function
of elevation with ellipticity growing at lower elevations because of increased sag.
Strictly amplitude ellipticity, excited by an imaginary component, will be discussed
in the context of the imaginary beam later.

As an ensemble, there is little evidence of ellipticity in the 10-m antennas. Fig-
ure 3.18 shows the ellipticity (top) and position angle (bottom) for the 10-m antennas.
The left column is the real component while the right side shows the amplitude com-
ponent. The average ellipticity derived for the amplitude component, 1.1240.4%,
is 30 consistent with zero. The real component ellipticity, 1.94+0.2, appears to be
significant but the spread in the sample of position angles, +51°, leaves little doubt
that the ellipticity is not real as the position angle is symmetric about £90°. It is
possible that there is some significant ellipticity but it is masked by imaginary beams,
which are often antenna-based parameters.

Figure 3.19 shows similar data to 3.18 but for the 6-m antenna voltage patterns.
Here, the ellipticity is consistent in the real and amplitude components, with values
3.242.5 @ -6+27° and 3.2+2.3 @ -8+24°, respectively. The consistency of the real and
amplitude ellipticity, and the consistency and relatively small spread of the position
angle suggests that this ellipticity may be inherent to the 6-m antennas. If the
standard deviation of the mean is calculated for these values the errors are reduced
to 3.16+0.33 @ -5.8+£3.6° and 3.17+£0.31 @ -8.443.2° for the real and amplitude
patterns. The values are consistent with a 3.2+0.3% ellipticity at a position angle
within 30 of zero. There is no evidence of ellipticity changing with elevation but the
precision of the measurements may mask such a trend.

The position angle of the ellipticity will rotate on the sky with parallactic angle
and therefore requires a more detailed treatment of the imaging process than software
currently allows. In Chapter 2, the tools for addressing the ellipticity via simulation

were developed. In Chapter 5, they will be applied.
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Figure 3.18 The real (left) and amplitude (right) voltage pattern ellipticity (top) and
position angle (bottom) are plotted as a function of elevation. Data from C1-6 are
included here. The horizontal axis is the elevation with error bars representing the
range of elevation over which the data were collected. Position angles are in degrees.
The vertical axis error bars are the propagated error from the imfit fits to the axes.
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Figure 3.19 Similar to Figure 3.18 except for the 6-m antennas.
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3.4.4.3 Low Levels and Sidelobes

The inclusion of the 8-element, Sunyaev-Zeldovich Array (SZA) into CARMA (here-
after CARMA-23) provides an excellent opportunity to enhance wide-field imaging
capabilities. A single baseline composed of a 10-m and a 3.5-m antenna is nearly
equivalent in collecting area to a 6-m baseline and 48 such baselines would represent
a non-negligible enhancement to the overall sensitivity, especially in mosaics. The
inclusion of the SZA more than doubles the instantaneous uv-coverage, from the 105
baselines of the current array to 253, and the baselines composed of two 3.5-m an-
tennas, hereafter 3.5-m baselines, can probe flux on scales of 2-3'. Enhancing the
uv-coverage on these very large scales will enable recovery of the remaining, largest
spatial scales by the 10-m antennas in total power.

However, there is a concern. The voltage response of the 3.5-m SZA antennas is
wide, with a 4/ FWHM at a wavelength of 3mm. The 10-m antennas, with FWHM
of ~1.4" at the same wavelength, have sidelobes well within the 3.5-m antenna main
beam. Ordinarily, in homogeneous arrays, the primary beam for a baseline has the
sidelobes of one antenna illuminated by the sidelobes of the other so the sidelobes are
highly suppressed relative to the main beam. In the case of CARMA, even the first
sidelobes of the 10-m antenna voltage pattern are illuminated by the main lobe of
the 6-m antenna voltage pattern at the 20-25% level. Figure 3.20 demonstrates both
the small influence of the 10-m antenna voltage pattern sidelobes when illuminated
by a 6-m antenna voltage pattern (left panel) and the larger influence when that
illuminating voltage pattern is changed to one generated by a 3.5-m antenna (right
panel). The residual contribution from the sidelobes increases by a factor of three
from an often negligible ~3% to a fairly significant ~10%. However, the detriment
to fidelity will still depend strongly on the flux distribution.

If the 10-m antenna voltage pattern sidelobes are neither stable nor predictable,
the benefit of the SZA will be restricted and the use of baselines with 10-m and 3.5-m
antennas cannot be included in high fidelity imaging. Modeling the behavior of the

sidelobes and determining their overall stability at a level necessary for high fidelity
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Figure 3.20 The left panel displays the negative, low-level sidelobes of the 10-m volt-
age pattern overlaid on the main beam of the 6-m antenna voltage pattern. The right
panel shows the same but the main beam is that of a 3.5-m voltage pattern. The
negative contours, shown in blue, are -5% and -10% of the peak of the 10-m antenna
voltage pattern. The black contours of the main beam are 5%, 10%, and then in-
creasing by 10% up to 90% of the peak. When multiplied by the 6-m antenna voltage
pattern, the peak 10-m voltage pattern sidelobes, ~-13%, are multiplied by 25% re-
sulting in 3% residual contribution which is significant in cases where the dynamic
range needs to exceed about 100. On the right, the -13% sidelobes are now multiplied
by 70% of the peak in the main beam giving 10% residual contribution which will
be significant when the needed dynamic range is 30. A 6-m antenna voltage pattern
overlaid on a 3.5-m antenna voltage pattern will look much like the left panel above
given the proportions of the antenna sizes.
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imaging is an expensive enterprise, requiring repeated, modest-resolution hologra-
phy over a variety of observing conditions spanning day- and night-time conditions.
However, an initial estimate of the stability can be made with our current, night-
time restricted dataset. While I would hesitate to use the beams described here for
imaging, I can verify whether more detailed study of the sidelobes is merited.

Figures 3.21 and 3.22 display the intra-antenna variation of the six 10-m antennas
in the real and imaginary component, respectively. The averaged (real-only) sidelobe
pattern is visible in Figure 3.17, although the relevant quantity now is the square-root
of the displayed primary beam. The dataset from 2008-Mar-24 (see Table 3.1) was
used as the base image as this was the dataset which included the greatest number
of 10-m antennas. Data from 2007-Aug-12, 2007-Sep-07, and 2008-Mar-27 in the 3-
mm band were used for comparison. C1 uses data from 2007-Sep-07 as the template
and only 2007-Aug-12 is available for comparison, hence C1 is largely ignored in the
following discussion due to the lack of sufficient data for comparison.

In general the agreement between the various real components is remarkable.
The bulk of the sidelobe pattern subtracts out extremely well, with voltage pattern
sidelobes of 5-10% being typically consistent to within <2-3% of the voltage pattern
peak. Given that the nominal beam patterns are assumed to be Gaussian and have
no sidelobes, use of an appropriate model of the sidelobes can easily reduce the error
induced by using this Gaussian from 5-10% to 2-3%, an improvement of a factor
of 2 to 5 even without a detailed treatment of the sidelobe variations with time or
observing conditions.

Instances of >5% are rare, with C2, C3 and C4 showing single instances of such
deviation. For all but C4, these differences are common to the datasets separated
significantly in time indicating that there may be time evolution involved or that the
more significant deviations seen in the red and cyan contours may be related to the
marginally resolved source used in these beam patterns. The RMS of the residual
images is always less than 0.9% with datasets taken more closely in time reducing this
deviation to 0.8% or less. The largest deviations are seen near the half-power point

of the illuminating, 3.5-m antenna voltage pattern indicating that, while the overall
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Figure 3.21 Real component voltage patterns for the six 10-m antennas. The image
is a model of the real voltage response of a 3.5-m antenna. The dark blue contours
represent the six template images, one per antenna. Other datasets were subtracted
from these templates and are shown in red, cyan and green contours. In all cases
except for C1 (top left of the figure) the green contours were taken close in time and
on the same source as the template image, whereas the red and cyan contours were
taken close in time to each other and on a common source but at a time and on a
source different than the template dataset. For C1, only two epochs were available.
For this antenna, the template and red contours were from datasets taken close in
time on the same source. The absence of contours indicates the absence of data, not a
perfect fit. Contours are at 2%, 3%, 5%, 10%, 15%, 20%, and then increasing in 10%
steps thereafte