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Abstract

This thesis describes the results of experimental studies of semiconductor struc-
tures using local microprobe techniques. The studies primarily concern two ques-
tions: the detection of local variations in material quality and transport properties,
and the control of material preparation and growth to minimize these variations.

In chapter 2 we investigate the source of defects in nitrogen-doped ZnTe grown
on ZnTe and GaSb substrates. Through the use of atomic force microscopy (AFM)
and transmission electron microscopy (TEM), we find that defect generation is
minimized on GaSb substrates with nitrogen delta-doping. Using selective etching
techniques, we also show that the Zn {111} fault planes tend to originate at the
doping layers while Te {111} fault planes tend to originate at the substrate /epilayer
interface. A simple doping model from Chadi et al., explains the observed effect.

In chapter 3 we studied the effects of electron-beam-assisted molecular beam
epitaxy (EB MBE) on the growth of Si on CaF5,/Si(111). By irradiating the surface
of CaF, with low energy electrons, the surface free energy of the CaF, is raised and
the subsequent Si layer is smoother. By using AFM, X-ray diffraction, and XPS,
we find that an optimal range of exposures exist that minimizes surface roughness
and we present a simple thermodynamic model to explain this. We further show
that for temperatures below the epitaxial growth temperature of Si (500°C), the
irradiation causes a transition in the Si grown from amorphous to ordered.

In chapter 4 we investigate the electrical properties of the intrinsic ZnTe(110)

surface. Using scanning tunneling microscopy (STM) and spectroscopy, we find
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a new criterion for determining the extent of Fermi level pinning. This criterion
involves observing the enhancement of reverse bias current with increasing tip-
sample separation. The mechanism is an increase in the tunneling transmission
of carriers through the semiconductor’s space charge region that more than com-
pensates for the reduced tunneling transmission through the tip-sample gap as the
tip retracts from the surface. We also find that upon subsequent exposure of the
surface to contaminates, the surface becomes pinned.

Chapter 5 describes our ballistic electron emission microscopy (BEEM) in-
vestigations of semiconductor structures. We describe our studies of Au/Si(100)
interfaces and show that the barrier height extracted from the spectroscopy us-
ing a simple model agrees well with the known Au/Si Schottky barrier height.
We also present preliminary studies of InAs/AlAs/GaAs single barrier structures.
Through frequency plots we feel we can confidently identify transport associated
with specific local band structure, particularly the GaAs and AlAs I'-pt.

Finally, in Appendix A we discuss the contemporary STM theories along with
the theory we used for our calculations in chapter 4. In Appendix B, we discuss

in detail the construction of BEEM equipment along with its operation.
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Chapter 1

Introduction

1.1 Overview of Thesis

The work of this thesis primarily addresses two related questions. The first ques-
tion concerns the detection of local variations in material quality and transport
properties in semiconductor structures. The second question concerns how material
growth can be controlled to minimize the adverse affects due to these inhomogen-
ities. These questions are of particular technological relevance since the industrial
pressures for higher packing densities, lower power requirements and faster speeds
for semiconductor devices are driving the miniaturization of devices according to
Moore’s Law, that is, the exponential increase in the complexity of integrated
circuits over time [1]. As miniaturization progresses, the electronic performance
of devices will be no longer be determined by the weighted spatial average of its
local properties. Instead the spatial variance of these properties will increasingly
introduce more variance into performance across different devices|[2].

The major results of the work are as follows. We have developed a hypothe-
sis for the generation of {111} stacking faults in nitrogen-doped ZnTe, a material
used in green-blue light emitters. Through correlations with AFM and TEM mi-

crographs, we identify particular surface morphologies with defects propagating



from the substrate/ZnTe epilayer interface and from the doped ZnTe:N/ZnTe epi-
layer interface. By selective etching techniques we identify the defects starting at
the substrate/ZnTe epilayer interface to be along the Te {111} planes while de-
fects starting at the doped ZnTe:N/ZnTe epilayer interface tend to be along the Zn
{111} planes. Reducing doping levels below 10'® cm™2 reduces defect formation
and also their propagation. We also conclude that GaSb is preferred over a ZnTe
substrate due to difficulties in oxide removal on the ZnTe substrate. Substrate
surface roughness as measured by the AFM does not appear to play a significant
role.

We have also advanced a technique to reduce surface roughness of Si/CaF,/Si
structures, a material with potential for semiconductor-on-insulator technology
and quantum devices. Through low energy electron-beam irradiation of the surface
of CaF; prior to Si growth, we show that we can increase the surface free energy of
the CaF; and thus improve the crystalline quality of the subsequent Si layer. We
also investigate the temperature dependence of the growth and find that irradiation
causes a transition for amorphous growth to ordered growth of the Si layer.

We have also investigated the electrical characteristics of the cleaved ZnTe(110)
surface using STM. We show that the surface obeys thermionic emission theory for
very small tip-sample separations and that the surface’s Fermi level is unpinned.
As the separation increases, we observe an enhancement in the reverse bias current.
We attribute this to an increase in tunneling transmission through the semiconduc-
tor space charge region that more than compensates for the decreased transmission
through the gap region. We also show that the surface’s Fermi level pins upon sub-
sequent exposure to contaminates.

Finally, we have modified a STM inhouse to perform Ballistic Electron Emis-
sion Microscopy (BEEM), a technique to study buried interface properties. We
have studied the surface and interface properties of Au/Si(100) to reproduce other
researchers’ results and then performed preliminary studies on the single barrier

structure InAs/AlAs/GaAs. From spectroscopic data we determine roughly the



energies for strong current onset and correlate these energies with the local band
structure energies of the sample, particularly the I'-points in the GaAs and AlAs.

The remainder of chapter 1 has been organized to give the reader motivation
for the work as well as technical background for the methods utilized in this thesis.
In section 1.2 we present motivation and historical background for the ZnTe and
Si/CaF; studies. We will also discuss motivation behind the construction of the
BEEM equipment along with the significance of investigating interface properties,
particularly single barrier devices. We then feel it would be instructive to dis-
cuss the methods that have made up the bulk of the experimental work. This is
because these techniques, Scanning Tunneling Microscopy (STM), Atomic Force
Microscopy (AFM), and Ballistic Electron Emission Microscopy (BEEM), are rel-
atively new to most researchers (the first STM was built in 1981 while the first
BEEM was built in 1987). An introduction to STM will be give in section 1.3
followed by AFM in section 1.4. In both sections there will be an emphasis on
experimental considerations and data collection artifacts. Theoretical approaches
for STM tunneling calculations including the approach we use in chapter 4 can
be found in Appendix A along with a discussion on AFM tip-sample interactions.
BEEM will be briefly discussed in section 1.3 with the STM; a detailed discussion
of BEEM technique along with equipment construction can be found in Appendix

B.

1.2 Motivation for Investigations

1.2.1 ZnTe Studies and Light-Emitting Devices

The quality of electronic materials has intrinsic importance since it has a direct
correlation with usefulness in device application. The ability to grow a huge array
of homoepitaxial and heteroepitaxial structures has made great advances since the

development of the technique of molecular beam epitaxy (MBE). This ability to



grow epitaxial layers of one semiconductor on another with abrupt, high quality
interfaces has resulted in a large variety of device application, some of which we
will describe in the following sections. These structures also offer the opportunity
to study basic physics phenomena such as hot carrier scattering or local band
structure effects, both of which we will discuss later.

Devices that we have studied that is of particular technological interest are
blue and blue-green light emitters. With the world wide LED market worth over a
billion dollars, it may be surprising that an efficient blue LED is not commercially
available[3]. One of the more promising material systems for these devices is the
II-VI compounds since they have direct band gaps near the blue and blue-green
energies. Our proposed device, a n CdSe/graded MgCdSe/p ZnTe junction, and
devices proposed by other research groups that use a ZnSe-based material systems
have a similar problem; the inability to form highly doped p-type regions in the
ZnTe and ZnSe[l11, 12, 13]. These highly doped regions are important for making
ohmic contacts to the device and for reducing the voltage drop across the device
due to high resistance layers.

Large bandgap II-VI materials have a history of doping problems[4]. Using
conventional doping techniques (excluding metastable doping techniques which we
will discuss below) binary II-VI compounds can be doped n-type or p-type but
not both. Specifically, tellurides tend to be doped p-type, while the rest tend to
be doped n-type. It is widely believed that the problem is not due to the lack
of shallow dopants but due to a self-compensation mechanism (to be discussed in
more detail in chapter 2) that becomes energetically favorable whenever dopants
are introduced[4, 5]. Chadi et al., proposed that N would be the ideal p-type
dopant to suppress the self-compensating effect. Shortly afterwards, Parks et al.
reported hole concentrations of 3.4x10' in ZnSe using a nitrogen plasma source [6].
Doping levels of 1x10'® and 1x10% are currently reported for p-ZnSe and p-ZnTe,
respectively.

However, cross-sectional TEM of these structures reveals an additional problem;



defects and stacking faults are easily generated at this substrate/epilayer interface
and propagate through the device to the surface. These devices have typically
contained a high density of defects and stacking faults (10 cm™%) which we suspect
is substantially reducing the injection and radiation efficiency of the device. The
defects and faults propagating through the device can reduce injection efficiency or
radiation efficiency through charging and/or trapping of carriers at defects and the
defects can also act as nonradiative recombination centers[7]. We have investigated
the source of these defects using TEM, AFM, and selective etching techniques.
In order to reduce the defect density and the variability across devices to ensure
reliable device operation and yield, one must also study the quality of the substrate
and substrate surface. This is because the substrate effectively acts as a template
for all subsequent growth layers and any suboptimal surface characteristics could
possibly form into the observed device-killer defects: Using AFM and x-ray rocking
curves we have investigated the effects of substrate quality on ZnTe:N epitaxial

growth.

1.2.2 SOI and Quantum Devices in Silicon

The growth of semiconductors on epitaxial insulators (SOI) has a large number
of applications and benefits. Initially, the advantage was radiation-hardness since
the insulator isolated and limited the ionization damage by limiting the charge
collecting region of the device. For integrated devices, SOI facilitates 3-D high
density circuits since it isolates devices from each other and also reduces parasitic
capacitance[8]. The Si/CaF;/Si system is a natural choice for several reasons.
First, Si substrates are highly desirable because of their low cost, large size, high
quality, mechanical robustness, and well developed processing technology. CaF, is
a logical choice for the insulator since it closely lattice matches Si, is stable at pro-
cessing temperatures, has good chemical bonding at the interface, and has a large

band gap and favorable band offsets to Si. In fact, CaF; also shows promise for



the fabrication of quantum tunnel devices in Si-based systems. Quantum devices
have recently gained much interest as a way to incorporate ultra dense memory,
neural networks, and high speed electronics.

Although it has been shown that high quality epitaxial CaF, can be grown
on Si(111) substrates[14], there exists a fundamental problem in realizing 3-D
circuits. The problem is that even though CaF, easily wets the surface of Si, Si
deposited on CaF; forms large islands that lead to amorphous growth[15]. This is
because CaF; has a substantially lower surface free energy than Si (450 ergs/cm? for
CaF; (111) verses 1240 ergs/cm? for Si(111)) and the surface strives for the lowest
thermodynamic surface energy under equilibrium conditions[18]. In addition, the
thermal expansion coefficients of Si and CaF; are dissimilar enough to produce
strain and dislocations in the structure upon cooling. Many different methods
have been tried to improve the crystalline quality‘vof epitaxial Si/CaFs, including
varying growth temperatures, or predepositing Si at low temperatures on the CaF,
and rapidly annealing[16, 17]. In an attempt to raise the surface free energy of
CaF; to improve the subsequent growth of Si on top, we chose to study the effects
of irradiating the surface of CaF;, with low energy electrons. Low energy electrons
have been shown in previous studies to desorb F* from CaF5(111) and leave an
ordered array of surface F-centers[9]. This array of F-centers will have a higher
surface free energy than the CaF; surface and thus should favor 2D growth or at

least lower the contact angle in 3D growth of Si on CaFs.

1.2.3 BEEM and Inhomogeneous Subsurface Properties

One can divide problems associated with device miniaturization into two cate-
gorles: those associated with single devices (intradevice) and those associated
across devices (interdevice). We will ignore the rich field of interconnection prob-
lems. Much recent work has focused on intradevice difficulties. For example, from

Carver Mead’s calculations, a device’s fundamental limit will be determined by



the supression of parasitic currents such as oxide tunneling and junction-drain
tunneling [19]. The following argument summaries the effect: as the feature size
continues to shrink, the substrate doping must be increased to prevent punch-
through. This increase in substrate doping will increase the junction electric field
and thus increase junction-drain tunneling. To decrease this tunneling, the source
voltage must be reduced which furthermore reduces the difference between the on
and off current. This difference approaches KT below a feature size of about 0.03
microns.

Even though technology is not at these limits yet, there may be an even more
fundamental limit. Lateral variation across a device may become a significant
problem when the size of the device approaches the characteristic length of the
spatial variance. The characteristic length is the length at which one could expect
certain device characteristics to change significantly. It is when device dimensions
are in this regime that the properties of one device can vary substantially from
the properties of an adjacent device. When the characteristic length scale is larger
than the single device limit, the fabrication of integrated devices might be limited
to this longer length scale. To illustrate this point, consider a simple metal-GaAs
Schottky contact. The electrical characteristics of a ohmic contact depends on the
local proximity of discrete dopants to the metal-semiconductor interface. For a
stochastic doping process in which the average doping levels in the semiconductor
is 10'° cm™3, a square device of length 400 angstroms will have contact resistances
that vary from one device to another by a factor of two[2]. Hence, even though
the individual device limit has not been reached, the interdevice fluctuations kill

any chances of integrated device fabrication.

In order to investigate the local fluctuations across devices, we have constructed
a Ballistic Electron Emission Microscopy (BEEM), a three contact modification of

the STM (see figure 1.1). Where the STM simply biases the local probe (tip) and
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Figure 1.1: Basic BEEM experimental setup



measures the carriers that transverse between the tip and the sample surface, the
BEEM measures both this current and the carriers that travel ballistically across a
buried interface in the sample. Thus BEEM can give simultaneously both surface
information and interface information.

To verify the operation of the BEEM instrumentation and to corroborate pre-
vious experiments, we investigated the Schottky barrier characteristics of Au de-
posited on Si(111). Using BEEM, we obtained a topographic map of the surface
and of the underlying interface and, in addition, we performed spectroscopy at
several different points on the surface. Using a simple theory developed by L. D.
Bell et al., we were able to obtain an excellent fit to the spectroscopic data and
extract Schottky barrier height information[20].

In addition we are the first to investigate the local surface and subsurface char-
acteristics of a single barrier tunnel structure, Au/InAs/AlAs/GaAs(100). This
system is of fundamental interest for several reasons. First, InAs/AlAs is a highly
strained system for which we would hope to see defects due to interface relaxation
since we have grown the InAs layer beyond the critical thickness length[23]. That
is, we would hope to see evidence of lateral inhomogenities in the BEEM images
that would not be correlated with the surface topography. Secondly, we hoped to
see local band structure effects, that is, if the X-point, L-point, and I'-point in
AlAs and GaAs were observable in the spectroscopic data. In particular, if we do
see the onset in L-point tunneling in spectroscopy, then we have direct evidence
of the randomization or spreading of the carrier distribution in the base. The
details behind the base carrier distribution are important not only in settling res-
olution issues for BEEM experiments but also in predicting current channels that
are only available if certain criteria are met, such as conservation of the parallel
momentum [21, 22, 24]. Spreading of the carriers in k space is necessary to observe
L-point tunneling since the injected distribution from the tip is narrow in k space
and preferentially in the (100) direction. This can be shown from WKB theory

since the carriers in states with energy E relative to the unbiased Fermi level and
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with parallel wavevector kj| will decay into the gap with an inverse decay length
Kk = [(2m@/h?) —ky*)]/% where ¢ = [(¢:+s)/2— E +(eV//2)] is the average barrier
height between the emitter and the base workfunctions, ¢; and ¢, respectively, and
V is the applied bias. Hence states with larger k), will have a shorter decay length
and thus states with k;; ~ 0 will dominate the tunneling current into the base.
However, for these same carriers to access L-point states, they must have a sub-
stantial k), component, indicating that the carriers must have scattered elastically
while propagating through the base. In the experiments we do see evidence of I’
and possibly X-point tunneling, indicating not only local band structure effects.

We do not see conclusive evidence of L-point tunneling.

1.3 Fundamentals of Scanning Tunneling Mi-

Croscopy

1.3.1 Background and Basics

This section is designed to provide the reader with a technical background for the
work involving scanning tunneling microscopy. The additional complications of
BEEM, a modification to the STM, will be discussed in a later chapter and in
Appendix B. Since both of these techniques are related and relatively new, we will
first give a basic overview of the construction and operation of the STM before we
delve into the details and concerns for the systems we are particularly interested
in. More specifically, we will focus on metal-gap-semiconductor tunneling for the
STM experiments.

STM has developed rapidly into a unique and flexible surface analysis tech-
nique. Although several "microscopes” had been developed previous to the STM to
analyze surfaces, each one had strict limitations [27] [34] [32]. For example, the res-
olution of the high resolution optical microscope (HM), phase contrast microscopy

(PCM), and scanning electron microscope (SEM) were inadequate for resolving
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Figure 1.2: Comparison of the range of resolutions of the STM and other micro-

scopes

individual atoms. High-resolution transmission electron microscopy (TEM), used
mainly to image bulk or interface regions, must be used only on specially thinned
samples. The field emission microscope (FEM) and the field ion microscope (FIM)
image the surface of sharp tips with radius < 1000 A. Scattering experiments such
as low energy electron diffraction (LEED), x-ray, He diffraction, or ion scattering
yield only limited reciprocal space information. However, as seen in figure 1.2, only
STM offers nondestructive, real-space imaging with atomic resolution. In addition,
it also allows one to probe local transport properties both on and below the surface
(BEEM). This is possible because the displacement of the probe can be controlled
with subangstrom precision. Figure 1.3 illustrates through a simple diagram the
basic construction that allows such fine control[53].

In a typical STM experiment, a bias is applied across the tip and sample which
are typically separated 5-20 A, causing carriers to tunnel across the gap. The

. . =1/
tunneling probability, from simple WKB theory, is proportional to e~ A% 23, where
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A = 1.025 eV™Y2A-1  § is the average barrier height, and s is the tip-sample
separation. Since the average barrier height is about 4 eV, the tunneling probability
changes by roughly an order of magnitude for a 1 A change in s[28]. This large
change in signal for small change in separation allows tip-sample separation to be
controlled vis-a-vis a feedback circuit within 0.1 A.

For the work involved in this thesis, we have used the STM in two modes,
the constant current mode and the spectroscopy mode. In the constant current
mode, the tip is scanned over the the surface by rastering the voltage to a set of
piezocrystals that the tip is mounted on. A feedback circuit measures the tunneling
current and compares it to a preselected setpoint current. The difference becomes
the error signal which is then used for two purposes. First it is used to generate a
correcting voltage for the piezos to change the tip height and reduce the error signal.
Secondly, the error signal is used to generate a topographic map of the surface.

For spectroscopy measurements, the tip is held stationary over the sample and the
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bias voltage is ramped over a preselected range while the current is recorded.

1.3.2 Experimental Artifacts

Before interpreting the data acquired in the constant current mode as a topographic
map of the surface, there are several sources of artifacts that one must be aware of.
We define an artifact as a measurement that results in an image feature different
from the actual surface feature. The sources of these artifacts can be separated into
four categories; tip-related, piezo-related, electromechanical-related, and sample-
related. We will discuss all four sources but postpone the a theoretical treatment
of tunneling until Appendix A.

The tip is arguably the most crucial component of an STM or BEEM experi-
ment. This is because any information that is gathered 1s a convolution of the tip
and the sample characteristics. The tip must be well characterized to be useful
experimentally. The characteristics include tip shape and stability, electrical prop-
erties, and mechanical characteristics. A well characterized tip shape means that
tunneling occurs at only one localized region on the tip (no multiple tips), and
that this region does not change during data acquisition. We use Ptlr (80% and
20%, respectively) tips purchased commercially that are electrochemically etched,
ion milled, and characterized by SEM to have an effective radius less than 500 A,
modeling the tip’s end as a sphere[29]. Ptlr’s stiffness provides mechanical stability
and its inertness prevents tip modification due to contamination under non-UHV
conditions. We have also used gold tips but have found they are inferior due to
their malleability and lack of mechanical stability. In addition, the tip should
have a well-defined workfunction and simple band structure (i.e., metal) so that
theoretical comparisons with actual data are not unnecessarily complicated.

The effective radius of the tip is very important for both the constant current
mode and the spectroscopy mode. For measuring abrupt surface features such

as steps or trenches, the smaller the tip radius, the greater the resolution of the
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feature. This effect is illustrated in (a) and (b) of figure 1.4. The small circle at
the end of the tip represents the effective radius model. One can roughly estimate
the effective radius of the tip if one knows the true size of a surface feature, such as
an atomic step[30]. For a single atomic step shown (c) of figure 1.4, one can easily
derive the relationship » = W?2/2h + h/2. For AFM tips r is approximately the
radius of the tip neglecting tip-surface interactions while r is actually the tip radius
plus the tunneling gap distance for the STM tip. While we have neglected many
factors in this gross simplification, it is still useful in obtaining a rough estimate
of the tip’s size. For example, we have measured atomic steps on graphite and
ZnTe and have found that mechanically cut Ptlr tip radii vary from 20 to several
hundred A, while the well characterized tip previously described vary from 50 to
200 A. Tips can be made duller by rapidly raising the current to microamps, which
has been speculated to locally “melt” the tip at the end[31].

Although sharp tips are necessary for detecting abrupt surface features, for

spectroscopic measurements a duller tip (i.e., larger tip radius) is more desirable
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for several reasons. One reason is because a larger tip (> 500 A) yields more
stable spectroscopic data since it averages over a larger area than a small tip.
This averaging effect reduces the influence of tip drift, that is, an uncontrollable
movement between the tip and the sample surface that is caused by temperature
differences between the tip holder and the sample holder or by piezo creep (to be
discussed later). Ideally, one should be able to eliminate the drift by simply waiting
several hours or days until equilibrium is reached. However since our experiments
are not performed in UHV, we are slowly contaminating the surface and thus are
under a time constraint. More crucial than the averaging effect is the fact that a
larger tip has better energy resolution than a sharper tip[31, 32]. Lets assume that
a sharp tip has a effective radius of 3 A and a dull tip has a radius of 800 A (this is
about the tip size we used to take spectroscopy data by our estimations). We can
roughly relate the lateral resolution (Az) to the tip radius (R) and the tunneling
gap (d) by Az = [2A(R + d)]*/?[40]. If we assume a tunneling gap of 5 A, the
uncertainty relationship AkAz ~ 1 indicates that a sharp tip and a dull tip will
have a momentum uncertainty of 0.25 A1 and 0.025 A~1, respectively (Although
the crystal momentum in a solid is not a physical momentum, a resolution limit
can be estimated). Figure 1.5 shows the band structure of a nearly free electron
dispersion for k = 1 A~! with the spread of uncertainty for a dull and a sharp
tip at a probing energy V,. The curves for the dull and sharp tip are displaced
from the dispersion curve for clarity. Note that for a single atom tip the spread in
energy can be considerable.

The piezoelectric crystals that control the tip movement can also cause ar-
tifacts in image interpretation. There are three phenomena that are the main
culprits; piezo non-linearity, hysteresis, and creep[33]. Non-linearity refers to a
non-linear mechanical distortion of the piezo with a linear change in applied volt-
age. Hysteresis is a type of time-dependent non-linearity in which the response
of the mechanical deformation of the ceramic lags that which is expected based

on the applied voltage. Creep is the phenomena in which the piezo continues to



16
Uncertainty and the Nearly Free electron model

¥ 1 ‘\ 1 L]
\\
N\ sharp tip
L \‘
\\
—-—nearly free electron band \\
> ‘\
o .
5 dull tip
C
i
V[ i
B - -
g
e
’_/
——T - I i 1 1
0.0 0.1 0.2 0.3 0.4 0.5

Figure 1.5: Nearly free electron model for a dull and sharp tip

deform after a rapid change in voltage. Creep and hystesis can both be minimized
by operating the piezos at low electric fields. This amounts to maintaining the
mean piezo voltage around zero during scanning. In addition, a rapid increase
in voltage, possibly caused by scanning over an abrupt feature, may produce an
overshoot and subsequent ripples in the piezo mechanical deformation, as the piezo
and the electronics “hunt” for the correct tip height.

We attempt to mitigate the non-linearity effects by calibrating the piezos prior
to and after each experiment. To calibrate, we use commercially available samples
that have a Ir surface and well characterized step heights, widths, and pitches and
scan the calibration sample at the same frequency and range at which we expect
to perform the experiment. We compare the known dimensions of the calibration
sample to the measured ones and adjust a set of parameters that determines the
waveform of the piezo’s applied voltage. The waveform consists of a linear term

and a decaying exponential of varying magnitude and time scale. We then rescan to
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ensure that the recorded image is within the uncertainty of the calibration sample.

Electromechanical factors include vibration isolation and feedback oscillation[33,
34]. Exponential dependence of the tunneling current on gap distance makes vi-
bration isolation an extremely sensitive factor. We mount the entire STM on Si
gel pads and bunge cords to ensure sufficient isolation from mechanical vibration,
particularly low frequency oscillations near 1 Hz. In addition, the feedback circuit
can produce electronic oscillations in the images[34]. For example, a large amount
of gain is desirable since the tip responses to the surface more readily. However,
gain causes a phase shift in the normally negative feedback circuit that may change
to positive feedback for the closed loop response if it is set high enough. The onset
of this phenomena shows up as oscillations in the image that rapidly grow with
increased gain. The solution is to keep the gain just below this point and to adjust
the gain as conditions change.

Last of all, surface conditions and bulk characteristics can lead to image arti-
facts that do not reflect the true surface morphology. First, the surface must be
sufficiently conductive to ensure the current characteristics are not dominated by
the back contact to the sample or by the spreading resistance[35]. The back contact
should have a negligible resistance compared to the effective tunneling resistance,
a feat that is usually straightforward to engineer. Spreading resistance (Rs), the
resistance carriers experience when they pass through a small orifice and “spread”
spacially on the other side, is more difficult to control. Since tunneling occurs at
the very end of the tip, which may only comprise of a few atoms, this resistance
can be modeled as a small orifice that the carriers must pass through. The effects
of spreading resistance can be divided into two region; the high Knudsen and low
Knudsen limit where the Knudsen factor is K = 1/a where | and a represent the
inelastic mean free path and the orifice radius, respectively[36, 37]. In the low
Knudsen limit the spreading resistance, first solved by Maxwell[38], is expressed
as Ry = p/2a where p is the resistivity of the sample. In the high Knudsen limit

the spreading resistance depends on the ratio of the inelastic mean free path to
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the orifice radius and can be expressed as R, = (pK)/4a [39]. The orifice effect
is stronger in the high Knudsen limit since the carriers must travel ballistically
through the orifice. For STM or BEEM experiments, the tip (orifice) radius may
realistically be between 10 - 1000 A. Since the inelastic mean free path is on the
order of hundreds of angstroms, we are not clearly in either limiting case. Figure
1.6 shows the dependence of the spreading resistance on resistivity for a 10 A tip
radius for both the high and low Knudsen limit for electrons in Si. Typically in
STM the bias voltage is 1 volt and the demand current is 1 nA, so R, < 10M
adds a voltage of less than 10 mV, a negligible effect. For Si, with a doping level
below 1 x 10% cm™®, R, may become comparable to the tunneling resistance and
cause the tip to crash into the surface. To prevent problems related to conductivity
and spreading resistance, we choose samples for which we can readily make ohmic
contacts and which are doped to greater than 1 x 107 to reduce any spreading

resistance effects.
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Second, the sample must be prepared so as to eliminate excessive surface con-
tamination and roughness. Of course certain types of surface contamination may
be desirable to study experimentally. However, if the contamination is several
monolayers thick and is either physabsorbed onto the surface or conducts poorly,
the tip will be continously modified through interactions with the surface and the
data will be unstable. Likewise, if the sample surface is too rough, the finite re-
sponse time of the feedback circuit will cause the tip to contact surface features,
thus modifying the tip and the surface. To mitigate problems we may encounter
with rough surfaces or excessive surface contamination, we cleave or etch a fresh
surface just prior to experiments, which are performed in a custom built Vacuum
Atmosphere’s Glove Box with 0.3 um filters and filled with an inert argon atmo-
sphere. The unit also contains an alumina molecular sleeve to remove moisture
and carbon dioxide, an alumina filter to remove oxygen, and a cold trap which re-
moves any condensible gases and hydrocarbons. The oxygen content is maintained
to less than one ppm and the moisture content is maintained to less than 10ppb.
Thus we can observe a relatively clean surface for several hours prior to oxygen or

moisture contamination.

1.4 Fundamentals of Atomic Force Microscopy

1.4.1 Background and Basics

Atomic Force Microscopy is a modification of STM in which the sensing mechanism
is the physical deflection of the probe as it moves across the surface[54]. Figure 2.2
shows the basic AFM setup that we use. The sample is mounted on a piezo tube
which scans the surface underneath the cantilever or tip. Features on the surface
cause the cantilever to deflect. The optical detection system consists of a diode
laser, several mirrors, and a pair of photodiodes which sense the movement of the

cantilever. The laser diode’s beam reflects off the back of the cantilever onto the
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Figure 1.7: Basic AFM experiment

photodiodes. As the cantilever moves vertically, the beam is deflected more into
one photodiode and less into the other. This differential signal is compared to a
reference voltage to produce an error signal which is used as negative feedback to
reposition the piezo height to keep the deflection constant, similar in operation of
the STM constant current mode. The piezo height relates directly to the surface
topography. Because only the deflection of the cantilever is necessary for sensing,
nonconductive as well as conductive surfaces can be examined.

The AFM is generally used in either the constant force mode or the variable
force mode. The operation described above is the constant force mode since the
deflection and hence the force (for a homogeneous surface) is kept constant. In the
variable force mode, the piezos are not under feedback control and the cantilever is
free to deflect in response to surface features. This mode improves the response of
the AFM to small surface features but has a limited dynamic range. In addition,

operation in this mode may lead to excessive tip-surface interactions if the surface
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Figure 1.8: Typical AFM force curve

is too rough. For our experiments, we operate in the constant force mode but
also measure the variable force or deflection signal as well. The deflection signal
represents the change in the error signal and hence directly reflects the derivative
of the surface topography.

In addition, the AFM can indirectly measure the force as a function of tip-
sample separation. These measurements generate what is commonly referred to as
force curves, shown in figure 1.8. Region a-b denotes the approach of the tip to the
surface prior to any interaction. Along b-c the tip is attracted to the surface by a
thin layer of liquid that usually forms on the surface. From the force curve we see
that the layer is about 1 nm thick. Along the line c-d the tip is in contact with the
surface and its slope is a measure of the system’s effective spring constant. Since
the movement of the tip along c-d is the same in both directions, the interaction
with the surface in elastic. An inelastic interaction with the surface appears as a
hystersis along line c-d. As the tip retracts from the surface it approaches point

e, the point of greatest adhesion. The tip eventually pulls away from the surface
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and moves along line f-a. The deflection of the tip can be converted into a force by
Freasured = kiDz, where k, is the tip’s spring constant and Az is the tip movement.

For experiments performed in air, a layer of water several nanometers thick
forms on the surface. This layer abruptly attracts the tip as it approaches and
leaves the surface thus leading to instabilities, as seen in figure 1.8[55]. It should be
noted that the true force exerted on the surface is unknown since the complexities
of the tip-surface interaction are unknown. We give a brief overview of the vast
array of tip-surface interactions that are possible along with their characteristics
in the Appendix A. What force measurements do provide is a relative comparison
of the tip-surface interactions provided that the tip remains unmodified. When
quantitatively comparing surfaces of different samples it is important to know if
the tip-surface interaction is substantially different since this strongly influences

how accurately the image reflects the true surface.

1.4.2 Experimental Artifacts

Since the AFM has many similarities to the STM, both techniques share certain
experimental artifacts. These include artifacts associated with the piezoelectric
crystals and also electromechanical artifacts. The tip-sample interactions comprise
the remaining source of artifacts. In AFM, one can show that the data is actually
a convolution of the elasticity of the tip and surface. Through a simple model
we will derive the relationship for both the variable force and the constant force
modes. (see figure 1.9)[56].

In this simple model, the tip and tip-surface interaction are modeled as springs
with spring constants k; and k,, respectively (see figure 1.9)[56]. We assume that
k; is constant and k, is dependent on the applied force. We will initially assume we
are scanning over a surface in the variable force mode so that there is no feedback
to adjust the tip height, and thus k,; is different from k,,. Since the forces must
add to zero, kyAz = k(AR — Az).



Figure 1.9: Simple model of tip-surface interaction

We can express this slightly differently as

ksZ
Az = ————Ah. 1.1
<k32 + kt) ( )
As previously mentioned, the measured force is k;Az = [k—kﬁz—&’—]Ah Thus in
s2'+‘kt

the variable force mode, if k; << k, the deflection of the tip is approximately the
feature height. An alternative viewpoint is, instead of scanning the tip across a
feature, one can advance the piezo Ah toward the surface, as when measuring a
force curve. Thus the term in the brackets is the measured slope, k,,, of the force
curve and reflects the convolution of the tip and surface stiffness.

From k,, one can explain the tip instabilities in figure 1.8. When the tip
initially touches the fluid on the surface, a meniscus forms causing an attractive
force. This attractive force means k, is negative. Thus when the attractive force
is large enough so that k; = —k,, k,, and the force become infinite and the tip
becomes unstable until it contacts the surface.

In the constant force mode, we can also see how the measured feature height
depends on the force curve. In figure 1.10, we start with a set force, kq1z,, and
scan over the surface feature to where the interaction is k,5. The feedback circuit

will adjust the tip height until the force reduces to k,1z,. However, there will
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Figure 1.10: Force curves for tip with large and small tip spring constant

be a temporary deflection of the tip prior to this adjustment which results in a
temporary movement up the force curve, AF [57]. Figure 1.10 illustrates the
consequences of this excursion. Curve 1, called the true force curve, represents a
force curve where k; >> k,. The slope of this curve upon contact is approximately
ks and any movement of the piezos and tip reflect the true surface height. Curve
2 represents the convoluted force curve and has slope ZI:':%IZ upon contact with the
tip. For a given change in force, AF', the corresponding movement in the piezos
is Ah, the true surface height, for curve 1 and Ap for curve 2. From the slopes of

these curves, one can relate Ah and Ap as

kiks
kt + ks

AF = Ap = k,Ah, (1.2)

Ap = [(k: + k) /kJAh. (1.3)



25

Thus for positive (negative) tip-surface interactions, the measured feature, Ap,
is much larger (smaller) than the actual feature size, Ah. From equation 1.3, we
see that if k&, >> k, then Ap =~ Ah. To minimize k,, we use as small a force as
possible while still maintaining tip stability. By having tips of various thicknesses
and lengths, we can select the maximum k, (within a range of 0.06 to 0.58 N/m)
that does not modify the surface. Tips with large k;, while producing images that
more closely match the actual surface (without tip convolution), tend to “dig up”
soft surface features.

If one is looking at surfaces that are inhomogeneous, the above arguments imply
that the force curve should be known at each image point in order to properly
interpret image features. We do measure force curves when we encounter abrupt
features of interest on the surface. As a manner of procedure we investigate one

or two similar surface features and assume that the rest behave likewise.

1.5 OQOutline of Thesis

The remainder of the thesis is organized as follows. Chapter 2 will address the
material properties of nitrogen doped ZnTe grown by MBE on both ZnTe and
GaSb substrates. First a systematic comparison of the substrates will be made
after each processing step using AFM. Second, the crystal quality of the epilayer
will be analyzed by TEM and AFM, and a direct correlation is shown between the
two. Finally, a model will be proposed that explains the formation of the defects
following the theoretical work of Chadi et al.

In chapter 3 Si grown on CaF3/Si using electron-beam-assisted MBE will be
studied as a function of substrate temperature and electron beam dosage using
AFM, TEM, and XPS. At normal growth temperatures the Si surface will be
shown to form hexagons as predicted by Waldroff reconstructions. We will also
show that a distinct minimum in surface roughness as a function of electron dosage

exists. We discuss several possible thermodynamic and kinematic explanations for
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the minimum including the formation of surface F-centers and nucleation sites by
florine desorption. At low temperatures we also see a transition from amorphous
to ordered growth as a function of electron dosage.

We present surface images and spectroscopy of cleaved ZnTe using the STM
in chapter 4. We examine the spectroscopy in detail and show that the reverse
bias current increases in magnitude as the tip is withdrawn for the surface over
a certain range. We confirmed this effect in the I vs s measurements, where s is
the tip-sample separation. We model the system using a model similar to Duke’s
independent electron tunneling model with an unpinned semiconductor surface
and show that the observed effect is consistent with theoretical predictions. We
also present data that suggests that contaminates pin the surface Fermi level near
midgap.

Chapter 5 discusses the subsurface investigations of Au/Si and InAs/AlAs/GaAs
systems using BEEM and conventional iv measurements. For Au/Si, we confirm
previous investigator’s conclusions of the lateral inhomogenities of the Au/Si in-
terface and the measured barrier height. We discuss the current theoretical issues
surrounding BEEM and attempt to test the “searchlight” effect through the data.
In the InAs/AlAs/GaAs system we present BEEM spectroscopy that demonstrates
the onset of I'-point and possibly X-point tunneling through the AlAs into GaAs.
We present evidence through frequency plots that the quadratic onset of the col-
lector current represents the band edges for the transport of carriers into the GaAs

substrate.
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Chapter 2

The Growth of ZnTe:N on GaSb

and ZnTe substrates

2.1 Introduction

The technological and economical importance of solid state blue and blue/green
leds and lasers cannot be overstated. Among the many benefits from the reduction
in wavelength are improvements in printer technology (from increased resolution
and photoconductivity), a four-fold increase in data storage, and access to full color
displays. Consequently, the recent success of fabricating these devices using II-VI
materials has led to intensified efforts to solve the remaining dopant and contact
problems preventing widespread use.

Recently, nitrogen doping has offered a partial solution to the doping and
contact problems of ZnSe and ZnTe for the fabrication of II-VI blue light emit-
ters [6, 2, 3, 4]. While the doping level in p-ZnSe is still too low for an adequate
ohmic contact to be made, nitrogen-doped ZnTe offers a solution since it readily
forms an ohmic contact to gold and can be graded with ZnSe [2]. In addition,
ZnTe:N can serve as a basis for other light emitting devices [4]. However, to date

there has been little progress on the understanding of the doping process or its
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Figure 2.1: Model for 4-fold and 3-fold coordination of N in ZnTe

effect on crystal growth and quality. It is the purpose of this chapter to study the
effect of nitrogen doping of ZnTe on crystal quality.

Crystal quality is especially important for light emitting devices because de-
fects and dislocations can act as potential nonradiative recombination centers and
can also increase electrical resistivity, therefore significantly degrading device per-
formance. Unfortunately, nitrogen, a substitional acceptor for Te in ZnTe, is likely
to promote defect and dislocation generation for several reasons.

According to Chadi et al., the uncompensated neutral nitrogen atom can trans-
form into either a three-fold or four-fold coordinated state (see figure 2.1) [5]. It is

energetically favorable for the neutral acceptor to undergo the following reaction:

2a° = a” + AT, (2.1)

where ¢~ and a® are the negatively and neutrally charged four-fold coordinated
state, respectively, and A" is the three-fold coordinated state with two holes bound

to it. Thus about half the acceptors eventually become stable three-coordinated
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sites with a broken Zn bond. This broken bond can act as a source for extended
dislocations. In addition, the bonds formed in either state will be significantly
shorter since the neutral nitrogen atom is about 42.5% smaller than the tellerium
atom. This results in local strain fields that can also serve as nucleation sites for
defects and dislocation formation. Finally, the change in cation/anion fluxes when
nitrogen is introduced and its effect on the growth dynamics is a complex issue
that needs to be understood and optimized to ensure stochiometric growth. To
gauge these effects, we have investigated the crystal quality and surface morphology
of ZnTe:N epilayers grown on commercially-obtained ZnTe substrates and GaSb

substrates using TEM, AFM, and x-ray diffraction.

2.2 Chapter Outline

This chapter has been organized as follows. In the first section, we present the
results of characterizing and comparing GaSb and ZnTe substrates throughout
their processing steps using primarily AFM. Next, the results of ZnTe:N grown on
ZnTe substrates are presented. Two different approaches are used for the growth
process, continuously doped and superlattices of delta-doped ZnTe:N with undoped
ZnTe. We also discuss a model for defect generation based on nitrogen doping in
ZnTe epilayers. Finally, the results of ZnTe:N/ZnTe superlattices grown on GaSb

substrates are discussed and compared to the ZnTe substrate growths.

2.3 Substrate Characterization

We have studied the effects of two different substrates, commercially-obtained ZnTe
and GaSb, on the crystal quality of ZnTe:N epilayers. The ZnTe substrates [7],
doped p-type with antimony to a resistivity of 1.3 {2 cm, were grown using physical-
vapor-transport with a proprietary seeding process which seeds a single crystal

across a 2 inch wafer. X-ray rocking curve full width half maximum (FWHM)
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Sample RMS | SD | Comments

Description (nm) | (nm)
ZnTe-RCA clean | 1.34 | 0.14 Wavy

ZnTe-etched 1.2 | 0.34 | Small pits

ZnTe-sputtered | 0.82 | 0.15 Grains
GaSb-HCl clean | 1.1 | 0.07 Grains

Table 2.1: Summary of RMS and RMS standard deviation for substrate surfaces

after processing steps

for these substrates ranged from 54 to 100 arc seconds. Further evidence of the
substrate crystal quality was obtained by imaging the cleaved (110) plane using
AFM. The surface showed several tilt boundaries which formed angles of 11-22°,
corresponding to an edge dislocation every 5-10 atomic planes. The GaSb sub-
strates, silicon doped p-type to about 10'"/cm®, were of higher crystal quality,
with typical x-ray rocking curves FWHM of 15 arc seconds. While GaSb is nearly
lattice matched to ZnTe (.15%), care must be taken to suppress interface reactions
and substrate ion diffusion of Ga and Sb, which can act as dopants in ZnTe [8].
To prepare the substrate for epitaxial growth, surface oxides must be removed
while minimizing surface roughness. For GaSb substrates, the surface oxides were
removed by heating the substrate while under a sufficient Sb flux. ZnTe substrates,
on the other hand, present a problem since the Zn and Te evaporate congruently at
lower temperatures than ZnO. Thus the following steps were necessary to remove
surface oxides prior to growth. First, a two minute soak was performed sequentially
with TCE, acetone, and methonal to remove organics from the surface. Then a
one minute 0.1% bromine/methanol etch was used to remove ionic contamination.
The substrate was then annealed at 460°C in UHV to remove the tellurium oxides
and finally sputtered with 3 keV Ar ions until Auger data indicated that the zinc

oxides were removed.
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We have performed a study of surface roughness of the ZnTe and GaSb sub-
strates to investigate correlations between roughness and growth quality. The
results from two substrates are shown in table 1. Nine images, acquired from dif-
ferent locations on the substrate, were used to calculate the average root mean
square (RMS) and the RMS standard deviation of the image height data. Since
the histograms of the AFM images are unimodal and gaussian-like, the RMS is
a good measure of the surface roughness. The data was acquired with contact
atomic force microscopy [9] with a silicon nitride tip with k = 0.58 N/m and a
contact force of 5 nN. A contact force less than 5nN causes instabilities near rough
features while a larger force caused a compression of the surface and a subsequent
reduction in RMS values (30-40 nN forces reduced the RMS values about 5-10%).
The ZnTe substrates, which oxidize slowly, were analyzed immediately in air after
each process step. GaSb substrates, which oxidize more rapidly, were cleaned with
HCI and methanol and analyzed in a glovebox with less than one ppm oxygen.

From table 1 we see that both substrates are quite similar in both roughness and
morphology after their final step of processing. The GaSb substrate was slightly
smoother than the sputtered ZnTe substrate yet both have small grains of less
than 50 nm radius on the surface. The small grains on the ZnTe substrate are the
result of sputtering damage. The grains on the GaSb substrate were most likely
due to anisotropic oxide growth and their subsequent removal by HCL. Thus the
variations in epitaxial quality grown on the subsequent layers are probably not due
to variations in surface roughness but may be due to other substrate properties

such as inherent strain, residual impurities or oxides on the surface, etc.

2.4 Growth Results-ZnTe substrate

For all growths, an undoped ZnTe buffer layer was grown followed by the nitrogen
doped layer. The Zn:Te flux was adjusted during all growths to ensure slightly

Zn-rich surface reconstruction. The radical nitrogen doping was produced by the
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Figure 2.2: 10 pm x 10 um AFM image of a continuous ZnTe:N epilayer grown on
Zn'Te substrate. Height range is 200 nm.

discharge of an Oxford Applied Research RF (13.5 Mhz) plasma source. The
doping concentration was controlled by varying the nitrogen flow rate, which in
turn was monitored by chamber pressure, for a fixed RF power. Doping levels were
measured using standard Hall techniques. Two different approaches were used
to obtain thick, conductive, nitrogen-doped epilayers: continuous doping during
growth and delta doping between thicker undoped layers in a superlattice fashion.
A comparison of the surface morphology resulting from these two approaches is

illustrated in figures 2.2 and 2.3.
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Figure 2.3: 10 gm x 10 yum AFM image of ZnTe:N/ZnTe superlattice grown on

ZnTe substrate. Height range is 200 nm.
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Figure 2.2 shows the surface of a sample grown with a 1.2 um thick buffer layer
followed by a 1.8 um ZnTe:N doped to 101°/cm®. The large RMS roughness of this
surface, about 18.5 nm, is caused by a high defect density on the order of 108 to
107 defects/cm?. X-ray rocking curves show that the epilayer is fully relaxed from
the substrate.

Figure 2.3 shows the surface of a similar sample with a 0.5 ym buffer layer
grown followed by a 40 period superlattice of 50 A ZnTe:N and 500 A ZnTe.
The mean doping of the superlattice region is about 10*®/cm?®. The surface RMS
roughness has been reduced to about 4 nm with hillocks dispersed on the surface
at a density of 10%/cm?. The rocking curves again show that the epilayer is fully
relaxed from the substrate. We have found that the hillocks, in general, take the
form of the one shown in figure 2.3.

From the cross-sectional TEM of a hillock shown in figure 2.4, we see that
the hillocks are bounded by {111} fault planes that start at the substrate/buffer
interface. When the sample’s (110) face is further milled and tilted in the [110)
direction, additional {111} twinning planes became visible that emanated from
the superlattice/buffer layer interface region, as shown in figure 2.5. These sets
of twin planes interact to form an amorphous core that provides the lift for the
hillock peak.

The hillock model is presented in figure 2.6 and figure 2.7. Figure 2.6 shows
graphically how the fault planes originate at both the substrate-buffer interface
and at the buffer-superlattice interface. The different orientations were determined
from the angles measured on the cross-sectional TEM images along with electron
diffraction patterns of the different planes visible on these images, and dimensions
measured using AFM images. As shown in figure 2.7, the edges of these hillocks lie
in the <110> directions, which is just the intersection of the {111} fault planes with
the (001) surface. The {111} fault planes originating at the substrate/buffer, as
in figure 2.4, interface define the [110] base of hillocks while the {111} fault planes

originating at the superlattice/buffer interface define [110] base of hillocks, as in
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Interface

Figure 2.4: TEM cross-section ZnTe:N /ZnTe superlattice showing hillock originat-

ing from substrate/buffer interface
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Figure 2.5: Fault planes originating at superlattice/buffer interface with Zn {111}

planes visible
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Figure 2.6: Side view showing 111 stacking fault planes at the superlattice layer

and substrate-buffer layer

figure 2.4b. This is confirmed from the hillock’s dimensions: the hillock in the [110]
direction is 4/2 times the thickness of the entire epilayer while in the [1 10] direction
the base is v/2 times the thickness of the superlattice layer. However, about 10%
of the hillocks have a larger base in the [110] direction than predicted with a few
hillocks even forming symmetric pyramids. This indicates that some of the fault
planes bounding the [110] base of the hillocks begin between the superlattice and
substrate.

We have identified the {111} fault planes originating at the substrate to primar-
ily be the Te {111} planes and the ones originating at the superlattice as primarily
the Zn {111} planes through a selective etching technique. The technique involves
etching the (001) surface in a solution of 20 ml: 10 ml: 4 gm of water, nitric acid,
and potassium bichromate, respectively, and a trace of silver nitrate [10]. The

nitric acid primarily attacks the zinc while (Cr,O7)~2, a strong oxidizer, reacts
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Figure 2.7: Front view of hillock model for ZnTe:N superlattice on ZnTe substrate
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Figure 2.8: Formation of rectangular etch pit from (100) surface

with the tellurium to produce TeOq, which is soluble in an acidic solution. The
silver nitrate suppresses the zinc reaction so the tellurium reaction proceeds more
rapidly [11]. This causes a rectangular shaped pit to form on the (001) surface
with the short sides along the Te {111} planes and the long sides along the Zn
{111} planes (see figure 2.8). Thus by noting the orientation of the etch pits with
relation to hillock’s orientation, we observed that the {111} planes emanating from
the substrate interface are parallel to the Te planes as defined by the etch pits.
One possible reason why the Zn {111} twin planes preferentially form at the
superlattice is because the nitrogen dopant forms a stable state with one broken
Zn bond. This broken bond and the strain due to the short nitrogen radius acts to
form dislocations along the Zn {111} planes. For the Te {111} fault planes, their
origin is even more difficult to deduce since there is such a high concentration of
defects near the substrate interface. Perhaps stochiometry problems during initial

growth could lead to local Te-rich conditions which are known to cause hillock
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formation [12].

2.5 Growth Results-GaSb substrate

After a 1400 A buffer of GaSb was grown on the GaSb substrates, the sample was
transferred to a II-VI MBE chamber through a UHV transfer tube where a buffer
layer of ZnTe was then grown. The first several atomic layers were usually grown
at lower substrate temperatures (270 °C) than the rest of the growth (300 °C) in
order to reduce interface reactions and substrate ion diffusion.

The cross-sectional TEM of a sample with a similar ZnTe:N/ZnTe superlattice
epilayer doped to 10'®/cm3 in figure 2.9 shows a sharp reduction in dislocation
density in this layer. The x-ray rocking curves now show that the epilayer is
partially strained to the substrate.

As seen from high resolution TEM of the GaSb/ZnTe interface in figure 2.10,
there is a visible region where interface reactions have occurred. In addition, we see
that faults meet and eliminate each other in the epilayer. Thus, we do not observe
their propagation through the doped epilayer nor do we see significant dislocation
generation in this layer.

The surface morphology shown in figure 2.11 further illustrates the epilayer
crystal quality. The RMS roughness of the surface has now been reduced to 1.7
nm without hillock formation. There does appear to be small precipitates on the
surface with a maximum height of 10 nm. These are not the result of dislocations
propagating in the epilayer as confirmed by TEM and may be substrate precipitates

or Te pooling.

2.6 Summary

In conclusion, we have found that substrate selection is critical to growing high

quality pseudoepitaxial layers of ZnTe:N. Prepared ZnTe substrates, although sim-
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0.35 um

Figure 2.9: TEM cross-section of ZnTe:N epilayer grown on GaSb substrate
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Figure 2.10: HRTEM of ZnTe/GaSb interface
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Figure 2.11: 10 ym x 10 pum surface of ZnTe:N epilayer grown on GaSb substrate.

Height range is 20 nm.
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ilar in morphology and roughness to GaSb substrates, yields inferior epilayers of
both continuously grown ZnTe:N and ZnTe:N/ZnTe superlattices. High levels of
nitrogen doping appear to encourage hillock formation and can be explained by
a simple model which we propose. Hillocks found on the ZnTe substrates with
superlattice doping layers are the result of Te {111} fault planes originating at
the substrate interface and Zn {111} twin planes originating at the superlattice
interface. The dislocation density in the epilayers grown on GaSb were reduced
by a factor of 10-100 with no hillock growth but evidence of precipitates on the

surface.
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Chapter 3

Surface Morphology Of Silicon
Grown On CaF,/Si by Electron
Beam Assisted MBE

3.1 Introduction

The development of quantum devices such as resonant tunneling diodes has lead
to advancements in several different fields including ultra dense digital memory
circuits, high-speed electronics, and neural networks. In addition, SOI (semicon-
ductor on insulator) is another promising development for silicon-based systems to
enhance device performance since it improves the isolation of devices and reduces
parasitic capacitance. However, despite the significance of these advances, at the
present time there exist material problems that prevent the integration of such
devices into silicon-based chips using standard VLSI silicon technology. One lead-
ing candidate for this integration effort is the Si/CaF, material system since the
lattice mismatch is small (0.6 % at room temperature) and the crystalline struc-
tures are similar. Consequently, the system has been studied extensively and it

was found that while CaF, grows in a two-dimensional epitaxial fashion on silicon
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(111), silicon islands on CaF; [15]. In this chapter, we present the results of our
efforts to reduce the tendency of the silicon to island by using a technique known
as electron beam assisted molecular beam epitaxy (EB MBE). This technique has
been used to improve growth of both Ge [2] and GaAs [3] on CaF,, but as far we
know there have not been any reports on its use in the growth of silicon on CaFs,.
Through EB MBE, we investigate the effects of electron dosage and the growth
temperature on the silicon surface morphology and roughness.

In EB MBE the CaF; surface is exposed to electrons in order to desorb fluorine
from the CaF, surface before silicon is grown on it by MBE. It has been shown that
low energy electron radiation desorbs fluorine as F* from the CaF, and creates
an ordered array of surface F-centers on CaF5(111) [9]. A detailed mechanism for
the desorption process which involves excitations of the Ca 3p core level has been
proposed by Chakarian [5]. The array of F-centers will have a higher surface free
energy than the CaF; surface and should thus favour 2D growth or at least lower

the contact angle in 3D growth of silicon on CaF,.

3.2 Chapter Outline

This chapter is organized as follows; in the experimental section we describe the
sample structure and basic format for the study. The next two sections present
cross-sectional TEM images for typical irradiated and nonirradiated structures
along with AFM images for both the high (650 °C) and low (500 °C) temperature
growths. In the data analysis section, we plot the relationship between surface RMS
as a function of electron dosage and growth temperature along with supporting
LEED and XPS data. In the discussion section we explain the results using a simple
geometrical thermodynamics model. In the sixth and final section, we summarize

the results.



33

3.3 Description of Experiment

The sample used in the experiment has three layers: 50 nm silicon on 10 nm CaF,
on a 100 nm thick silicon buffer grown on a silicon (111) substrate. The reason
for choosing a thick CaFs layer is to prevent electron beam penetration through
it. Early TEM studies showed that 10 nm is sufficient for this purpose. Since the
AFM measurements were performed in air, we chose a relatively thick (50 nm)
silicon overlayer to ensure that the surface features due to oxidation are about a
factor of 10-50 times smaller than the features due to the electron beam exposure.

Before growth, we degreased the 2 inch (boron doped to 3 x 10'® cm—3) silicon
wafer and dipped it in a 25% HF solution in order to remove the contaminated
native oxide and terminate the surface with hydrogen. Each wafer was exposed to
the electron beam at four different locations in order to reduce scatter in the data
due to variations in surface preparation and growth conditions. The background
pressure in the MBE machine was about 107 Torr during electron beam expo-
sure and 1078 Torr during the growth. During silicon deposition, the substrate
temperature was kept at 650 °C for the high temperature growth and 500 °C for
the low temperature growth. During CaF, deposition the substrate temperature
was kept at 700 °C. The deposition rates for CaF; and Si were 0.05 nm/sec and
0.04 nm/sec, respectively.

The Si buffer layer exhibited a sharp 7x7 LEED pattern. The surface morphol-
ogy for AFM images of this surface is smooth and featureless with a mean RMS
roughness of less than 2 nm. This pattern changed to the expected 1x1 pattern
after the CaF; had been deposited.

To expose the surface, we defocussed the LEED beam to a spot diameter of
about 4 mm and set the dose rate to 0.85 puA/cm? for the samples with doses
ranging from zero to 1.0 mC/cm? and 12 A /cm? for the samples with doses rang-

2

ing from 0.5 to 50 mC/cm®. The LEED pattern remained the same (except the

spots were larger due to the defocussing) for the doses up to 1.0 mC/cm?. The
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Figure 3.1: AFM image of CaF(111) grown on a silicon (111) by standard MBE
at 700 ° C.
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unchanging LEED pattern shows that the surface remains ordered, indicating that
the F-centers created by fluorine desorption form an ordered array [9]. For higher
doses the LEED pattern lost contrast, which we interpret as a disordering of the
CaF; surface by the electron irradiation. Figure 3.1 shows a AFM image of the
CaF; surface. The surface forms triangular crystalites with a mean roughness
of about 2.9 nm. The base of the triangular crystalites is along the [211] direc-
tion, which is the same direction that the substrate is miscut by 6 °. This miscut
produces steps at which the CaF, would preferentially deposit due to the larger
number of Si dangling bonds at the step than on the flat surface. From figure 3.1
we measured the triangular sides and found them to be in the < 111 > directions,
which is the lowest surface free energy face of CaF,. Thus the triangular shape
appears to be due to the surface free energy minimization of the CaF; crystal with
preferential deposition at the step face. We could not detect any morpological or
roughness differences between irradiated regions up to 1.0 mC/cm? and nonirradi-
ated regions of the CaF, surface, suggesting that the electron irradiation damage
of the surface is negligible. The silicon overlayers all exhibited a 1x1 pattern with
fairly large spot size compared to the buffer layer.

Figure 3.2 shows a TEM cross-section for the entire structure for a nonirradiated
and a low irradiated growth. Although stacking faults can be seen throughout
the CaF, and subsequent silicon layers in both grows, it is apparent that the
morphology is smoother in the EB grown sample. The abundance of stacking faults
can be explained by a simple model. First, CaF; layers of this thickness have been
observed to have large tensile strain in the plane parallel to the interface [14]. This
strain is tensile because CaF; has a larger thermal expansion coefficient than Si (19
x 1079K~! verses 2.5 x 107K ! at room temperature). At 700 ° C, the lattice of
CaF; is about 2% larger than Si. Thus if a sufficient number of misfit dislocations
are introduced during growth to relieve strain, when the structure cools tensile
planar stress will form. A stepped surface (the substrate was cut 6° off the [211]

axis) will pin these dislocations, preventing plastic deformation at the interface and
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leading to the formation of stacking faults in the CaF, and subsequent Si layer.

3.4 High temperature growth: AFM and TEM
images

Figure 3.3 shows the morphology (as measured by AFM) of the silicon overlayer
with zero electron dose (since there are electron guns in the MBE system, there is
a background of electrons, but this dose has a small compared to the doses used
in this experiment). The islands are about 100-300 nm in diameter and many
are hexagonal. The sides of the islands are generally aligned along the <011>
directions of the substrate. The contact angles (defined in figure 3.9c) of the
islands vary over a large range (0°-50°). This variation is probably due to the
fact that the islands are in various stages of coalescing at the Si/CaF, interface.
Experimentally we see that, in general, the stronger the coalescence, the lower the
contact angle. “Free standing faces,” faces that are comparatively far from other
islands, have a contact angle of 39° + 5°.

The smoothest overlayer was obtained with an electron dose of 1.0 mC /cm?.
From figure 3.4, one sees that the island size distribution is similar to the zero dose
case, however, the roughness of the surface is considerably less. There are fewer
islands that are comparatively far from other islands and thus the contact angles

are smaller; for the “free standing faces” the contact angles are 32° 4 5°.

3.5 Low temperature growth: AFM images

Figure 3.5 shows a comparison of the surface morphology for the both the un-
exposed surface and 1.0 mC/cm? grown at 500 ° C. It is again obvious that the
exposed surface has a smoother morphology as compared with the unexposed one.

One also notices that the unexposed surface appears amorphous and is not com-
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Standard Si/CUEZ Growth

Figure 3.2: Typical TEM cross-section of silicon grown on CaF,(111) by standard
MBE and EB MBE at 650 ° C.
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Figure 3.3: AFM image of silicon grown on CaF3(111) by standard MBE at 650 ° C.
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Figure 3.4: Comparison of AFM image of silicon grown at 650 ° C on CaF,(111) by
electron beam assisted MBE with an electron dose of 1.0 mC/cm? with standard

growth surface.
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Figure 3.5: Comparison of AFM image of silicon grown at 500 ° C on CaF,(111) by

electron beam assisted MBE with an electron dose of 1.0 mC/cm? with standard

growth surface.
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Figure 3.6: Comparision of two histograms of AFM Micrographs of growths per-
formed at 650 ° C and their RMS roughness.

posed of well defined microcrystals. This is expected since the temperature is
below the epitaxial growth temperature (525 °C) of silicon on CaF;. However, as
the dosage to the surface is increased, the surface undergoes an ordering to form
smoother triangular crystalites, similar in size, shape, and orientation to the CaF,
surface (see figure 3.1). This similarity suggests that the Si smoothly deposits on

the CaF triangular crystalites when the CaF, is irradiated.

3.6 Data analysis: High temperature growth

Figure 3.6 shows the histograms of two different samples and their respective root
mean square (RMS) of the data. Since the histograms of the AFM images acquired

in the constant force mode are unimodal and gaussian-like, the RMS is a good
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measure of the surface roughness.

It is important to note that the measured roughness depends not only on the
surface morphology, but also on the magnitude of the force, the scanning rate, and
the condition of the tip. Thus, in order to ensure that the measurements were quan-
titatively comparable, we used a small repulsive force (7.9 nN) and a slow scan rate
(15 min/image). In order to check for tip modification, we scanned a calibration
sample between each roughness measurement. Figure 3.7 shows that the roughness
is significantly lower for the irradiated samples (the line drawn in the picture is
there only to guide the eye). Overlapping data points at 0.5 and 1.0 mC/cm? are
present because two samples were used for the high temperature growth study; one
for low dosages and one for higher dosages. The roughness exhibits a broad mini-
mum followed by an increase in roughness at 10 mC/cm?. The surface morphology
is similar for the doses up to 1.0 mC/cm?; at 10 aid 50 mC /cm?, the morphology
is completely different.

The higher dosage surface can be characterized as follows. At a dose of
10 mC/cm?, the islands are shapeless, tall and spaced far apart (see figure 3.8).
The islands do not to seem to have any specific crystal faces, instead their shape
appears to be flattened spheres. In general, they stand about 50 nm tall with
base diameter of about 200 nm and the spacing between them is about 2.5 um.
All of these values are rough averages with large (50% of the mean) standard
deviations. The surface between the islands does not show any specific crystalline
faces either and is relatively smooth, with a RMS roughness of about 2.2 nm.
The reason for this change in surface morphology is probably due to the CaF,
surface being randomized by the electron beam as indicated by the LEED. At a
dose of 50 mC/cm?, there are 40 nm deep triangular pinholes spaced about 1 pm
apart instead of islands (see figure 3.8). The surface between the holes also shows
triangular features. Again, we think that the damage done to the CaF; during the
electron beam exposure is the reason for this change in surface morphology.

The CaF3/Si XPS peak ratios shown in table 3.1 supplies additional evidence
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Surface roughness versus electron dose
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Figure 3.7: RMS of silicon grown on CaF3(111) versus electron dose for high and

low growth temperatures.

Table 3.1: Calcium to silicon and fluorine to silicon XPS peak ratios of silicon
grown on CaF; using electron assisted MBE (EB MBE). The dose refers to the
electron dose used in the EB MBE growth. The samples were sputtered about 3

nm; the table shows the ratios both before and after the sputtering.

Dose Ca/Si F/Si
(mC/cm?) | pre sputter | post sputter | pre sputter | post sputter
0 0.45 0.07 0.45 0.13
1 0.30 0 0.07 0
10 0.33 0 0.14 0
50 0.33 0 0.04 0
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Figure 3.8: AFM image of silicon grown on CaF5(111) for 10 mC/cm? and 50
mC/cm? dosages grown at 650 °C
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that the silicon nearly covers the CaF; in the 1.0 mC/cm? case whereas the coverage
is incomplete in the zero dose case. The fluorine/silicon ratio is largest in the zero
dose and diminishes significantly for the 1.0 mC/cm? surface. After sputtering
about 3 nm, the calcium and flourine peaks vanish in all but the zero dose case.
This is consistent with the model that the zero dose morphology consists of tall
islands with valleys between whereas the CaF, surface in the 1.0 mC/cm? case is
nearly completely covered with silicon. The tall islands shield the CaF, during
sputtering, thus only the zero dose case shows calcium and fluorine peaks after
sputtering. The calcium to silicon ratio is about the same for all samples before
sputtering which is explained by the fact that calcium is known to ride on top of
silicon [8]. The AFM images show that there are valleys that probably reach down
to the CaF; layer in the zero dose case, but not in the 1.0 mC/cm? case. Since this
agrees well with the model explaining the XPS data, we conclude that the silicon
almost covers the CaF, completely in the 1.0 mC/cm? case whereas the coverage
is incomplete in the zero dose case.

At 10 mC/cm?, the pre-sputter fluorine to silicon XPS peak ratio increased
from the value at 1 mC/cm® Since we expect the fluorine to silicon ratio to
decrease monotonically with increased electron dose in the absence of shadowing
effects, the increase in the ratio must be due to less complete coverage. This is
supported by the extraordinary islanding observed by AFM. At 50 mC /cm?, the
pre-sputter fluorine to silicon XPS peak ratio decreases. This is most likely due to

the large electron dose having desorbed most of the fluorine.

3.7 Discussion: High temperature growth

We can explain the observed crystal shape and roughness with a simple model
based on geometrical thermodynamics. In this model, the electron dose creates
an ordered array of F-centers that increases the surface free energy, favoring lower

contact angles and a smoother surface morphology. If one assumes that the growth



66

process is close to thermodynamic equilibrium and that the shear stress is small
near the interface, the surface morphology can be determined by two conditions.
The first one is that the Helmholz surface free energy is minimized and the second
one is the contact angle between the surface and the epilayer is determined by the
force balance of the respective surface tensions [9]. The minimization condition
determines the shape of the silicon islands and the contact angle force balance
allows us to estimate the surface tensions of the interface and the irradiated CaF,.

The measured surface free energies are approximately 1240 ergs/cm? and
450 ergs/cm? for Si(111) and CaF3(111) respectively [18]. Thus, in the case of
CaF;, growth on silicon, the surface free energy is minimized by the CaF, covering
the silicon in a 2D fashion. On the other hand, in the case of silicon growth on
CaF,, the free energy is minimized by 3D growth of the silicon on the CaFs.

The shape of the resulting microcrystal in the high temperature growth is
determined by the directional dependence of the surface free energy. Using the
Waulff construction [9] in order to minimize the Helmholtz surface free energy, one
finds that a silicon crystal should be bound by the {111} and {100} faces. However,
the common crystal habit of silicon also shows {113} faces (see figure 3.9a).

The presence of this face can be explained by a surface reconstruction lowering
the energy of the {113} surfaces [11]. Thus, we expect the shape of a silicon
microcrystal on a (111) substrate to be hexagonal (see figure 3.9b). As one can see
in figures 3.3 and 3.4, silicon does indeed form hexagonally shaped microcrystals
when grown both on electron irradiated and nonirradiated CaF,.

The contact angle (defined in figure 3.9¢c) between the microcrystal and the
substrate is determined by the force balance at the bottom of the edge of the

crystal,

Ve (0) cosf = Vs = Vse- (31)

In the above equation 7,, represents the free energy of the substrate /vacuum

surface, 7. ,(6) is the free energy of the epilayer/vacuum surface, and Ys,e is the
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Figure 3.9: The silicon crystal. a) The crystal is bound by the three faces {113},
{111}, and {100}. b) The hexagonal microcrystal growing on a (111) surface. c)

Definition of the contact angle between the microcrystal and the substrate.
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free energy of the interface between the substrate and the epilayer. We approximate
the silicon epilayer free energy as 7. .(f) = v111sin6 + g7 cosd, where v1;; and
YoiT are the free energies of the (111) and (011) silicon surfaces respectively; by
comparing the number of broken bonds on the surfaces, we find that 4,7 = %7111.
Note that we ignore any passivating effect that the “surfing” calcium might have
on the silicon surface.

Using the free energies given above and the measured contact angle for the
zero dose case, equation 3.1 yields an interface free energy of 7, .=-1100 £ 60

2. Since the interface bonding has been determined to be dominated by

ergs/cm
the Si—Ca bonds [15], this implies that the Si—Ca bond energy at the interface
1s 2.5 £ 0.3 eV. This value is reasonable considering that a rough estimate based
on the average of the Si—Si and Ca—Ca bond energies with corrections for the
differences in electronegativity puts the Si—Ca bond energy at 2.6 eV [12]. If we
interpret the lower contact angle in the 1.0 mC/cm? case as an increase in the
surface free energy of the CaF, surface (v,,) due to induced F-centers and assume
that the the Si/CaF; interface free energy (7,.) remains the same as in the zero
dose case, then equation 3.1 yields an F-center CaF, surface free energy of 520 + 95

ergs/cm?

. As expected, this energy is larger than the free energy of the normal
Cal; surface. The large uncertainty in the free energy is due to the compounding

of the substantial uncertainty in the measured contact angles.

3.8 Discussion: Low temperature growth

For the low temperature growth, it appears that the surface morphology smooths
out with increasing electron dose and assumes the morphology of the underlying
CaF; layer. A simple thermodynamic explanation, similar to the high temperature
model, is that the unirradiated CaF, surface has too high a surface free energy
for the Si to wet. Thus since the temperature is below epitaxial growth condi-

tions for Si on CaF,, the surface forms amorphous clusters. For the irradiated
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surface, the CaF; surface free energy is increased to the point that the subsequent
Si layer wets the surface, thus leaving a morphology that closely resembles the
underlying CaF; layer. A possible kinematic explanation is that the electron ir-
radiation causes small surface defects that further reduces the mobility of the Si
atoms. It should be noted that we did not see any evidence of surface damage from
AFM micrographs upon irradiation of the CaF; surface. In the high temperature
growths, the microscopic defects caused by the electron irradiation of the surface
most likely did not significantly affect the surface niobility of the Si atoms. Thus
for the high temperature growth, the surface mobility of the Si atoms was high
enough for the surface to form equilibrium shaped crystalites, as observed. How-
ever, in the low temperature growths the surface mobility is high enough for the
Si atoms to form clusters but too low to form equilibrium shapes. This is shown
by the polycrystaline nature of the unirradiated saiﬁple in figure 3.5. So when the
surface is irradiated, the defects generated by the electron dosage further reduced
the surface mobility to the point that the Si atoms essentially stayed stationary
at the point of impact with the surface. Thus, assuming a spatially homogeneous
Si flux impinging on the surface, the subsequent Si layer will simply replicate the
CaF's template.

Sasaki [8] thought that the increase in roughness of silicon epilayers on CaF,
with increased silicon growth temperature was due to a chemical reaction between
silicon and calcium. However, we observed that the roughness is smallest for an
electron dose of 1 mC/cm?. If a chemical reaction between the silicon and calcium
was responsible for the 3D growth mode, one would expect the electron irradiated
areas to be rougher due to the excess calcium available. Thus, the chemical reaction
theory seems to be inconsistent with our experimental results whereas our simple

model explains the data well.
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3.9 Summary

These results indicate that electron beam assisted MBE does improve surface mor-
phology for set range of dosages and temperatures. Evidence from AFM, LEED,
XPS, and TEM supports the claim that a simple geometrical thermodynamic
model can be used to explain the data. We have not attempted to optimize the
parameters in search of a global minimum for surface roughness. Although these
results indicate that it is currently impractical to manufacture devices that require
thin smooth films of silicon on CaF,, through electron irradiation of the CaF,

surface there is some hope for this material system.



71

Bibliography

[1] Leo J. Schowalter and Robert W. Fathauer, CRC Critical Reviews in Solid
State and Materials Sciences 15 (4), 367-421 (1989).

[2] Seigo Kanemaru, Hiroshi Ishiwara, and Seijiro Furukawa, J. Appl. Phys. 63
(4), 1060 (1988).

[3] H.C. Lee, H. Ishiwara, S. Furukawa, K. Saiki, and A. Koma, Applied Surface
Science 41/42, 553 (1989).

[4] Kouji Miura, Kazuhiko Sugiura, and Hiroshi Sugiura, Surface Science Letters

253, L407 (1991).

[5] V. Chakarian, T.D. Durbin, P.R. Varekamp, and J. A. Yarmoff (to be pub-
lished).

[6] L. J. Schowalter, R. W. Fathhauer, F. A. Ponce, G. Anderson, and S.
Hashimoto, Material Research Society Symp. Proc. 67, 125 (1986).

[7] U.O. Karlsson, F.J. Himpsel, J.F. Morar, F.R. McFeely, D. Rieger, and J. A.
Yarmoff, Phys Rev B 57, 1247 (1986).

[8] M. Sasaki, H. Onoda, and N. Hirashita, Mat. Res. Symp. 53, 149 (1986).

[9] J. Y. Tsao, Materials Fundamentals of Molecular Beam Epitazy, (Academic
Press Inc, New York, 1992), pp. 201.

[10] J.J. Gillman, J. Appl. Phys. 31, 2208 (1960).



72
[11] Gunter A. Wolff, Intermetallic Compounds (John Wiley & Sons, Inc., New
York, 1967), pp. 85.

[12] Linus Pauling, General Chemistry (Dover Publications, Inc., New York, 1988),
pp. 912.

[13] Tanemasa Asano and Hiroshi Ishiwara, J. Appl. Phys. 55 (10), 3566 (1984).



73

Chapter 4

Observation of Transition from
Schottky Barrier to thick Gap
Device of ZnTe Surface using

Scanning Tunneling Spectroscopy

4.1 Introduction

While the STM has been used to investigate a wide array of surface and bulk
properties, one particularly important property for devices is the response of their
surface to external fields. The nature of the surface states and particularly their
density in energy is important for understanding the surface’s response. Because
of the STM’s inherent design, it offers a unique opportunity to locally probe the
surface states. The surface states have two roles; first, they represent local charge
storage centers and affect the electrostatic potential of the sample. A large number
of surface states will pin the surface Fermi level and screen the interior of the sample
from external fields while a small number will allow the surface to accumulate,

deplete, and even invert to adjust to changing external fields. Secondly, they also
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can act as generation-recombination centers for carriers. In this study we focus
on the former effects. We find that the bias dependence of the spectroscopy is
not consistent with the hypothesis that generation-recombination is a dominate

current mechanism.

4.2 Determination of Surface Pinning by STM

Presently, there are three methods that have been developed for analyzing STM
spectroscopy to determine the extent of Fermi level pinning. It is assumed that the
surface state occupation is determined by the semiconductor’s Fermi level position.
One method involves the observation of an inflection point in the STM spectroscopy
data that occurs at the band gap energy of the semiconductor surface [1] [2] (see
figure 4.1). The cause of the inflection is the additional tunneling current from the
dopant band in a near-degenerately doped semiconductor.

To clarify this point, consider a degenerately doped p-type semiconductor in
a metal-insulator-semiconductor structure whose surface is in depletion when the
structure is unbiased. That is, W,,, < x,. + E ¢, where W,,, is the metal workfunc-
tion, X is the semiconductor electron affinity, and E,; is the difference in energy
between the semiconductor Fermi level and the conduction band edge. As one
applies forward bias (see figure 4.1b), the unpinned surface will go from depletion
to accumulation. Prior to strong accumulation, the tunneling current of holes from
the semiconductor valence band into the metal can be appreciable if the doping
level is near degenerate and the semiconductor band barrier is thin enough for holes
to tunnel from the semiconductor to the metal tip. This represents the tunneling
current before the inflection point. As the bias increases further, a new conduction
path will appear of electrons tunneling from the tip into the semiconductor conduc-
tion band. This tunneling current represents the current after the inflection point.
This feature implicitly demonstrates an unpinned surface since the surface must

approach accumulation and be near flat band in order for the dopant tunneling
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Figure 4.1: How unpinned semiconductor surfaces produce inflection points in
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current to be measurable. Conversely, the pinned surface (shown in part in figure
4.1c) will stay in depletion and thus the valence band bending will block holes from
tunneling into the metal. The drawback of this method is that the effect becomes
weaker as the semiconductor doping decreases and is difficult to observe for doping
levels less than 10'® cm™3 [1].

A second method models the forward spectroscopy in terms of thermionic emis-
sion theory [3] (see figure 4.2). To apply this method, thermionic currents must
dominate the other current mechanisms, including generation-recombination, dif-
fusion, and thermionic-field emission. By assuming a simple expression for the
thermionic current, J = J,[e#(":9)/XT) _1 0], one fits this expression to the data
as a function of V, where J, is the saturation current, s is the tip-sample separation,
and A¢y(V, s) is the lowering of the barrier due to the applied field [3]. A¢y(V, )
depends linearly on the separation and the applied' field for an unpinned surface.
A linear dependence of the log of the current to the applied field and separation
confirms the surface is unpinned.

The drawback of this method is two fold. First, thermionic emission must
dominate and second, one must be aware of other sources of field dependence on
the current. For one, the saturation current is slightly field dependent through the
Richardson constant. However, the barrier height dominates due to its exponen-
tial dependence [17]. There are generally two different field dependences of the
barrier height, ignoring field penetration into the metal or metal wave function
penetrations into the semiconductor [18]. The image potential correction, rou-
tinely used to approximate complex electron-electron interactions, is proportional
to the square root of the field. Corrections to the potential in the gap region, on
the other hand, depend linearly on applied field. A pinned surface only exhibits
the image potential correction. A fit to the p-Si spectroscopy data in figure 4.2
showing a linear dependence in the field is evidence that the surface is unpinned.

The third method consists of plotting the differential conductance over the dc

conductance as a function of applied voltage [4]. The current is measured as a
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Figure 4.2: Thermionic theory fit to STM spectroscopy data by Kaiser et al., for
forward biased unpinned p-Si surface, for tip-sample separations labeled a-e of 7.9,

9.2, 10.8, and 12.2 A, respectively.

function of voltage while varying the tip-sample separation. A continuous linear
ramp for the tip-sample separation is used, moving the tip toward the surface as
the magnitude of the voltage is reduced. This yields a plot of a "normalized surface
density of states” that is roughly independent of tip-sample separation . It can be
used to determine the state density inside the semiconductor band gap region as
well as the position of the band edges at zero bias. For typical tip-semiconductor
separations the semiconductor should have “flatband” structure since nearly all of
the potential drop will occur in the gap region. A lack of states inside the energy
gap or lack of significant band bending implies an unpinned surface.

An example of the use of this technique used by Feenstra et al. is illustrated
in figure 4.3 [4]. This figure represents a plot of the normalized conductance as
a function of voltage for two different regions on a p-GaAs(110) surface with less

than a monolayer of Sb deposited. One region is the edge of the Sb island and
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Figure 4.3: Example of the use of “normalized conductance” for interpreting STM

spectroscopy of Sb deposited on a GaAs(110) surface.

the other is on the terrace of the island. From the edge data one can see a large
number of surface states in the band gap that cause pinning of the Fermi level.
The terrace data, although it does not show states in the gap, is also pinned. This
is because the valence and conduction bands have shifted to the left about 0.4 eV
relative to a clean (110) surface (not shown). This shift is due to surface states
created by the Sb clusters.

This method has significant problems for wide bandgap materials because the
ratio of the two conductances diverges near the band edges since the current be-
comes negligible at a finite rate. This can be remedied by “broading” (averaging
I/V) over the bandgap in order to smooth out the diverges. For very wide bandgap
materials, the features in the gap depends somewhat on the “broading” technique
used as Martensson et al. has shown [5]. This problem aside, the above tech-
nique is unapplicable for the phenomena described in this paper, as we will show.

This is due to the fact that the functionality of the transmission probability with
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gap separation prevent’s this ratio from being scaled or “normalized” in such a
straightforward and meaningful manner to extract the surface density of states.
We describe yet another technique for determining surface Fermi level pinning
using STM spectroscopy. We show that for lightly doped materials, an enhance-
ment of the reverse bias current as a function of gap separation can be observed
and this effect can be used to show an absence of surface states in the energy
gap. The enhancement effect can be shown to result from two competing tunnel-
ing mechanisms; tunneling through the tip-surface gap and tunneling through the
semiconductor band-bending region. The dominate mechanism is determined by
the magnitude of change in the band bending in the semiconductor as a function
of voltage. This phenomena is sensitive to changes in workfunction differences be-

tween the tip and the semiconductor and to the doping level of the semiconductor.

4.3 Chapter Outline

The chapter’s format is as follows; in the experimental section we discuss the
details of the sample preparation of the ZnTe(110) surface, the experimental en-
vironment, and the measurement technique. The next section presents the spec-
troscopic data for small tip-sample separations and its agreement with thermionic
emission theory. The following section presents spectroscopic data for larger tip-
sample separations and compares the observed reverse bias current enhancement
with theoretical predictions. The next section, we present the spectroscopy for the
surface after exposure to contaminates (mostly oxygen and carbon) and show that
the surface subsequently pins the Fermi level about midgap. In the final section

we summarize the results.
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4.4 Experiment

The material we studied is the cleaved (110) surface of p-type ZnTe. A II-VI
semiconductor material with a wide band gap (2.26 eV), ZnTe has strong tech-
nological potential especially for electro/optical applications, including green and
blue LEDs and lasers. In addition, ZnTe has been shown to alloy with HgTe and
CdSe over the entire compositional range [7] for tailorable band gaps from 2.3
to 0.1 eV, making it a suitable material for infrared multi-spectral imaging. It
is a convenient material to study since the material has a natural cleavage plane
along the (110) direction and possesses a relatively inert surface as we have seen
in our Auger and scanning tunneling spectroscopy surface studies. In addition,
previous experimental and theoretical studies indicate that the clean (110) ZnTe
is unpinned and free of surface states. Energy-loss spectroscopy by Ebina, Asano,
and Takahashi [8] shows the absence of occupied surface states on the ZnTe (110)
surface. This agrees with theoretical predictions using tight-binding models of
Beres et al. [9] which predicts the absence of intrinsic surface states in the band
gap of the (110) surface.

The samples consisted of intrinsic ZnTe with a typical doping of 1-2 x 107

cm™3

. The doping levels were determined by standard Hall measurements. The
crystal quality of the substrates varied as seen from X-ray rocking curves. A typi-
cal value for the rocking curve of undoped ZnTe is 54 arcseconds. A typical value
we obtained for GaAs was 26 arcseconds, indicating nonstochiometries and defects
in the ZnTe and the difficulty in obtaining high quality samples. An ohmic contact
was made to each sample by evaporating SbyTe; on the rough side of the sample
and annealing the sample in Hy:He at 200 °C for about one hour. The experiments
were carried out in an inert atmosphere consisting of an argon filled Vacuum At-
mosphere glove box with 0.3 micron HEPA filters. The unit is fitted with an

alumina molecular sleeve to remove moisture and carbon dioxide, an alumina filter

to remove oxygen, and a cold trap which removes any remaining condensible gases
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and hydrocarbons. The oxygen content is less than one ppm as determined by
alumina oxide capacitance measurements and moisture content is less than 10 ppb
as determined by lead fuel cell current measurements. The samples were freshly
cleaved prior to each experiment. We have found from Auger spectroscopy and
STM studies of ZnTe surfaces that the surface is relatively inert to gas absorp-
tion and contamination. Auger spectroscopy on ZnTe (110) surfaces etched for
one minute in a 20:1 methonal:bromine etch and subsequently exposed to air for
about 10 minutes shows a nominal oxygen and carbon coverage of 0.4 monolayers.
This low level of reactivity is further supported by studies on similar materials
that suggest that the partial pressure of oxygen and moisture need only be in the
millitorr range in order to limit absorption to a point where the spectroscopy is
unaffected [10].

A commercial scanning tunneling microscopy was used to carry out the inves-
tigation [6]. The spectroscopy was obtained by disconnecting the feedback loop,
and ramping through the sample bias voltage while measuring the current at a
constant tip-sample separation. Generally ten separate spectroscopy scans were
averaged together.

Figure 4.4 shows an image of a freshly cleaved ZnTe surface acquired in the
constant current mode. A single atomic step is shown in the image. The surface
height has a standard deviation of about one angstrom over a 1000 x 1000 angstrom
area. This standard deviation is about the same as other authors typically achieve
on atomically flat H-passivated silicon for a similar area and is furthermore rea-
sonable considering the normal relaxation distance between Te and Zn is about 0.5

angstroms on the surface [19, 1].



82

Figure 4.4: STM image of ZnTe(110) surface acquired in the constant current

mode.
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4.5 Data and Discussion for Small Tip-Sample

Separations

4.5.1 Spectroscopy and the Thermionic Model

Prior to spectroscopy measurements, we deliberately dulled the tip to ensure ade-
quate energy resolution and tip stability during spectroscopic measurements. The
energy resolution may be limited due to the uncertainty principle applied to very
small tips and the momentum of the electrons used in current transport, as we dis-
cussed in chapter one. We conditioned the tip by ramping the voltage up rapidly
while maintaining the tip at a fixed close distance to the surface. Large currents
result that other investigators have speculated cause the tip end to locally “melt”
and form a large stable tip that is several hundred. angstroms in radius [13].
From the observed functional dependence of the spectroscopy with the applied
bias and for small tip-sample separations, we expected the current to follow either
thermionic emission or diffusion theory. To test which model is most applicable,
we use Bethe’s criterion that states that thermionic emission will dominate when
d; >> dir, where d; is the mean free path of the carriers, and djr is the distance
over which the band changes by an amount kT. We note that dyr = kT'/(¢Emaz),
where E.,, is the maximum field in the semiconductor. For a nondegenerate
semiconductor we estimate Ey,q. = (2¢N,Va/€sc)/?, where V4 is the band bending,
N, is the doping, and ¢,, is the dielectric constant in the semiconductor. Near zero
bias, V4 is about 0.33 eV, N, = 1 x 107, and €,. = 9.6¢, where ¢, is the dielectric
constant in vacuum. Thus FE,,,, is on the order of 10° V/cm and dir is on the
order of 2.5 x 1077 cm. From the mobility at room temperature we estimate that
d; is on the order of 1078 cm. Thus d; >> dir and from Bethe’s criterion we expect
that thermionic emission should dominate the transport processes. A more reliable
criterion is that of Berz et al. that states that d; > 5dyr [14]. This criterion is

not so well satisfied and so one must investigate the functionality of the fit more
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Data vs thermionic emission theory
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Figure 4.5: Spectroscopic data of ZnTe(110) surface with thermionic fit for small

tip-sample separation.
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metal Gap semiconductor

Figure 4.6: Energy band diagram for the thermionic model

closely to see which model is more strongly supported. We have found, along with
other investigators, that the field dependence of the spectroscopy supports the
thermionic emission model[23].

Figure 4.5 shows typical spectroscopy data acquired with a bias of -3.0 volts and
a demanded current of 0.25 nA, along with a theoretical fit from thermionic emis-
sion theory. The bias and demanded current determine the tip-sample separation.

From thermionic emission theory, the current should obey
J = A T?e-9%/KT) [laV/KT) _q q], (4.1)

where A* is the effective Richardson constant, ¢ is the barrier height, and T is the
temperature [15]. The barrier height was calculated from ¢,(V) = V + E, -(V,
+ E.f) where E s is the energy difference between the conduction band and the
semiconductor Fermi level, Vg, is the semiconductor band-bending energy (down-
ward curvature is negative), V is the applied bias, and $,(0) = (xsc + Ey) — W,
where ¥, is the semiconductor electron affinity and W, is the tip work function.
We use the values x,. = 3.5 eV, W, = 5.3 eV, E;=2.26 ¢V, and E;; = 2.13 eV for
N, = 1 x 10'". We ignore the image force corrections to V, since the image force

approximates electron-electron interactions only for distances larger than those
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used here. In addition, even if we were to insist on image force corrections, it is
not apparent whether one should use the standard metal-semiconductor correction
or the more complex metal-gap-semiconductor correction. In the former case Vg,
would be reduced with respect to its uncorrected value while in the later case, Vg4,
is increased [21] [25].

For fitting parameters we used the gap separation and the effective area of
the tip. The gap separation was used to calculate Vg4, using a one-dimensional
double integration of Poisson’s equation with full Fermi-Dirac statistics. V4, was
then used to calculate ¢, and the current density. A gap distance of 2 angstroms
was found to supply the best fit, leading to a lack of saturation for the reverse
bias current. This “soft” reverse bias characteristic is the result of the potential
dependence in the gap region, leading to a linear dependence of the barrier height
with the applied field.

To see this dependence, we invoke the continuity of displacement current along

with the following equations,

€l — € Boe = Qs (
W =V; + Xoc + ¢ (

V; = 6E; (4.4)
(

st = qus(qu + ¢o — Eg)

where E; and E,. are the electric fields in the gap and semiconductor surface,
respectively, ¢; and €, are the dielectric constants for the gap and semiconductor
region, respectively, V; is the potential drop in the gap region, § is the gap region
distance, and Q,, is the semiconductor surface charge which is a function of the
surface density of states, D,,. ¢,, called the “neutral level”, is a phemonological
surface energy level for the semiconductor’s Fermi level at which the surface is

charge neutral. Solving these equations for ¢, yields

¢b = /\(Wm - Xsc) - Ad[(esc/ei)Esc + qus(¢o - Eg)], (46)
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where A = (1 + ¢Dy6)"!. If a surface is pinned, ¢y = E; — @, and thus the
barrier height and the current is nearly independent of the applied field. However,
for unpinned surfaces, ¢, ~ W, — Xsc — 6(€sc/ ¢;)E,;c and one observes a linear
dependence of the barrier height to the applied field.

The small gap distance from the fit confirms that tunneling is not the dominant
mechanism. However, one might suspect that the tip may be in slight “contact”
and may be modifying the surface. To test this hypothesis, we note that we do not
see any surface modification from continuous scanning and that when we increase
the size of the scan area to include the previously scanned region, we do not see
signs of modification. In addition, since the current characteristics are reversible,
we conclude that the tip does not modify the surface.

We have also fit the forward spectroscopy to the thermionic equation for various
tip-sample separations (see figure 4.7). The experimentally measured tip height
compares well with the calculated separation, as shown in the caption. However,
it should be noted that the thermionic fit is relatively insensitive to changes in
separation for these doping levels and hence does not represent a good test of the
theory. This is because nearly all the voltage drop will occur in the semiconductor
space charge region for a wide range of separations. This is indeed what we see in
the spectroscopy as the In(I) is nearly parallel for various separations.

From the fit we also estimated the area and radius of the tip. Using a simple
spherical model for the tip (consistent with the model used in spreading resistance
calculations, that is, area = 27 R?2), we estimate an effective tip radius of about
50 nm. The droop in the current for strong forward bias is due to the spreading
resistance. By fitting this region, we find the spreading resistance to be about
3 x 10° ohms. If we assume the Maxwellian form for the spreading resistance
(see figure 4.8 and chapter one for discussion), for the given doping level the tip
radius is estimated to be greater than one hundred angstroms, consistent with the
estimated tip radius of 50 nm from the thermionic fit.

We have also plotted In[I/( e'9V/KD)) - 1.0] vs V, from which the ideality factor
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ZnTe spectroscopy for small tip-sample separations
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Spreading Resistance for ZnTe
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Figure 4.8: Maxwellian spreading resistances for various tip radii.

and saturation current were determined. The linear regression fit of the data
shows excellent linearity over nearly four decades of current, indicating that the
structure closely obeys thermionic emission theory. From the slope we determined
the ideality factor to be 1.02, in which the deviations from one can be accounted
for by possible image potential corrections. This value compares favorably to the
results of Baker et al., who found ideality factors of about 1.09 and 1.15 for gold
and nickel contacts on ZnTe, respectively [23]. The deviations from these previous
studies have also been attributed to nonstochiometries in the sample which can
cause generation-recombination and trapping processes to occur that increase the

measured ideality factor [11].

4.5.2 Noninversion

From an inspection of the reverse bias current, it is apparent that the surface does
not invert since the electron current from the semiconductor conduction band to

the metal is negligible. This implies that the electron quasi-Fermi level follows



90

the metal Fermi level as the bias changes. This is because the rate in which the
semiconductor can supply minority carriers to the surface is much less than the
rate in which carriers can tunnel from the surface to the metal. To illustrate this
point, we can estimate the separation for when the tunneling current matches the
semiconductor supply rate for minority carriers. To estimate the rate that the
semiconductor can supply minority carriers, the electron current can be expressed
in reverse bias as J,, = Jg + Jrg, where Jy is the diffusion current and J,, is
the generation-recombination current in the depletion region. From pn junction
theory we find Jy = (¢Dnn,)/ L, and J,, = (gn,W)/t., where D, is the diffusion
coefficient, L,, is the diffusion length, n, is the electron concentration in the bulk,
n; is the intrinsic carrier concentration, t. is the recombination lifetime, and W is
the depletion width, and we have assumed n,p < 'nz [12]. With a electron mobility
of 330 cm?/V sec, recombination lifetime for electrons of 10~ seconds, intrinsic
concentration of of 0.4 cm™3, and a depletion width of 0.1 microns, we find for
ZnTe with Na = 10'” cm™3 that D,, = 8.25 cm?/sec, L, = 9.08 x 1075 cm, n, =
1.6 x 107" em™3, Jy = 2.3 x 10732 A/cm?, and J,, = 6.4 x 1071 A/cm? & J,,.
To estimate the conduction band tunneling current, we use the approach of Card

and Rhoderick adapted to electron minority carrier tunneling,

J, = A**T2e(-—axl/23)e((¢n—-Efm)/KT) [10 _ e(—qV/KT)]’ (47)

where x is the mean barrier height relative to the conduction band edge at the sur-
face, o = 1.012 AeVY/2, T is the temperature in kelvin, ¢, is the quasi-Fermi level
for electrons at the semiconductor surface, A** is the effective Richardson constant,
and Ef,, is the metal Fermi level. This equation is much like the thermionic emis-
sion equation except for the e(=*x'"**) term. Thus we see the current characteristics
approach the thermionic limit as the gap and the barrier height decrease. If we
require that the quasi-Fermi level change by 1 meV across the gap, and assume

a free electron tunneling mass and a bias greater than a few KT, we obtain J,
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1/2

= (1.08 x 107)e(~*x"*9) A /cm?. To find the separation required for nonequilibrum
conditions to be maintained in the semiconductor, we set J,,, = J,, and assume a
typical gap barrier height for ZnTe of 3.5 eV. We find that s = 27 angstroms, a gap
distance that ensures us that the semiconductor will always be in nonequilibrum

conditions for small tip-sample separations.

4.6 Data and Discussion of Large Tip-Sample

Separations

4.6.1 Spectroscopy

As the gap separation increases, we see from the previous equation that the cur-
rent characteristics will become dominated by tunneling rather than thermionic
emission. That is, as the separation increases, a transition occurs in which the
structure’s I/V characteristics change from that of an ideal Schottky barrier to a
thick film MOS structure, in which tunneling then dominates. For semiconductor
structures, the tunneling occurs through two different regions; tunneling through
the gap between the tip and the semiconductor and tunneling through the semi-
conductor depletion region. The transmission probability through the depletion
region increases with decreased band bending, and consequently, with larger gap
distance if the surface is unpinned. These two competing mechanisms can actually
cause an increase in the tunneling current with tip-sample separation when the
structure is in reverse bias.

Figures 4.9a-d shows spectroscopy data that demonstrates this effect. The
spectroscopy data was acquired with a demanded current of 0.2 nA and a sample
bias of 1.2, 1.4, 2.0, and 2.5 volts, respectively, representing increasing tip-sample
separation. Starting with figure 4.9a, in which the gap separation is smallest,
the structure behaves as a near ideal Schottky barrier with low ideality factor.

The reverse bias current in figure 3a clearly shows how effectively the carriers are
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blocked by the valence band bending in the semiconductor. The electron current
from the semiconductor conduction band to the metal is negligible since the quasi-
Fermi level for minority carriers (electrons) follows the metal Fermi level.

In figure 4.9b, as the gap separation increases, the forward bias current de-
creases while the reverse bias current increases due to a lower semiconductor band
barrier for the holes. From figure 4.9b, we see that the decreased band bending
has enhanced the tunneling probability.

In figure 4.9¢c, the gap separation has increased further so that the semiconduc-
tor bands are practically flat and the reverse bias current has reached a maximum.
In figure 4.9a and b, the gap tunneling dominated the reverse bias characteris-
tics but now any further increase in gap separation will cause the transmission
probability to be gap-dominated and thus decrease monotonically with current.

In figure 4.9d, we see that the transmission probability and current characteris-
tics are gap-dominated and the surface will start to follow equilibrium statistics for
minority carrier. This phenomena clearly demonstrates in a new way the unpinned
nature of the surface. Furthermore, the physics involved may be exploitable for
the fabrication of very sensitive accelerometers or height detectors since the reverse
bias as a function of separation is extremely sensitive.

An alternative possibility for this reverse bias enhancement of the current is
that the tip simply could have drifted over a conductive region momentarily. To
test this hypothesis, we measured the current vs. the separation for a given bias
directly (see figure 4.10). From figure 4.10 we clearly see an increase in current with
increasing separation, thus we can reject this hypothesis. We should mention that
the tip had a tendency to crash into the surface while performing this measurement.
It appeared that the reverse bias current enhancement disappears when the tip

interacts with the surface.
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Transition of ZnTe spectroscopy
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Figure 4.9: Spectroscopy with setpoint current of 200 pA for different tip-sample

separations.
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Figure 4.10: Current vs. separation for forward and reverse biases

4.6.2 Model

The simple model that explains this phenomena is illustrated in figure 4.11. Figure
4.11 shows the dependence of the semiconductor band-bending on the tip-sample
separation for a metal-gap-ZnTe structure. For small tip-sample separations, most
of the bias drop occurs in the semiconductor space charge region and so the bands of
the semiconductor will swing significantly as the bias is changed. For strong reverse
biases, the bands will block carriers from tunneling through the space charge region
into the metal. For larger tip-sample separations a significant portion of the bias
drops in the gap region, leading to smaller swings in the semiconductor bands as
they respond to changing biases. In this case, the carriers can more easily tunnel
through the space charge region and into the metal.

Figure 4.12 is a theoretical calculation of the reverse bias current and demon-
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Band profile for ZnTe for various gap distances
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Theoretical calculations of current density
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strates qualitative agreement between the theory and the experimental data. The
current was calculated following the formulation of Duke [24] in which the hole

current can be expressed as
Jh=gq /O T(E.)[Nuip(E:) — Nuo( E.)|dE.

where E, is the carrier energy perpendicular to the barrier, T(E,) is the trans-
mission probability, and Ny, and N,. are the supply functions of the tip and
semiconductor, respectively. The integration of the Fermi functions in the tip and
semiconductor over the parallel wavevectors is represented by the supply functions,
given by

N; = 2mm;s(KT/h3)In[1.0 + ¢! Er~B:)/KD)]

where i represents either the tip or semiconductor, m; is the respective effective
mass, Ky, is the respective Fermi level, s is the spin degeneracy, and K,T and h are
the usual constants. Details of the calculation can be found in Appendix A. From
figure 4.12, we see that there is good qualitative agreement between the model and

the spectroscopy data in figure 4.9a-d.

4.7 Data and Discussion for Contaminated Sur-

face of ZnTe(110)

We also performed studies of the ZnTe surface after exposure to contaminates,
especially oxygen, water, and carbon. Figure 4.13 shows the same cleaved surface
as before except the surface has been exposed to 6.5 x 107 langmuirs of oxygen, less
than 6.5 x 10° langmuirs of water, and an unknown amount of carbon, calculated
from the partial pressures in the glove box and kinetic gas theory. The standard
deviation of the surface height in the regions without visible particulates is 2.0
angstroms, indicating a certain roughing of the surface due to absorbates. The

spectroscopy data, shown in figure 7, was taken at -3.0 volts bias with a demanded
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Figure 4.13: STM image of contaminated ZnTe(110) surface.
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Spectroscopy of contaminated ZnTe surface
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Figure 4.14: Spectroscopy of contaminated ZnTe(110) surface.

current of 0.2 nA. The spectroscopy, while not homogeneous across the whole sam-
ple, becomes increasingly more prevalent as exposure increases, indicating that the
spectroscopy is due to absorbates on the surface. From the spectroscopy seen in
figure 4.14, the surface appears to be pinned near midgap by the absorbates with
a band gap of about 2 eV. Furthermore, the data exhibits neither the thermionic
emission characteristics nor the reverse bias current enhancement of the freshly
cleaved surface. We feel that the most likely cause of the pinning is oxygen ab-

sorption on the surface, which attaches strongly to the Zn and has caused similar

effects on GaAs [2] [16].
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To obtain a rough estimate of the percentage of surface coverage by contami-
nates, we can note that over a large area (about 500 x 500 A2) scan of the surface,
the distribution of pixel height of a clean surface from the constant current image
scan is approximately gaussian about the mean pixel height. By fitting a gaussian
distribution to the clean surface, we can extract the first through fourth moments
of the distribution. These distributions are actually slightly leptokurtic, reflecting
the atomically sharp features. In contrast, we see that for a contaminated surface
(in areas without large visible particulates), the distribution is best fit with two
gaussians, implying in the simplest approximation a distribution about the “clean”
mean pixel height and the “contaminated” mean pixel height.

Fig. 4.15 shows the distributions for the clean and contaminated surface with
the gaussian fits. To extract the percentage coverage of contaminates, we use two
methods. In the first method, we simply divide the area of the contaminated
gaussian by the total area of both gaussians and obtain a 27% surface coverage.
For the second method, we subtract from the total area the area of a gaussian
similar in all respects to the clean gaussian except scaled for the mean value, and
divide by the total area. The percent coverage in this case is 36%. These numbers
agree reasonable well with a 0.4 monolayer coverage of oxygen on similarily exposed
etched ZnTe surfaces estimated by Auger analysis. Thus it appears that the surface
coverage does not have to be 100% to pin the surface, consistent with studies on
GaAs in which a large radius (4 angstroms) was found pinned around oxygen

absorbates [4].

4.8 Summary

In summary, we have shown a new criterion to demonstrate the lack of surface
pinning on the clean ZnTe (110) surface using STM. The mechanism involves the
reverse bias current enhancement as the tip-sample separation increases over a

certain range. There are potential device applications for this mechanism, par-
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ticularly accelerometers or highly sensitive gap monitors. We also demonstrated
that the spectroscopy is well explained by thermionic emission theory for small
tip-sample separations. In addition, contamination (mostly oxygen and carbon)
on the surface of cleaved ZnTe (110) pins the Fermi level about midgap with an
energy gap of about 2.0 eV. The pinning mechanism appears to be similar to pin-
ning of oxygen on GaAs, in that total coverage does not appear to be required to

pin the surface.
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Chapter 5

Interface Studies and Ballistic

Electron Emission Microscopy

5.1 Introduction

Interface studies and lateral inhomogeneities have been of intense technological in-
terest over recent years. In particular, key characteristics such as carrier transport
and electronic structure of both surface and subsurface interfaces determine the
properties of many important semiconductor devices. In order to facilitate our
studies of subsurface electrical properties, we have modified a commercial STM to
perform Ballistic Electron Emission Microscopy (BEEM). Historically, BEEM has
been used to study metal-semiconductor interfaces along with elastic and inelas-
tic scattering mechanisms in thin metal layers. However, recently the technique
has been extended to semiconductor-semiconductor interfaces [1][2]. We have
attempted to extend these studies even further to study semiconductor-barrier-
semiconductor structures.

As discussed briefly in chapter one, BEEM is a three-terminal modification of
the two-terminal STM, where the additional connection is used to measure the cur-

rent between the base and the collector(see figure 5.1). The base is normally a thin
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conductive layer from which ohmic contacts can be made with ease and also allows
a significant fraction of electrons to travel through it without significant inelastic
scattering. The collector, on the other hand, must form a substantial barrier to
the base to eliminate near-zero voltage leakage currents while also supporting the

formation of ochmic contacts.

5.2 Chapter Outline

This chapter has been organized as follows; first a review of the prevalent theoret-
ical approaches for BEEM transport, followed by a study of Au/Si(100) structures
and a preliminary study of InAs/AlAs/GaAs(100) structures. Each structure sec-
tion will be further subdivided into discussions concerning sample preparation,
surface and interface images, and local spectroscopy of the interface current with
an interpretation of the data in light of current theoretical understanding. Detailed
discussions of general sample preparation, BEEM construction and its operation

can be found in Appendix B.

5.3 Theoretical Review

Prior to the presentation and interpretation of the data it is instructive to briefly
discuss the two prevalent theories for BEEM transport. For simplicity, we will
assume throughout that electrons cannot tunnel through the interface (Schottky)
barrier but must have sufficient energy in the perpendicular direction to surmount
it. We will also assume conservation of energy and transverse momentum across
interfaces, which is equivalent to ignoring inelastic or elastic scattering along the
interfaces. Furthermore, we will assume parabolic semiconductor band structure
and free-electron dispersion in the tip. We will refer to figure 5.2 for the following
theoretical discussions.

If we assume that there is little or no elastic scattering of the injected carriers
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Figure 5.1: Comparison between Ballistic Electron Emission Microscopy and STM.

Current in base is measured to set tip-sample separation while collector current

measures interface properties.



108

Tip Base Collector

Figure 5.2: Basic band structure for theoretical review for BEEM transport

in the base region, then the distribution of electrons that needs to surmount the
interface barrier is determined by the electron transmission probability across the
tip-sample gap. Kaiser and Bell were the first to express these assumptions into

what is now known as the KB theory [3] [4]:

00 Ellmas
I, =C dE,T(E.) f dE f(E), (5.1)
E, 0

where C is a scaling factor, f(E) is the normal Fermi distribution in the tip, E; and
E, are the energies associated with the parallel and perpendicular components of
the momentum, and T'(F) is the transmission probability across the tip-sample

k1

gap. In the above equation E; , represents the minimum perpendicular energy
that the carriers must possess in order to surmount the interface barriers and by
conservation of energy is equal to Ey, — e(|Vi| — V), where Ej, is the Fermi level
of the tip, V, is the applied bias, and V, is the barrier height at the interface.
E|e. = [my/(m — my)][EL — Ep + e(|V] — V4)], where m and my are the free

electron mass and transverse mass in the semiconductor.

The form of Ey|,.,, is the result of both the conservation of energy and transverse
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momentum. To show this, one merely relates the carrier’s momentum in the tip
to the semiconductor by
Rk 22 KAk B2
Iy L _ Iy L

2m om 2m|| 2m,

(5.2)

In the above equation, k) and k, correspond to the transverse and perpendicular
momentums, respectively, and the first term on each side of the equation represents
Ej| while the second term represents E;. Because in general m > my|, the carriers
will “refract” at the interface and some of E; of the tip carriers will be converted to
E) in the semiconductor. Thus E||, . is reached when all the ezcessE, is converted

Thus equation 5.2

min*

to Ej| and —Z%} = 0. The excess of E, is simply F, — E|
becomes

Bl + (BL = BL,,,,) = (m/m) B, (5.3)
Rearranging terms yields ) ,. = [m¢/(m — m,)][EL — Ep + e(|[Vi| = V3)]. In
addition, one can also specify an “acceptance” cone or critical angle that the
carriers must enter in phase space in order to surmount the interface barrier. This
angle is simply

sin©. = k% (k2 + k)

”maz‘ ”maz

= (my/m)(IVi] = Vb)/(Efe + |Va)). (5.4)

To facilitate interpretation of the data, it is desirable to find a simple analytical
expression for the threshold collector current. Using the zero-temperature approx-

imation, we find near threshold that T(F,) ~ T(E{;) and equation 5.1 reduces

to
Eft

E\\maz
L,, = CT(E}) / dE, /O dEy[1 — H(Ey + E, — Ey,)], (5.5)

E,

min

where H() is the Heaviside function. To solve this integral, one must recognize
that the step function leads to two cases, B, .. > Es;— E, and B... <Ep—FE,.

The transition between the two cases occurs when £, = F, = B¢ —e(|Vi] —

mar
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V3)(my;/m). Thus equation 5.5 becomes

Elmaz Eg
Lo = CTEQL [ Bl + [ (Bpe— B} (5.6)
Eiin Elmas
The final result upon integration is
Iy, = CT(Bg)eX(|Vel = V) (my /m). (5.7)

Thus the collector current has a quadratic onset near |V;| &~ V4. It can further be
shown that the quadratic onset is a general characteristic of any emission process
that involves a source with a constant occupation density below a certain energy
maximum and injects carriers into a medium with a parabolic band minimum.
To support the above conclusion, we can take an opposite view and assume
that the injected carriers are totally randomized by elastic scattering in the base
region. This model was first proposed by Lee and Schowalter (LS model) [5] and
includes all the other assumptions of the BK theory. In this theory the form of the

collector current is

L. = (C/2) / / dEdE, f(E)[1 — cosO(E)|T(E.), (5.8)

where the integral is bounded by E > Ey, — e(|V3] — V), that is electrons with only
energies greater than the interface barrier get collected. ©, is the critical angle
for collection and means that only carriers with energies that fall in this cone
will be collected. Using similar assumptions in the previous derivation, one again
arrives at a similar quadratic onset relationship. It should be noted that although
the functionalities of the onset relationships are the same, I, is greater than I,
by nearly two orders of magnitude for typical material parameters since the widen
carrier distribution in the LS theory necessarily reduces the number of carriers that
can be collected. We will use both the quadratic form and the complete BK theories
to fit the Au/Si(100) data and extract Schottky barrier height information. Our
data shows excellent agreement with the theoretical predictions while using only

the barrier height V, and the constant C as adjustable parameters. Furthermore,
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we will exploit the quadratic onset to extract local band structure characteristics

form the spectroscopic BEEM data of the InAs/AlAs/GaAs structure.

5.4 BEEM studies of Au/Si structures

5.4.1 Sample Description and Preparation

After the construction of the BEEM apparatus, we performed studies on Au/n-
Si(100) structures in order to verify operation of the equipment and establish
minimum signal-to-noise requirements. The Si substrates were phosphorous doped
to 1 x 10%°. The surface was prepared by first performing a RCA etch (consisting
of TCE, acetone, methonal, and distilled water for two minutes each) to remove
organics followed by a 2 minute etch in buffered HF and a distilled water dip.
The sample, blown then with filtered nitrogen, should be hydrophobic. Au mesas
with a diameter of about 0.8 mm were deposited to provide the interface with
the substrate for investigation. The exact thickness of the Au mesas was un-
known since the mini-evaporators lacked a thickness monitor. Through calibration
measurements of depositing gold on glass and measuring the thickness with an
alpha-stepper, we estimate the thickness to be approximately 2501150 angstroms.
The uncertainty is large since the gold forms large grains upon deposition. Fol-
lowing the gold deposition, a back contact of Al was made using mini-evaporators
to form an ohmic contact. The quality of the ohmic back contact was verified by
measuring the resistance between two Al dots using conventional iv measurements.
The resistance was dominated by the sheet resistance of the Si substrate. In ad-
dition, we verified the quality of the Au/Si(100) Schottky barrier using the same
measurement above except between a Au dot and an Al back contact. The results
are shown in figure 5.3. It is important for accuracy to perform the iv measure-
ments with a light shield since photoexcitation of the carriers in the metal and their

transport into the semiconductor will yield erroneous data. Using the thermionic
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Conventional iv measurement of Au/Si(100)/Al
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Figure 5.3: Conventional iv measurement of Au/Si(100)/Al taken using conven-

tional contact techniques.



113

emission equation, we measure an ideality factor of about 1.1 and a barrier height
of 0.74+.05 eV from figure 5.3. We also determined the barrier heights using cv
measurements and found good agreement. The closeness of the measured barrier
with the theoretical barrier height of 0.81 eV and the low ideality factor indicates
an interface of good quality. It should be noted that Au interdiffuses into the Si
substrate so that good interface characteristics last only about 8 hours. We found
that by deliberately allowing a thin layer of SiO; to grow on the substrate prior
to the deposition of Au, we can produce interfaces whose characteristics are stable
for days. Finally the sample was mounted on a custom-built sample holder where
a gold wire was used to contact the gold dot and silver paint was used to securely

fix the back contact of the sample (collector region) to minimize vibrations.

5.4.2 Surface and Interface Images of Au/Si

Figure 5.4 shows the surface image of the gold mesas along with the corresponding
Au/Si(100) interface simultaneously obtained in air. Feedback was used for the
base current to maintain 1 nA at a voltage of -1.0 volts. The corresponding cor-
rections to the piezos to maintain this setpoint generates the surface image. From
figure 5.4 one can see the roughness due to the evaporation process along with the
direct correlation of extreme features with the interface image. The RMS rough-
ness of the surface is about 32 angstroms with a range of about 30 nm between
high and low surface features. The evaporation process leads to the formation of
large grains and extreme features that are tens of nanometers in height. Since
the inelastic and elastic mean free path of carriers about 1 eV above the gold’s
Fermi level is roughly 120 nm and 10 nm, respectively, one expects significant in-
creases in elastic and inelastic scattering of the carriers near these high features|6].
The increased scattering will tend to decrease the number of carriers that have
sufficient energy to surmount the Schottky barrier and collect in the substrate. A

comparison of figure 5.4a and 5.4b supports this hypothesis since the large features
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in figure 5.4a correspond to low collector current in 5.4b. It should be noted that
this argument can still be challenged since the mean free path is energy dependent
and has a significant uncertainty associated with it. The wavelike features seen in
figure 5.4 are most likely due to inadequate vibration isolation of low frequency
noise of the experimental apparatus. Figure 5.5 shows a top view of the same
data in order to emphasize the grains and grain boundaries in the gold layer. A
direct correspondence of these boundaries can be seen in both the surface and in-
terface images. The boundaries appear as dark outlines in the surface image and
correspond to light outlines (increased collector current) in the interface image.
There are two possible explanations for the increase of collector current along the
grain boundaries. One is that the grain boundaries represent a decrease in gold
thickness so that carriers, since they scatter less, will have an increased probability
of being collected. A second possibility is that the grain boundaries act as channels
for carriers and hence one would see an increase of the collector current along these
boundaries. It is unclear how powerful these arguments are since one could just as
well postulate that grains should increase scattering due to surface imperfections,
hence decreasing the collector current.

From the image we can investigate whether there is evidence of the “search-
light” effect. This effect can be observed when the surface has regions with large
slopes (see figure 5.6). If one assumes that the electrons are transmitted from the
region of the tip closest to the surface, then the electron distribution entering the
base will possess momentum vectors that have large angles to the base-collector
interface. This means that the electrons will possess a corresponding small compo-
nent of perpendicular energy necessary to surmount the interface potential energy,
if we assume that scattering is negligible. This effect manifests itself as a strong
reduction in collector current at steeply sloped regions that do not show a strong
dependence on base layer thickness.

To investigate this effect we compared the surface image and the interface

image cross-sections taken at the same points. Figure 5.7 shows two such cross-
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Figure 5.5: Top view of Au surface and Au/Si interface simultaneously acquired.
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The "Search-light effect"
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Figure 5.6: Illustration of mechanism behind “searchlight” effect
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sections. The top line in each graph is the surface topography while the bottom
is a measure of the collector current. The vertical lines show extreme regions in
the surface topography with the corresponding BEEM current. In general there is
a close negative correlation between the gold thickness and the collector current.
This seems to indicate that either the increased inelastic scattering due to increased
gold thickness is dominating any effects and/or elastic scattering is randomizing

the electron distribution and minimizing the “searchlight” effect.

5.4.3 Collector Spectroscopy

The collector current should clearly show a turn-on voltage where the carriers
injected from the tip have sufficient energy to surmount the Schottky barrier at
the Au/Si(100) interface. To clarify our presentation of the data, figures 5.8 and
5.9 correspond to one location of the surface while figures 5.10 and 5.11 correspond
to another. Figures 5.8 and 5.10 are BK theoretical fits to the spectroscopy while
figures 5.9 and 5.11 represent fits using the quadratic function (|V;| — V4)2. From
figures 5.8 and 5.9 we see that the BK theory and the quadratic fit give similar
fits, with the BK theoretical barrier height at 0.73 volts and the the quadratic fit
yielding 0.65 volts. Most of the barrier heights we found are below the reported
Schottky barrier heights on 0.81 volts of Au/Si. A possible explanation for this
is the fact that gold readily diffuses into Si, and that this diffusion reduces the
effective barrier height. Since we have to wait many hours in order to reduce
thermal drifting of the tip over the surface, enough time transpires for diffusion
to take place.  Figures 5.10 and 5.11 demonstrates spectroscopic data where
there appears to be two different barrier heights. Figure 5.10 shows a poor BK
theoretical fit to the data with an extracted barrier height of 1.04 volts. Figure
5.11, on the other hand, shows the quadratic fit to two regions of the data and
extracts barrier heights of 0.80 and 1.2 volts. We speculate that the larger barrier
height is due to a thin layer of SiOy between the Si surface and the gold. Although
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BEEM current and Surface Topology
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Collector current and BK theory (Auw/Si)
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Figure 5.8: Collector current and fit to BK theory. Measured barrier height = 0.73
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Figure 5.9: Collector current and fit to quadratic function. Vb = 0.65 volts.
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Collector cumrent vs BK theory (Au/Si)
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Figure 5.10: Collector current and fit to BK theory. Vb = 1.07 volts.

the Si surface was passivated with buffered HF, it was still exposed to atmosphere
for up to 1/2 hour prior to the Au deposition. In addition, thermal drift as data
was acquired means that the data represents some sort of spatial average over the
surface. Figure 5.12 shows a frequency plot with bin size of 0.05 eV of measured
barrier heights (using the quadratic fit) for 10 BEEM spectra. The sum of the
frequency is greater than 10 since some spectra have two barrier heights. The
large number of occurrences about 0.72-0.80 volts seems to verify the significance
that the first onset represents transport over the Au/Si(100) Schottky barrier. The
large number of occurrences near 1.2 volts seems to confirm that this effect is real

and possibly corresponds to local oxide growth.
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5.5 BEEM studies of Au/InAs/AlAs/GaAs struc-

tures

5.5.1 Sample Description and Preparation

In this section we will present preliminary studies of BEEM spectra of
Au/InAs/AlAs/GaAs structures. It must be mentioned that the results are sugges-
tive and that subsequent studies must be performed in order to verify the proposed
hypotheses. The purpose of this study is to investigate the transport inhomo-
geneities in single barrier devices, particularly those associated with local band
structure.

A cross-section of the structure is shown in figure 5.13. The InAs/AlAs/GaAs
layers were grown by Molecular Beam Epitaxy (MBE). A thin buffer layer of lightly
Si-doped GaAs was first grown on lightly n-doped GaAs(100) substrate, followed
by the growth of 100 angstroms of lightly Si-doped AlAs and then 100 angstroms
of Si-doped InAs. The InAs was doped to approximately 10° cm™2 while the
AlAs and GaAs were doped below 1017 cm™3. A thickness of 100 angstroms was
chosen for the AlAs in order to provide a sufficient barrier to carriers to reduce
spurious currents near zero-bias conditions of the device. This is necessary to
ensure an adequate signal-to-noise ratio under experimental conditions. The InAs
was deposited on top of the AlAs to provide a well defined and well characterized
interface with the AlAs and to form a highly conductive surface to tunnel to (since
its surface is pinned in the conduction band).

We initially performed BEEM experiments without the Au layer and found
that the experiments were hindered by two effects. First, the surface appeared
rough with surface features tens of angstroms high, possibly due to selective oxide
growth. This contributed to unstable behavior of the spectra during data acqui-
sition. Secondly, we noticed gradual turn-on characteristics in the spectra that

indicated slight biasing across the device. Thus we decided to deposit Au onto
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Sample structure

Tip Fermi level

Figure 5.13: Cross-section of Au/InAs/AlAs/GaAs structure
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the InAs in order to shield the sample from the external fields of the tip and also
to provide an inert surface in which to tunnel to. Consequently, the sample was
exposed briefly to air before a thin Au mesa approximately 0.8 mm in diameter
was deposited on top of the InAs using mini-evaporators. This exposure may still
cause oxides to form on the InAs prior to Au deposition. The thickness of the Au
is between 100-400 angstroms according to previous calibration runs. The contact
to the GaAs substrate was made by melting In to the backside of the wafer (used
in the MBE process to adhere the sample to the transfer block). The top Au layer
was grounded through contact with a Au wire. As before with Au/Si, the Au
deposited by the mini-evaporators formed large grains that dominate the surface
and interface images. Thus it is not instructive to investigate the interface images
at this time until the deposition process can be better controlled.

In order to characterize the structure we perfo'fmed conventional iv measure-
ments and performed a band bending calculation in order to simulate the probable
band structure. The calculations were made by performing a double integration
of Poisson’s equation using full Fermi statistics with the assumption that the InAs
layer extends until flat-band conditions are reached. For the iv measurements,
contacts were made directly to the In backcontact and the top InAs layer. Figure
5.14 shows the results of the measurement. From a fit to the current onset at
about 0.5 €V to the thermionic emission equation we extract a barrier height of
0.632:40.015 volts. If we compare this to figure 5.15 we see that the barrier height
at the GaAs/AlAs interface with band bending is about 0.5 eV, showing that the
observed onset current corresponds well to the band bending calculation. The fact
that the InAs surface is only 100 angstroms thick means that flat-band conditions
in the InAs will not be reached and will cause additional band-bending above our
estimated value. From figure 5.14 the calculated zero-bias resistance is about 1
Mohm, high enough so that the collector current signal to noise will be adequate

to permit BEEM experiments.
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Conventional iv measurement of InAs/AlAs/GaAs structure
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Figure 5.14: Conventional iv of InAs/AlAs/GaAs structure
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InAs/AlIAs/GaAs BEEM structure

theoretical band structure calculation
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Figure 5.15: Energy band calculation of InAs/AlAs/GaAs structure.
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5.5.2 Collector Spectroscopy

The collector current should clearly show a sharp current onset at voltages where
the carriers injected from the tip see new transport channels into the GaAs sub-
strate. From figure 5.13 we can see the potential channels for transport; the X-pt,
L-pt, and I'-pt in GaAs(100) and in AlAs(100). To see what transport channels
are most important, one needs to examine the accessibility of states for transport.
If momentum and energy are strictly conserved throughout the structure, which is
the equivalent to the BK model for transport, the only allowed states for carriers
injected into the sample would be X-pt and I'-pt states in the collector. This is
because carriers tunneling across the tip-sample gap have low transverse momen-
tum and thus have momentum only in the growth direction of the crystal, the
(100) direction. On the other hand, if we allow elastic scattering of the carriers, all
states are accessible in the collector, including the L-pt states. This is equivalent
to the LS model for transport. In addition to the accessibility of states, one also
needs to consider the size of the “acceptance” cone to these accessible states. If we
assume conservation of energy and momentum across the AlAs and GaAs inter-
faces along with parabolic conduction band minimums, then from equation 5.4 we
see that the size of the acceptance angle is proportional to (my;/m), thus a larger
™| means greater transport into those accessible states. Now, for AlAs m, Xept =
LIlm, m._,, = 0.15m, and my,_, = 1.9m, while for GaAs m||x_, = 0.257m and
myp_,, = 0.067m[7]. Thus intuitively one would expect relatively large transport
through the AlAs X-pt into the GaAs I'-pt as well as transport through the AlAs
L-pt and over the AlAs I'-pt.

Figure 5.16 shows two collector current spectra taken at two different locations
on the surface, demonstrating the sharp current onsets. In this figure we have
fit each sharp onset of the data to the function I, = ¥, C;(V: — ¢:)?%, where ¢; is
the energy of the new channel that transports carriers into the GaAs, C; a scaling

constant, and the index i enumerates the transport channels. In fitting the data
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Beem spectra of InAs/AlAs/GaAs structure
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Figure 5.16: BEEM spectra of InAs/AlAs/GaAs structure along with quadratic
fit.

to the quadratic function, we have assumed that each new channel or band can
be approximated by a parabolic minimum in energy and that the current increase
due to each new channel or band is additive. Although it is questionable to apply
the parabolic band approximation near the X-pt and L-pt, the data appears to
follow the functional form that this assumption leads to. The current is also seen
to plateau between onsets. We feel that this is due to the saturation of a given
channel by carriers and hence the current remains approximately constant until a
new channel is reached in energy. It should be noted that the energy extracted
from the fit, ¢;, represents only a rough approximation of the transport channel
energy.

From the two data sets we have extracted from the fits approximate band
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energies. Comparing these energies to figure 5.13, we see that several of the energies
can be attributed to local band structure characteristics in the AlAs and GaAs.
For example, energies near 0.75 eV can be attributed to tunneling into the GaAs I'-
pt, and energies near 1.71 eV can be attributed to transport over the I'-pt in AlAs
into the GaAs substrate. One could speculate that the 1.5 eV channel present in
the lower data set could possibly represent tunneling through the L-pt in the AlAs
barrier. This would require the L-pt band to shift down in energy. One mechanism
that could cause this is the formation of strain. InAs and AlAs have a lattice
mismatch of about 6%, thus the AlAs could be under local compressive strain in
the transverse direction and tensile strain in the longitudinal (100) direction. In
ITI-V compounds, tensile strain generally shifts the X-pt and L-pt bands downward
in energy [8]. Another possibility is that the 1.5 eV channel is simply a lower local
barrier due to defects for the I'-pt in AlAs.

To verify the significance of these fit energies, we performed frequency statistics
on 10 BEEM spectra. Figure 5.17 shows the distribution of the occurrences as a
function of the fit energy. The bin width for each energy is 0.05 eV. From the
plot it is apparent that there is a high occurrence about 0.70, 1.5, and 1.7 eV
for the onset of current in the collector current data. The high occurrence near
0.70 eV supports the hypothesis that the X-pt tunneling into the T' states of GaAs
represents a strong current channel while the high occurrence near and above 1.5
and 1.7 eV eV may represent transport over the AlAs I'-pt barrier. We see other
energies present that could represent tunneling through the AlAs into the GaAs
X-pt, however, the occurrences are too low to express any confidence in their

significance.

5.6 Summary

In summary, we have developed the ability to perform Ballistic Electron Emission

Microscopy. We have confirmed its operation though an investigation of the Au/Si
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Frequency plot of energies fits to 10 BEEM spectra
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Figure 5.17: Frequency plot of fit energies for 10 BEEM spectra.
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structure, by extracting the local Schottky barrier and examining simultaneous
images of both the surface and the Au/Si interface. In addition, we have performed
preliminary BEEM experiments on Au/InAs/AlAs/GaAs and have found evidence
of local band structure effects, particularly into the I'-pt of the GaAs and possibility
above the AlAs barrier. Further experiments need to be performed in order to
confirm these band related effects including varying the AlAs barrier thickness and
experimenting with the sample surface preparation to ensure oxides are removed

and that the Au deposition is smooth.
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Appendix A

STM Tunneling Theories and
AFM Interactions

A.1 3-D Metal-Gap-Metal Tunneling

The fundamental question for STM experiments is that, even if one had an ideal tip,
an ideal sample, and were using an instrument perfect in every way, what exactly
is being measured? The answer is not trivial since only a full quantum-mechanical
3-dimensional analysis is truly satisfactory by the very nature of the problem.
A quantum-mechanical treatment requires full knowledge of the tip and sample
wavefunctions not just asymptotically but in the small gap region as well, where
the wavefunctions have to be matched. Thus in attacking this problem, theorists
have in general relied on perturbative approaches that assume only weak coupling
between the tip and the sample. This of course only holds when the tip and
sample are well separated and at low biases and currents. Another approach is to
ignore the 3-dimensional character of the problem which simplifies the calculation
tremendously yet still seems to yield reasonable results. We will briefly review
these different theoretical approaches and compare their results with experimental

evidence.
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J. Tersoff was the first to derive the theoretical results for the 3-D STM
model[40] by using a first-order quantum-mechanical perturbation method called
the transfer Hamiltonian. This has proved to be the method of choice for theorists
concerning this 3-D problem. According to first-order perturbation theory, the

current density J can be expressed as

J- 27e SUF(E)Q = f(E)) — fF(E)(1 = F(EW))|Muw|*6(E,+eV —E,), (A.1)

h u,v

where f(E) is the Fermi function, V is the applied voltage, M, is the tunneling
matrix element between states ¢, and ¢, of the tip and the sample, respectively, F,
is the energy of ¢, F, is the energy of ¢,, and e and % are the normal constants.
Assuming small V and replacing the Fermi functions by their zero-temperature
approximations (i.e., step functions), the second term in the brackets goes to zero
and the equation simplifies to

J = ghfévz | My |*6(Ey — Ef)8(E, — Ef). (A.2)

This simple expression still requires the rather difficult task of evaluating the
tunneling matrix elements.

Bardeen[41] derives a rather simple expression for the tunneling matrix ele-
ments for a metal to the left of x, and another metal to the right of x,. He
assumes that ¢, is the solution of the Schrodinger equation with energy E, for
z < z, but there is a region to the right of that where it is not, where the wave-
function drops smoothly to zero. Likewise, ¢, is a solution with energy E, for
x > z, but not for a region right of that. Both ¢, and ¢, are a good solution in
the barrier region, z, < z < z,.

One then forms a time-dependent solution as a linear combination of both

states as
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¢ = a(t)ppe Tt + > by (t)pue P! (A.3)
and substituting this into Schrodinger’s equation. From Fermi’s golden rule we get

the result

My = [ 3(H = B)pudr (A.4)
where the integral vanishes where ¢, disappears, to the left of z,. To make the
equation symmetric and by assuming conservation of energy (i.e., E, = E,), we

substract ¢,(H — E,)¢, and limit the integration to the left of z, and get

Mu = [ [$iHeu - ¢, HpJdr. (A.5)
Finally, we introduce under the integral a step function that is unity between

some point where ¢, vanishes (left of z,) and just to the right of z,. After inte-

grating by parts and assuming a constant potential we find,

2
Mo = o [ d3(6:96, - 6,94) (4.6)
where the integral is over the surface lying entirely within the barrier region[41].
In order to complete the calculation, one must explicitly know the wavefunctions
of the sample and tip. Unfortunately, the atomic structure of tip is not well
characterized and even if it were, the asymmetric character of the tip would make
the wavefunction very difficult to calculate. Thus one must attempt to find a
reasonable but general model for the tip.
As a simple but illustrative case, consider an ideal STM with a tip that is
represented as a mathematical point source at 7. This tip would of course give
maximum resolution and minimum interaction with the sample. In this case cur-

rent density can be shown to be

T o< S I FIPO(E. - By) = ol Ey). (A7)
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Thus an ideal STM would measure the sample’s local density of states at the
Fermi level as seen at the tip’s position. This is probably the most important
result from theory even though it is only strictly true for metals at low biases.

A more realistic tip model represents the tip as a spherical potential well of
effective radius R [40]. It had been noted by experimentalists that W, Mo, and
stainless steel tips produced similiar STM images, implying that the details of
the tip’s electronic structure were unimportant[42]. Thus in the early models
only s states were assumed for the tip wavefunctions. States with higher angular
momentum were estimated to make little contribution to the tunneling current
since they will have nodes directly below the tip and because of the exponential
dependence of the current on the separation. From this approach Tersoff showed
the relationship expressed in equation A.7 remained valid and that the lateral
resolution is roughly equal to [.‘ZA(R + d)]*/? where d is the tip-sample separation,
in agreement with experiment.

Lang employed a more realistic model in order to answer whether the tip wave-
functions significantly affect the current[43]. Lang used a similiar perturbation
method to Tersoff’s but modeled the tip as a single atom. The simplification of
the low voltage limit was assumed along with a jellium model for the metal surface;
wavefunctions were already known for the jellium surface both with and without
the adsorbed atom. Several different atoms were used in the model in order to test
the effect of the different tip wavefunctions on the current and resolution. The
result is that nonzero angular momentum states in the tip, although they can con-
tribute significantly to the density of states, make only a small contribution to the
current. Chung et al., further showed that for accidental degeneracies occurring
between the s and d states, the d states may contribute up to 10% of the total
current[42].

There are several problems that exist with the above theories even when ap-
plied to ideal metal-gap-metal systems. We will first discuss the more significant

difficulties for this simple system and then look at further difficulties when the
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sample is a semiconductor.

One problem with most complex quantum-mechanical treatments concerns
what basis set of wavefunctions to use[44]. Most techniques that solve for wavefunc-
tions solve the Schrodinger equation, discretize space, and transform the problem
into one of diagonalizing the Hamiltonian. Even though information concerning
the wavefunction tails is generally lost, this procedure has worked well for band
structure or energy calculations. However, for the STM it is these wave tails that
extend several angstroms away from the surface that contribute most significantly
to the current. Thus the problem is one of accurately representing the wavefunc-
tions at relatively large distances from the nuclei. A planewave basis requires a
prohibitively large number of basis waves for accuracy. Local basis sets can lead to
severe errors in compound systems such as GaAs, where the true wavefunction is
some mix of the component wavefunctions. Using a local basis set, different atoms
will have different decay lengths and eventually one atom will dominate. However,
the true wavefunction has a single decay length and either atom can dominate
depending on the bias voltage[45].

An inaccurate representation of the potential in the gap region is also a source of
errors. Without an accurate description of the potential the correct wavefunctions
cannot be calculated. Not only may the applied voltage be appreciable, but the
workfunctions of the tip and surface may also be significantly different. In addition,
correlation and exchange effects such as image potentials can drastically affect the
potential especially for the distances we are considering[46, 25]. In addition, the
accuracy of the perturbation method can be called into question with regard to
calculating the tunneling matrix. Bardeen’s formula assumes the the potential in
the barrier region is constant in the gap region between the tip and surface which,
for systems with large varying potentials, is not true. In addition, by assuming
conservation of energy, one is ignoring all inelastic tunneling processes. Although
one does not expect significant scattering in the barrier region, rough surfaces may

allow carriers to scatter into states otherwise inaccessible.



139

When one considers the details of a semiconductor surface, the complications
increase tremendously. Leaving aside the complications of full quantum-mechanical
treatments and the calculations of wavefunctions, we still find plenty of difficul-
ties even with the semi-classical approach. First, the potential must be calculated
not only in the barrier region but also in the semiconductor. To compute the po-
tential profile correctly, a self-consistent transport equation must be solved along
with Poisson’s equation with full semiconductor statistics. We need to also include
exchange and correlation effects in the semiconductor and barrier and the effect
of surface states on the potential profile. We then must calculate transmission
probabilities for tunneling not just through the barrier but also through the semi-
conductor space charge region. We need to consider other transport mechanisms
in addition to tunneling such as recombination in the space charge region or at the

surface states.

A.2 1-D Metal-Gap-Semiconductor Tunneling

Because of the overwhelming complications involved with the introduction of a
semiconductor, we will employ a model that includes many simplifying assump-
tions in order to facilitate interpretation of data in this thesis, particularly chapter
4. The assumptions we make have been used by several authors for explaining
data for STM experiments, where the sample is a semiconductor such as Si and
GaAs[49, 48]. These assumptions emphasize the classical semiconductor compli-
cations at the expense of a true quantum-mechanical approach. Indeed it is sur-
prising that this approach has been used so successfully for modeling the data.
We assume independent single electron one-dimensional tunneling as formulated
by Duke et al., and will include quantum effects only through the electron trans-
misson probability[47]. We will also assume the conservation of energy (E) and
k), which means that we are assuming no scattering and translational symmetry

at the interfaces. We will use a classical model that includes the effects of semi-
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conductor band bending, image potentials, and surface states to emphasize the
accurate calculation of the potential. This potential is then used to calculate the
transmission probability (see figure A.1). We will neglect tunneling into and out
of these surface states along with recombination. We also assume small current
densities so that the semiconductor is in equilibrium ( we see the consequences of
relaxing this assumption in chapter 4).

We assume the tip behaves as an ideal metal whose behavior is determined
solely by Fermi-Dirac statistics and a dielectric constant ¢,,, and the gap is a
vacuum although it is a straightforward extension to include an oxide barrier. The
gap region is depicted as a charge-free region with multiple image force corrections
due to both the metal and semiconductor surface.

The insulator (gap) region can be characterized by the following equations:

¢(2) = ¢1(2) = bimage(T) (A-8)
d2¢1(.’11) _
=0 (A.9)

with the boundary conditions

¢1(S_) = Xsc T+ Vds + ch (A].O)

¢ (07) =V + W, (A.11)

dpy (s~ dp1 (s*
€o d)il(xs )—53 QS;S )=sta (A12)

where ¢7,5,.() is the multiple images correction to the potential, ¢;(z) and ¢(z)

are the potential in the insulator region with and without the image potential
correction, respectively, s is the tip-sample separation, q is the charge, V is the
applied bias, W,, is the metal workfunction, x,. is the semiconductor electron
affinity, Vg, is the amount of semiconductor band-bending, @, is the surface charge
on the semiconductor, E. is the difference in energy between the conduction band
and the semiconductor’s Fermi level, and ¢, and ¢, are the dielectric constants for

the sample and insulator, respectively.
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Figure A.1: Typical metal-gap-semiconductor band structure (image potential cor-

rection not shown)
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In the semiconductor region, the potential is described by Poisson’s equation

and an image force correction term:

¢(z) = ¢1(2) = Pirnage(2) (A.13)

d*¢y (x) — —¢’ [p(z) — n(z) + Nj(z) = N7 ()], (A.14)

dx? €sc

where p, n, N, and N, represent the concentration of holes, electrons, ionized
donors and ionized acceptors, respectively. To find n, p, Nd*, and Na~, the
complete form for the density of states and Fermi-Dirac statistics are used, for

example

n = 4n(

* 50 _ 1/2
2me )3/2 / (E EC) dE (A.-15)
E

B . 1+ exp|(E — Ef)/KT]’
where K is the Boltzman constant, T is the temperature, E. is the conduction band
edge, and Ey is the Fermi energy. Numerically integrating equations A.9 and A.14
over the entire gap-semiconductor region and using equations A.10, A.11, and A.12
as boundary conditions, we solve for the potential everywhere. We then correct
for the image potential and then perform a cubic fit at the boundaries to ensure
continuity of the potential and its derivative. This model describes, assuming
equilibrium and neglectible current densities, the semiconductor in accumulation,
depletion, and inversion.

The semiconductor’s surface charge, as referred to in equation A.12, is deter-
mined by the occupation of the surface states. We characterize this occupation by
a simple model, Q45 = ¢D;[¢o— (E4— ¢5)], where Dy is the density of surface states
per €V, ¢; is the barrier height referenced to the tip’s Fermi level, and ¢, is the
neutral energy level and is fixed relative to the semiconductor conduction band[50].
The main characteristic of the neutral level is that when the semiconductor’s Fermi
level is at the same energy as the neutral level, the surface is assumed to be locally
charge neutral. The neutral level is surrounded by donor-like states that are lower

in energy and acceptor-like states that are higher in energy. It is these states that
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act as an electrostatic feedback mechanism to pin the Fermi level at the neutral
level. We assume that the states occupation is determined by the semiconductor’s
Fermi level [26].

It is easy to show (we will spare the reader the drudgery) the nondegenerate
approximation for the semiconductor one can show that the band bending in the

semiconductor is

8

c \(¢o—¢n) 1\ Vo4 V)]l/z s %
so(l+c ’

))2+(1+c) Vo +(1+c)( Vo 50(1 +¢)
(A.16)

Vas = Vo{[(

where V, and W, are the band bending and the depletion layer width in the
semiconductor with zero tip-sample separation and zero bias, s, = W, /¢,, s is the
tip-sample separation, ¢, is the difference in energy between the conduction band
and the semiconductor’s Fermi level, and ¢ = fggﬂ—. As the surface density of
states increases to infinity, so does ¢ and the band bending V,, becomes pinned at
Po — Pn.

Intuitively the pinning mechanism can be understood by first assuming the
Junction is electrically neutral, that is Qn + Qs + Qs = 0, where Q,, is the
fixed charge on the metal surface and Q,, is the total charge in the semiconductor
space-charge region and that initially Q,, = 0. Thus AQ,, = AQ,.. If we bias
the junction so the semiconductor bands bend, surface charge will accumulate on
the semiconductor surface since the neutral level follows the semiconductor bands.
This positive (negative) surface charge induces a negative (positive) space charge
in the semiconductor. The semiconductor space charge causes the semiconductor
bands to bend in the direction that moves ¢, toward E fm and hence reduces Q,;.
Thus the surface states act as a sort of negative feedback in order to reduce Qys
and pin the neutral energy level to the metal Fermi level. Increasing the density of
the surface states can be viewed as increasing the “gain” of the feedback. In our

model, we can adjust the position of the neutral level and the distribution of the
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surface states to take on any realistic configuration.

To calculate the current density we assume independent electron tunneling:
7=1["ap1E,) K E) — F(B + V)] (A.17)
h Jo (2m)2

where q and h are the usual constants, f(E) and f(E + eV) are the Fermi func-
tions in the tip and semiconductor region, respectively, and T(E,) is transmission
probability for single electron tunneling. The transmission probability can be esti-
mated using several methods, the most popular using the WKB theory. We use a
tightbinding matrix method that is fully quantum mechanical and has proven nu-
merically stable even with rapid changing potentials[51]. We also include tunneling

through the semiconductor space charge region in our calculations.

— _h
 8w3m*

Introducing the Jacobian %IJI- and integrating over dEjj, we obtain the

following expression for the tunneling current:

2mgKT

Ji= 5

/Ooo dE,T(Es)[Nm(Ez) — Ni(Ez, V)] (A.18)

where K is the Boltzman constant and N,, and N, are the metal and semiconductor
supply function, respectively and i denotes conduction band (cb) or valence band

(vb) tunneling in the semiconductor. The supply functions are represented as:

Ny = (25 + 1)m;, In[1 + ¢ Br=E=)/KT) (A.19)

N; = (2s; + 1)m} In[1 + eBr~B==eV)/KT] (A.20)

where m;, and mj}, are the metal and semiconductor effective mass, respectively
and s is the electron or hole spin degeneracy.

To calculate the total current, we add the contributions due to valence and

conduction band tunneling:

J = Jyp+ Ja. (A.21)



145

A.3 AFM Tip-Surface Interactions

The tip-surface interaction and how it specifically influences AFM data is still
not well understood. In actuality a whole array of forces can be acting between
the tip and sample at any one time depending on the specific properties of the
two materials and the microscopic details of their structure. These forces can
vary in range and magnitude and it is important to have some understanding of
their relative importance in order to acquire and understand AFM data. For this
discussion we will ignore magnetic and electrostatic forces since they only dominate
at long range and under special sample surface conditions which we experimentally
avoid.

There are two main forces whose influence dominates the tip-surface interac-
tion for the samples we are interested in. These are the van der Waals force and
ionic repulsion[52]. Van der Waals forces are always present and include induc-
tion forces (the interaction of a dipole and an induced dipole), orientation forces
(the interaction between two orientated permanent dipoles), and dispersion forces
(induced dipole-induced dipole interaction). Dispersion forces are also referred to
as London forces and generally follow a 1/1® power law. They are relatively long
ranged (2 A to > 100 A) and can be attractive or repulsive. When the tip is several
nanometers from the surface the dominant force is the van der Waals force.

Ionic repulsion begins to dominate when two surfaces are within a few angstroms
and their electron clouds begin to overlap significantly, giving rise to a repulsive
force. Both the van der Waals force and the ionic repulsion has been expressed in

the Lennard-Jones potential that describes intermolecular pair interaction;

U(r) = 4Ne(Z)2 - (2

)] (A.22)
7.

where ¢ is the potential minimum, r is the separation of the two atoms, N is the
number of interacting pairs, and ¢ is a constant dependent on the nature of the

materials involved. This is the dominant force when operating in the contact mode.
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Atomic resolution can be achieved because of the ionic repulsion’s strong distance
dependence.

Another significant factor for AFM imaging is the medium in which it is taken.
For example, since the majority of our AFM experiments are performed in air, the
surface becomes coated with a thin layer of liquid (predominately water). This
thin layer, typically only a few nanometers thick, can have a profound effect on
the tip-surface interaction. The fluid forms a meniscus bridge between the tip and
sample that produces a strong attractive effect, called the capillary force. The
magnitude of this force can be simply estimated from the Laplace equation for
pressure, P = 7, /r = F/A, where P is the pressure, 7; is the surface tension of the
liquid, r is the radius of curvature of the meniscus between the tip and sample,
F is the force, and A is the surface area of the meniscus [58]. If we approximate
the meniscus as a cylinder of radius R (R >> r) ‘and height h, we find that the
force exerted by the meniscus can be written as F = (2rRh)y,/r. For reasonable
values of h = 2 nm, R = 100 nm (typical AFM tip radius), r = 1 nm, and y; = 72
mJ/m? (for water), we get F = 90nN. For AFM experiments, a reasonable van der
Waals force for these parameters would be about 60 nN for materials of average
surface energy, indicating the capillary force can dominate tip-surface interactions,
producing tip instabilities.

When the tip is in intimate contact with the surface, such as in the contact
mode, adhesion forces may be present. Adhesion forces are correlated with sur-
face reconstructions, atomic segregation, and chemical reactions between surfaces.
Although these forces can be significant given moderately reactive surfaces, the
atomic details are not well known. Adhesion forces can also produce a hystersis in
the force curves upon unloading the tip from the surface.

Elastic and plastic behavior of the surface and tip are also important interaction
properties. First, most surfaces are elastoplastic, that is, they only partially return
to their original shape after deformation. Of course if one is trying to image the

surface, any plastic deformation is a permanent distortion of the true surface.
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The elastoplastic characteristics of a surface can be determined by the penetration
of the tip into and away from the surface as a function of applied force. For
example, Sneddon solved for the force applied by a nonadhesive rigid flat ended
cylinderical tip to a flat surface with modulus of elasticity E and Poisson’s ratio v
as F = 2Erh/(1 — v?), where F is the applied force, r is the tip radius, and h is
the penetration depth[54]. In addition, the area of the tip-sample contact will also
distort under loading. Under nearly any repulsive contact force, the tip distorts at
the very end so single atom imaging rarely occurs. In addition, as the tip-sample
contact area increases, the resolution will significantly be reduced as we previously

showed.
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Appendix B

BEEM Construction and

Operation

B.1 BEEM Instrumentation Overview

This appendix is designed to instruct a person with only a marginal aquaintance
with the BEEM setup on how the equipment works, how to design a successful
BEEM experiment, and finally how to perform an experiment with the existing
setup. We will proceed in the above order, first starting with the construction of
the BEEM equipment. As previously discussed, BEEM can be viewed as simply a
three terminal extension of the basic STM. The BEEM setup allows the flexibility
to image simultaneously both the surface and the interface of metal-semiconductor
as well as multilayered semiconductor structures. In order to be able to do this,
the BEEM instrumentation has been fully integrated into the preexisting Digital
Instruments equipment including its software acquisition and analysis programs.
Figure B.1 shows the BEEM experimental apparatus along with its general inte-

gration with the STM setup.
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Figure B.1: Overview of BEEM and STM Setup.
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B.2 BEEM Instrumentation Construction

The purpose of this section is to provide the user with a detailed understanding of
the modifications made to the STM in the construction of the BEEM equipment.
The modifications can essentially be divided into three parts; the tip preamplifier,
the collector amplifier, and the sample mount. The built tip preamplifier is entirely
different from the Digital Instrument’s design and must be working before any of

the other parts can be tested. Hence we will discuss this first.

B.2.1 Tip Preamplifier

The major difference between the built tip amplifier and the .Digita,l Instruments
preamplifer is the source of the sample-tip bias. In the Digital Instuments design
the tip is hard-wired to ground while the sample’s potential is varied. In our
design, the sample is held at ground while the tip both measures the current and
controls the voltage. While this may seem like a simple manner is renaming your
reference voltage, it is important to sweep the tip bias and not the sample bias.
Since the shielding everywhere is held at hard ground, sweeping the sample bias
would require sweeping the shielding potential, leading to parasitic capacitances
and currents that would be hard to eliminate.

The tip preamplifier sits on top of the piezoelectric crystals to which the tip is
mounted. Figure B.2 shows a schematic of the interior electronics of the preampli-
fier along with a built-in picoammeter, all enclosed in the tip preamplifier housing.
The picoammeter shown, along with the electronic board installed in the lower
portion of the STM, could be used in place of the external Keithley picoammeter
that is currently connected. It currently is not hooked up due to spurious voltage
fluctations in the output. The current gain of the tip preamp is set at 108 V /A but
can be changed through a jumper on the AD-524 opamp. The two plugs connected
together protruding from the back of the preamplifier are labeled as section B and
C in figure B.2. The section labeled A is simply the stepper motor electronics
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kept in the base of the STM. The connections labeled X,Y,Z refer to the XYZ
piezo voltages. Note that Z has only one connection since it is biased relative to
the average of both X and Y. All STM and BEEM connections terminate at the
25 plug connector on the side of the STM base. The BEEM output signal itself
outputs to what is called IN1A with its ground connection to SGND1A, which are
pins 21 and 8 on the STM 25 plug connector, respectively. In addition, there is a
LED light on the top of the tip preamp that is used to check sample connections.
The pin connector for this is pin 6, OUTDO.

B.2.2 Sample Holder

The sample holder acts as an interconnect between the tip preamp electronics and
the BEEM preamp. Figure B.3 illustrates the modifications to the holder. The
sample is mounted on the square copper area that is electrically connected by a
copper strip to the BEEM signal plug. All the copper strips formed on the sample
holder were made by patterned chemical etching of the surface of a bread board.
The tip preamp has a lone wire pretruding from its base that connects hard ground
to both the BEEM ground plug and to the sample surface. The wire from the tip
preamp connects into the plug labeled “ground connection from tip premap” in
figure B.3. The grounding of the surface of the sample is facilitated through the
use of a gold wire, which is placed in contact with the surface. To make this
connection more robust, one can place a drop of an InGa mixture at the end of
the gold wire. The InGa mixture is highly conductive and remains liquid at room
temperature, thus ensuring a good contact despite vibration or movement of the
instrument. It should be noted that the gold wire is soldered onto the grounding

wire and that this connection is relatively fragile.
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B.2.3 BEEM preamp

The BEEM preamp consists of a Keithley 486 picoammeter that receives its signals
and ground reference from the sample holder BEEM plugs. In the lowest current
range (2nA), the analog output is 2 volts, giving a gain of 10° V/A. We further
amplify this signal using software, as we will discuss in the software section. The
BEEM preamp signal is connected to the collector current plug while the BEEM
ground reference is connected to the ground connector plug, both located on the
back of the sample holder. The BEEM ground plug is connected to the tip preamp
ground plug through a small wire soldered between the two plugs. With a sample
mounted and all connections properly made, the picoammeter should read in the
pamp range. Thus is due to the photo-excitation of carriers from the conductive
base into the collector. To test this hypothesis, simply wave your hand in front of
the sample and the current should drop considerable ( with the Faraday cage/light
shield over the instrument, the current should drop into the picoamp range). The
analog output of the picoameter reconnects to the STM base by two wires going

to pins 8 and 21.

B.3 Sample requirements

BEEM samples must meet certain criteria in order for the experiment to be suc-
cessful. A typical sample consists of at least two layers; a top layer called the base
into which the tip injects carriers, and a lower layer called the collector to which

the BEEM electronics are connected.

B.3.1 Base requirements

The base layer must meet three requirements; it must be highly conductive, thin
enough for ballistic transport, and inert and flat so that the surface morphology

or contaminates do not dominate the interface characteristics. For the surface to
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be considered conductive, it should not charge up locally and it should readily
make an ohmic contact with the gold wire for the ground connection. It should
also sufficiently shield the interface from the external fields of the tip. The base
should also be less than the inelastic mean free path of the carriers in the base
material. This is generally on the order of several hundred angstroms although we
have found that theoretical predictions are consistently longer than experimental
measurements. It is also good practice to keep the thickness smaller than the elastic
mean free path, since the elastic scattering of carriers can also significantly affect
the collector current by spreading out the distribution in k-space and reducing
the number that lie inside the “acceptance” cone (see chapter 5). Lastly, the
base should also be smooth and inert since large thickness fluctuations in the base
layer will yield strong variations in scattering. Clusters of contaminants will also
act as scattering centers but have the additional ‘effect of possibly modifying the
tip. That is, if a contaminants is insulating, the tip may dig into the surface,
thus damaging the resolution of the tip along with making the image difficult to
interpret. Gold deposition by the Lesker sputter machine seems to have made

significant improvements over the smaller mini-evaporators.

B.3.2 Collector requirements

The collector materal and interface have another set of criterion to meet; it must
present a significant barrier to carriers for acceptable signal-to-noise ratios and one
must be able to make an ohmic contact to it. The ohmic contact is to prevent
charging the collector and also provide an efficient means to measure the collector
current. The barrier criterion is to ensure that the current noise across the interface
at zero-bias voltage conditions across the sample is at most 1-2 picoamps. This is
to ensure that the measured signal, which will be on the order of 1-2 picoamps at
its threshold level, is measurable. In general, if we assume that the picoammeter

produces voltage fluctations across the sample on the order of 1 uv and we wish
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2 we

to measure at a threshold current of 1 pA, then for a mesa size of 10 mm
need the contact resistivity on the order of 10° ohm cm?. If the noise is too high
the BEEM images will appear as popcorn noise and any barrier height or band
information will be erroneous. Several tricks exist to increase the resistivity of the
interface. One is cooling the sample, thus narrowing the distribution of carriers
that could thermally excite over the barrier. Another is reducing the sample size,
thus reducing the overall number of carriers that excite over the barrier. Thirdly,
one could grow a thin layer of oxide or place a barrier between the layers to reduce
the transmission probability between layers and also reduce problems related to
interdiffusivity such as in Au/Si interfaces.

The above criteria are best met by choosing the proper sample for the exper-
iment. For example, one generally knows the conductivity of a material as well
as how easily ohmic contacts are made to it. The barrier critera is usually the
most difficult to predict, since the zero-bias resistance is strongly related to the
quality of the interface. It is always recommended to measure all contacts with
conventional iv or cv techniques prior to attempting a BEEM experiment. Care
should be used in selecting the frequency used to measure the iv or cv’s of the

sample since the resistance seen always has a reactive component to it.

B.4 Operation

B.4.1 Instrument operation

Now that the instrument components and sample selection criteria have been dis-
cussed, we will now layout the integrated operation that is necessary for a complete
BEEM experiment. As previously mentioned, the most prudent practice is to en-
sure all contacts have been tested using conventional iv and cv measurements.
After the contacts are shown to be ohmic and the zero-bias voltage resistivity is

greater than 10° ohms cm?, the real fun begins. The sample, on the order of 1
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cm? in size, is then mounted on the sample holder by first placing a dab of silver
paint on the holder and spreading the silver paint as thin as possible, with the
excess paint removed. The sample is placed on top of the paint, ensuring that
none of the paint rides up along the side of the sample, possibly shorting across
the interface. After the silver paint dries the sample should be firmly mounted
to the holder. Connect the BEEM signal and ground plugs at this time. The
picoammeter, assuming all the connections are in place, should now read several
pamps. The gold wire is then lightly placed on the top of the sample, carefully
allowing room for the tip to scan the surface. A new tip should be inserted into
the tip holder prior to each experiment (STM tips are much less robust than AFM
tips). The tip preamp is then placed on the mounting bearings over the sample
holder. The tip grounding plug is connected to the sample holder and the dual
electronic plug is connected to the back of the STM base. Ensure the 25 pin plug
from the external controller is connected to the STM base. If this connection or
the dual electronic plug is not connected, the engagement software will give false
engagement of tip to the sample. With the tip preamp on, the picoammeter should
now read several hundred picoamps.

The tip approach can now be made to the sample surface. The tip preamp is
lowered toward the surface by turning the bearings clockwise. As the tip becomes
close to the surface, through the hand held microscope one will be able to see the
tip’s reflection in the surface. Lower the tip until the actual tip and its reflection
are separated by a tiny but visible amount (experience counts here). Ensure that
the tip preamp is level and that it does not contact any of the connectors or wires
associated with the sample holder. Place the Faraday cage/light shield over the tip
preamp and sample holder and place the entire assembly on the vibration isolation

platform (bunge cords with metal plate).
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B.4.2 Software operation

After all the equipment is in place, the remainer of the experiment is entirely
controlled by the Digital Instrument’s software. To call up the STM/BEEM menu,
simply type “stm” in the dos shell. Prior to engagement, one must first select
the proper piezo head for scanning. To do this , simply click on “Microscope,”
followed by “Select” and then “STMA.” STMA is currently the only head modified
for BEEM experiments. Next test the tip preamp by clicking on “Offset” and
then “Leakage.” Leakage measures the current leaking between the tip and the Y
piezo (which is where the tip holder is mounted on). Offset measures the offset
current that the tip preamp generates. Both currents should be less than about
50 picoamps. If the offset current is too high, a small screw accessible on the front
of the tip preamp can be adjusted to zero the current. If the leakage current is
too high the tip holder must be cleaned with acetone and methanol using a cotton
swab, and then baked out at 80°C for about 2 hours in order to clean the holder
of conductive contaminants. Note that the sum of the leakage and offset currents
must be less that the setpoint current for tunneling or you will get false engagement
of the tip.

The BEEM connections to the sample should now be checked. To do this, raise
the voltage to “Analog 1” in the STM menu to about 2 volts. This will turn on the
red LED mounted on top of the tip preamp, causing carriers to be photoexcited
into the collector from the base. At this point, if all connections are properly made,
the picoammeter should read a few pamps.

Once the premap has been selected and checked, the parameters for tunneling
can be selected. These are truly sample dependent and hard rules do not apply.
However, as a starting point the following parameters are recommended; the set-
point current should be initially set at about 0.5 - 0.4 nA to prevent excessive tip
interaction with the surface. The bias should be set initally at about 0.5 volts or

lower (high voltages with high currents tends to “sputter” the base material and
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cause tip modification). The integral and proportional feedbacks should be set
at 10.0 and the scan rate should be set to about 1 Hz. These parameters were
chosen in order to keep the tip relatively far from the surface, thus preventing
the initially large thermal drift from damaging the tip and surface. Once thermal
drift has decreased significantly, the parameters can be reset in order to measure a
strong BEEM signal. Also one should assure that the collector signal is measured
by channel A. This is verified by selecting ” Calibration” in the Microscope menu
and then selecting ” Detector”. The aux channel selected on the bottom right of
the menu should read “Aux A.” This ensures that when one selects the auxilary
channel for viewing or spectroscopy, one is viewing channel A, which is the channel
that the picoammeter is connected to. One can also amplify the signal by chang-
ing the sensitivity of channel A. It is currently set to 10V /V input, thus giving an
amplification of 10x.

Once the parameters have been set, the tip can be engaged to the surface. To
perform this, simply click on “Engage”. The electronics will automatically advance
the rear bearing until the setpoint current is detected. There will almost definitely
be excessive thermal drift of the tip relative to the surface at this time. Several
hours are usually required to reduce this to acceptable levels, that is, so that the
tip will not modify if brought close to the surface and drifts less than 100A /hr.
To check the drift, view the scanned images for repeated features and see how
much they move from frame to frame. Once thermal drift is deemed acceptable,
the tunneling parameters can be changed to optimize the collector current. This
means generally increasing the setpoint current and increasing the voltage to the
point so that carriers can be injected over the interface barrier. To see the surface
and interface images simultaneously, select (in the image mode) height data type
for one screen and aux data type for the other. Surface topography and collector
current levels will be displayed side by side. To measure BEEM spectroscopy, select
in the view menu the “STS Plot (iv).” Once in this menu, select the aux channel

for the input. The data displayed will be the collector current as a function of tip
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bias. One can improve the signal-to-noise by averaging over the signal. This is
done by increasing the average count. The data sampling period should be as high
as possible since there is a finite response time for the picoammeter to respond to

increases in collector current levels (70 msec for a 90% response to a current step).



