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ABSTRACT

The cross section for the reaction vy + p - n 4+ 1 was
measured at the Caltech synchrotron, The m was detected in
a multi-channel magnetic spectromeier, and the data were
recorded in the memory of a pulse height analyzer. The results
are presented in the form of energy distributions at 12 fixed
laboratory angles from 34° t0 155°. 378 cross section measure-
ments are reported with photon energies between 500 MeV and
1350 MeV. No detailed fitting of the entire angular range was
attempted; however, a narrow bump in the cross section at
180° is explained as the effect of a cusp at the eta meson

threshold.
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L. INTRODUCTION

There is presently a considerable theoretical interest in
photoproduction data. Several authors have used the data for

{1,2,3) For these purposes, a multipole and

evaluating sum rules,
isotopic spin decomposition of the photoproduction amplitudes is
desired. Similar decompositions are already available for the pion
scattering data. (4,5,6,7,8) This experiment was designed to collect

a large number of points of the cross section for vy~ p - m + 1 with
sufficient resolution o extract the energy dependence of the cross
section., When the data of this experiment are combined with the data
of Ecklund and Walker, %) a consistent set of cross sections is
available for angles between 6% and 165° ¢. m., and photon energies
between 589 MeV and 1269 MeV, with some additional data available
between 500 and 1350 MeV. In particular, this experiment covered
the angular range from 50° to 165° c. m. for the entire range of
energies (see Section V-C for further details). These data are being
combined with data from the other single pion phatoproduction
reactions and an atiempt is being made to determine the decomposition
of the photoproduction amplitudes. (10) However, it appears lilzely
that much more data will be required on the polarization and the cross
section in the other channels before a unique decomposition can be
made for energies greater than 860 MeV.

A second important consideration in the design of this experi-
ment was to set up a spectrometer which can be used simultaneously
with the already existing High Energy Magnet. A 600 MeV/c spectiro-
meter was constructed by modifying the former Low Energy Magnet,
then the spectrometer was carefully calibrated and instrumented with
several general purpose counters. This spectrometer is available



as a laboratory instrument, and an experiment is now in progress
which uses both magnets simultaneously. (11)

Since this experiment and the experiment of Ecklund and
Walker were done at approximately the same time, a considerable
amount of work was saved by avoiding a duplication of eifort. Thus
the same computer programs were used in the data reduction of both
experiments. In general, this author did most of the programming
for magnet resoluf.ion, ete., while Stan Ecklund did the evaluation
of the cross section integrals and a large amount of data fitting. In
practice, a strict division of the work was not always possible, and
many parts of this thesis are very similar to his thesis.



I, EXPERIMENTAL METHOD, GENERAL

The reaction v + p — nT + n was studied at the Caltech
1. 5 GeV Electron Synchrotron. The experimental method was very

similar to that which was used in several past experiments(lz’ 13,14,

15, 16, 17), namely, the photon beam irradiated a liquid hydrogen
target and the positive pions produced were detected and momentum

analyzed in a magnetic spectrometer.
The kinematics of the reaction relate the observed

quantities, Pnlab’ 8 1ap desired quantities, k, 8 CM (where

k is the photon lab energy) under the assumption that only one pion
was produced. If two or more pions are produced, as in the
reactions,

+ 0
Y+pP = T +D+T
+ -
- M P+
+
- 1 + N+ @nm) ...

then there will be a minimum pholon energy, an’ required to

produce a n with the observed angle and momentum. In general,

k
2m
it is possible to choose E 0 the maximum energy of the photon

spectrum, to lie between k and kzﬂ so that the multiple pion

will be greater than K. In the energy region of this experiment,

reaction will not be observed.

The background of particles incident on the spectrometer
includes protons, electrons, and muons, Protons are eliminated by
velocity selection in a lucite Cerenkov counter, crude time-of-flight
requirements, and dE/dx selection in two scintillation counters.



' Electrons and muons are indistinguishable from pions in the
electronics. This experiment relies on the fact that previous
experiments have shown that electron confa,mination at large angles
from the photon beam is small; several checks with magnet field
reversed have been made to look for this kind of contamination,
The major source of muons is the decay of the 11+, - ;.z+ + V,
since typically 20% of the pions decay while passing through the
spectrometer. Muon pair production, vy + p -~ ;.1+ o+ p, is
usually eliminated by the same kinematical requirement that
eliminates pion pair production. In addition, the cross section
for muon pair production should be down by a factor

e4 = (--3_--)2 from pion pair production. Thus this source of events

137
can be safely ignored.

The spectrometer, the 600 MeV/c Magnet, differs from
those used in the earlier work in that it collects data in several
momentum channels simultancously. Bccausc the kinematic transfor-
mation between lab and center-of-mass co-ordinate systems varies
rapidly with P and e'rrla,b , it was not feasible to measure angular
distributions at fixed values of k, Instead, the data were taken as
energy scans at fixed lab angle. Several spectruometer momentum
settings were required for each scan and an appropriate value of E0
was chosen for each spectrometer setting, Angular distributions
were obtained by linear interpolation in the meagsured data,

The data were taken during two separate periods, May -
August 1965, and December 1965 - March 1966. Each point was
measured at least once during each period, and checks were made

for consistency between runs.



III. APPARATUS

A, The Photon Beam, Liquid Hydrogen Targct, and Bcam

Monitoring Equipment

The photon beam was generated by bremssirahlung in a
0. 2 radiation length tantalum radiator in the Caltech 1.5 GeV
Electron Synchrotron. At energies greater than 0. 81 GeV, the
synchrotron produced a nearly uniform 100 msec, beam spill once
per second. For energies less than 0. 91 GeV, it was possible to
run the synchrotron twice per second with a beam spill time of 50
msec, At the lowest energy used in this experiment, 0,66 GeV, it
was extremely difficult fo obtain a uniform beam spill, The cause
of this difficulty was not fully understood, but it is believed that the
radio frequency control system was sensitive to noise from many
sources when operated at the very low power levels required to make
a uniform dump at this energy, The result of this difficulty was a
large spike superimposed upon the normal spill. This spike, which
was of about 200 usec duration, contained on the order of 5% of the
total energy of the dump. During the first data-taking period, this
problem was eliminated by careful tuning, buf during the second
period it was not possible to eliminate this effect. Since an
accidentals monitoring system was used continuously during the
experiment, the 660 MeV points were repeated with this poor spill.

The liquid hydrogen target is the same one that has been
used by the magnet group for all experiments since that of
J. Boyden. (18) The liquid hydrogen is contained in a long 3 inch
diameter cylinder ("appendix') with 0, 005 inch mylar walls., The
axis of this cylinder is perpendicular to the beam line and is coincident



with the axis of rotation of the spectrometer. The beam line was
adjusted to intersect the axis of the cylinder and the beam was
collimated to a rectangular cross section 1 1/2 inch horizonial by
1 3/4 inch vertical. Because it has been observed that after long
use "ice'" builds up on the walls of the appendix(lg), the target was
disassembled and cleaned at approximately monthly intervals. In
addition, empty target runs were usually taken within a week of
full target runs, so that a gradual accumulation of "ice' would be
corrected by the empty target subtraction.

The beam area layout during the first data-taking period
is shown in Figure 1. For the second data-taking period, the
quaniameter was relocated on the scraping wall immediately up-
stream of the hydrogen target. Otherwise, the setup was unchanged
between the two data-taking periods.

Figure 1 shows the High Energy Magnet at an angle for
which the beam line intercepted the magnet yoke., During the running
period of this experiment, Mr. F. Wolverton was setting up another
experiment to detect protons at small angles from the photon beam
with the High Energy Magnet. Occasionally, Mr, Wolverton needed
to make a test with the High Energy Magnet in the beam line. Under
these circumstances, a careful check of the consistency of data taken
with the High Energy Magnct in the beam linc and data taken under
normal circumstances showed no significant difference.

The beam monitoring equipment consisted of several
different instruments which were used at various times during the
run. The primary standard was a Wilson type quantameter, (20) An
absolute calibration of this instrument against a Faraday Cup was
made at the Stanford Mark II Linear Accelerator on 2 May, 1966.
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This calibration differed from the previous absolute calibrations
and the theoretical value by less than 1, 5%. (21)

The secondary monitors consisted of two very thin ion
chambers located upstream of the hydrogen target, a thick ion
chamber located in the beam calcher, a 2-counter telescope which
monitored particles produced at 90° from the hydrogen target, and
a radio frequency monitor of the circulating beam which is commonly
called the "40 mc. probe". The uses of these secondary monitors
are described in Appendix I,

B. Magnetic Spectrometer and Counters

The magnetic spectrometer used for this experiment,
designated the 600 MeV/c Magnet, was constructed by modifying
the former Low Energy Magnet. The magnet is of the wedge-shaped,
uniform field type and is very similar in design to the magnets which
have been used by Professor R. L. Walker and his students for many
years, An elevation view of the specirometer is sho.wn in Figure 2,

The calibration of the spectrometer is the subject of a
separate report(zz), and only a few important results will be
summarized here. The solid angle of the spectrometer is 3.3 x 10
sr. and the total momentum acceptance is 10, 3%, The momenium
interval is divided into seven smaller channels. With the beam size
typically used in this experiment (1. 5 inch horizontal by 1. 8 inch
vertical) the r. m. s. momentum resolution obtained is 1. 10%, when

3

no scattering or other similar resolution degrading effects are
included, (Note that the full width at half maximum is 2, 2 times the
r.m, s, width for a Gaussian resoclution function). A graph of these

basic resolution functions is presented as Figure 3.
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A graphic display of the results of the magnet calibration
measurements is presented in Figure 4. In this drawing, a contour
map of the magnetic field is superimposed on a drawing of the pole
tip structure. Three particle trajectories calculated by the ray
tracing program(za)
{for a model with uniform field and zero fringe fields) computed by

are shown. In addition, the effective edges

the same ray tracing program are showin. The accuracy of AQ AP/P
calculated from ray traces is expected to be + 1% when a small
correction for the variation with central field is included, (22)

The uniform field of the specirometer is monitored with a
nuclear resonance magnetometer, The central momentum of the
gpectrometer has been calibrated against the magnetometer by
floating wire techniques, (22) This calibration has an absolute accuracy
of + 0, 2% for a fixed location of the beam cenfroid. Because the
beam ceniroid seems to wander slowly for fixed synchrotron energy,
and because there is a systematic movement of the beam centroid
with the synchrotron energy, the total error in the momentum cali-
bration is taken to be + 0.5%. The counters used with the 600 MeV/c
Magnet are very similar in design and function to those which are in
use on the High Encrgy Magnet, ©) The location of the counters is
shown on Figure 3. The physical characteristics and use of each
counter are given in Table 1.

The fan counters were designed so that no
charged particie originating in the hydrogen target can undergo a
single scattering from the pole tips and be counted in 82 without also
being counted by one of the arms of the fan counters. In retrospect,
it might have been useful to strengthen the specifications to include
provision for vetoing neutrals which convert in the pole tips. The

fan counters of the present design veto all events generated in the
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TABLE 2. Properties of Momentum Channels of 600 MeV/c
Magnet

Widih (P- PO)/PO AQ AP/PO

Channel (inches) x 102 % 10° Logical Definition
A 0, 759 4,29 4314 ppLppe
B 0. 734 -2.96 4,324 ppl.pape
C 0.756 -1, 58 2612 poplpipd
D 0. 753 -0.13  4.800 7’ plp2 P
E 0. 758 1,38 4,99 ©BC.PL.pZP°
F 0. 734 2. 92 5.000 Y Bl p2 pd
G 0. 759 4. 52 5.350 pl. Bl p2, pd
H= TOTAL 5,253 0.19 33.65 Sum of events satis-

fying logic for each of
above channels. {(Note
that this definition is
not the same as

PO+P1+P2+P3. )

= mean momentum of particles accepted by a given channel

P
P0 = central momentum of magnet
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pole tips by charged particles, but approximately 1/3 of the area
of the pole tips is not shielded against events generated by neuirals.
The momentum-defining counter consisted of four
gcintillators which were mounted in the form of a seven channel
hodoscope. A drawing of this counter is shown in Figure 5, The
important parameters defined by the seven channels of this hodoscope
are presented in Table 2, The decoding of the output of this
hodoscope was done by the IBM 7094 computer., The logical
definition used for this decoding is alsc given in Table 2.

C. Electronics

The electronics system for this experiment was broken
down into three independent subblocks: a fast logic system containing
the coincidence circuits; a pulse-height analysis system containing
linear gates and discriminators; and a data storage system making
use of a Nuclear Data 1024 channel pulse-height analyzer., The
relationship between these three subsystems is shown in Figure 6.

The block diagrams of the fast logic system and the pulse-
height analysis system are given in Figure 7. The modules from
which these two systems were constructed have been described in
the literature. (24, 25) Some of these modules were upgraded by
installing more modern transistors on already existing circuit
boards; otherwise these modules were the same ones which were
used in the Groom-Marshall K telescope experiment. (26)

The particle signature in this experiment consisted of a
fast (10 nanosecond) triple coincidence, A-S1.352, with coincidence
circuit input biases of approximately 1/4 minimum jonizing. The

basic trigger generated by the fast logic was
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PAR = A-81.32 + Ad- S1- 82

where A d Indicates that the A signal was delayed by 100 nanoseconds
from the correct timing, The signal PAR was usedta operate the linear
gates of the pulse-height analysis system and to trigger the data
storage system.

Several scalers were used in the fast logic system. These
scalers were extremely useful for diagnostic purposes, but they did
not record numbers which could be used directly in cross section
calculations, The final data were recorded only by the data storage
system,

The data storage system was a new feature of this experi-
ment, This system operated on the prineiple that each event could
be represented by a 9 bit binary number, Each bit of this binary
number was controlled by a digital output from either the fast logic
system or the pulse-height analysis system. For each event, a
count was added fo the channel whose address was the same as this
hinary number. After a  data-taking run, the contents of the
memory were punched on paper tape. The IBM 7094 computer was
then used to sort the 512 possible types of events into physically
useful classes. 27) A block diagram of the data storage sysiem is
prescnted in Figure 8, For further details of the electronics, the
reader should refer to the SCALING ADAPTER instruction manual, (28)

The correspondence between digital signals and the various
bits of the binary number which defines the address is explained more
fully in Table 3. Note thal lhe 29 bit is always set to 1 so that the
result will be stored in the second half of the memory, As an example

of how the address for each event is generated, consider the event
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TABLE 3. Coding of Address Register Bits

Address
Bit Signal Source Requirement
0 0 - . s
2 P 1/2 ¥ minimum ionizing
1 1 - s
2 P 1/2 x minimum ionizing
2 2 . . es
2 p 1/2 x minimum ionizing
3 3 s s
2 P 1/2 ¥ minimum ionizing
24 ILC ~ 1 photoelectron or @ > 0.8
25 S1 ~ 2.5 x minimum ionizing
26 52 ~ 2.9 % minimum ionizing
2'7 (F+V)- PAR=FAN F or V count within - 8 ns of PAR
28 Ay S1-52= ACC  PAR generated by accidental event in A
29 unused always 1" so that all events are stored

in second half of memory
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CC- FAN. §9.51. L.c- P°. p2. pl. B

where S1 and S2 represent the high biases {~ 2.5 x minimum
ionizing) on these two counters. This event is a typical pion in the
central momentum channel. The address corresponding to this
event is 10600010110 binary, or 534 decimal,

Because only 512 of the 1024 available chamnels of memory
were needed for storage of the data, provision was built into the
control system to allow the pulse-height analyzer to go through a
normal pulse-height analysis cycle before storing the digital data
for each event. The result of the pulse-height analysis was always
recorded in the first half of the memory. Since the pulse-height
analysis cycle did not interfere with the normal data storage cycle, the
pulse-height analyzer was free for use as a diagnostic tool during
data taking. Using this feature, the pulse-height distribution
in each counter was checked on a daily bagis,

An additional provision built into the contrel system permitted
the use of the normal clock channel of the memory, channel zero, for
recording beam monitoring information. This feature proved to be of
only marginal value, however, for no single beam moniior was
considered to be stable enough for use in cross section computations.
This subject is discussed further in Appendix L



23

IV, EXPERIMENTAL TECHNIQUE

A. Particle Identification

The major problems Lo be solved by the particle identification
scheme were elimination of proton contamination and correction for
accidentals. The proton contamination problem was most serious at
small angles and high momenta where the time-of-flight requirements
did not completely eliminate protons and the ratio of m to protons
incident on the spectrometer was 1:3, The efficiencies of the various

devices which eliminated protons are given in the following table:

Typical Pion and Proton Efficiency at 570 MeV/c

Technique € p
Time-of-flight 1,00 0.1
S1 (high bias) 0.05 0.98
S2 (high bias) 0,05 0. 98
LC 0. 98 0,03

The time-of-flight requirement in conjunction with any two of the
other counters was more than sufficient to eliminate protons under
the worst conditions. The redundancy provided by LC permitfed
a continuous monitoring of the efficiencies of each counter

for pions and protons,
The definition of w used in this experiment was

7w = PAR- (S1-52)
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where S1 and S2 indicate the high biases on counters S1 and S2.
The IBM 7094 computer automatically corrected each run for the
inefficiency of the pion definition and any residual proton contami-
nation, Both of these corrections were less than 1.0%in the worst
case,

The counter system of the 600 MeV/c Magnet was designed
for minimura mass in the particle trajectories in order to minimize
the effects of multiple scattering on the resolution of the spectro-
meter. Since only one aperture counter was used, this system was
particularly sensitive {0 events produced by an accidental in counter
A and a real event in the rear counter system. Since the data
recording system was triggered by A-S81.82 + A d S1- 82, the IBM
7094 automatically corrected the observed number of pions for this
type of accidental by subtracting the events with an A q= ACC pulse
from those events with no ACC pulse.

A correction for accidentals in the momentum defining
counters was also made, This correction was based on the observed
number of cvents with counts in the momentum hodoscope which
could be generated only by accidentals or two particles passing
through the hodoscope within the 50 ns. gate. An example of such
an event is PO- ?1- 1_32- P3. Eight of the sixteen possible kinds of
event In the momentum hodoscope feil inlo lhis category, and these
events were used to compute the corrections for each channel on the
assumption that there was no correlation between the location of the
true event and the second particle, The magnitude of this correction
to the sum channel (H) was typically 0. 5%, while fhe correction to
individual channels was less than 2%. It is important to note that
events in which a second particle passes through the channel adjacent
to the true particle cannot be distinguished from single particle
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events, However, such events were counted ouly once and were counted

in either the correct channel or the channel adjacent to the correct
channel,

Several checks were made of the efficiency of the fast
electronics. For counters A, S1, S2, and V a separate small
counter was used to define a beam and test the efficiency of the
coincidence circuit. In each case the efficiency was greater than
99%. The 1% of inefficient events were observed on an oscilloscope
and most of these were found to have no pulse at all in the counter
being tested, These events were assumed to be events due to nuclear
absorption or photon conversion in the counters and the electronic
efficiency was taken to be 1. 00 in each case. The A-S1:-82 and
A g4 81- 82 systems were checked by installing an extra 100 ns, length
of cable in the A input., The result was that the two systems gave
the same number of counts to within 5%. The fan counter efficiency
was tested and found to be greater than 95% for minimum ionizing
particles passing through the tip of the longest arm of each counter
(see Figure 2). Fan accidentals in the F + V system were found to
be less than 1% under normal operating conditions. On the basis of

these measurements, it was believed that the overall efficiency of

the electronic system was 1.00 £ 0. 01.

B. Empty Target Background

The empty target background was measured on two or more
occasions for each data point. In general, empty target runs were
taken within a few days of full farget runs to correct for any possible
buildup of solid substances on the mylar cup. For those cases in

which the high energy magnet yoke was in the beam line for a full
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target run, an empty target run was taken under the same condilions.
Typically, one-fifth of the total running time was spent measuring
the emply Larget background,

For illustrative purposes, the observed ratios of empty
target to full target rates are presented in Table 4. 'The data have
been summed over the seven channels and averaged over the several
runs taken at each point., However, the cross section computing
program did not average the empty target runs; instead, it associated
each full target run with a particular empty target run and calculated
the cross sections independently, Only in this way would a varying
empty target rate be correctly treated.

C. Negative Field Background

Since no electron detector was used in lhis experiment, &
series of tests was made to look for possible e’ contamination in
the 7' events. These tests were made with the normal magnet and
synchrotron settings, but with the magnet field reversed. Under
thiese conditions, the only single pion photoproduction process which

can coniribute is the reaction
Y+n- TI'- + P

Since neutrons are found only in the farget structure, fhese events
should be removed by an empty target subtraction. If we assume

that ¢~ and e are produced in equal numbers, as in pair production,
then the e yield in the field reversed run should be equal to the e”

contamination in the normal runs.
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TABLE 4, Fractional Empty Target Rates Summed Over 7 Channels
(See Table 6 for Point No. Definition)

Point No, Empty/Full Point No. Empty/ Full
34-1 5.2 = 0.3% 84-1 7.8 + 1. 1%
34-2 4.7 = 0.4% 84-2 6.0 + 0.8%
34-3 6.1+ 0,4% 84-3 3.9+ 0.6%

84-4 2.9+ 0.5%
40-1 3.9+ 0.3% 85-5 5.4 = 0.5%
40-2 3.8 + 0.3% 84-6 4,9+ 0, 5%
40-3 4.6 + 0.6%
94-1 7.8 + 1, 0%
48-1 3.6+ 0,4% 94-2 5.2 = 0.7%
48-2 3.4 0,3% 94-3 4,5 + 0. 7%
48-3 4,6 + 0,5% 94-4 2.8 + 0.5%
48-4 4,9 + 0,5% 94-5 6,0+ 0,79
55-1 4,8 + 0,5% 105-1 8.0+ 0.8%
56-2 4,6 + 0,5% 106~2 5.8 + 0, 7%
56-3 4.5+ 0.5% 106-3 4,9 + 0.7%
56-4 3.6 +0,5% 106-4 4,9+ 0.7%
106-5 5.6 + 0. 7%
64-1 4.7 + 0.5%
64-2 4,6 + 0.3% 120-1 8.2+ 1.2%
64-3 3.6 £ 0.5% 123-2 4.7 + 0.9%
64-4 4.8 + 0.59 1920-3 5.9+ 6.7%
64-5 6.4+ 0.5% 120-4 5.3 + 0.7%
120-5 6.8 + 0. 8%
74-1 5.6 + O, 8%
74-2 4.7+ 0,7% 134-1 6.2+ 0.6%
74-3 4.3 + 0.5% 134-2 8.0+ 0.9%
744 4,6 + 0.5% 134-3 4.9+ 0,67
74-5 4,5+ 0,7% 134-4 5.6 4 0,7%
74-6 3.7+ 0.5%
156-1 10.7 + 1. 26,
156-2 5.7 + 0. 8%
156-3 7.4+ 1,0%
156-4 10,56 + 1. 1%
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The field reversed runs were taken at several poinis which
scanned the entire range of angles and energies used in this experi-
ment, In order to improve the statistics, the resulis were summed
over the seven momentum channels. The tofal amount of synchrotron
time used for each of these points was approximately equal to half
the amount of time used at each of the normal points. The resulis
of these negative field tests are presenied in Table 5. These results
indicate that approximately two thirds of the observed events are
produced in the target structure, but that the remainder of the events
are produced in the hydrogen. Except for the points taken at the
highest energies and most backwards angles, neglecting these
events would result in errors which were small compared with the
statistical errors of this experiment,

Several possibilities for the source of the negative field
events have been considered. no photoproduction with conversion
of the decay photons in the target strucfure could result in a source
of high energy electrons. However, this process can be calculated
from known ,“ro cross sections and gives an upper limit of 0. 2% of
the = rate, If photons were converted in the aperture counter at
the rcar of the magnet, then low energy electrons could be counted.
To check this effect, a 1/8" copper radiator was placed on the
hydrogen target side of the aperture countcr., This radiator had a
thickness in radiation lengths of 29 times that of the aperture counter.
For point number 134-4, the full target negative field yield was
0. 17 = 0. 02 counts/QBIP, while with the radiator in place this rate
increased to 0, 59 + 0, 07 counts/QBIP, I we assume that half the
full target events are due {0 © produced in the target walls, we
would have expected an increase of a factor of 15 if all the remaining

events were due to photons converting in the radiator, whereas a



Point

34-1
48-2
64-3
84-1
84-4
106-1
106-4
134-1
134-3

*  gummed over momentum channels so that A0 AP/P =3.4 x 107

%% 1 QBIP=1.2x 10

TABLE 5.,

-4
Full Target

T /QBIP*

0,950 £ 0.
0. 400 + 0,
0.330 4 0,
0,110 x O,
0. 205 £ 0.
0.113 + 0.
0.187 + 0.
0.111 % 0.
0.119 + O,

*

07

04

03
013
017
014
017
015
011
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F
Empty Target

- e
m /QBIP

0,620 + 0, 06
0.340 + 0,04
0. 200 + 0,02
0. 049 + 0, 009
0.110 « 0, 015
0.064 + 0.010
0,125 + 0,016
0. 052 + 0.009
0,100 + 0,012

3 MeV

Difference*
n"/QBIP**
0.330 + 0,09
0. 060 + 0,06
0.130 + 0,04
0.061 + 0,015
0. 095 £ 0, 023
0.049 + 0,017
0.062 + 0. 023
0.059 + 0, 017
0,019 + 0,019

Summary of Negative Field Runs

-

L
ot

0.012 + 0,
0.003 + 0.
0. 008 + 0,
0.007 + Q,
0.012 + 0.
0. 049 + 0.
0.015 £ 0,
0, 055 + 0,
0. 007 + 0.

003
003
002
002
003
017
005
017
007

4
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factor of 3.2 + 0.4 was observed. Thus this process can only
account for a small fraction of the observed events. The contri-
bution of multiple pion photoproduction was also checked, Using
the known shape of the tails of the resolution functions due to decay
and multiple scattering and data on n photoproduction at 84°
lab(ll) we find that at most 10% of the observed events can be due
to this process.

The negative field events can also be due to low energy

2

pions or electrons which have the wrong momentum but can be
counted because of wide-angle scattering processes, or the events
may be due to conversion of photons in portions of the magnet iron
which are not guarded by veto counters. Neither of these possi-
bilities was investigated in any detail.

The conclusion drawn from the negative field runs was
that an unexplained background exists and must be subiracted from
the w+ data. To make this subtraction, it was necessary {o extra-
polate to angles and energies at which no negative field runs were
taken. For the purposes of this exirapolation, the negative field
yield was assumed to be a function only of lab angle. The empirical

formula

" /QBIP = 0,03 + 0, 05 ( &= 180°)2

90°
was found to give a good fit to the data. This function and the data
of Table 5 are plotied in Figure 9. In order to indicate the expected
errors in this correction, an rms error of 1/2 the correction has
been included in the error bars of all the cross sections measured

in this experiment,
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Experimental evidence for a small positron contamination
at large angles is lacking in previous experiments. For experi-
ments at small angles, the positron detection system usually showed
a large ratio e+/1-r+ which decreased rapidly to zero near 15° 1ab,
For angles between 15 and 450, e /m was found to be small and

(12) nor Kﬂner(ls) used electron detection systems

neither Dixon
for lab angles greater than 55, One bit of evidence is available
from the present experiment. The excitation curve taken at

elab = 64° near K = 880 showed a background of events in the below
threshold region. This backeround was 0. 15 + 0. 02 counts/QBIP
in seven channels before correction for negative field contamination,
The carrection used in this experiment gives 0. 10 + 0, 05 counts/
QBIP. By comparison, the = yield was 5.0 counts/QBIP for the
normal point. Thus it appears that the correction used gives a

reasonable but crude approximation o the true background.

D. Excitation Functions as Proof of Particle and Reaction

Ideniification

Two excitation functions were measured during this
experiment, The {first was taken near ecm = 95° and K = 900 MeV,
and the gecond near ecm = 150° and X = 750 MeV. TFor each
measurement, the magnet was set at constant momentum and lab
angle while the synchrotron cnergy was varied. The counting rate in
each channel was measured as a function of the synchrotron beam
energy meler reading., The expected values of these rates were
computed from the cross sections measured in this experiment and
the resolution function used in reducing all the data. This

resolution function includes the effects of multiple scatfering, pion
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decay, and angular resolution. The data and the expected yields are
plotted in Figures 10a - 10n. The plotted data were corrected for
empty target and negative field background.

Several important conclusions can be obtained from these
data. The first conclusion is that in the off kinematics region (where
the expected yields were less than 3% of the peak yields), there is a
background of 1.0 + 1.0%, and most of the uncertainty comes from
the negative field correction. The second conclusion is that the
resolution function calculation gives a reasonable approximation to
the true resolution of this experiment, Finally, the best fit to the
data gives a value for the energy meter calibration constant,

EO true/ Eo meter = 1.025 + 0, 005. This cahbr?‘sc;)on agrees satis-
factorily with the measurements of Stan Ecklund‘™/ and the new
(29)

calibration of the beam energy meter electronics.
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V. DATA AND DATA ANALYSIS

A. Cross Section Calculation

The observed pion counting rate in the ith spcetrometer
channel, Ci’ may be written as a multiple integral over geometrical

and kinematical quantities and the cross section o(k, 8%)

c, = ” [ J’ J‘ J‘ a(k, 8%) G(0, p) Nk, X, ¥) ny(x,v,2)
x Alp, ) E;(x,y,2,p,0) o dp dx dy dz
where

C = number of events/quantameter BIP satisfying
the pion definition after subtraction of

backgrounds,

differential cross section for single at photo-
production from hydrogen by a photon of lab

a(k, 6%)

energy k producing a n' in do* at o* (* refers

to c. m, system),

the Jacobian of the transformation between the

G(Q, p)
independent variables (k, 0*) and (p, 0),

N(k, x,y) = number of photons per BIP per cm2 with energy
between k and k + dk striking a plane perpen-
dicular to the beam line at the hydrogen target
at the point (x, y),
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nH(x, ¥s; &) = nuinber of prUtDnS/(:1113 at the point x,y, 2 where
the origin is at the center of the hydrogen

targel and the z-axis is along the beam line,

a correction for nuclear absarption in the

Alp, @)
material in the path of particles passing

through the gpectrometer,

Ei(x, y,%,p, () = efficiency of the ith spectrometer channel for
accepting an event originating at the point
X, v,z with momentum p and at lab solid angle Q.

As this integral is defined here, the limits on the effective hydrogen
target volume are contained in the functions nH(X, y,z) and N(k, X, y)
while the limits for the spectrometer acceptance are contained in the
function Ei(x, Y, Z, b, ).

In order to simplify the evaluation of this multiple integral,
several approximations were made. The first approximation
involved averaging the bremsstrahlung spectrum over the farget and
collimator geometry. The spectrometer acceptance was taken
outside of this integral and replaced with an average acceptancc,

This approximation may be schematically represented as follows:

Bk, E )
: = ¥ = W 70
[[[axdydz-E 0,0 [[[dx dy dz B0y ——
where
Ei(p, Q) = the spectrometer efficiency averaged over the origin

of events,
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W = total energy in the photon beam per guantameter BIP,
E = gynchrotiron end point energy,

bremsstrahlung spectrum averaged over farget and

o]

=
b
n

collimator geometry (defined below),

N.. = number of protons per sguare centimeter in a planar
target of thickness equal to the diameter of the
hydrogen target appendix.

This approximation allows the separation of the calculation of the
spectrometer acceptance and the bremsstrahlung spectrum into two
separate computer programs. The efiect of averaging the spectro-
meter acceptance is a broadening of the momentum resolution,
while the total volume of p,( phase space accepted remains constant.
There is also a correlation between z and 0 which has been
neglected. Since the bremsstrahlung distribution in z (along the
beam line) is uniform, neglecting this correlation will have no
effect on B(k, Eo)‘

The average bremsstrahlung spectrum, B (X, EO), was
computed from the differential spectrum, BR{k, E o &y 8 (,3 O%iv_e_n
by the program DPAKI written by Mr. Frank Wolverton. B is
defined by the average of BR over the target and collimator geometry,

namely

ds d.e

B =T
Bk,E ) = | JF BR(k, B, 3,,6) — 5 5 g

ex min ey min
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where
Ox’ Oy = the anglc between the photon and the nominal
beam line,
D = the diameter of the hydrogen target appendix,
d(ex, ey) = the thickness of the hydrogen target at an angle
€0 By to the nominal beam line,
8

X min’ ax max
limits on the photon beam angles defined by

ey min’ ey max the primary collimator.

Mr. Mike Hauser coded a program to tabulate the value of B(k, E )
for several values of k and E (31) A second short subroutine,
also coded by Mr. Hauser,was able to compute B(k, E ) by inter-
polation on the fabular values, (31) This subroutine was used for all
the data analysis of this experiment.

Using this first approximation, the counting rate integral
was reduced from a six fold integral to a three fold integral over
dC dp. This integral contains the effects of the finite resolution of
the spectrometer in the quantities k and &*. Since the unfolding
of two dimentional resclution is a difficult numerical analysis
problem, an approximation was made to reduce the integral to an
integral over a single variable, k. This approximation consisted
of replacing 6, ¢, and 6* by the mean values 6, », and 6%, and

may be schematically represented as follows

J[ a0~ Rye,p,® Glp,3) ali, 5)
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where

Ri(p , po,ué) the effeciive momentum resolution function

for the ith spectromeier channel,

i

o) the spectrometer central momentum.

O

The effective resolution function defined here is normalized so that

the integral over p gives AQ Ap, L e.

=) —
R0, 9, 8)

where

( AQ Ap )i = the volume of AQ Ap/po phase space accepted

by spectromeier channel i,

The details of the calculation of the effective resolution function are
described in Appendix V.

This second approximation results in ignoring any effects
of finite resolution in 8*. Because the observed angular distributions
were sniooth and the resolution in angle was good (less than 1.5
degrees r.m. s. ), these effects were expected to be small.

After changing the variable of integration irom p to k, the

counting rate integral may be written

CE T = | olk, 7 Ry(pl, ), 0, D 5F (5,5) A5, 9),3) Ny g
o) o

Blk, E,)

X-"—'-E—"'"—'dk
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where

C(l_c,-e-*) = {he pion counting rate per gquauntameter BIP
explicitly labelled with k and &%,

and
k = the photon lab energy calculated from 8 and the

mean momentum of particles accepted by the

ith spectrometer channel.

The equation was solved in two steps. First, ¢ was
assumed to be slowly varying in the region for which R is non-zero
and was taken outside the integral. This approximation to o, which
will be called o, is related to C by an easily calculable factor,

namely
~E T C(k, 8*
o(k, %) = — & &) B E)
[ R0 N DA Ny —— P ak
i¥ Pos 8) g % o’ "HE. TE
V]
or
—_ - — T ¥
5(E, ) = L&)

The average cross section, o, was calculated for each point by
evaluating » numerically. The computer program which computed
o was called CR®S, and was a joint effort of the author and Mr, Stan
Ecklund. (9)
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The second step in the process of calculating o was to start
with the measured values of ¢ and correct for the effects of the
finite resolution of the spectrometer. The details of this process,
which is called unfolding, are the subject of Section V-B.

B. Resolution Unfolding

The equation for o may be rewritten in the form of a

Fredholm equation of the first kind, namely
o(8) = [ olk, ) K(s,E,3) dk
o

where the kernel is given by the normalized resolution function, i.e.,

B(k, E )
%®pﬁ) " (0, B) ——2

B(, o

K(k:E;é) ==
[ R, p,8) S (5,5) ——
o

where k is the photon energy corresponding to the mean momentum
and angle accepted by the il'h spectrometer channel. The limits of

the integrals are not actually infinite as shown, for there were no
photons of energy greater than the maximum possible energy of the
synchrotron, namely, 1,5 GeV. This integral equation may be
converted into a sum if an appropriate numerical quadrature method
is used. The method chosen was to assume that o could be sufficiently
accurately represented by straight line segments connecting the
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experimental points and then o use Simpson's rule to calculate the
integrals. For regions in which no experimental data existed,
namely, for energies below the lowest energy measured Or energies
above the highest energy measured, ¢ was assumed to be constant
and have the same value as ¢ at the nearest measured point, We
may then write a matrix equation in which ¢ and ¢ represent
vectors whose components are the values of ¢ and o at the measured
points. This equation may be written as follows

5;(8) = ), Ky (805 (®)
]

or in simplified notation

a(8) = K(8) o(¥)

The solution to this equation is
-1, = -
K “(9) a(8) = o(8)

A computer program was written to compute K and Kﬂl.

The matrix inversion was computed in double precision and elements

of the matrix E, where

1

E = KK
were typically of order 10° 12. Then the vector ¢ was computed
from the vector o. The resulting solution for o was violently
oscillatory. In a typical example, ¢ was nearly constant at about
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3 microbarns/steradian while o would vary between 1 2000 micro-

barns/steradian.
There are three possible sources for errors which can build

up into the observed violent oscillations. These sources include
statistical errors in o, inaccuracy of the numerical integration
method, and the near singularity inherent in the solution of the
Fredholm equation. The statistical errors are much greater than
the errors of the quadrature method, so that we may safely neglect
this source of oscillations.

Gold(32) has made extensive studies of a method which has
shown some success in eliminating the singularities of the Fredholm
equation. This method was tried, but it was found that the statistical
errors in o were greatly magnified in computing o. Twomey(33) has
invented a method which attempts to filter out the oscillations and
obtain a smooth unfolded result. This method was also coded for the
computer, However, the smoothing function required to eliminate
the oscillations was as broad as the resolution functions of the
spectrometer, Intuitively, no gain may bc obtained by this method,

Some success was obtained when the response matrix, K,
was wrillen as the sumn of a diagonal matrix and another "small"
matrix, The diagonal matrix was associated with the normal part
of the resolution functions and the "small” malirix was associaied
with the tails of the resolution functions which result from the
m - 4 + v decay process (see Appendix 1V). In the integral equation,
this approximation is equivalent to assuming that the normal part of
the resolution function is a delta function. Using this approximation,
the inverted response matrix gave reasonable results, and the error
bars for o came out about 10% greater than the error bars for o.
Since the effects of the resolution function tails on the peaks and
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valleys was about 2%, it was felt that this correction would be
worthwhile, Because there may be objections to the details of
the unfolding method used, both the values of ¢ and ¢ were
tabulated,

One may wonder why the method previcusly used by
R. Diebold(34) was not tried, Diebold fit the data with a theory
which was folded with the resolution, The parameters of the
theory determined in this {it were used to compute the unfolded
cross sections, Since any reasonable theory must alsc work for
regions not measured in this experiment, all available data must
be fit simulianeously, and the program which does this job must be
more complicated than the phenomenological analysis programs
presently used by S. Ecklund “and C. Clinesmith(m) . Since the other
data which are available at the present time have similar or worse
resolution, it is unreasonable to attempt this task now.

If it is necessary to completely unfold the resolution at
some later date, one may start with the unfolded data (in which
the effects of the tails have been corrccted) and approximate the
resolution functions by Gaussians with standard deviations given
by the values of akr_ . s. from Table 7. A sample calculation
has shown that a Gaussian will be within = 10% of the exact resolution
functions (without decay tails) for values of (k - k) less than
2 Ak

r.m,s."

C. Data Point Summary and Internal Consistency of Data

The data were obtained from 12 momentum scans at 12
lab angles. At each lab angle, from three to six spectrometer

central momentum settings were required to cover the range of
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TABLE 6-a and 6-b

Kinematic Parameiers and Some Intermediate Resulls

of the Cross Section Calculation

is the mean spectrometer lab angle in degrees,

lab

f is the nuclear resonance magnetometer frequency
in mec,

Po is the mean momentum of the seven momentum
channels (taken as one channel) referred to pion
momentum at the center of the hydrogen target.

g* is the mean pion C. M. angle in degrees.

kmin is the mean photon 1ab energy in MeV accepted by
Channel A.

kmax is the mean photon lab cncrgy in MeV accepted by
Channel G.

an' is the photon energy threshold in MeV for double
pion photoproduction in Channel A.

E is the synchrotron end point energy in MeV,

rr+ is the observed number of pions summed over the
seven channels in a pair of full and empty target runs.

QAVG is the number of Quantameter BIPS in each run

determined by the average of the other monitors

(see Appendix I).
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is the constant relating cross sections in microbarns
per Steradian and pion yield in counts per Quantameter
BIP (pions summed over all seven channels), The
total energy/BIP was 1.214 x 1013 MeV/BIP and the

number of hydrogen aloms/ cmz in one diameter of the
hydrogen target was 3. 138 x 1023 for all the runs

shown in this table,

is the correction for the field reversed background in

units of microbarns/steradian,

is the cross section in microbarns/steradian calculated
from the run shown (averaged over the seven channels)

with no correction for resolution effects.

is the cross section in microbarns/steradian computed

for all data available at the given point,

is the statistical error associated with o (see
Section V-F).

is the value of x-squared obtained for the several runs

at the given point.

is the number of degrees of freedom (number of runs

-1) associated with y-squared at the given point.
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photon energies available, The region of the (k, %) plane which
was investigated in this experiment is shown in Figure 11. In

9

addition, the region scanned by S. Ecklund™ © is also shown,

The basic experimental parameters for each data point
are given in Table 6. The momentum was calculated from the
magnetometer calibration and includes a 2.7 MeV/c correction
for momentum lost in the hydrogen target structure. Several
useful kinematic quantities derived from the basic parameters
are also given,

The observed n" rates and a few intermediate results of
the cross section calculation are alsc presented in Table 6. These
quantities may be used to check the cross section computation or
to estimate count rates for similar experiments using the 600 MeV/c
Magnet. The n' rates shown are for a typical pair of full and empty
target runs only. At least twice this much data was used for the
final results which are presented in Section V-D.

The internal consistency of the data was investigated by
comparing the yields for the sum of the seven momentum channels
at each point. This method should show up normalization
inconsistencies more clearly than investigating the channels
separately because of the better statistics of the sum. The
observed value of ¥ -squared and the number of degrees of freedom
at each point are presented in Table 6. The integral y-squared
pi'obability distribution is presented in Figure 12. This figurc
indicates that the quoted errors are approximately correct, but
that there is an excess of runs in the low probability tail. This
effect is probably a result of the fact that the normalization errors
do not have a Gaussian distribution. Three runs deserve special
comment. The cross section for point 48-2 was computed from
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one run because the second run at this point had inconsistencies in
beam monitoring which could not be resolved. Point 84-6, which
isone of the two points with y-squared probability less than 1%, is
% point at which the high energy magnet was in the beam line for
usw Of the two runs, and the two runs disagreed by 10%. Since this
effect was not observed for other points, it was assumed that each
of the two runs was equally likely to be wrong and thus neither run
was thrown away. Point 120-5, which was the other point with
probability less than 1%, consisted of three runs. After the first
two runs were taken, it was observed that there was a 15%
discrepancy for 3% statistics. A third run was taken and {he
resulis of this run fell almost exactly at the mean of the two
preceeding runs, Thus,there was no way of distinguishing the
observed discrepancy at this point from a large statistical

fluctuation.

D. Tabulation of Data

The data are presented in Tables TA - TL, in which the
spectrometer lab angle is a constant for each table. The (unfolded)
data are also plotted in Figures 13a - 131, and the spectrometer lab
angle is also a constant for each figure. A smooth curve has been
drawn through the data on five of these figures. The same smooth
curves are also shown on Figures 13m - 13q, along with a
representative set of data from other experiments. (9,12, 13, 15, 16, 37)
Since all of the data from this experiment have been plotted in Stan
Ecklund's thesis (9), only a small part of the data available from his

experiment is shown here,
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TABLES 7A - TL

Average and Unfolded Cross Sections

POINT NO, corresponds to the designalion of the kine-
matical parameters given in Tables 6-a and 6-b.

THETA LAB is the mean laboratory angle of the spectrometer

in degrees.

K is the mean photon lab energy in MeV,
w is the total c.m, energy in MeV,
THETA C. M. is the pion laboratory angle in degrees.

SIGMA AVERAGE is the measgured c.m., cross section in micro-

barns/steradian without resclution corrections.

DSIGMA AVERAGE is the statistical error associated with Sigma
Average (see Section V-F),

SIGMA UNFOLDED is the measured ¢, m. cross section in micro-
barns/steradian including a correction for the

"tails' of the resolution functions (see Section
V-B).

DSIGMA UNFOLDEDIis the statistical error associated with Sigma
Unfolded (see Section V-F).

AKrms is the r, m. s, resolution in photon energy in MeV
after correction for the tails of the resolution

[unciions.



AVERAGE AND UNFOLDED

POIMT THETA K
N LAR
34~3 3440 Bo0.
AL=3 34 .0 A18.
34~3 34,0 527.
34=3 3400 5350,
34-3 34,0 5314,
—B4=3e o Bh gD o Shbe
34-3 34,0 555,
34-2 34.0 - 1-T
342 34.0 572.
342 34,0 58D .
DL VAN SRR A SR T X U
34-2 34.0 S53h.
34-2 3440 608,
34=2 34.0 617.
34-1 3440 6727
—-Flpm 1"""*'3‘4" ‘} B - - 1. T
341 3440 b4,
34=1 34,0 658
34=-1 34.0 (11,
34-1 34,0 67%.
34-1 34.0 690G
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TABLE Ta
CROSS SECTIONS
W THETA SIGMA DSIGMA SIGMA DSIGMA AKX
Cela AVERAGE UNFOLOED nMs

1354, 48.6 9.791 0.254 3.787 0.289 6.8
1359. GR.LAH 9.349 0.253 9,290 0Q.281 b.4
1364. “8.9 F.607 0.253 9.581 0.280 6.9
1369. 43.1 9.321 0.246 F.254 0.273 T.0
1374, 49,2 9.661 0Q.248 F.631 04275 Te2
<1380 e - 40— 10.028.-0.265—10.033 - 0,271 -——— Y p—
1386. 49.6 F.HUD  U.234 FTT3 0258 Te8
1392, 47,7 10.463 (G.266 10.500 GO.293 7.6
1397, 43,9 9.810 C.262 F.T764 0.288 7.6
1433, 5a.1 10.517 G.2h6 16.%42 0.291 TaT
14090 50w 210680 - —0.263 10,712 0.287 o9 —
1415, 5044 9,776 0.250 9.712 0.271 B.l
1421 50.6 10.913 Q.266 10,955 0.287 B4
1428, 50.8 10.422 0.248 10.411 D.266 B.8
1435, 51L.0 10.995 0.353 11.017 0.382 B.6

144 e — 51s2 1345360+ 351—-104509.-0379 —— Bebr
1447, 51.3 10470 0.341 10.435 0Q.367 6.8
1454 5L«3 - 10e08% Qo341 13«263 Q360 8%
1461, 5la7 11.394 0.343 11.095 0.365% .2
1468. 519 11.931 .. C.349. 11.981 - Q.370 -9.5
1475. 52.1 11.634 0.337 11.650 0.362 10.0
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e .. __ TABLE Tb
AVERAGE AND UNFOLDED CROSS SECTIONS

POINT THETA K W THETA SIGMA DSIGMA SIGMA OSIGMA a8 K
NO. LAB CeMa AVERAGE UNFOLDED RMS
40-3 40.0 525. 1366. 57.0 9.729 0.392 9.761 0.445 Tt
4C—3 400 533. 1371 7.1 9.650 Q3BT D072 0Q.428 Tak
40-3 4040 560 . 1376, 57.3 9.085 0.3861 9.046 0.398 T.5
40-3. 40.0 549, 1382. 57.5 8.984 0.370 §.942 0.408 Te7
40-3 4.0 357, 1388. 57.7 B.662 0D.346 8.583 0,382 7.9
AG=2 LU0 LY 1394 7.9 a.990 ALY AR._4980 .392 A.1
40-3 4040 576 1400. 58.1 9.384 0.340 9.380 0.374 8.5
40-2 40.0 585. 1407. 5843 9.146 0.399 9.106 D.436 8.4
40-2 40.0 594. 1412. . 58.5 F.673  Qa.4G2 9.707 0.438 8.4
40«2 40.0 603, 1418, 5B.7 10,406 QJ407 I10.476 (,.442 Ba5

=2 o HCol 613 1425 AR,.q 2615 0.3846——. 9.600_ 0utl5.  _ Ba7 ..
40-2 40.0 623, 1431, 9.1 9.347 0.382 9.301 0.4l1 9.0
40~2 40.Q . 633. 1438. 5943 .. 104215 . 0.400 ... 10.24) 0.427 92
40=2 40.0 &4h . L445. 59.5 9.684 0.384 9.658 0,407 9.6
40-1 40a0 656. 1453, 5948 10.667 G.346 10.681 G.374 Geb

o AT | LD 0 666 1459 L0.0 11,128 J.3573 Jlelf’d 0,391 9.6 .
40-1 40.0 677. 1466, 60.2 11.392 0.356 il.435 0Q.382 9.8
40-1 “0.0 6B8R. 1473.. . 6044 11,269 .. 0351 .. 11.28% Q.374 1¢.0
40=-1 40.0 699, 1480. 60.6 11.324 0.346 11.341 0,367 10.3
40-1 4.0 7il. 1488. 609 .. 114807 0357 11.855._ 0.377.. 10.7
4C=1 40.0 T23. 1496 61.1 10.389 0.326 10.336 0.348 11.1




POINT THETA
NO. LAl
hHB-4 L f)
4B~4 48,0
4B8-4 48.0
48~4 48.0
4B=4 48,0

— Bty 48,0 ..

484 48.0
48-13 48.0
48=3 LY. T3]
48~3 43,0

—h8=3 48O .
48=-3 42.0
48=~13 4R.0

48-3 48.0
48=2 48.0

Y T SRR Y ¢ Su—

Li-2 48,0
48~2 48,0
48~2 48,0
48-2 48.0
HB-2 4R .0
48=1 48.0
48-1 48,0
48=1 480
48-1 4640
48-1 46.0

—a8=1 48,0

48=-1 48.0

69

T81.

73.0

0.197

TABLE Tc¢
AVERAGE AND UNFOLNED CROSS SECTIONS
K W THETA SIGMA DSIGMA SIGMA DSIGMA LK
CaMe AVERAGE UNFOLDED RMS

438G 1345, HEe 5 84940 Q386 0.292 DasZl Tes
503, 1350, 66.7 8.036 0.353 . 7.969 0.395% 7.5
510. 1356, 66.9 B.716 0.354 B.T47 0.395 7.6
Sis. 13sl. 67.1 B.20T D0.342 8.175 0.382 1.7
527. 1367, 67.3 8.239 0347 8.211 0.389 7.9
53%._ 1373, 675 . _8.240 _0.336 . . 8.214 0.376 B.2
544,  1379. 67.7 8.031 0.320 7.978 0.357 8.5
S54 . 1386, 67,9 T7+969 (.365% T.904 0.406 8.5
563 a 1391, 6581 G369 Qe 3TG 8a350 Ca%ll BaD
5T1. 1397. 68,3 8.503 0.358 8,494 (0.396 8.7
5Ble---- 1404 6B+6 B.4631 - 0.366 . 8.404 . 0404 . . 8.8
591.  1410. 68.8 8.256 0.354 8.202 0.383 9.1
601 . 141 7. AG.0 9.201 0.377 3.238 0.412 Q.4
bile T 1424, 69.3 B.627T (.351 8.367 0.381 9.8
622. 1431, 69.5 9.228 0437 9.213 0.482 9.8
6320 14374 69.7-— 10066104470 10.770 - 0.517 - 9.8
L laga, T0.0 F.831 Q.452 9.847 0.496 10.0
653. 1451, 70.2 9.549 Q.44L 9.529 0.482 10.2
665, 1459, 70.5 9.596 0.427 9.572 0.464 10.5
676. 1466, 70.7  10.587 0.452 10.6501 0.489  10.9
LHG 1474 ¥1.0 10.361 Q.43 10.387 QO.469 11.4
763.  1483. 7T1.3  10.853 0.285 10.972 0.308 1l.4
Tis. 1490, 71.6 10.095 0.278  10.151 0.300  11.5
727.  149A. 71.8 10,164 0,271 10.242 0.291 11.7
739.  1506. 72.1 9.418 0.253 9.457 0.271  12.0
753.  1514. 72.4 7.686 0,229 7.625 0.244  12.4
767 1523 222 7.329 0,222  7.286 _0.235___12.8 . ...

1532, 6.196" 64096 04211  13.5
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TABLE 7d
AVERAGE AND UNFOLDED CROSS SECTTONS

POINT THETA K W THETA SIGMA DSIGMA SIGMA DSIGMA AK
NO. LA Calie AVERAGE UNFOLDLD /AMS
Bhe=i 6.0 525 13664 T7.0 7.815 0.312 7.843 0,357 8.0
S6=4 5640 533. 1371, TT7e.2 T.459 0.310 7.435 0.345 B.6
56 & 56,40 542, 1377, TTe4 7.693 0Q.305 7.706 0.339 8.8
564 560 551. 1383. TT7.8 T.143 0.295 7.091 (Q.328 B.9
56—4& G4.0 565 1390. TT.9 7.293 0.291 T+.262 0,323 9.2

-—-56-4——-—:\6'U~7f757&2.-——-1390..-_~—_~—Ihluu—-—7.231_.0.2‘32 Fa197 . 0.324 . . 9.5
S6-—4 56,0 S5HO . 1403. T84 T.480 0.287 T.467 0.317 9.9
56=3 S6.0 597. 141t. T8.6 T+396 0.246 T.341 0,275 9.9
56-3 56.0 6Cl. - 1617. 78.9 7.517 0.248 7.469 0,277 10.0
56-3 56.0 611 . 1424, 79.1 T.844 (Q.246 7.827 0.274 10.2

e BEm3 e 5590672 e— 1431} 19 L 8,308 0.288 B.334.-0.283.. 104 ..
56-3 56,0 633. 143A. T79.6 T.T42 0.238 T«687 0.263 10.7
56=3 56.0 6545 1446, 79.9 8,155 0.250 . 8.137 0.275 il.l
56=7 56.0 657, 1454, 80.2 B.859 0.251 BaF0Z 0.275 11.7
56=2 5640 670. 1462. 80.5 B.434 0.3438 B.477 0.385 11.7

~m56~2—_w_56.0-nqw682.4—»lﬁbq.b———ao.aa-__S.040——0.358_-—-9.1Shmﬁo.BQSHMmll.B e
56~2 58.0 09% . 1477« 81.0 8.876 0.35%2 8.9465 0.387 12.0
56-2 5640 706« 1485, Ale3 . - 9.B29 C.363. - 10.029 0.398 12.3
56-2 56.0 T20. 1494, 81.6 8.525 0.335 8.591 0.366 12.7
56-2 $6.0 T34 1502, . BleS .. 94397 _0.350...-9.580 0.380 13.2
56=2 56.0 T4, 1511. 82.3 T.385 0.299 T.396 0.323 13.9
56=1 56.0 T65. 1522. 82.6 6.976 0.238 T.040 0.258 14.0
56-1 560 T3, 1530e - - 8249 . . 54576 .. 0a216....._5557 . 0.233 i4al
56-1 56.0 793 . 1539. 83.3 4,918 04194 4,893 0.209 l4.4
56=1 56.0 B0a. 1%48. LB3eh ... 4.006 0.LT2Z. 34955 Q184 14.6
56=-1 56,0 825. 1558, 83.9 3,343 0.157 3,286 0.167 15.4
5 ) a0 anl 1548 Bl A 103 0.149 3. .06 (0.158 160

56-1 56.0 859, 1578, B84.6 2.432 0.133 2366 0.143 16.8
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TABLE Te
AVERAGE AND UNFOLDED CROSS SECTIONS
POINT THETA 7 L4 W THETA SIGMA DSIGMA SIGMA DSIGMA aK
NO. LAR CeMs AVERAGE UNFOLDED RMS
eoes  68.0 490 1346.  85.4  6.517 0.247  6.513 0.287 8.6
b4=5 64.0 50%. 1351. 85.7 65938 0,251 6.9%6 0.2B84 B.7
&4—-5 b4 .10 513, 1357, 85.9 6,537 0.239 6.534 0.269 A.A
H4=5 bh.0 52le - 13632, . Bbal 6.299 (.233 6.265 0.263 9.0
54=5 64,0 531. 1370. 86.3 6.388 0.227 6.370 0.256 9.2
— bhn5 540 54001376 Ab.6 ALSR64... 02231 65,594 . 02260 ... a5 .
b4=5 6440 550 1383, 86.8 ba384 0.219 6319 (Qa246 9.9
64—4 6440 5624 1391. 87.1 . 6.572 0.181 6.561 0.205 1G.0
bh—t 54.0 571 1397.. . 87.4 6.246 0.173 6,184 0.196 10.1
[ G40 581 1404. 87.6 5.971 0.169 5.865 0.191 10.3
Sh=i PN 591 1411 87 .8 AL12 0176 6933 _0.198 .. _10.5
bba=6 64.0 607 . 1418. - 88.2 6.334 0.170 42262 D.191 10.9

64-4 . 64.0 bla. 1425« .. 8B.6.._ 6.599 . 0.168 6.554 0.l88 1.2
blh—1b 6440 626 1433, 8R.7 6.993 (0.1l69 6.986 (.l88 1.2

64-3 64.0 639, 1442, 89.0 T«%b9 04219 TeH496 Qa2%3 11.%
Hh=3 YA 550 1449 aa.13 Zz.00% [1.218 £a069.. 06237 . 12.0. .
b4=3 640 662 1457. 89.6 T.254 0.216 T.240 0,238 ' 12.2
—b4=3.. .. 64,0 C 65T%e . 14654 ... 89,9 . T.831 0,222 ——T.864 0.243 . 12.5
6%—3 640 688 1474 2Q0.2 8.035 0.221 8.074 0.240 13.0
b4=3 &40 T02« . l482. G0.5 84292 .. 0.233 . __B.344% 04252 . 13.4
ba=3 64.0 Tibe 149} . 90.9 Ba273 0a.222 8.315 (.239 14,0

b4-2 64.0 T32. 15C1l. 91.2 T.963 0.245 8,083 0.268 14.3
66=2  6beD . Thbe. 1510e— 91,5 . T.0Bl . .0.230 ... 7.135 0.251 . 1l4.5

64-2 64.0 TeGa 1519. 91.8 64383 0.219 6.399 0.237 14.8

64-2 L B%4.0 . Tl6e . . 1528e 92,2 . 5.466._0.199 . S5.441 0.215 .. 15.2 .. _

64-2  64.0  T92.  1538.  92.5 4,605 0.179 4549 0,192 15.8
fo o D £ 0L 1 01 1 540 L4 ] F 131 Ial 191 i 1 “3
64-2  66.0  B826. 1559,  93.3  3.631 0.159  3.580 0,169 16.6
oam1  64e0 84T 1572+  93.7 24765 Ga111  2.716 0.120 17.6
b4l GheD BG4 1582 94.1 2.641 _0.106 2.612 0.114 17.9
64-1 - 64.0  BBZ. 1592,  94.4  2.328 0,099 2,296 0.106 1B.4
P sha D) gn1 1 £ nA [V A 3140 [e W s L} 2112 (0.101 19,0
64—l 64e0 921 1615,  95.2  2.034 0.090  2.011 0.096 19.8
C Bbml o b4e0 9424 1627 Q5.6 2,327 (.004 2,333 0.100._ 20.6

64-1 64,0 964, 1640. 96.0 2.075 ©0.088 2.064 0.094 21.7
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— TABLE 7f
AVERAGE AND UMFOLDED CROSS SECTIONS
POINT THETA K ] THETA SIGMA DS IGMA SIGMA  DSIGMA A K
NG LAR C.M. AVERAGE UNFOLDED RMS
Ta~b T4.0 477, 1333, 95.8 6.076 D0.315 64145 04371 8.9
Ta~6& 4.0 G4RY, 1338, 96.0 5.672 0.317 5.67T1 0.363 9.0
Ta=~6 T4.0 493, 1344, 96,2 5.595% 0.296 5.588 0.337 9.1
Té4~6 T4.0 502 1350, 964 5.758 0.303 5.781 04346 9.3
T4~5 7440 511, 1356, 96.7 5.812 0.2%0 5.849 0.331 9.6
T4~ T6e0... . 52he - 13624 .. . 96aTF . . 5.34F 0296 .. . 5320 0a337.. 949 .. ._
Ta4~6 7440 531, 1370, 97.2 S.445% 0.272 S.440 0.309 10.3
T4~5 T4.0 S4l. 1377. 97 .4 S.146 0.238 5.097T 0.270 10.4
745 ] 850, 13B3. 977 5.308 f(.232 5.239 0.253 10.5
T4=s 14,0 560 1390, 97.9 5.368 0.232 5.361 0.261 10.7
e 3o~ T6e0 o 5T e 1397 e - 9820 5.328°.0.225 - _5.313 ...0.253 .. 11.0
T4~5 T4e0 5R2. 1404, 9R.5 5.294 0.221 5.280 0.246 11.3
T4~5 T4.0 594, 1412, 98,7 5.219 04225 5.190 0.250 11.7
T4~5 T4He0 606 . 1420, 99.0 5.322 0.221 5.302 04244 12.3
Ta~4 T4.0 620 1429, 99 .4 5.587T 0.198 5.556 0.222 12.5
Tl T840 B3le— 14374 e 99,7 5,690 _0.203 ___5.662 .. 0.227....12.7 .
Thets T4.0 YA 1445, 100.0 5.848 0.203 5_.827 0.226 12.9
Té~4 T4.0 657 1453, 100.3  ..5.999 0.l9% . 5.981 0.218 13.3
To~4 T4.0 670, 1462, 100.6 4£.T56 0.206 6.807 0.227 13.7
Téa=~4 740 605, 1471. 100.9 6,838 0.211 6.934 0.231 14.3
T4~4 T4.0 700, 1481. 101.2 6.74% 0.207 6.759 0.225 15.0
T4-3 T4.0 Tié. 1491. 1Cl.6 7.53%6 0.201 T.710 0.222 15.3
T4=~32 Thal) 730. 1500. 101.9 6.834 0.192 65.910 0.211 15.5
74=~3 T4. 2 Thbe 1510. 102.3 6.256 0,181 6.297 0.198 15.9
74-3 T4l 752 1520, 1028 5.690 . 04171 .. 5.6%2 0OalBo 10.%
T4-3 7440 T79. 1530. 103.0 5.101 0Q.157 5.083 Qa.170 17.0
— Jbm3 T4 .D . T9Te  154l.—_103.4 5.696 04152 . 4,670 Qulé4 . YT T
T4=3 T4.0 816a. 1553. 103.8 3.825 0.137 3.758 0.l46 18.3
74-2 7440 836, 1565, 104.2 3,298 0,151 3.264 Qalb66 19.2
— T4=2 - T4.0 BO4e . 15766 104.5.___2.849 04150 . 2.800__0.165 .. 19.6.
T4=2 74,0 873. 1587, 104.9 2.487T 0.133 24429 04145 20.1
[P 1/ SRSEE 7 ¢ NE—— -\ - 1Y 1599 10543 2.639 __0.134 2618 Julb6 . 20.8
Ta~2 T4.9 915 1612, 105.7 2.622 UelZY 2.012 Ual40 217
-T2 L ThL0 938e ... 1625, . . 106.2 2,586 0.131 __ 2.583  0.l4l . 22.7 .
Té=2 74.0 962. 1639, 10646 2.515 Q.l27 2+511 Q.138 24.1
Th=} 4.0 991. 14558, 107.1 2.029 0Q.187 2.875 0.1&9 24.9
—Jl=] 4.0 1014 +568 107.56 2,388 0.148 2.404___0.159 25,5 .
Té=~1 Taad 1039, 1682, 10R.0 2.126 0.123 2.131 Cal42 2643
o Th=]l— . T4.0 ... 1065 1697, 1085 - 14701 04123 - _1e688 . 0a131.. 27.2
Té=1 4.0 1693, 1712. 108.9 1.331 0.li2 1309 O0.118 28.1
o To=1 T4.0 - 1123, .1728. . 109.4% 0763 . 0.101. ... 0720 . 0.106.. 27«1
Te-1 T4e0 1155. 1746, 109.9 G696 04114 0.696 0.122 28.3
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TABLE 7g
AVERAGE AND UNFOLDEDN CROUOSS SECTIONS
POINT THETA K W THETA SIGMA DS IGMA SIGMA  DSIGMA ALK
NO, LAB CaM. AVERAGE UNFOLDED RMS
B4~6 84,0 487, 1339. 106.2 4.749 0.218 4,792 0.258 G
B4~6 84,0 436 . 1345. 106.4 4,279 0.204 4.243 0.234% 10.0
84-56 8440 505, 1352. 106.6 4,662 0.208 4,693 0.237 10.2
Ba=o B840 S51%. 1358. 106.8 4e268 Oe.1906 42240 Qa223 10.4
B4=b 84.0 524. 1365. 107.1 4,254 (0.187 4,227 0.213 10.7
e Bl 86,0 535413724 . 1CT7.3.___4.323 .0.186 44309 0.212..11.0 ...
A4—0 A4, 0 545, 13890, 167.6 4.039 0.1i77 3.980 0.202 11.5
B4=5 B4 0 556 1387, 167.9 4,719 0.174 4T84 0.200 11.8
84=5 84.0 567 1394, 108.1 Gobbsd 0.173 .44 0.199 11.9
84-5 B4,0 578. 1402, 10B.4 3.902 0.162 3.786 0.185 12.1
——Bh4=5 B4 .0 . 5894 . 1609, . 10847 4.362 __0.182 4,313 _0.185 . 12.4.
G4=H 4,0 672 1418, 109.C 4.436 0.1061 4,389 0.183 12.9
B4-5 4.0 615. L426. 109.3 4,735 0.171 4.718 0.194 13.3
84-~5 84,0 628, 1435. 109.6 4,537 04163 4,479 0.183 14,0
BH=4 8440 645, 1446, 109.9 5.279 0,222 5.324 Je.252 Lhas
e Bla=de 8440 O658e . 148G e 11042 5.418_ 04230 5.468 - 0.261 _._1b4.6 .
84-4 B4.0 672, 1463, 110.5 5.214 0.218 5.223 (Q.246 15.0
Bh=-b 84.0 8T, 1473, 110.9 -5.928 0.228 . .6.025 D256 l5.4
Baw=d 8440 T02. 1483, 111.2 5.776 0.223 5.842 0.250 16.C
84=4 84.0 719. 1493. 111l.6 62329 0.233 0 _H6.458 0.259 l6.7
B4=4 84.0 Ti6., 1504, lil.9 5.728 0.219 5.783 0.242 17.6
B4=-3 44,9 T56. 1516. 112.3 54595 (Q.216é6 5.697 0.241 18.1
84-3 84.0 T73. 1526. 112.7 5.032 . 02204 ... 5.084 0,227 18.4
A4=3 84,0 791. 1537. 113.0 4,276 0G.l81 4,261 0G.200 19.0
B4~3 B4.0 . BlC. 1549. 113.4 3.739 . 0.173 .. . 3.6946 0.191. i19.6 .
84-3 B4 .0 B30 1561. 113.8 3.499 0.160 3.463 0.175 2045
__ _B4=3 R4 .0 _R&Y . 1574, i1l4.2 2.980 . 0.157_..___2.919._0.171 2l 4
B4-73 84,0 Hi4, 1L987. 114.6 2.909 0.143 2+868 04,155 22.7
Ba-2 B4.C A% 1601, 115.8 24823 0.1%0 2+803 Q.lb66 234
§4-2 B4.0 GlR, - Lold. L15.4 ... 2.942 . . 0.156_ ____2.952 . 0.172 . 24.0
B4=2 84,0 941, 1627, 115.8 2.903 0.147 2.914 G.l61 24,8
— Bhm2 . B4, G 66— 1641 1163 3048 L£.150 ——3.083 _0.166__ 25.8
B4=2 B4.0 993, 1656, 116.7 3.028 0.146 3.066 0.158 27.1
84=-2 B4 .0 1621, 1672. 117.2 . ——2.973 0,150 .....-3.013 . 0.162 28.5
842 8%.0 1051. 1689, 1177 Z+4918 Jel33 Z£s%2T7 Del%d 30.3
84-1 B4 1085, 1707. 118.2 l.636 0.087 ls624 Q.094 3l.6
— fhml— Bh L qllé4e—1T24,  11B. T . 1.056 D.076  1.016 0.082 . 32,56
84-1 84 .0 114&. 1741. 119.2 0.800 D.068 C.765 0£.073 34.0
84-1 84.,C .. 1180, 1759, 119.7 . 0.48)1 _0.061 .  G.442  0.065 35.5
84=1 84,0 1215, 1778, 120.2 0.432 0.058 0.407 0D.062 37.5
84=1 Hé .0 1255, 1799. 1208 . ... 0.391 . 0.056 -.Q+375 0.099 39,3
Ba~1i b4 a0 1297, 1820. 121.3 0.377 0.058 0.386 040862 39,4
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TABLE 7h
AVERAGE AND UNFOLDED CROSS SECTIONS
POINT THETA K w THETA SIGMA DSIGMA SIGMA  DST&MA Ak
ND. LAB CoMa. AVERAGE UNFOLDED RMS .
G4~=5 94.0 532 1371. 116.7 4,151 0.215 4.162 0.254 11.9
~94=5 F4e0 D42 1378. 116.9 3,952 0.216 3.931F 0.248 12.1
94~5 94 .0 553, 1385, 117.2 3.720 0.204 3.666 0.233 12.3
-94~=5 . .94.0 565 1393, .. 117.4 23,935 0.200 ... 3,452 0.228 12.6 ...
94~5 94,0 577« [401. 117.7 3.435 0.189 3.333 0.216 13,1
— Q4~8 . _04.0 590. —141Q 118.0 4202 0.207 4 214 D236 13.8
94~5 94.0 603, 1419, 118.% 4,109 0.19% 4.093 0Q.222 14.2
G4ty 94.0 617. 1427. 118.6 4.166 0.202 4.156 04232 14.6
G4t Q4.0 . 630. .. 1436, 118.8 4,057 0.200 ~4.021 0.229 14.8 ...
944 94.0 643, 1445, 119.1 44226 06203 4.211 0a232 15.2
Le JANA Q4.0 458 l45he 119k 4,629 . 0,206  _4.06064.0.234 . 156
T 944 94,0 676, 1464, 119.7 4,617 G.203 44640 04230 16.2
Q=G 94,0 690 e 1ATSe 120.1 S.416 0217 . 5.539._0.245.  16.9_
44 4.0 706 1486, 1204 4885 (.203 4,927 0Q.228 17.9
94~3 94 .0 729. 1499, i20.8 5.610 Q0.233 5,793 Qe263 18.5
Q3 Qb O P46 1510 121.2 6,504 0,215 . £.533 Q0.242. 18.9 ..
943 94,0 T64a 1521. 121.5 4,232 0,204 4,243 04229 ¢ 19.5
943 94,0 . T83.-....1533 121.9 4,087 _0.197 __4.099__0.220. 2042
94--3 94,0 804, 1545, 122.2 3.648 0.183 3.627 04,203 21.1
e 96~3 . 960 .. B25. . 1558, 122.6 . 3.2%4  0.1756 3.199 _0.194 2241
94-3 94,0 848, 1572, 123.0 2.929 0.l62 2.873 0.178 23.5
94-2 94.0 875. 1588, 123.5 2.938 0.156 2.914 0.174 2444
e 94=2. 94,0 _. .- 898, . 1601. 123.9 3,022 04160 3.023 . 0.178__25.1_
942 94.0 322 1616, 124.3 3.009 0.156 3,015 04173 26.0
e DG=D D40 . D48 e 63le 3247 2,942 0.383 . 2.835 0.169 _27.1..
942 G4,0 9T6. 1647. 125.1 3.456 0.159 3,523 04174 28.5
— e Q4O 006 1664 125.6 3,279 0.158 3.334  0.14A9 30.2
94~2 94.0 1038. 1682. 126.1 2.809 0.143 2,827 0.155 32,2
94=~1 4.0 1070. 1699, 126.6 2.207 0.110 2220 04120 33.5
Q4=1 940 1102 1717 127.0 . 1,678 0,098,  1.661 . 0,107 34.7._ .
94~1 94.0 1135. 1735. 127.5 1.006 0.085 0.951 0.092 36.3
99=~1 9%40 1212. 1776, 12849 0.630 0Q.070 0.292 0,075 “0et

Q4] Q4.0 1254. . 1798, 129.0 (.59

94=1

9%.0 1300.

6T D074 42,3

isz2. 129.6 0.533 0.072 0.513 0.077 41.8
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TABLE Ti
AVERAGE AND UNFOLDED CROSS SECTIONS o
POINT Tlltfbo L3 L1 THLTA SI1GMA DSIGMA SIGMA DSIGMA AR
NO. LAS C.M. AVERAGE UNFOLDED RMS
106=5 10640 512,  1357. 126.7  3.773 0.196  3.791 0.228  12.3
106-5 106.0  522. 1364 1269  3.9483 0.192  3.999 0.223 12.4

106~5 166.0 533, i371L. 127.1 3.639 0.178 3.637 0.206 12.7
106-5% 106.0 Shb, 137%. 127.4 3.399 0.178 . 3.361 Q.206 13.0
106-5 106.0 556. 1387. 127.46 3,006 0.164 2,904 Q.1%0 13.4
—3056=5 106.0 563 13986 LZTa2 o 3491 . QelBT 3479 Qal94.__313.9.
106=5 106.0 582. 1405. 128.1 3,450 Q.167 3.426 0.194 14.5

1064 106.0C 597. 1415, 128.4 3.441 0.180 3.410 0.209 15.1
106—4 1056.0 &11. 1423, 128.7 2.636 0.189 2.4635 0.219 16.3
106=4 106.0 624, 1432, 129.0 3.284 0.171 3.218B 0.198 15.7
—10b6=4 . 106,0 6394 14424 129.2 3,606  0.17) . 3.591 0.197_ . 16.2 .
106-4 106.0 655. 1453. 129.5 3.873 0.178 3.895 0.204 16.9
- 1do-4 10640 - - 672.- 148634 ... 129.B.—— . 3.798 0177 ... 3.795 (.202 . 17.6 . _.
106-4 106.0 690, 1475. 130.1 4,118 O0.183 4,157 0.208 18.6

106-3 106.0 7048, 1486. 130.5 4.931 0.234 5.115 (.268 19.2
—106=3 . 1060 T35, - 1497. __130.8._. 4,67% 0,230 4,584 0,262 . _19.6
I1go-3 106.0 T43. 1508, 131al “.a86 Ga219 4396 (.249 2G.3
——106-3 10640 T634.....1521e..131.4 3.489 04185 3,463 0.220 __21.0
106-3 106.0 785. 1534. 131.7 3.839  0.199 3.884 0.223 22.0
106-3 106.0 807, .. 1547, . . 132.1 .. _.3.033. _0.187 .. 2.987. 0.208 23,1
106-3 106.0 831. 1562. 132.5 2.56T7 0.159 2.487 0.176 2446

106=2 106.0 Bbla 1560. '132.9 2.759 0.148 2.737 G.189 25.8
—e 106-2 .- 10640 —. BBbe-... 1894,.....133.3. 2.679_.0,169 .. _2.657  (.190 26,5 ..
106-2 106.,0 910, 1609. 133.7 2.648 0,159 2.621T 0,177 2T.6
LQo~Z . 1Ub.V 938 lodDe - 13441 . £e923L _0albU ..._2a.956  UalTd ZBaY
106=2 106.0 968 . 1662, 134.5 2.846 0.158 2.862 Q.174 30.5
—106=2 0601000, . 1661, 134.9 2,828 0,153 2.852. 0,179 3244 —
106-2 106.0 1035, 1680. 135.4 3.031 0.i66 3.079 0.180 34,8

106=-1 106.0 1075. 1702, 135.9 2,341 0.121 2.368 0.133 36.6
106-1-.-10640 — 11104 . 1721e 13643 14563 .. 0,103 1.524...0.113 .. .38.1 . ..
106-1 106.0 1147, 1742, 136.8 l.i04 ©0.090 1.042 Q.09 40.0
—106=) . 106.0. 1189 1764 137.2 l.C48 0.08B4 1,004 Q.0%3 . _42.2
106-1 106.0 1234, 1787, 137.7 1.053 0.084 1.028 0.0%0 44.7
v d06=1- 10640, . 1282 . 18136 1383 0797 0082 — . 0,764 Q.088 . 44.9 . ..
106~1 106.0 1334, 1840, 138.8 0.76% G.097 0.734 0.106 44,9
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TABLE 7j
AVERAGE AND UNFOLDED CROSS SECLTIONS
POINT  THETA X " THETA  SIGMA DSIGMA  SIGMA DSIGMA &K
NQO« LAB CeMe AVERAGE UNFOLODED RMS
120-5  120.0 492.  1343.  137.7 3.467 0.180 3.510 0.216 12Z.6
120-~5 12G.0 501 13149, 137.9 A.163 A.145 2,148 0.192 12.7
120-5  120.0 517+ 135T7.  138.1 3.505 G.173 3.554  0.200  13.0
120-5 120.0 523. 1365, 138,3 3.292 0.lé46 3.307 0.191  13.3
120-5  120.0 53%. 1373.  138.5 3.257 0.160 3.270 G.184 13.7
—120=5_ 120.0 S4B._ 13Ble_._138.7_ . 2.838._ 0.155 ___ 2.78B _ 0.178 . 14.2 .
120=b 120.0 TN 1390, 138.9 3.168 0Q.153 3.182 O0.174 14.9
126-4  120.0 ST7.  1401. 139.1 2.805 0.161 2.741 0.187  15.5
120-4  120.0 590.  1410.  139.4% 2.679 0.l66 2.597 0.192  15.8
120-4 120.1 s5Ch . 1419. 139.6 2.304 0.174 3.327 0©.201 16.2
120=4 __120.0 613 14294 139.8 2,984 0.163._._2.949...0.187_. 16.7 .
120-4  120.0 635.  1439.  140.1 3.195 Q.165 3.189 0.188 1T.4
120-4 ~ .120.0 651. 1450.  14D.3 .. 3.011 O0.l86  2.973 0.188 18.1
120-4  120.0 669.  1462. 140.6 3.482 0.170 3.504 0.191  19.1
120-3  120.0 690.  1475. 140.9 3.577 0.185 3.620 0.210 20.0
—120-3 120.0 707 e 1486 Lhle2 —  3.BAT——0.19] o 3,975 04217 - 20.5
120-3 . 120.0 T26.  1698. 14l.4 3.718 0.182 3.774  0.205 21.1
- k20—3 1200 T4Tw iISlle - 1%la7 - 34939 .. Qal72. .  _Da3T3 Dal93 Z1la9 .
120-3  120.0 769.  1524.  142.0 3,384 0.l64 3.405 0.182  23.0
120-3 - 120.0 792. 1539.  142.3 2.550  0.157 . 2.483 0.173  23.9
120-3  120.0 A18.  1554. 1la2.6 2.625 0,147 2.583 0.161 23.8
120~2 12040 843, 1569,  143.0 2.424 0.174 2.377 0.198  27.0
120-2 - 120.0 Bof. . 1584 . 143.3 2.656 . 0.173 2.654 0.196  27.9
126-2 1200 A95.  1600. 143.6 2.557 0.i65 2.543 04186 2940
120-2 120.0 924. . 161T... 143.9 2.576 . 0.159 _ Z.574 0.1T8  30.5
120=2 1200 Y96 1639 14443 2598 Os.1068 2601 Ualatr 33
el 20m2— 1200 990, 1655 44 T 2.686 04172 — 2.708B_ 0190 — 34.b.—_
120-2  120.0 1027. 1675.  145.1 2.795 0.167 2.834 0.183 37.1
120-1  120.0  1073. 178l.  145.6 2.212  0.140 2.229 0.15%  39.4
ee126=1.—123e0 — 111lee— 17220 ——145.9 o 1,771 -04132 .~ 1o754 .0.146 .. 4La2 .
120-1  120.0  1152. 1744.  146.3 1.547 0.121 1.524 0,133  43.4
N TSR, 90 SO EY - S L 7Y Lobes 1,165 - 0.105 1322  0.ll4 . 464l
120-1 120.0  124T. 1795. [47.2 0.794 0.094 0.735 0.162 48.3
—120-1-120+0 —130%le 18234 . 147e7— 0. AT4—0.10G9 0e838. 04117 - 66.8 ..
120,0 148.2 . 04747 0.129 04698 0.143  54.5

120~1

1361, 1853,
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TABLE Tk
AVERAGE AND UNFDLDEDR CROSS SECTIONS
POINT THETA K W THETA SIGMA DSIGMA SIGMA DSIGMA AK
NO. LAB C.M, AVERAGE UNFOLDED RMS
134-4 134.0 S4le 1377, 149.0 3.046 0.139 3.059 0.l67 15.2
134=4 134.0 5544 1385, . 149.1 2.701 0.138 2.651 0.160 15.5
134-4 134.0 567, 1394, 149.3 2837 0,135 2.815 0.156 15.8
134-4 134.0 581. 1403, 149.5 2876 0.137 2.860 Da.158 16.3
134-4 134.0 596, 1413, 149.7 2.999 0.134 2.997 0.154 16.9
— L3l 1 34— Gl L el 424 1543 .9 3020 —04132 3+023 . QalSh LTwb -
134-4 134.0 6284 1435, 150.1 2.688 0.124 2.636 0.142 18.6
134-3 134,08 648, 1448, 15G.3 2.990 0.151 3.003 G.l75 19.5
- 134-3 134.0 6654 1459, 150.5 34200 C.153 3.246 0.178 19.9
134-3 134.0 683, 1470, 150.7 3.238 (Q.158 34285 Q.82 2046
134-3. 134.,0. 102 1482 150.9 . 3.570 0,184 3.673. _0alT77. . 2la4 .
134-3 134.0 723 1496. 151.2 3.280 G.l47 3.333 0.168 22.4
- 134-3 134.0 7454 - 150%. - 151.4 . 2.838 _D.l4l . 2.831 0.l60 . 23.5%  _.
134-3 134.0 T69. 1524, 151.7 2.785 0.132 2.783 0.148 25.1
134-2 134.0 796. 1541. 151.9 2+413 0.136 2.37T7 Q.l156 26,43
— 1342 134.0  82C. 1555, 152.2 . 2.131 0.127 _ _2.064._0.145 __27.2
1342 134.0 R4k . 1571. 152.4 2.2066 0.129 2-.160 0O.1l44 ?8.4
—— 134-2. 134.0 . BT4a . 15884 —152e7 24503 —0.130.— 2.509 . 0.146...29.7 . _
134-2 134.0 S05. 1606. 153.0 2.503 0.127 2.511 0Q.l42 31.5
134-2 . . 134.0 G38e .. 16254.-...153e3 ... 2,491 . 0.128.._2.500 0142 . 33.5
134-2 134.0 974 1646, 153.6 2.195 0.124 2.1764 0.136 35.3
134-1 134.0 1010 1666, 153.9 2.358 0.093 2.407 04105 38.2
134=1... 134.0 .. 1047« 1687+~ 15442 . — 1.992.. 0.086 —  2.002. 0.096 39.9
134=1 134.0 1087, 1709. 154,% 1.703 0.080 l.5692 0.089 4241
134-1 .. 134.0 . 1131. . 1733._ 1S84.£._ 1-255_ Q0.070._ 1.208 Q.077 . 44.8
134-1 134.0 1179« 1759, 155.2 1.057 Q.067 1.008 0.073 48.2
—_1 ; 073 51,1
134-1 1817, 155.9 0.877 0.066 0.829 0.073 50.5

134.0C

1290.
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TABLE 71
AVERAGE AND UNFULDED CROSS SECTIONS
POINT THETA “ W THETA SICMA DS1GMA SIGMA DSIGMA A& K
NO. LAR C.M. AVERAGE UNFOLDED RMS
156=4 155.4 510. 1355, 163.6 3.057 0.1l60 3.088 0.196 1541
1564 155.4 522 1363, 163.7 3,225 0a.l6l 3.288 (.19 15,3
156~4 155.4 534, 1372, 163.8 2.742 (.152 2,709 Q.178 15.6
156-4 19544 S41. 1381. 16349 . 2.0662 Calb4 24621 Q.169 1641
156-4 155.4 561, 1390, 164.0 2.855 0.147 2.855% 0.172 l6.6
__166=4 155.4 576 1400.. _ lB4a1 34104 Qel4T . 3,152 CelT72__ )7.3 .
1564 155.4 592, 1411, 164.2 2.841 0.139 2.835 (Q.ls6l 18.2
156-3 15544 60%, 1422, 164.3 2.782 0.158 2.782 0.185 19.1
154~3 . 155.4 625. 1433, 164.4 3.077 G.156 . 3.137 Q.183 19.6
156-3 156, 4 642, 1644, 164.5 2.7G0 0.146 2,692 0.170 20.2
—156~3. 1554 660. . 1458, 164ab_ . 2.8l6_ 0151 . 2.835 __0.176__ . 20.9_ . _
156~3 155.4 680, 1468, 16447 2,541 0.141 24517 0.163 21.9
156-13 155.4 7Cl. 1482, 164.9.... 2.929..0.154 . .2.978  0.177 23.0
156-12 1565.4 a4, 1496, 165.0 2.455 G.138 2.431 Qa.156 Phate
156~2 15544 750, 1513, 165.1 “24410 04149 2.398 0.173 25.8
—1556=2 155.4 773 1527 165.3 2WrT3 _0a137 . . 24129 0159 __. 2647
156~-2 155.4 794. 1542, 165.4 2544 (145 2570 0.167 27.8
156=2 .. 15%.4 .. 825. 1558, . . 1685.6 ... 2.370.. 0.137 ___ 2,373 0.157 29.1
156=2 155.4 854, 1576. 165.7 2.164 04131 2.140 0.149 30.9
156-2 155.4 AK6., 1594, 165.9 .. 2,069 . Da136 ..._2.040 0.153 32.9
156~2 1545.4 926G, i615. 16640 2.348 Q.131 2.362 G.l46 35.5
I56=1 155.4 964 1637, 166.2 2.298 0.129 2.353 0.147 37.7
. 156~1 155.4 995, 1458, lébek ... 2.185 04130 . . 2.233 0.147 39.4
156-1 155.4 1034, 1679. 16645 1.834 0.119 1.845 0.134 41,7
156-1 155.6 1077. 1703, 16&.T7 . 1.32¢ n0.103 1.293% 0.115 IAAA
48,0

156~1 155.4 1125. 1729, 166.9 1.07% G.091 1.036 d.100

—156=) 1884 LlI e 1 TS 16T el Qo848 04082 . 04796 0,090 51.9..

156-1 155.4 1234, 1788, 167.3

0.452 0.072 0.364 0.080

55.2
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In general, this experiment agrees with other experiments
as well as can be expected. There is excellent agreement with the
data of Ecklund and Walker. ) A detailed comparison of the results
in the region of overlap of the two experiments gives a difference of
2.5 + 2. 0%, where the cross sections of this experiment are smaller
than those of Ecklund and Walker. This experiment also agrees very
well with Dixon and Walker(lz) after a small correction is made to
interpnlate their resulis to constant lab angle. This experiment is
in good agreement with the results of Kilner(ls) at 1300 and 1390
MeV, but his data seem to be systematically smaller than the data
of this experiment at 1100 MeV and 1200 MeV, especially at 120
degrees in the lab. Since this cxperiment agrees with Dixon and
Walker at 1000 MeV at the same angle and varies smoothly through
the region of 1000 to 1350 MeV, it is hard to explain the 30-50%
disagreement with Kilner.

An important experimenial problem is the matching of this
experiment with lower eﬂergy experiments near the first resonance.
Only two experiments provide any data which overlap both the first
and second resonance, namely, the experiments of Heinberg et al. (15)
and Bizot et al. (37) The Heinberg data is in agreement with this
experiment at 3% and 58° in the lab, but the 118° data are signifi-
cantly larger near 500 MeV. The data of Bizot et al, at 35° are
approximately 10% larger than the data of this experiment. On the
other hand, the two previous experiments at 470 MeV, namely
Walker et al. (35) and Tollestrup et al,, (36)
systematically 20% to 50% smaller than those of this experiment at
~ 500 MeV. Both of those experiments agree to the order of 10%
with other data at 400 MeV and lower, It is possible that their

results at 470 MeV were in error because the synchrotron end point

gave cross sections
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energy was very near the photon energy (the synchrotron end point
energy was 500 + 5 MeV for all data taken in both experiments).

If the data of Walker and Tollestrup at 470 MeV are ignored, it is
possible to draw a smooth curve which passes through the low
energy data and the data of this experiment.

There is a serious disagreement between this experiment
and the experiment of Hand and Schaerf. (16) This experiment
reproduced the energy dependence of the cross section measured
by Hand and Schaerf at 135° lab, but their data are systematically
309 smaller. Since these authors assumed that no muons were
counted in their apparatus, a correct treatment of the decay cor-
rection is likely to make the discrepancy as large as 40% - 50%.
Hand and Schaerf estimate their systematic errors to be less than
25%. A portion of the experiment was repeated by Schaerf. (17)
The new results agreed with the old to the order of 5%, and again
Schaerf estimated his systematic errors to be on the order of 209%.
Because the results of this experiment are larger than those of Hand
and Schaerf, the possibility exists that an undetected background is
included in our data. However, the excitation curve measured at
134° indicates that the background is 1.0 x 1. 0% (see Section IV-D).
Thus, we conclude that Hand and Schaerf made a beam moniforing
or magnet calibration error, and that their data should be multiplied

by the factor 1.5 to get an absolute cross section which agrees with

. this experiment.
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E. Angular Distributions by Interpolation

For some purposes, angular distributions of the cross
section are more useful than data in the form of energy distributions
at constant angle. A set of angular distributions was obtained by
linear interpolation in the data of Table 7a - Te. The energies
chosen were the nominal energies of Stan Ecklund's angular distri-
outions (9), with a few additional energies below 589 MeV. For the
lowest and highest energies, the interpolated data may represent an
extrapolation of the measured data. However, no data were used
which came from an extrapolation of more than 20 MeV. The error
bars on the interpolated data were arbitrarily taken to be equal to
the error bars on the nearest measured point. The interpolated
angular distributions are presented in Tables 8a - 8d.
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TABLE 8a - 8d

Interpolated Angular Distributions

is the ¢. m. pion angle in degrees

is the ¢.m. differential cross section in microbarns

per steradian

is the statistical error associated with SIGMA in

microbarns per steradian
is the laboratory phofon energy in MeV

is the total center of mass energy in MeV



TABLE 8a 100

INTERPULATED ANGULAR DISTRIBUTIONS

THETA* SIGMA OSIGMA THETA® SIGMA DSIGMA THETA* 5IGMA DSIGMA
K= 490. K= 570. K= 635,
Ws 1342, W= [1396. W= 1439,
48.3 11.0629 0.289 49,9 9.920 0.293 5l.1 l0.671 0.382
60.9 F.7T3 0.421 58.0 J.126 0.33¢ 9.3 10.125 0.427
85.3 6.128 0.287 68.3 B.4TL 0.411 69.8 10,508 0.517
F6.1 5.620 0.363 78.1 7.200 0.324 T9.7 7.753 0.279
106.2 4,605 0.258 87T.4 6.224 0,205 83.0 7.347 0.243
137.7 3.%6% 0.2i6 GBe2 5316 04261 9.8 S.712 0.227
163.5 2.740 0.19%6 108.2 4.244 0.199 109.7 4.819 0.252
117.5 3.401 0.228 118.9 4,095 0.232
127.9 3.475 0.194 129.2 3.482 0.194
139.0 2.930 0.187 l40.1 3.184 0O.184
145.4 2.826 0.158 190.2 2.761 0.175
i664.0 1.038 0.172 l64.5 2.874 0,183
K= 510. K= 589. K= 647.
Wx 1395, W= 1409. W= 144T.
48.7 9.609 0.289 50.2 10.690 0.287 51.3 10.439 0.379
56.7 9.935 0,545 58.4 9.358 0.438 5.6 9.946 0.407
66.9 R.T06 0.395 68,7 B.233 0.404 701l 9,710 0.496
TéEsb6 G504 0.3567 T8e0 Te367 06317 800 B.2T7T0 Cu275
895.8 6.673 0.284 87.8 6.689 0.198 89.2 T.117 0.243
96.6 S5.841 0,346 98.6 5.225 0.250 160.0 5.868 0.226
106.7 4.431 0.237 108.7 4.295 0.185 L10.0 5.348 0.261
126.7 3.756 0.228 118.0 4&.159 0.231s 119.2 4.322 0.234
138.0 3.477 0.200 128.3 3,419 0.209 129.4 3,736 0.204
163.6 3.088 0.1%96 139.4 2,605 0.192 140.3 3.03C 0.l188
147.6 2.938 0.158 150.3 2.986 0.17%
164.2 2.888 0.172 l64.5 2.732 0.176
K= 530. K= 603. K= 663.
Wx 1369, W= l4l8. W= 1458.
49,1 9.273 0.275 50.5 l0.366 0.287 5ls6 10.885 0.365
57sL 9.701 Q04%495 387 104408 Qesa2 59.9 11.0U18 0.39]
67.3 8.212 0.389 69.1 9.028 0.412 TO0.4 9.566 0.482
TT.1  T.589 04357 78.9 T.533 0.277 80.3 B8.707 0.385
86.3 6.364 0.263 88.2 6.277 0.191 89,6 T.285 0.243
GT.2 5.432 0.337 99.0 5.278 0.25%0 100.4 64370 0227
107.2 4.274 0,213 109.0 4.419 0.194 110.4 5.380 0.261
lib.6 4.209.0.254 1i8.3 4.096 0.236 119.5 4,657 0.234
127.1 3,722 0.223 . 128.9 3.506 0.219 129.7 3.849 0.204
138.4 3.286 0.191 i39.6 3.295 0.201 140.5 3.315 0.191
148.9 3.437 0.167 149.8 3.009 0.154 150.5 3.223 0.178
163.7 2.881 0.190 164,2 2.801 Q.185 164.6 2,790 0.176
K= 550. K= 618, K= 680.
n= 1383. W= Ladd. W= 14686,
49,5 9.9C09 0.271 50.8 10.448 G.382 52.0 11.948 G.370
57.5 B.884 0.5408 59.0 9.439 0.415 60.3 11.389 0.382
67.8 7.935 0.4086 69.4 B.896 Q.482 70.8 10.572 0.489
77.6 T7.139 0.339 79.3 8.144 0.283 00«7 4005 0a39%
B6.8 6.319 0.260 88.5 6.70% 0.188 90.0 T.%947 0.243
7.7 5.285 0.270 9%.3  5.525 0.244 100.8 6.B894% 0.231
107. 4,305 0.202 L09.3 4,662 0.194 110.7 5.662 0.256
17«1 3.745 0.248 Ll8.6 4,142 0.232 119.9 &4.9R2 0.24%
127.5 3.136 0.206 128.8 3.410 0.219 130.0 3.958 0.208
138.7 2.853 0.178 139.8 2.962 0.201 140.8 3.565 (.210
1l49.1 2.768 0.i67 150.0 2.872 0.151 1507 3,279 0,182

163.9 2,674 0.172 164.3 2,980 0.18% 164.7 2Z2.5i7 0.176
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ENTERPOLATED ANGULAR UISTRIBUTIONS

THETA* SIGMA DSIGMA

K= 698 .

W= 1480.
52.3 11.417
60.6 11.336
Ti.2 10.772
gla.2 Fe334
90,4 B.268

101.2 6.711718

11l.1 %.893

120.2 5.261

130.3 4.601

141.0 3.788

150.9 3.593

164.9 2.912

K= 715.

W= 1451,
61.0 11.353
Tletb 10155
8l.5% 9.095%
90.8 B.318

10l.6 T.652

111.5 64315

120.6 5.235

130.6 4,885

141.3 3.894

151.1 3.463

165.0 2.641

K= 733,

W=  1502.
6l.3 9,148
72.0 9.843
8l.9 9.544
Q1.2 8.007

102.0 6.805

111.2 5.907

120.9 5.667

130.9 4.589

14l.5 3.709

191.3 3.107

L65.1 2.619

K= 752.

W= 1514,
72.4 T.721
824 T.312
91.7 ©6.813

102.4 6.057

112.2 5.T7l4

121.3 4.430

131.2 &.101

141.8 3.53%6

151.5% 2.817

165.2

2.376

0.370
Oa374
Q.469
(a398
0.252
0.231
(.256
0.245
0.208
0.217
0.182
0.177

0377
G«200
C.398
0.252
0.225
0.259
0-263
0.268
0.217
0.177
0.177

0.377
0.251
0.380

0.268

D.211
0.259
0.26%
0.262
0.205
0.je68
0.173

0.271
0.323
0.251
0.198
Q.242
0.242
0.249
0.193
0.160
Cal?3
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THETA#* SIGMA DSIGMA

K= 772

W= 19526.
12.8 6.831
82.8 6.282
92.1 5.659

102.8 5.325

112.7 5.110

121.7 4.180

131.5 3.636

142.0 3.287

151.7  2.741

165.3 2,141

K= 793

W= [539.
73.3 5.096
B8l.3 #£.898
92.6 4.513

103.3 4,755

113.1 4.187

122.0 3.869

131.9  3.549

142.3 2.485

151.9 2.425

165.4 2.486

K= 813.

= 1551
83.7 3.764
93,0 3.956

103.7 3.879

113.% A.4657

122.4 3.442

132.2 2.865

142.6 2.565

152.1 2.158

1655 2,458

K= 834,

W= 1564,
84.1 3.160
Q3.4 3.262

104.1 3.308

113.9 3.356

122.8 3.076

132.5 2.511

142.9 2.449

152.3 2.115

165.6 24300

0.235
0.258
0.237
0.186
0.261
0.229
0.223
0.182
0.156
0.173

0.235%
0.233
0.192
0.170
0.200
0.220
0.223
0.173
0.156
0.167

0.18“
0.185
G.164
0.191
0.203
0.208
0.173
0.156
0167

D.167
0.169
O.166
0.175
0.194
0.189
0.198
0.146
0.157

THETA*® SIGMA DSIGMA

K= 457.

W= 1977,
84.6 2.430
93.9 2.656

104.6 2.740

114.17 2.906
123.2 2.886

i32.9 2.7006

143.1 2.534

192.5 2.294

165.7 2.131

K= 880,

W= 1591,
G4.04  2.330

105.1 2.4912

1la.7 2.850

123.6 2.938

133.2 2.673

143.4 2.604

152.8 2.509

165.8 2.058

K= 902.

W= 1604.
34.8 2.106

105.9 2.616

115.1 2.843

124.0 2,022
133.6 2.637

143,7 24551

153.0 2.511

165.9 2.191

K= 926.

W= lél8.
95.3 2.088

105.9 2.5498

115.6 2.939

124.3 2.988

133.9 2.811

164.0 2.57%

153.2 2.504

166.1 2.361

0.158
0.120
0.165
0.171
G.l78
0.189
0.198
O.1l46
0.153

O.114
0.1l46
Q.1066
0.178
0.190
0- 196
0.146
0.153

0.101
0. 146
0.172
0.178
0.190
0.186
Ouléb
0.153

0.100
O.141
0.172
0.173
0.178
0.187
0.142
Oula?
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INTERPOLATED ANGULAR OISTRIBUTIONS

THETA#® SiGMA DSIGMA

THETA*® SIGMA DSIGMA

THETA* SIGMA DSIGMA

K= 951. K= 1056. K= 1162.
Ws  1632. W= 1692, W= 1749.
95.8 2.222 0.100 108.3 1.840 0.142 1i0.1 0.641 0.122
106.4 2.54% 0.14] 117.8 2.306 0.143 119.4 0.610 0.073
11640 2.980_0.164 12644 _ 2,485 0.155__ 127.8 0.775 0.092
I124.7 2.904 0.174 135.6 2.705 0.180 136.9 1.02% 0.098
138.2 29106 O.178 149.% 2.449 0.183 1969 Le43% Gel133
144.3 2.597 0.187 154.3 1.931 0.096 155.1 1.079 0.077
153.4 2.383 0,142 166.6 1.565 0.134 167.1 0.863 0.100
166.2 2.355 0.147
K=  977. K= 1074. K= 11T4.
W= Lb4Te W= 1702. . Y W= 1756, _
56.3 1.904 0.100 108.6 1.569 0.131 110.3 0.617 0.122
106.9 2.703 0.169 11841 1,877 0.143 .. 119.6 0.496 0.073
116.5 3.076 0.164 12646 2.149 0.120 126.0 U.70Z 0.079
125.2 3.519 0,174 _ 135.9 2.386 0.180 ___  _137.1 _1.017 0.098
134.6 2.859 0.179 145.6 2,213 0.155 146.6 1.327 0.133
T44.6_ 2,668 0,190 I56.4 1.791 0.096 _155.1  1.029 0.077 _
L53.6 Z.193 04130 166.7 1334 0s134 " 167«1 0.809 0.100
16643 2,295 Qol47 . ... ..
K= 1002. K= 1i02. K= 1204
W 1661, W2 17i7. wWa 1772,
107.3 2.643 0.169 __ 109.1 1.138 0.118 ___~  120.0 0.419 0.065
116.9 3,050 0.162 118.5 1.265 0.094 128.4 0,615 0.079
L 125.5__3.359 0.174 127.0_ 1.659_0.107 _13Te4 14012 6.093
134.9 2.863 0.180 136.2 1.713 0.133 146.8 1.069 0.114
L44.8 2.750 0.190 145.9 1862 04159 195.3 14046 0,073
153.8 2.353 0.136 15446 1.524 0.089 167.2 0.592 0.090
166.4 2.165 0,147 16648 1,156 0.115
Kx 1028, K= 1i31. K= 1235,
W= 1676, . W= 1733, , W= 1788,
167.8 2.248 0.159 10%.6 0,704 0.122 120.5 0.392 0.062
117.3 2.880 0.162 119.0 0.881 0.082 128.8 0.578 0.075
125.9 2.984 0.169 1274 1.041 0.1G7 137.8 1.020 0.090
135.3 3,034 0.180 136.6 1.252 T.113 147.1 0.829 0.114
145.1 2.817 0,143 146.1 1.640 O.l46 155.6 1.074 0.073
15440 2.212 0.105 154.8 14207 0.077 167.3 0.359 0.050
1065 Le 906 0Osla? L66.9 1002 04100
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INTERPOLATED ANGULAR DISTRIBUTIONS

FTHETA® SiGMA LSIGMA THETA® SIGMA DSIGMA THETA* SIGMA DSIGMA
K= 1269,
wa 1806,

12C.9 U.372 0.062
129.2 0.550 0.017
138.1 0.83% 0.090
147.6 Q.777 0117
155.8 0.92% 0.073
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F, Summary of Experimental Errors

The random and rapidly fluctuating errors which have
been included in the error bars of all cross sections are as follows:

Counting Statistics 3-5%

Irrcproducibility of Runs 1. 657,
(see Appendix VI)

Negative IMield Dackground 0-5%

Unfolding Process 1%

The systematic errors are estimated in the table below (errors of
less than + 0. 5% have been ignored). These errors are to be inter-

preted in the sense of standard deviations.

Quantameter Ca.h‘.bra.tion(2 1) 3%
Nuclear Absorption 1.5-3%
Bremsstrahlung Spectrum(30) 2%

Pi-Mu Decay Correction 1%
Liquid Hydrogen Target 1%
Electronic Efficiency 1%
Total Energy Per BIP 0.6%

Total . 4-5%
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G. Data Fitting

The most important problem to be solved in data fitting is
the multipole and isotopic spin decomposition of the photoproduction
amplitudes. Stan Ecklund and Carl Clinesmith are
presently working on this problem and are using independent
methods. Stan Ecklund is using only n' eross section data and has
fit the angular distributions with a Moravcesik type formula., Then
he is attempting to explain the coefficients of the Moravesik fits with
simple functions of energy. (%) Carl Clinesmith is attempting to fit
all the data available for all the isotopic spin channcls by assuming
that the multipole coefficientis are e(i.i:l&;ar Breit-Wigner forms or

slowly varying [unclions of energy, Since both of these projects
are near completion, it is difficult to make a direct contribution to
the fitting without also duplicating a large part of the efiort.

Rather than work directly on the overall fitting project, an
effort was made to explain a striking feature of the 7" cross section
at 180° which was observed by Hand and Schaerf(le)

repeated by Schaerf. a7 The important characteristic of this cross

and later

section is that there is a very narrow bump at a photon energy of
approximately 710 MeV (W = 1480 MeV). On the basis of evidence
from the forward n° photoproduction cross section, D, Beder(38)
concluded that the ratio Ez__/ M, =3 in the vicinity of the second
resonance {(N¥*(1512), kv = 750 MeV) which causes the contribution

of the second resonance to the photoproduction amplitudes to be

small at 0° and 180°, An extrapolation of the n" data of Ecklund

and Walker to 0° gives the same conclusion. ) Theoretically Bietti(l)
has used saturated sum rules to derive the same result, Thus we
expect that the second resonance does not contribufe to the bump at

1800 in the 1-r+ cross section.
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Sa.kurai(39) suggested that the bump might be a cusp effect
at the threshold for production of the eta meson (W = 1487 MeV,
kY = 708 MeV). Since the differential cross section for single "
photoproduction is smallest at 180° for energies near 700 MeV, it
is possible that a small cusp in the 511 or P11 (first index = 2T,
second index = 2J) part of the photoproduction amplitude would show
up most at 1800.

The most extensive measurements of the eta preduction
reaction come from the experiments of Bulos ef al. (40) and Richards
et al. (41) These experiments show that the eta production angular
distribution is isotropic near threshold, which indicates that either
the S11 or the P11 states dominate. When the total cross section
is plotted as a function of energy, the first three points fall on a
straight line which also passes through the threshold, From this
fact, Richards et al. conclude that the S11 state is dominant,

An examination of the results of several recent partial
wave analyses(4’ 6,1,8) of m-N elastic scattering shows that the S11
absorption parameter, n,,, is consistent with 1. 0 (no absorption)
below the eta threshold, but that it drops rapidly to approximately
0. 5 shortly above threshold. The reaction cross section computed
from the S11 absorption paf‘iaf)aeter is consistent with the total cross
section for eta production. In addition, at least two authors
show a cusp behavior in the S11 phase shift. 4,8) On the basis of
this evidence, we may conclude that a cusp at the eta threshold has
been observed in S-wave m~N scattering and that the photoproduction
data should be analyzed in terms of the same phenomenon,

The R matrix formalism of Wig‘:xer(42) has been applied to
the production of strange particles in n-N and y-N interactions by

Adair, (43) With only negligible changes, this formalism may be
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used for the production of eta mesons in the same interactions, I
we assume that the absorption in the 811 m-N state is due to eta
production. (and a small contribution from inverse photoproduction),
we may use a three channel S matrix for total angular momentum
1/2, I spin 1/2, odd parity scattering where the three channels are
m-N, n-N, and y-N, Since a nucleon appears in each channel, we
may simplify the notation by labelling the three channels, m, n, and
Y. Near the eta threshold the 8 matrix may be written in the form

+ik.a. +ik

i fa‘f
Sif =e (éif - Nif/D) e

where

Z
il

-2i k. P.R.. R.. P, k
1 1 1

if £ A §
N =1-ik R ik R -1k R
™ T nnn Y YY
k. = center of mass momentum of ith channel with the

convention fhat k is positive imaginary below
threshold

a, = the channel radius for éhannel i

P, =

{ 1 above threshold in channel i}
1

0 below threshold in channel 1

and we may take the elements of the R matrix to be independent of
energy. The total cross section may be written in the form

i - 9
fo] B e— 8 -
mf k2\'rrf 'rrfl
' ™
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and

The parameters of this formalism may be adjusted to fit
the S11 phase shiit and absorption parameter, and the eta photo-
production reaction cross section, Because of the inconsistencies
of the phase shifts and absorption parameters determined by
different authors, the high accuracy of a computer fit to the data
is not worthwhile at the present time. However, a hand fit was
made. For the purposes of this fit, the absorption parameter was
assumed to be 0.5 at a pion kinetic energy (lab) of 660 MeV. The
parameters were adjusted to satisfy this condition and to give a
reasonable fit to the S11 phase shift (c‘i&t)a of Cence(s) and the eta
photoproduction data from Stanford. The resulting parameters
were (r=c=1) | :

R = 2.096 - gevH
l111l
R = 3.699 Gev Y
nn
R = 0.019 - gev-l
vy
= 0. 200 Gev L
1)
a =000 Gev'

In order to fit the ' photoproduction data at 1800, it was necessary
to make some assumption about the other contributions to the photo-
production amplitude, The simplest assumption was that this back-
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ground was pure imaginary (pure real in the usual convention of

perturbation theory). A constant background of + 0. 68 u bam)l/ 2

(17) in the region of

gives the best fit to the corrected Schaerf data
the cusp (see Section V-D for the correction to the Schaerf data).

The fit and the data for the several reactions are presented in

Figures 14a and 14b. The branching ratio for n - 2y was assumed

to be 0, 35 in drawing these figures.

The fit fo the eta production and eta photoproduction data
has the difficulty that it rises too rapidly near threshold, This
problem appears to be common to several theories which neglect
other open channels. (45, 46, 47) Moorhouse and Hendry(48) have
shown that it is possible to correct this problem by including
approximately the multiple pion production channels. However, the
fit to the 180 degree m photoproduction differential cross section
has the property that it gives a good {it to the shape of the cusp for
photon energies within + 50 MeV of the eta threshold.

The conclusion derived from this fit is that it is possible to
explain the mt photoproduction differential cross section at 180 degrees
in terms of a cusp at the eta threshold, and that this interpretation is
consistent with present data on pion scattering, eta production, and
eta photoproduction. This interpretation removes a possible difficulty
with the assumption that E, /M, =3 in the vicinity of the second
resonance,

On the basis of pion scattering and eta production data,
several authors have made conclusions about the source of the
cusp. (46’ 47, 48) These authors conclude that there is an eta-nucleon
state at approximately the eta nucleon threshold (1487 MeV). This
state should be called a resonance if the mass of the "particle" is
greater than the threshold, or a virtual bound state if the mass is
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less than threshold. This particle has been speculatively
identiﬁed(48) with the N particle of the n-baryon octet

B= (X, & T, £) postulated by Gyuk and Tuan, (49) purther
data on mN scattering and eta production are required before

the mass of this state can be determined accurately,
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VI CONCLUSIONS AND SUGGESTIONS

A large number of points of the differential cross scction
for nt photoproduction at backward angles were measured in this
experiment. When combined with the data of Ecklund and Wa.lker(g),
reasonably complete angular distributions are available for all
energies between 589 MeV and 1269 MeV. These data can be used
to make a considerable improvement in the precision of the phenome-
nological analysis of pion photoproduction in the region of the second
and third m-N resonances. Because of operational difficulties with
the synchrotron, it was not possible to continue the experiment into
the region of the first resonance which has been measured carefully.
Thus a similar experiment should be performed covering the energy
region from approximately 350 MeV to 650 MeV., It may be necessary
to do this experiment at a different accelerator: the Mark II Linac
at Stanford University is a logical choice.

In order to obtain a unique multipole and isotopic spin
decomposition of the photoproduction amplitudes, it will be necessary
to take cross section and polarization data on the other pion photo-
production reactions. The most direct way to start on this program
would be to measure the differential cross section for the reaction
y+n-m + pusing a deuterium target. A synchrotron subtraction
might be used to separate the events coming from free neutrons,
With careful planning, it would be possible to take data with both
magnets simultaneously. It should be emphasized that absolutely no
apparatus changes are required to perform this cxperiment! Later,
a carbon plate spark chamber might be added to measure the recoil

proton polarization as an extension of the same experiment.
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If a polarized proton target with the order of 20% polarized,
free protons can be developed, it would be possible to measure the
polarized target asymmetry in the reaction vy + p - T +n A
synchrotron subtraction would be required to separate the events
~ due to free protons.

Another interesting experiment would be to extend the mt
differential cross section measurements to exactly 180°, However,
this experiment would require significant changes in the magnet and
beam line geometry. Since some data are already available, this
experiment should be assigned a lower priority than the previously
suggested experiments,

Two improvements in the apparatus would prove to be
useful. First, an electron counter could be installed. Such a
counter might reduce the field reversed background which was
as much as 10% at high energies., Second, the paper tape punch
might be replaced with an on-line link to the campus IBM 360 series
computers, Including the price of a remote console (with typewriter
input-output), the design and construction cost of the required hard-
ware would be on the order of $4000, Such a data link would reduce
the turn around time for data processing from several days to a few
minutes, and experimental errors would be more easily detected.
In addition, the reliability of the systcm would be significantly
improved by eliminating the mechanical tape punch and the paper

tape to magnetic tape conversion systeim.
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APPENDIX I, BEAM MONITORING AND HYDROGEN
TARGET DETAILS

The several beam monitors used during this experiment
include the quantameter, the beam catcher thick ion chamber, two
thin ion chambers, a counter telescope mounted at 90° from the
beam line under the hydrogen target, and the '"40 mc. probe' which-
monitored the intensity of the circulating beam. The locations of
these monitors are shown in Figure 1.

The charge produced by each ion chamber was measured
with the standard electronic integrators used in this laboratory for
many years. Each time a specified amount of charge has been
collected, these integrators put 6ut a pulse called a BIP (beam
integrator pulse) and this pulse is usually used t{o operate a Sodeco
mechanical counter. Unforfunately, the generation of the output
pulsc and the determination of the amount of charge per BIP depend
on two relays. K either of these relays chatter or the contacts get
dirty, it is possible to get a wrong charge/BIP ratio. For this
reason, it is important to use several beam monitors even if the
beam monitors themselves are stable. The output of the 40 mec,
probe is monifored bya voltage—to-frequency converter and the result
is counted on an electronic scaler. The counter telescope output is
also counted on an electronic scaler. No difficulties with the readout
mechanism for either of these beam monitors was observed.

The normalization of this experiment depends on the quanta-
meter charge output, However, the quantameter cannot be left in the
beam line during a data taking run as it absorbs all the energy in the
beam. It is not possible to place the guantameter in the beam catcher
‘since the beam spot is too large at that location. Thus this experi-
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ment also depends on an intercalibration with secondary
monitors,

The beam monitors which can be directly intercalibrated
with the quantameter are the 40 mc, probe and the two thin ion
chambers. Unifortunately, the charge collected by thin chamber
No. 2 was strongly dependent on the status of the UCLA hydrogen
target. In addition, the integrator used with this ion chamber
- was found to be very unstable, After a short trial period, the use
of this ion chamber was discontinued. The two remaining monitors,
TC-1 and the 40 mc. probe, were intercalibrated against the quanta-
meter in a short run before and after each data taking run,

The monitors which are available only during a data taking
run are the monitor telescope and the beam catcher ion chamber,
‘The beam catcher ion chamber should be as good as the quantameter,
except that its calibration depends on the energy of the synchrotron.
In addition, the beam catcher ion chamber is not available when the
yoke of the High Energy Magnet is in the beam line. Since the beam
catcher ion chamber and the quantameter are never available
simultaneously, the same integrator was used for both. Thus the
ratio Q/BC is independent of slow drifts in the integrator. The
monitor telescope has also been demonstrated to be stable,
Unfortunately, the monitor telescope was operated from the High
Energy Magnet Electronics. Since Mr. F. Wolverton was constantly
testing and changing the electronics and turning the power supplies
on and off, keeping the monitor telescope calibrated proved to be a
tedious chore and its use was eventually discontinued. The monitor
telescope probably should be set up as a lab instrument and made to
be independent of the transistor power supplies for either magnet.
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The procedure used to calculate the number of quantameter
BIPs was to calibrate the 40 mc. probe and TC-1 against the quanta-
meter in a short run before and after each data taking run. The
average ratios (Q/40 mc.) and (Q/TC-1) were calculated from
these short calibration runs, The number of quantameter BIPs
based on each of these intermediate monitors was calculated from
these average ratios and the number of TC-1 and 40 mc. BIPs

‘obtained in the data run, i.e.

. Q40 40 mc. x (Q/40 mc. >

QTC TC-1x (Q/TC-1)

i

The beam catcher ion chamber could be intercalibrated against the
quantameter only by compéring BC with Q40 and QTC. This inter-
calibration was done for each night's running by comparing the total
BC for a night with the average of @40 and QTC. The formula used

was

(@/BC) = H0+ QIC)

where the sum represents the normal data runs taken during one
night. Then the number of quantameter BIPs for each run was

computed using BC and the average ratio given above, namely
QBC = BC x (Q/BC)

Finally, the number of Quantameter BIPs for a given run was calcu-
lated from the average of Q40, QTC, and QBC. This final value,
QAVG, was used for all cross section calculations.
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. This complicated averaging procedure had the advantage
that a gross error in one of the monitors was easily detected,
When an error of more than ~ 2% was detected, the suspected
number was ignored and QAVG was recomputed using all the
remaining information. Similarly, QBC was ignored when the
High Energy Magnet was in the beam line. By using this technique,
the r. m. s, deviations of the individual monitors from QAVG were
+ 0.5%, except at E | = 1350 MeV where + 1. 0% was observed.
These errors are presumably already included in the random error
deduced from a series of plexiglass target runs (see Appendix VI),
and this error was included in the error bars on all cross sections
measured in this experiment,

The ratio of Q/BC observed at several energies in this
experiment may be of use to future experiments., These ratios are

given in the following table:

E, (meter) Q/BC
660 11,32 + 0,07
750 11,18 + 0,07
850 11.35 + 0,07
950 11,67 + 0,07

1050 11,64 + 0,07
1150 11.79 + 0,07
1350 12,07 + 0,12

The quantameter' calibration constant, UQ, is given by the

relation
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2. 730 18 (21)

UQ = (4, 80 + 0. 14)x /T x 107" MeV/coulomb

where P and T are the absolute pressure and absolute temperature
of the quantameter gas in mm. Hg. and °k respectively. The P/T
ratio appears to fluctuate by + 0. 5% r. m. s. and, in addition, a
gradual drop was observed. The random fluctuation may be due to
non-equilibrium thermal effects (see separate report). (50) The
typical quanfameter gas pressure was 715 mm. Hg. which was well
below atmospheric pressure. Thus the gradual drop must be due to
an absorption or selective leakage process which has never been
understood. In any case, the P/T value for the first period of data
taking (run no. < 700} was 2. 445 + 0, 010, while during the second
period of data taking (run no. > 701) the ratio of P/T was 2.413
0.010, Integrator No, 0628 was always used with the quantameter.
For some early data (run no, < 407), the integrator was used on
scale 3 with a charge/BIP ratio of 2. 225 + 0,005 x 107" coulomb/BIP,
For all later data, the integrator was operated on scale 4 with a
charge/BIP ratio of 2.235 + 0,005 x 10”° coulomb/BIP. The
resulting values for the total energy per QBIP are given in the
following table.

Run Number Total Energy/QBIP
000-407 (0. 1192 + 0. 0007) x 101> Mev/QBIP
408-700 (1. 198 + 0. 007) x 10%3 Mev/QBIP

13

701-1348 - (1,214 + 0, 007) x 107" MeV/QBIP
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The liquid hydrogen is contained within an 0. 005" wall
Mpylar cylinder approximately 3" in diameter. On September 24,
1965, this cup was accidentally broken during the normal cleaning
process (no liquid hydrogen was in the target at the time), The
Mylar cup was replaced by a new one which was approximately the
same diameter, The cup diameter was measured by Mr. Earl
Emery at room temperature with a 15 psi pressure on the inside

of the cup. The results for the two cups are:

run number < 700 3. 003 + 0, 005" diameter

run number > 700 2. 980 + 0, 005" diameter

The diameter of the cup must be reduced by 0. 4% to correct for the
contraction of the Mylar at liquid hydrogen temperature. (51)
The liquid hydrogen in the cup is operated at the boiling
point and a pressure of 0. 5 psi is maintained by a safety check
valve, Under these conditions, the hydrogen temperature is
20. 30°k®®) and its density is 0. 0711 gm/cm®. ¥3) since the
"empty' target runs were taken with hydrogen gas at the same
temperature and pressure, the gas density of 0, 0014 gm/ cm3 (52)
must be subtracted from the liquid hydrogen density to give an
effective density of 0. 0697 gm/ cm3.
The number which is used in the cross section calculation
is NH’ the number of protons per cm2 in one diameter of the 23
hydrogen target. Taking Avogadro's number to be 6, 025 x 10
the atomic weight of hydrogen to be 1. 008 (which assumes that the
deuterium contamination in the liquid hydrogen is small), and the

target parameters discussed above, we find that NH is
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3.162 + 0. 030 x 1023 for run number < 700

Ny = 23
3,138 £ 0,030 x 10™" for run number > 700

The error associated with NH is arbitrarily taken to be + 1% which
includes the errors in geometry and the hydrogen density,
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APPENDIX II. NUCLEAR ABSORPTION

All of the pions detected in this experiment had to pass
through matter including the hydrogen target vacuum jacket, air,
and several counters. Some of the pions incident upon the system
interacted with this matter and were lost. For the purposes of this
experiment, any interaction other than multiple scattering was
defined as nuclear absorption.

The nuclear absorption for several locations of absorbers
was measured. The technique consisted of placing an additional
piece of matter in the path of the pions and noting the difference in
counting rate with the additional absorber in or out of the path. In
order to get sufficient statistics, a plexiglass target was used, and
several runs were taken with absorber in and out. The normal
reproducibility of runs over short times precludes any measurement
to an accuracy better than + 1% of the no absorber rate, The data
taken by this direct technique appear in Table 9,

An improved method of measuring the nuclear absorption
was used for measuring the effects of nuclear absorption in the
counter telescope at the rear of the magnet, For these measure-
ments, a pion was defined by all the counters but the last, A certain
fraction of thc pions defincd in this way did not count in the last
counter. This fraction increased when an additional absorber was
placed just ahead of the last counter. The difference between the
fractional miss rate with and without the additional absorber was
delined as the absorption in the additional absorber. In order to
measure the effect of an absorber placed a long distance from the
last counter, it was necessary to move the last counter further from
couater pi than the normal configuration. Thus some data were
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TABLE 9, Absorption Measurements by Direct Method

Location

Absorber

Momentum = Absorption

At counter S1
- 26 1/2'" ahead of S2

At counter A
87" ahead of 82

At hydrogen target

1" plexiglass

1/2" pl exiglass

3/8"aluminum

300

400

570

570

570

0.073 £ 0,010

0.044 + 0,010

0.038 + 0.010

0.032 + 0. 010

0.039 = 0,010
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TABLE 1G. Absorption Measurements by Improved Meihod

Distance
Absorber
to S2

18"
12"
8 1/2"
8 1/2"
6"
2 1/2"

18"
14"

9 1/4"
g

21/2"

Configuration

long
long
long
normal
normal

normal

long
long
normal
normal

normal

Absorber

1" plexiglass
1" plexiglass
1'" plexiglass
1" plexiglass
1" plexiglass

2" plexiglass

1" plexiglass
1" plexiglass
1" plexiglass
1" plexiglass

1" plexiglass

Momentum

500 MeV/c
500 MeV/c
500 MeV/c
500 MeV/c
500 MeV/c

500 MeV/c

300 MeV/c
300 MeV/c
300 MeV/c
300 MeV/c

300 MeV/c

Absorption

0. 0350 + 0. 0048
0. 0227 + 0, 0044
0.0133 £ 0, 0042
0.0217 + 0, 0024
0,0167 + 0, 0024
0.0359 + 0. 0026

0. 05590 + 0, 0050
0. 0519 + 0. 0032
0.0454 + 0, 0034
0.0390 + 0, 0041

0. 0250 + 0.0044
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taken with two different geometries: one with the last counter in
its normal position 12" behind S1, and one with the last counter
mounled 24" behind counler pi. The statistical accuracy of the
data taken with this technique is greater than for the data taken by
the direct method, however unknown systematic errors may have
entered because of the different geometry and the different event
definition. The data taken by this method in both configurations is
presented in Table 10,

Some data on the interaction of pions with light nuclei
exist in the literature. (54, 55, 56, 57, 58) The main data for pion
momenta comparable to those used in this experiment comes irom
bubble chamber studies., These studies indicate that the o o Az/ 3
law is verified, but that the constant of proportionality varies with
the incident pion momentum. In addition, the majority of the events
are inelastic, This is to be conirasted with the mt p interaction
which is almost entirely elastic at low momenta. The number
obtained from the bubble chamber experiments is called the total
absorption cross section, This cross section includes all events
with a scattering angle greater than a specified cutofi, but it does
not include diffraction scattering,

The dependence of the nuclear absorption on the distance
from the last counter is explained by the fact that the solid angle
for detecting a secondary from an absorption event depends on this
distance. For an absorber at counter S1, the counter system will
accept only those events which scatter less than about 300. This
cutoff is approximately the same as the one used for the total
absorption cross section in the bubble chamber measurements.
Thus the nuclear absorption measurement for absorber placed 26"
from counter S2 can be used to calculate a number for the total
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absorption cross section for pions on plexiglass. The cross section
must be divided by I, the fraction of events due to pions, for the
muons in the beam defined at the rear of the magnet have a much
smaller total cross section. The details of calculation are presented
In Table 11,

In order to calculate the total absorption cross section per
atom for pions on plexiglass (C5 Hy 02), the cross section from each
of the three constituent elements was calculated. The total cross
section for hydrogen was taken from the well known m p total cross
section. (59) The carbon and oxygen cross sections were computed
from the Az/ 3 law and the bubble chamber measurement of o/ crg o 0m.(55)
The measured and expected values of this total absorption cross ’
section are presented in Figure 15, The data and the calculation
agree very well,

The absorption correction which was used for the cross
sections of this experiment was calculated in a similar manner.
First, each piece of matter through which the pions must pass was
reduced to a mass of hydrogen and an equivalent mass of carbon
using the A2/ 3 law. In order to correct for the fact that some of
the secondaries from an absorption event may be counted, an
empirical factor, n, was defined as the ratio of the measured
absorption (from Tables 9 and 10)to the absorption caleculated from
the total cross section. Then the effective mass of each absorber
was defined ag the product of m and the equivalent mass of each
absorber, and the absorption resulting from the total effective mass
of carbon and hydrogen was computed from the total cross sections.
Finally, the absorption was multiplied by the fraction of the events
which are due to pions, assuming that the muons have negligible

total cross section.
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TABLE 11. Calculation of Total Absorption Cross Section
per Atom for Pions Incident on Plexiglass

Measured
Absorption
P in 17
(MeV/c) Plexiglass
300 0,070 £ 0.010
300 0,059 £ 0,005
400 0,044 + 0,010
500 0. 035 + 0. 005
570 0.038 1+ 0,010

(C5H802)
Corrected

O Fraction of t:TT

per atom Pions in per atom
{mb. } Beam (mb.)

259 + 37 0,84 310 + 45
2090 4 17 0. 84 250 &+ 20
162 + 35 0, 87 187 + 40
129 + 18 0. 89 146 + 20
140 + 36 0. 50 156 + 40
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In Table 12 is presented a list of the various absorbers
in the system, the mass of each absorber, the factor n for each
absorber, and the effective mass of each absorber. The fact that
n is statistically consistent with 1. 0 for most of the matter of the
system is evidence that the calculation is correct. Some Inter-
mediate results and the final numerical values for the absorption
as a function of momentum are presented in Table 13, The
absorption correction used for the cross section calculation was
obtained by linear interpolation in this table, Some additional
absorption was added because the pions must pass through a thicker
part of the hydrogen target structure at certain angles. This
additional absorption was 3.0 + 0. 8% at 34° 1ab and 0. 9 + 0. 2% at
40° 1ab. Since only three momenta near 500 MeV/c were used at
these angles, the momentum dependence of the additional absorption
was ignored.

The error of the absorption correction depends directly
on the statistical errors of the absorption measurements. Con-
sidering the fact that measurements were made at a very limited
number of momenta, it is expected that the error in the absorption
correction is + 25% of the correction. This resultsina 1.5 - 3.0%

normalization error in the cross sections.
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TABLE 13. Calculation of Nuclear Absorption Vs. Pion Momentum

m-p+ Iraction

o Absorp- Absorp- m-C of Total
geom tion o _ tion Absorp- events Absorp-
Pr carbon o n-C " TP tion dueto tion
(MeV/c) (mb.) T%eom (%) (mb)* (B (B pions (%)

1

198 330 0.86 5,92 70 1,93 7.8 0,7 6,2

233 330 1.081 7.43 110 3.02 10.45 0.80 8.3

250 330 L1171 8.13 162 4.45 12.58 0.82 10.3
282 330 L.17° 9,13 205 5.63 13.76 0.83 11.4
305 330 1.18' 8.20 190 5.26 13.45 0.84 11.3
332 330 1.041 7,17 158 4.35 11.52 0.85 9.8
354 330 0,961 6.61 135 3.71 10.32 0.85 8.8
376 330 0.95° 6.55 105 2.88 0.43 0.86 8.1
308 330 o0.911 621 90 247 8.68 0.87 .7
522 330 0.82% 5.66 25 0.69 6.35 0,80 5.7
625 330 0.74% 5,10 20 0.50 5.60 0.90 5,0
3

T27 330 0. 66 4, 56 17 0. 47 0,03 0,91 4.5

computed for

0, 458 grams hydrogen
4,16 grams carbon equivalent

Meshkovskii et al. (55)
Interpolated
58)

Cronin et al, 9
Jacob and Chew(5 )

Al N
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APPENDIX Ill. MULTIPLE SCATTERING

Multiple scattering in the matter through which pions pass
affects the results of the experiment in two ways. First, some
events may be scattered ouf of the apertures and lost. In addition,
multiple scattering causes a degrading of the momentum resolution
and angular resolution of the spectrometer.

The loss of events due to scattering out of the apertures
was investigated under the assumption that the spectrum of pions
incident on the spectrometer is independent of angle and momentum,
An analytic calculation verified that these losses are less than 0. 5%
for pion momenta greater than 200 MeV/c. A similar, but less
accurate, result was obtained in a Monte Carlo calculation of
multiple scattering losses in the High Energy Magnet by J. Kilner.

In the 600 MeV/c spectrometer, the momentum of a particle
is defined by the intercept of the particle trajectory and the momentum
counter. Multiple scatiering ahead of the plane of the momentum

(13)

counter causes a smearing of this intercept and results in a wider
momentum resolution function. The effects of muitiple scattering
in an optical system ecan be calculated analytically if first-order
optics and Gaussian muiltiple scattering are assumed. Under these
assumptions, we may calculate the contribution of a scatterer of

thickness ds at the point s along the central ray of the spectrometer

centval
V&b

momentom
counter
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to the uncertainty, dx, in the intercept of the ray with the momentum
counter, The mean square projected scattering angle resulting from
multiple scattering in thickness ds is given by the relation

2 F:ps ds
(de”) = —-—ps)mos
where xo(s) is the radiation length of the scatterer at point s, p and

B are the momentum and velocity of the particle, respectively, and

E DS is the multiple scattering constant for the projected distribution.
EpS is related to the constant, ES, defined by Rossi(eo), by the

relation

]E‘ps = Es/fz = 14. 9 MeV
Since, in the first order approximation, dx and ds are linearly

related, we may write
{d xz) - 1.2 (s) (d 92>

where L (s) is given by the first order magnet theory., Since the
scattering at each point along the trajectory is independent of the
scattering at any other point, we may write the relation for the
total mean square displacement as '

momentum
counter
E 2
2, _Tps L%(s)
hydrogen

target
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The contributions of the various scatterers to this integral are

given in the table below

Scatterer J. LZ(S) d s
x, (s
liquid hydrogen 0.05
hydrogen target structure 4.05
air front 6. 26
center 10, 92
rear 9. 60
counter A 54. 40
counter S1 2,22

Total 87,57 inZ

To relate the root mean square displacement, (dx2 )1/ 2, to a root

d 1
X212
divide by the dispersion of the spectrometer, D = 51. 7 inches,

mean square uncertainty in momentum, - { ( , we must

1/2
dp, 2 _{dx _ ps
((T)Q) ) .______D___o,131

When the multiple scattering is folded into the natural resolution of
the spectrometer, the momentum resolution becomes a function of
the central momentum of the spectrometer. The r.m.s. width of
the momentum resolution at several momenta is given in the table

below
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d
(92,172 (92,172 ((dp2,1/2
P P P
P multiple
(MeV/c) natural scattering total
200 1,10 x 1072 1.63 x 1072 1,94 x 10”2
300 1,10 0. 94 1.45
400 1. 10 0.71 1.31
500 1.10 0, 56 1,23
600 1. 10 0, 46 1. 19

A similar method has been used to calculate the r.m. s,
angular resolution due to muiltiple scattering, The result is:

1/2

(d 82 —0194Eps
- 0.19¢ B2



136
APPENDIX IV, m-u DECAY CORRECTIONS

The decay of the rr+, namely, 7 - p+ v is a problem in
any experiment with a long flight path. In this experiment, as many
as 309 of the pions decay in the 421 cm. distance from the hydrogen
target to counter pi. If the counter system of the spectrometer
were able to distinguish pions from muons, then the decay would
simply reduce the number of events observed. However, since
pions and muons were indistinguishable, some of the muons from
the decay of pions were counted., In general, the muons counted
did not come from pions which had the same momentum that the
spectrometer was set for. Thus the momentum resolution functions
of the spectrometer had long tails due to pions counted indirectly by
the decay process.

The analytic calculation of the number of muons accepted
by the spectrometer is a formidable problem involving multiple
integrals with variable limits. A calculation of this type was per-

(12)

formed by Dixon and Walker. The same calculation can be casily

coded for a digital computer if the Monte Carlo method is used.

(18) and Kilner. (13)

Such programs have been coded by Boyden
The Monte Carlo method was very inefficient and used large
amounts of computer time, In order to obtain accurate resolution
functions, it was necessary to run the Monte Carlo program for a
few points and parameterize the output in such a way that the decay
corrections could be used under a widevariety of kinematic conditions.
In order to make this parameterization, it was assumed that a
resolution function for the central momentum channel could be
written as a function of P and P0 only. This resolution function

gives the solid angle for accepting the decay muon from a pion with
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momentum between P and P + dP and with the magnet set at

momentum Po‘ A table of values of the solid angle for several
PP
values of P and ——P—O was computed by the Monie Carlo program.

Then at fl:xed (P-P )/ P . the solid angle was fit with a quadratic in
PO. The coeff1c1ents of th1s fit are presented in Table 14, The raw
data were computed for P0 = 200, 300, 400, 500 and 600 MeV,

These data, and the value of 40 computed from the {it, are presented
in Figures 16-a - 16-e. The points computed from the fit are
connected by straight lines in these figures, since the trapezoid

rule has been used for doing integrals with these functions,

The Monte Carlo program which was used to calculate the
results of Table 14 was originally written by J. Kilner in
FORTRAN IL (13) This program is described in his thesis. The
program was converted to FORTRAN IV by the program SIFT, then
it was modified to be able to compute results for a nearly vertical
rear aperture counter. Finally, a modification was made to correcily
compute the ofi- symmetiry plane magnet optics in the first order
model, (61)

Three approximations are involved in the use of the
resolution functions presented in Table 14, The {irst is that the
effect of the lab angle of the spectrometer is negligible., The only
place that this angle enters is in the projection of the length of the
illuminated region of the hydrogen target on a plane perpendicular
to the cenfral ray. All the computations were done for
= 45°, The second approximation is that the resolution function

1 b~
it channel can be simply computed from the Monte Carlo

for the i
results for the central channel. Under the assumption that the
fraction of the observed events due to muons in the ith channel with

momentum Bi is the same as the fraction of events due to muons
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TABLE 14. Resolution Function for Pions

Counted by n-1 Decay Process*

P-P_ P-P_ P-P_ , PP
sa(—p—) = A(p—) + P B(5—) + P~ Cl-p—)
Q Q . 0 Q
P-P_ A(P— PO) B(p- P, ) C(P-PO)
PO PO PO PO
~0. 210 0.3789 x 10°° -0. 1696 x 1077 0.1804 x 10™ 20
~0.180  0.3684 x 107° -0, 1649 x 1077 0. 1754 x 10”109
-0, 150 0. 2177 x 10”2 -0, 8289 x 107" 0.7780 x 107 1°
-0.120  0.2708 » 1072 ~0,9321 % 1077 0.8075 x 10~ 10
~0. 090 0. 3332 x 107 -0,9218 x 1077 0.7159 x 10710
~0. 060 0.1761 x 107 % 0.3500 x 1077 -0.8357 x 10”0
-0. 045 0.1279 x 10°% 0.8415 x 1077 -0.1355 x 107
-0, 030 0.5264 x 10°% ~0.4960 x 10”7 0.3000 x 10”11
-0, 015 0, 9100 x 10™* -0, 1454 x 107° 0.1335 x 10”
0. 000 0. 4559 x 10”2 0.5426 x 1077 -0,1024 x 10°°
0. 015 0.3506 x 10~ % 0.1964 x 10" -0.4764 x 107
0. 030 0, 4990 x 1072 _0.3524 x 1077 -0.3221 x 1071°
0.045  -0,1481 x 107% 02197 x 10°°  -0.2860 x 107"
0. 060 0.3823 x 104 -0, 5499 x 1077 0. 2571 x 10710
0. 090 0.5439 x 10”2 ~0.1595 x 10°° 0.1382 x 1077
0.120 -0, 5887 x 107° 0.1173x 108 -0.1611 x 1077
0. 150 0.2993 x 10~2 ~0. 7438 x 107" 0. 5671 x 10~ 10
0. 180 0.1329 x 107% 0.2618 x 1077 0.2187 x 10719
0. 210 0.2091 x 10”2 -0.7228 % 107" 0. 7699 x 10”10
0. 240 0.9166 x 107° 0.5345 x 10"7  -0.8128 x 10710
0. 270 0.3046 x 1072 20,1173 x 1078 . 0.1285 x 1077

* computed for 3. 0" x 9, 50" aperture counter
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in the central channel if the central momentum were set to 'ﬁi, we
find that the decay part of the resolution function for the ith channel
may be written as

p-p;  (a0ap/p )i PP _ P g o
A0( oy ) = (AQAp/po)central [A( D, )+ by B(—I—}O—) + (pi) (_50_)]

where T)i is the mean momentum of the ith channel, p_ is the central
momentum of the spectrometer, the coefficients

P=py p; P-p, _ _
Al p—-) , B({ -p—), and C( p—) are defined in Table 14, and the
0 0 0

values of (A Ap/ po) for the various channels are given in Table 2.
The final approximation is that the resolution functions are proportion-~
al to the area of the aperture counter. This approximation is
necessary because the resolution functions were computed for a
3.0" x 9, 50" aperture counter in the early days of the experiment,
The size of this counter was changed to 2, 75" x 9, 50" before any
final data was taken. The correction factor %-5—5 = 0, 9167 has been
used to correct the coefficients of Table 14 for all the cross sections
computed in this experiment,

To compute total resolution functions from the resolution
functions caiculated for particles which do not decay, we first
multiply the no decay resolution functions by a factor which gives the
fraction of the pions which do not decay in the magnet. Then we add
the resolution function calculated from the coefficients of Table 14,
Some summarized results of this caleculation are presented in
Figure 17. The fraction of pions counted by the process m~»u + v
is computed from the trapezoid rule area of the resolution functions

of Table 15, A constant cutoff at (P- Po)/ Po = +0, 27 has been used
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as well as the correction for the smaller aperture counter. The
statistical error in the area of the resolution function is + 0. 3%

of the fotal resolution function, Including the various approximations
used, the decay calculation introduces a + 1% error into the area of
the total resolution functions, The decay resolution function also
adds a "long tail' to the total resolution function which causes
significant errors when the effects of finite resolution are considered.

These effects are discussed separately in Section V-B,
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APPENDIX V. RESOLUTION CALCULATIONS

The angular resolution of the 600 MeV/c¢ spectrometer
depends on the size of the hydrogen target cup, the size of the
beam spot, the size of the aperture counter, the lab angle of the
spectrometer, the central momentum of the spectrometer, and
the spectrometer optical properties. The angular resolution
functions were computed assuming a uniform beam spot and
ignoring effects of pion decay and nuclear scattering. The results
of this computation for two typical cases are shown in Figure 18.
The eifects of multiple scattering discussed in Appendix III have

been included.
The momentum resolution functions were calculated for

the parameters of each data point, For this calculation the
resolution functions of Figure 3 were used as input data and the
effects of pion decay and multiple scattering were included. Since,
in the cross section computation, the angular resolution in 6* was
assumed to be a deita function, whereas the k resolution was
treated correctly, a correction was made to the momentum
resolution functions to include the effect of finite angular resolution
on the photon energy resolution. This correction was made by
converting the angular resolution functions discussed above into
effective momentum resolution functions by the relation

P-P
0

1
PO PO

~

k/26
k/3P (6 - 60)

[oTaTe 2]

Then these effective momentum resolution functions were folded
info the momenfum resolution functions for the spectrometer after
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the multiple scattering and decay effects were calculated. Two
examples of the total resolution functions are given in Figure 19.
Typically, the angular resolution correction increased the width
of the total resolution functions by 10 - 20%.

The r.m, s, resolution in photon energy, Akr. m, s, * Was
computed from the total momentum resolution functions for each
point, Since the effecis of the long tails which result from pion
decay were corrected by the unfolding process (see Section V-B),
the pion decay part of the momentum resolution functions was
ignored for the calculation of the photon energy resolution, The
values of the r. m. s. resolution obtained are presented in Figure 20.
For comparigon purposes, the valucs of the rcsolution obtained by
S. Ecklund(g) are also shown.

The reasons for calculating the momentum resolution
function in great detail while ignoring effects of resolution in §*
were threefold. First, the momeniwn resolution function is
weighted by B(k, EO) in the cross section calculation and for a
few measurements where K was very close to E o’ & delta function
approximation to the momentum resolution function was not accurate
enough, Second, the excitation curves of Section IV-1) would not be
expected to fit the data unless the photon energy resclution was
accurately computed. Finally, at the start of the experiment, it
was hoped that a successful method for unfolding the photon energy
resolution could be found and it was assumed that accurate resolution
functions would be required for this purpose. This final reason did
not work out in practice (see Section V- B).
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APPENDIX VI, PLEXIGLASS TARGET CALIBRATION RUNS

During the second period of data taking, a series of tests
was made to determine the reproducibility of results obtained by
this experiment. For these tests, the hydrogen target was
replaced by a piece of '"Plexiglass G" of the same dimensions
as the hydrogen target appendix, The kinematic conditions were

set up as follows:

E, 850, MeV (meter)
P 573. MeV/c (magnetometer frequency
68, 26 me.)
)
ela.b 51.0

These settings would yield the results for single pion photo-
production at a photon energy of 775 MeV and a center-of-mass
pion angle of 76° if the target were free protons. Except for the
plexiglass target, the kinematic conditions were thus typical of
those used during the experiment.

A plexiglass target calibration run was taken every few
days during the second period of data taking, The runs were made
with the same synchroiron operating conditions as any normal
run. The quantameter calibration procedure used for the normal
runs was also followed with one exception, namely, the beam
cateher ion chamber was assumed to be stable for the entire
period of the experiment and a value of Q/BC of 12. 68 was used
for all runs. The data obtained in 18 plexiglass target runs are
presented in Table 15, These dataare also plotted versus run number

in Figure 21.
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It is immediately obvious that these runs are not consistent
with the hypothesis that the only errors result from the counting
statistics. Deviations of this magnitude should occur approximately
one time in 104. Thus we must assume that there is some other
effect which caused the inconsistencies. In the table below are
presented the values of the variance of n/Q obtained using the
various beam monitors as well as the "additional r. m. s. error”
which is due to errors other than counting statistics.

counting additional
variance statistics rms error

w/QTC 1. 98% 1.23% - 1. 55%
/Q40 2, 36% 1. 23% 2. 07%
7/QBC 2, 07% 1.23% 1.66%

m/QAVG 2. 06% 1.23% 1.65%

Figure 20 leads us to look for a slow variation which could
take place with a period of several days. Because lhe singles rates
from a lucite target are much higher than those obtained with
hydrogen target, it is possible that accidentals or dead time effects
| could cause the observed discrepancies. However, a study showed
that the variation in T!'+/ Q is not correlated with the average beam
intensity. The efficiency of the fan counters might also have
fluctuated since these were checked at only infrequent intervals.
However, if we assume that the fraction of events which are vetoed
by F + V should be a constant, we can compute the variations
expected from the fact that the fractional F + V veto rate was not
constant. The fractional F + V veto rate is given in Table 15, as
well as the expected variation in TT+/QA.VG due to this effect.
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However, the plot of the expected variation vs. run number shown
in Figure 20 clearly shows that this effect is not correlated with
the observed fluctuations in ‘IT+/ QAVG. The pion and proton
separation logic in the spectirometer was also shown to be constant
to the order of 0. 2%.

The beam monitoring was not completely consistent. How-
ever, the fact that the values at m/QTC and m/QBC are consistent
to better than 0. 5% r, m. s. indicates that the beam monitoring
system was not responsible for the major part of the inconsistencies.

There remains the possibility that the plexiglass target
was dimensionally unstable or absorbed water from the atmosphere,
However, data from the manufacturer's catalog indicate that both
these effects could contribute less than 0, 3% variations in the n+
rate,

The most likely reason for the discrepancy is that the
cross section for w photoproduction from free protons is changing
rapidly with energy near the kinematic point chosen for the plexi-~
glass runs. The slope of the yield vs. momentum curve can be
obtained by looking at the observed yieid in the various momentum
channels. From this effect, we ohserve that an 0. 25% r. m. s.
momentum variation can cause the observed 1. 65% r.m. s, variation
in yicld, The variation of momentum calibration is due to the
motion of the beam centroid. An 0, 11 inch r, m, s. motion of the
peam centroid could cause the observed effcet. Since the vertical
position of the beam centroid is not under the control of the experi-
menter, this motion can exlst. However, this much motion seems
to be inconsistent with polaroid beam pictures taken each day.
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Another possibilify arising from the rapid variation of
the cross section with kinematics is that the momentum of the
spectrometer was constant but the synchrotron energy changed.
A test run was made with Eo = 890 MeV, or 40 MeV higher than
the normal runs. This test yielded the result of 88.0 + 1.4
pions/QBIP. This amounts to an 8.5 + 2. 0% increase in the
yield for a 40 MeV change in E o If the end point energy is
responsible for all the fluctuations observed, then E0 must be
drifting by 0,9% r.m.s.. This much drift is also unreasonable.
The conclusion drawn from the plexiglass target cali-
bration runs is that there is a random error in the yields in addition
to the counting statistics., This error can be the result of the
compounding of a large number of smaller errors in many separate
components including the beam monitoring, the momentum cali-
bration, the synchrotron energy, and the operation of the electronics.
On the basis of these runs, a random error of 1. 65% was folded into
the counting statistics of each run when the error bars on cross

sections were computed,
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