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 ABSTRACT

The refracti've. index, for ‘>\Na = 5893 A, of dense fluid argon was
measured by the determination of the angle of minimum deviation. The
study covered states from 133 to 173°K for pressures 20 to 100 atm.
‘The density data of J. lLevelt were used to calculate values of the
Lorentz-Lorenz function for these states.

A prism cell with 1/4" diameter s‘apphire windows in a cryo-
stat was used to contain the sample. The cell tefnpe:ature was measur-
ed to % 0.015°K and controlled to + 0,001°K. The pressure was
measured with a gage calibrated against a dead weight trester. tol % 0.06%.

| In a detailed study of the critical region the Lorentz-Lorenz
function was used to find the difference between coexisting gas -
liquid densities, and the critical coefficient resultiﬁg from this work
is p = 0.361, The critical temperature was varied to find the best fit
of the experimenté,l data to a linéar eciua.tion for the criticai coefficient;
the value, TC = 150, 704°K, is significantly different from the accepted

v/alue, 150. 86°K. Values of ne = 1.0859 and P = 48,18 atm. were

C
also determined, The measuremehts on the coexistence curve outi,side
the critical region yielded an average gas value of (I.,-L)CT = 4,152
cc/mole. The average liquid value is 4.213 cc/mole. .;I‘heré are no
indications of-an é,nomalous valuc at the critical point. The values of
L-L on the eight isotherms between 133 and 173°K show a sharp peak

near the critical point, 2. l%vmaximum, but this is within the experi-

mental uncertainty.
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I. INTRODUCTION

Much has be‘en written in recent years on the theoretical and
experimental attempts to understand the complicated
states of matter known as fluids, liquids, and dense gases, The
present experimental investigation of the refractive index of fluid
argon is an additional investigation in this area. The refractive index
itself is an intensive property which has ma;xy uses, but when used in
the Lorentz-Lorenz function it provides a tool for investigating the
" ﬁqolecular structure of fluids.

The refraction of light at the interface of two transparent media_ |
is an example of coherent or Rayleigh scattering. The oscillating
electric field of the light wave causes the dipoles’in the medium,
induced or permanent, £o emit radiation of the same frequency but out
of bhase with the incident light. The ratio of the velocity of the
incident wave to the velocity of the wave i‘esulting from the phase
combination is callled the_relati\{e refractive index. ' When the first
rﬁedium is a vacuum where the velocity of light is ¢, then the refrac-
tive index is n = c/v. ‘This relation also comes directly from Maxwell's
equations which show that v = c//eu where € is the dielectric constant
and [ the magne_tic permeability.

The major interest in the study of light refraction is the dipoles
that pro;ﬂ.\uce the secondary radiation. Tl‘le, sxiitability of argon for this’
study results nbt oniy from the simplicity of its treatment in the liquid

state thedries but also from the simplicity of the dipolesthat it exhibits.
The spherical symmetry of the argonatom, or molecule, limits the

dipoles toinduced dipoles. In general the polarizability ofamolecule is



given by

p=éyE , (1)
Here ; is the dipole moment vector, E the electric field vector, an&
d the polarizability tensor. It is possible to formulate an explicit
relation for the polarizability using quantum mechanics, -but as yet the
calculations to produce accurate results can not be carried out.

The calculation of the polarizability in quantum mechanics shows
that 6.0 should depend only on the frequgncy of radiation. For non-polar
molecules and for all molecules acted on by a light wave the only
polarizability of importancé is electronic polarizability, Since the
polarizability depends on the frequency: a correction must be made in
order to use the theoretical developments or experimental measure-
ments of the static dielectric constant in connectioh-with the refractive
index. This correction is called the dispersion correction, and experi-
mental measurements show that the polarizability has a 1.8% increase
between zero frequency and the frequency of visible light.

In order to investigate the refractive index of dense fluids the
polarizability of an atom in a many body environment is needed. At
present only a qualita_ti\?e picture of the density dependence of t’he
polarizability is available frém theoretical considerations. When
starting at low density, on increasing the d'ensity the molecule is
effected by the attractive forces of the electronic field of the neighbor-
ing molecules, and its electrons are spread out, and the polarizability
is increased." Oh further increasing the density the molecules become o
closely packed and experience repulsive forces. This repulsion

causes a contraction of the electron shells and, thereby, a decrease in
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polarizability. | A quantum mechanical calculation has been carried
out for helium and the result used diriectl‘y with argon for lack of
better information, (1)

In most instances the usefulness of thé refractive index is its
ability to indicate, indirectly, something about the state or structure
of the material under cbnsideration. In order to do this it is necess-
ary to find the polarizability and electric field which produce the di-
 pole in the many body environment. The dipole moment of molecule
(1)

i is then

p; = 4, (D-zk#l Tik. pk) v . (2)
d. - polarizability tensor of i

- electric displacement vector in the medium
-3
(

= Ol

=z _ ~ . — — 2
g =V Vi (M rgd = ey T(U-Brge g /ey )

1

K - dipole moment of molecule k

gl

"This equafion expresses the fact that the electric field pro-
ducing the dipole in i is madevup of D, the electric displacement
vector due to the external field, and the electric fiela at i produced
by the induced dipoles of the surrounding molecules, k. This equation
is ‘valid for non-polaf, spherical moiecules (isotropic polarizability)

" in a uniform electric field. It only accounts for the dipole part of the
multiple interac‘:tions. As written it applies to a static electric field,
but it can also be £ormulated_for. an electromagnetic field of 0ptica]..

(2) (3)

frequency as shown by Yvon' ', Munster ', and Mazur(4). In this

: ' . . Loz i . .= dwt
case the electric field is Eoelwt, and the dipole moment is pie1 .

This approach is mathematically more complicated and can be
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generalized from the static field case,

(2) (5)

Yvon and Kirkwood saw that in order to obtain macro-

scopic results it was necessary to find the average moment _f): They

carried through the solution for the average field contributed by the

.surrounding nnolécules, >—' 'f‘ik- Ek' They both solvedthe problem for con~
k #i |
(1)

extended itto account for the variation

(6) (5)

stant polarizvability (ii, but Mazur
of polarizability with density based on Jansen's' ' work., Kirkwood
showed that when the statistical fluctuations away from the mean value

are zero, the original Lorentz—Lorenz relation is rigorously valid,

using the average polarizability,

n?-1 1 _ 4 - ' -

> —=zma (3a)
n +2 '

e-111 4 —

(?FZ)E"E"“ - Bp

Equation (3a) is the Lorentz-Lorenz equation, and (3b) is the older
Cla.usiué-Mossotti equatioﬁ for the static dielectric ccv>nstant.,

Equati‘on (32) was first derived by H. A, Lorentz for a continuum.
He considered a continuum surrounding a small sphere that contained
molecules in a cubic lé.ttice. L. Lorenz derived a similar relation

about the same time using the solid elastic theory of light, One signi-

. : 2 . ‘
ficant aspect of equation (3) is the assertion that thc quantity EZ——I -1
: ‘ n +2

is independent of thc thermodynamic state. Most of the analysis of the
experimental data is devoted to an investigation of equations (3), and the

following equation is added only to show the direction that an extension



of the theory would follow.

The more complete equation was first developed by Yvon(z).

2 co (2)(1' )
n“-1 1 4 2 g 12
—=z=wa, | l+as lbwp | —————— dr. . +
(nz_z) R o[ 0 i 4 12
. Ti2
2 2 -3 -3 2 3= = o
620’ [, e B0ty [fEL T T - @)

@z, 28?7, ] a6
g. (rl, rz)g (rz, r3) d:c-ldr2
In this equation pis the number density; g(z)(rlz) is the pair radial

(2)(}’1, ';2) the probability of finding any molecule

distribution function; g
1 in d-;l around ;1 and any molecule 2 in d?z around ?2; v is the angle
between 2 and 3., The factor 16 GS appears in this equation instead of
theftlxsual 8 o.2 to account for the density dependence of the scalar polar-
izability of an isolated molecule. In order to make use of eqﬁation (4)
the radial distribgtion function is needed, It can be obtained from
| eifher x-ray defraction data or estimated from the potential function
for argbn. Some values for g(r) are available from the work of
Mikolaj{ "), but this aspect will not be pursued.

(1, 4, 5, 8 to use equation

; There have béen several attempts
(4) to calculate directly the density behavior of L - L. Nearly all of
these calculations used an intermolecular potential function to find the
radial distribution function. Tﬁe earlier calculations of Kirkwood(S)
and D_e‘Boer(S) showed the correct qualitative behavior, but the deﬁsity
dependence waé oniy half the experimental value. Later Mazur(l)

showed that the density dependence of the polarizability contributed an

additional half. L- L refers to the left side of Egs. (3) and (4).
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There are a number of published measurements of both the
dielectric constant and the refractive index for argon. Most of these
are ‘a;t room temperéture and near atmospher.ic pressure., Michels

(9

measured n at 25°C for pressures up to 2300 atm.

(10)

and Botzen
Orcutt and Cole pfesented very precise results for the dielectric
conété.nt at 50, 100, and 150°C for pressures 2.to 100 atm. Very few
measurements have been made on liquid argon at low temperatures.
‘Amey and Cole(ll')‘measured the dielectric constant at the melting and
' no1;ma1 boiling points, 84 and 87°K, for argon, and Sniith(lz) reported
the refractive index of liquid argon near the triple point 84°K.

At this time a é,omplete investigation of the refractive index of
-the dense fluid region for argon has not been published. The present
- study includes states from near the boiling point to-above the critical
point. This will fill in the unstudied region and make available a
complete picture of the dielectric properties of argon from the solid
region to the highe]i.' temperature gas reéion. )

Of major interest in this area is the ability of equation (3) to
describe the behavior of materials. Thé expanded theory says that
'L~ L is not a constant charactebristicv of each material and that the
deviations are density dependent., Therefore, the L - L. values are
plotted versus d'ensity for an isotherm. ' The data are separated by
isotherms since althoug-h the theory shows an independence of temper-
ature, this has not been established experimentally. If t};is same
procedure is followed along the vapor pressure-temperature curve,
additional consideratiox‘ls are introduced, For these states the density

and temperature must vary together, Therefore, a plot of L~ L
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versu‘sv p is not independent of temperature. At each state though, the
corresponding gas and liquid values of L-L represent a change in the
density at constant temperature. There have been some theoretical
estimations of the change in L ~ L that would occur during isothermnal
compression, but no definite answer has yet been put forth.

In any case as the temperature approaches the critical temper-

ature, the gas and liquid densities approach the same value, From
this it could be inferred that L -~ L. values should behave the same .Way.
But, the fact that this is the critical region means additional problems.
It is well known that at the critical point opalescence occurs, and this
indicates clusters or density inhorno‘geneities comparable to the wave
length of light, 5000 A, This molecular ordering has a much longer
range than normally found in liquids, 4 to 7 A. At the critical poinf
one can not measure the bulk phase refractive index due to scattering
of the light., There would seem to be some sort of transition region,
a range of temperatures during which the range of molecular order
would increa.se to the cluster size of the critical opalescence. The
L - L relation given in (3) clearly should not hold since it assumes’
complete disorder.‘

' The fluctuations of local density away from the bulk density are
accentuated near the critical point,anddp/dP bec.omes very large in
this region. The large value of this derivative causes a large variation
of density with the h‘,‘eight in the cell, and this leads directly to question-
ing PVT measurements performed in this region. Experimental
measurements of light scattering and variation of density with height

both yield the same magnitude for the clusters or density fluctuations.
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Schmidt(l3) shows that for CO2 at the critical pressure and within
= 0. OO7OK of the critical temperature the density gradient is approxi;-

mately 1% per 1 mm. Cataldi's‘t%)

light scattering measurements on
ethylene show that = 0, 25° from the critical temperature clusters
exist of 600 molecular diameters. |

The lack of experimental measurements on argon for this regioﬁ
means that the above discussion can be used only to indicate qualitative-
ly the belhavior expected, The uncertainties in density and in the
theoretical significance .of the L - L function in an inhomogeneous system
mean that a measurement of L.~ L. in this region'i‘s at best uncertain and
at worst invalid, Many of these same considerations must be applied
to states in the one phase region near the critical poinf. “

Since this investigafion dealt only with measurements of the
index of refraction, densities obtained from an independent determin-
ation are necessary to calculate the L - L function. The best available

density data are those of J. M, H. Levelt(lS)

measured at Amsterdam in
1958; the accuracy of these results is discussed beiow with the
experimental results. She gave the densities for the gas and the liquid
along the gas-liquid coexistence curve from 120°K to_lBOOK. She also
present'ed data for the density of fluid argon from 130°K to room temper-
ature. In order to make full use of the accuracy of her wdrk it was
’ decided to correlate the states s’tudi‘ed by refractive index to the states
for which Leveltpreéented density data.

- The refractive index of coexisting gas and liquid argon was

measured using the method of the angle of minimum deviation for

states from 85°K to 150°K, Special emphasis was placed on the states
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near the critical point, 150, 704°K, Eight isotherms in the fluid region
from 133°K to 173°K were studied fo:l.' pressures to 100 atm. These
isotherms are the same as studied by Levelt -140°, -135°, -125°,
-1200, -1 10°, and -100°C. The density values of Levelt were then
used to calculate the L - L function for each state,

" One additional theory was investigated with the experimental

(16)

data. This is an attempt to determine the exponent in the equation
- = B ,

Here Py, is the density of the liquid, and oG the density of the gas in

equilibrium along the coexistence curve. TC is the critical temper-

ature. This equation expresses the experimental fact that the densities

of the two phases become equal at the critical point, and the equation

attempts to find the functional form for the approach to the critical

point. The theory actually predicts a functional form(”)
B =lim [lnlp, -pg)/1n(T-T)] (6)
T-Tg

As discussed by Uhlenbeck(la) and Fisher(lg)\, the value of p from the
van der Waals theory is 1/2, The van der Waals theqry uses long
range attractive forces between the molecules, a.rang.e proven to be
incorrect. The Ising lattice model which uses short range forces
yields a value of B in the range 0.303 to 0.312. Experimental PVT
determinations of p for suc.h substances as He, Xe, and Cbz yield -
values from 0. 33 to 0. 36.

Refractive index measurements in the region of the critical
temperature can provide a further experimental determination of f.

In order to use the refractive index measurements the Lorentz-Lorenz
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function must apply in this region, From (3) follows (7)

nz-l %wa 0 ' {7

n +2

and n gives a direct measure of p, Then in order to use (5) or (6) it
must be assumed or proved that EL = _O‘-G at each temperature., The
last‘assumption is questionable, but it is used here to calculate B for
the argon system,

A more coxhplete functional form for P, Pq wbula be

PL " Pg

~ and these additional terms would be necessary as TC- T becomes

_ B 2
-BO(TC-T) [1+B1(TC-T)+B2(TC'T) +-oo]’(8.)

larger. .An attempt was also made to investigate this equation. In
addition, since the critical temperature is read from a large scale
plot of the experimental data, this is subject to uncertainty. There-
fore, it was desired to determine how small variations in T o effected

the fit of equationvs (5) and (8) and the value of B.
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II. EXPERIMENTAL DETAILS

. A, Optics
The basic experimental technique is to fill a prismatic cell with
argon and to measure the angle of minimum deviation D along with the

temperature and pressure. From the angle D the refractive index n

can be determined from the following formula(zo)
_ o1 . 1 -
n-31n-2-(A+D)/ sin 5 A (9)

A is the angle between the prism faces. The cell was made from

70 - 30 coi:per-nickel alloy rod 5/8" in diameter and 0. 650" long. Two
faces were cut at 45° as shown in Figure 1, and two sapphire optical
flats 0.254" in diameter by 0. 090" thick were set into flanges. The
angle between the faces is approximateiy 45°  The sample chamber is
0.214" in diameter by 0, 350" in length. The sapphire windows were
brazed into the cell by Eitel-McCull‘ough Inc. This manufacturer
quotes a pressure limit of 10,000 psi on this assembly; 1,500 psi

was the experimental limit used. A 1/16" dial;neter stainless steel

. tube was brazed in when the windows were attached. The cell was
completely sealed in this operation, and no leakage has occurred. This
design avoids the leaicage problém of the older cell, which employed
low temperature, high pressure, mechanical seals. The new cell was
positioned in the c.ryostat as shown in Figure 2; The cryostat is the

same as described by Abbiss(zu

. The cell is supported and positioned
by al/16" diameter Bakelite rod which rests on the radiation shield.
The cryostat.was positioned at the center of a Gaertner spectro-

meter model L114, It was not feasible to rotate the cryostat in the
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determination of the angle of minimum deviation so the spectrometer
was rotated instead. " For the first runs up through B-3 the spectro-
méter was mounted on a 7' diameter thrust bearing. Later the |
spectrometer was disassembled, and the two telescope arme were
mounted to rotate around a central housing. This mounting which
used a pair of matched super-pfecision bearings for each telescope
shaft provides maximum concentricity for rotatio;l of the two tele-
scopes, This'housing was bolted directly to a surface plate. The
cryostat support was made from 4'" x 4" H-beams‘ and aiéo bolted to
the surface plate. This arrangement improved the rigidity of the
épparatus, but most importantly it improved the ability to maintain the
alignment between the cell and the spectrometer. The only part of the
spectrometer changed was the base mounting. All the original scales
and the telescope mountings were retained. The new arra.ngemént
improved the abilit.y to position the cell in the plane of rotation of the
’telesc0pe‘s. This new assembly is shown in Figure 3. A sodium
vapor lamp, wave 'length‘5893 A, illuminating an adjustable slit on the
collimating telescope was used as a light source for all measurements,

The procedure to éet up and operate the spectrometer given by

(22)

Houston v;}a.s used in this work. The telescopes were adjusted so

that the axes were co-planar and perpendicular to the axis of rotation
of the spectrometer. Before the cell was enclosed in the cryostat it

waé determined that the lines normal to the cell windows wel;e in .the

same plane. The prism angle. A was determined from the angle of

minimum deviation for water, A = 44018. 57"+ 0,40'., Details of this

determination are given'in Appendix A, As discussed in Appendix A,
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the uncertainty in D at a 95% confidence level is # 0, 26",

After the cfyovstat c.ontainin‘g the cell was positioned ‘avi: the a.icis
of the spectrometer, the Gauss eyepiece in the viewing telescope was
used to align the cgll in the plane of rotatioﬁ of the telescopes. This
must be done so that fhé prism faces, cell windows, are perpendicular
to thé axis of the telescope and parallel to the axis of rotation. Then
the angle measured by the telescope is in the same plane as the angle
of minimum deviation, T:h‘i's alignment was achieved to 10', and this
introduced an error in n of less than 0.001%. No error is introduced
into the angle of D measured by this techniqﬁe even if the cell is nét at
the axis of rotation. This assumes that the light after refraction is
~ focused at the cross hairs of the viewing telescope.

| ASince btl‘ae cell was surrounded by a vacuum during the measure-
ment, the refractive index measured is the true refractive indéx and
| not relative to air, The error introduced by the cryostat windows |
between the surrounding air and the vacuum was negligible. | Althoﬁgh

they are not optical flats, the density of air is very small.

B. Temperature
The cryostat used is shown in Figure 2 and was described by

(21), The liquid nitrogen reservoir was kept filled to a 1"

Abbiss
depth‘ by a differentialrexpansion level F:ohtroller. This level main--
tained a uniform heat sink and kept condensation from the outside walls
of the cryostat, The jacket and i.nn‘er chamber were pumped to a high

vacuum with a diffusion pump. It was found that a vacuum greater

than 1 x 10-'4 mm Hg was sufficient for good temperature control.
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The volume insidé the controlied temperature radiati;)n shield
Was evacuated with. ei.ther a meéha.nica;l pump or a diffusion pu,mp. For
all the measurements except those near the critical point the vacuum of.
3or4x 1073 mm. Hg produced by a mechanical pump was used. This
increased the heat loss fz"om the‘ cell and gave better temperature
control.

The terﬁperature control scheme was much the same as

(23, 24) (21), The control point for

described by Honeywell and Abbiss
the copper-constantan thermocouple attached to the radiation vsh.ield
was set 2 or 3 degrees below the temperature at which the cell was to
be controlled. The difference in e.m. f. between the set point and the
thérmocouple was fed consecutively to an amplifier D, C. power"supply.
This power suppl-y supplied current to the heater wire attached to the
radiation shield. The vacuum surrounding the cell and temperature
difference between the cell and shield could be adjusted to suit the
tﬁermodynamic state being investigated. |

The heater on the shield was made from 45" of 0. 010" c0ppei--
nickel wire of about 12.5 Q. Approximately 0.2 amperes were required
‘to maintain temperature control for the range of temperatures studied,
130° to 175°K._ As in all applications where an electric heater is
surrounded by a vacuum, care was taken to insure good thermal contact
to the shield. The heater wire was placed over cigarette paper and’
secured with General Electric Adhesive and Insulating Varnish #7031.
The connection to the 0, 010" c0p.per wire lead was made in contact

with the shield, The lead wires were thermally anchored to.the liquid

nitrogen reservoir before passing out of the vacuum chamber through a
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lucite plug in an Edwards vacuum fitting,

The temperéture of the sample cell was measured and controlled
from a platinum resistan.ce thermometer fitted at the back edge of the
cell. The current through the thermometer was determined from the
potential drop across a 10Q standard resis‘cér. The potential corres—-‘
ponding to the desired resistance was set on a Leeds and Northrup
Wenner potentiometer., The difference in potential between the ther-
mornetei' and the W‘enner was fed to the D. C. amplifier-controller
>system that duplicated the shield control system.

(25)

This thermometer is No, 4 in the series discussed by Knobler

(24)

and Honeywell It has an ice point resistance of 100, 04718Q
(273.’150K) and was calibrated-ovexl the range 75° to 3OOOK. The
thermometer calibration used degrees K (NBS 1955) for which the ice . -
péint of water is 273.15°K =‘OOC. |

The thermometer calibration as prep‘a‘/red by Dr, Knobler is
considered accurate to = 0.005°K. This acvcura‘cy was coupled with the
uhcértainty in the potential measurement. A small additional uncer-
tainty was introduced by the comparison of the Wenner to the Leecis
and Northrup K-3 potentiometer, used to measure thé potenfial drop
across the 10Q standard resistance. A total absoiute uﬂéertainty of
0. OlSOK is claimed for all temp‘eraturés rﬁeasured_. The stabilitf
of control achieved by the control s‘yvs}tem for all measurements exéépt
near the critical poiht was aLt least an oz;derf of magnitude better than
the absolute uncertainty.

The thermometer was embedded in a groove at the back edge of

the cell and was held in place by Woods metal. Copper wire, 0.002"
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was used for the four thermometer leads. These were anchored to the
c.ell, coiled above the cell, and anchored to the top of the ra.diation.
shield chamber. This ar.rangement was used to minimize the heat flow
along the wires. The maximum gradient along the wires was the
: difference between the cell and radiétion shield. An aluminum foil
radiation shield was placed over the thermometer to eliminate radiatioﬁ
and convection losses from the ends that exteniie_d past the edge of the
cell, |

| The heater on the cell was made from 6 5/16'" of 0,003" copper-
nickel wire with a resistance of approximately 18Q, The wire was
arranged on the cell to achieve uniform heat input and cemented in place
with G. E. varnish,. The lead in wire was the same as'used for the
shield, 0. 610 Cu. A current of 0.010 to 0.015 amps. was sufficient
'to control.-the cell temperature under most operating conditidhs.

The lead in wires for the cell heater were éoiied above the cell

%.nd anchored to the top of the shield chamber. As shown in Figure 2,
the sample inlet line was coiled above the cell inside the radiation |
shield chamber. This was done to minimize heat conduction along the
inlet line to the cell. On the inlet line above the shield chamber a 10Q
electrical heater 0.165" in diameter w.as placed. This could. be used to
control the temperature gradient in the coil above the celi. Thermo-
couples were placed at the mid point of the coiled inlet line and just "
above the heater on fhe iniet line. Under normal operation the heater
on the inlet line was not used, and the temperaturé of the mid point of
the coil above the cell was approximately the same as the shiéld

temperature. All the wires from inside the shield chamber were -
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bfought out of the vacuum chamber through a lucite plﬁg in an Ed.véards |
fitting, |
In order to achie\fe linear response at the correct contrdl
current from the b. C. power supply, external power dissipation
- resistors were added to both the shield heater and the cell heater cir-
cuits. A series of resistors and switches provided for adjustment of

the resistance to the control setting.

C. Pressure

The pressure of the argon gas in the s'arhple ceﬂll was measured
with a Texas .Instruments Precision Pressui‘e Gage co.nnected' directly
into the sample line. The gage indicates the pressure from the deﬂec-
tion of a Bourdon tube. The Bourdon tube does not perform any
mechanical work except to rotate a small mirror attached to the end,
The pressure gage was calibrated against a Hart Balénce dead weight
tester described by Honeywe11(24)° The details of the calibration and
the experimental data are given in Appendix B. As shown there, the
limits of accuracy placed on the pressure measurements at a 95%
confidence level are = 0, 06%.

With the pressure gage hookedldirectly into the argon sai'nple
line a continuous indication of the pressure was available. The .argon
pressure was generated by condensing argon from the sﬁpply cylinder
into a pressure bomb at liquid nitr‘oge‘n temperatui'e. After wa.rming to
room temperature, the gas was added to the system through é needle
valve., In general no fixed pressure was sought. Gas was ad&ed in

increments while the temperatilrev was held constant. Pressure
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stability of 0.01% or greatér was achieved for all measurements
.exg::ept near the cr‘itical point. '

| The gage pressure recorded was converted t<'3 absolute pressure
by addmg the barometrlc pressure measured with a Princo Fortin

barometer. All pressures were then reported in atmospheres.

D. Argon Sample
The argon used in the experiments was obtained from the Linde
i Cc')rporation' or from J.T. Baker Chemical Co‘. who dist'ribute Linde
gases. Batch analysis for the gas }ﬁu-rchésed showed less than 20 ppm.
impurities. . Bjéfore the introduct.ion of argon, the sample lines were
_evaéuéted with a mechanical pump and then purged by alternately filling
to atmospheric pressure and evacuating. After purging,.'the -sample
) '11nes were malntamed under pressure or pumped with the vacuum
pump For runs 16 to 26 the sample gas was evacuated from the system
after each run, and the system was refilled ffom the supply tank, All
the sample lines in dlrect use were made from 1/16 or 1/8" stamless
steel tubmg joined with Swagelok fittings,

Analysis of the argon by gas chromatography was perfofmed
‘after run 71 and showed less than 20 ppm. air. Several attempts were
- made during the later runs to analyze thevargon gas witﬁ a mass-spectro-
- meter. ’ These pro{(ed unsgcce‘ssfﬁl due to residual gases absorbed on

the glass of the sample bulb.,
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E, Experimental Operétion
Coexisting Gas - Liquid States
The experimeﬁtal feature that distinguished these measurements
from those in the one phase region was lack oflpressure measurements.
In this case the t.empe'fature was the independent variable, and the
staté was changed by changing the temperature.
After the radiation shield was placed on confrol Z or 3 degrees
below the temperé‘éure of the state to be measured, the cell was
evacuated. 'Now the spectrometer instrument zero waé recorded. This
is the position lo.f {:he telescopes when the light passed through the empty
cell, The cell was tl;xen filled with argon until the gas-liquid interface
was visible at the.center. ‘The temperature of the cell as measured
by time plati#um resistance thermometer was then controlled to the set
‘po‘tehtial.of the Wenner potentiometer.‘ The angle of minimum deviation
' f&r both the gas and the liquid was recorded. Both telescopes were
rotated aroum_i the cell and adjusted until the minimum deviation of the
.light beam felli on the cross Hairs of the viewing telescope. Other
special details of the spectrométer operation are giv.en in Appendix A,
To measure a new étate both the temperature of the cell and the radi-
ation shield were changed. Measurements iﬁ this manner were carried
out from 85°K, near the freezing point, to 150.697°K.
These experimental measurements are recorded in the appendi:i
Table C-1 under runs 71, 3, 4, 6, B-2, and 26. Run 71 was made with
the original cell and has been published by Abbiss(ZI). The .renfxaining
runs were performed with the new cell for which A = 44, 3094°

+ 0,0067°. The estimate of uncertainty in temperature as recorded is
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+0,015°K. The uncertainty in n, = 0. 0001, results from D * 0,005°
and. A +0,0067°. The * denotes points not considered reliable because
_t;f éovssible incorrect procedure noted when the points were taken.
‘Near the critical temperature the stability of the system de-
creased; and the measﬁrements became much more difficult. Since at
the c-ritical temperature the compressibility becomes infinite, as one
appi'oaches this state, large changes 6f phase are caused by small
‘temperature fluctuations. These changes '6£ phase cause greater
temperature instability, |
" In order to achieve temperature control in this region it was
necess‘ary to operate with a higher vacuum in the shield ch‘ambei'. This
decreased the heat loss, and therefore, the heat_ input could be decreas-
ed. The smalief heat lo‘s\s caused the cell to respond more slowly. ‘
Another technique was to decrease the temperature différence
between the cell and the shield. At the same time the heater on the
inlet line above thé shield chamber was used to decrease the tempera-
ture gradient along the coiled inlet line. The heater on the inlet line
" and the shield h;aater were connected in parallel to the same control
circuit, The current was proportioned between them to achieve
0p't'1n.m:'trnAcontrol. :
A much longer period of time must be allowed for equilibrium
in the région near the critical temperature. Over a period of an hour
when thé te'mperatufe was recorded as constant to * 0, OOl-oK, the
amouﬁt of liquid §r gas slowly ﬂecrea.sed. For the final measurements
recordea, the relative amounts of the two phases did no;ﬁ change.

In spite of this a temperature control to = 0, 0025°K is all that can be



-21-

claimed in this r‘egion‘.‘ At times it was possible to boil argon from the
c.e‘ll‘ and recondense it in the coiled line above, An absence of this
condition is also necessary for correct temperatﬁre measurement.

The measurements in the critical regioﬁ were recorded in the
appendix under runs 6 and 26. Run 26' is the only vset of measurements
in the critical region considered reliable, By this time it had become
apparent that for reliable results éreat care had to be taken with
temperatu:fe étabilify and true eqﬁilibrium conditions. These measure~-
inents consist of a series of runs over several days. The sample was
changed each day and the spectrometer rezeroed. At the ‘sanﬁe time
the potentiometers were checked with a new standard cell and compared -
with each other. The reproducibility over several days and the absence
of bqiling or change in the relative amounts of each phase led to the
‘conclusion that these are the most correct values in this region,

Schmidt(l?’) indicated from his work on density gradients that
a gradient of 1% per mm. existed 0,007 degrees from the critical point.
He used an optical method, the refractive index, to specify the density,
He noted that the image of the light source seen iﬁ the viewing tele-
scope of the spectrometer became broad and indistinct very near the
critical point, He then focused on émall regions definéd by a horizon-
tal slit, Thié allowed him to measure the refractive index versu\s
height. -

In the present cell, the total sample height was 6 mm., thus
thé liquid and gas samples were both 3 mm, The point recorded at
150,697°K is about 0,01°K below the crilxilcal temnperature, thus the

density gradient could be as high as 1% over each phase. The light
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passing thrbugh i:he liquid gave a sharp image, but the gas shoWed a
very slight broadehiné. The measurements at 150,683 and 150. 692°K
shdwed some broadening of the light image due to density gradients,
The value of 150, 692°K looks inconsistent with the other values measur-
ed and was generally excluded from the analysis. The points at 150,657
and 150. 675°K had a broad light line due partially to poor temperature
control. Two measurements at 150,429 and 150. 556°K presented
vaiues for the liquid only since the céll waé too full of liquid to give
sufficient intensity to the light passing through the gas.

| In general a sharp, distinct light image was used as the
criteria for éhomogeneous sample. | This covered density gradients
caused by both teﬁperature~ahd pressure, or gravity., The optical
observations corresponded well with the temperature c§nt¥ol. For
gas-liquid measurements not in the critical region, a température
stability of 0. 0002°K was maintained over fhe lO‘minutes required to
record the data at each temperature. No density inhomogeneities were
observed for these measurements,

In the invles'tigation of the critical region from equation (5}, the

2
difference of the value of nz =1 for the gas and the liquid states was

n +2

needed. Since both of these quantities were measured at the same time,
the error in the difference is only half the normal error associated with
two measuremenf.s. - The same reasoning applies to the temperature
measurements except that the ext‘rapolation of T to T must be consid-
ered.

When run 26 was performed, the pressure gage had been .
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completely calibrated, and it was possible to measure the vapor press-
ure of argon during this set of méasure;ments. The‘readings were
recorded directly with the gage and converted to absolute pressure
" using the barometric pressure, The position of the cell is approxi-
mately 4 inches higher than the mean height of the spiral in the preés-
ure gage. This is‘fpr the new apparatus assembly that was used for
runs 16-26. It must also be considered that there was 1 inch of the
inlet line to the cell which was at the lower temperature of the cell.
Tl'lese two effects essentially caﬁcel, and no correction is needed to

obtain the correct vapor pressure.

Single Phase Fluid States

As néted before, an additional measurement of the saml‘nle
pressure was nécessafy in this r.egion. The temperature control and
spectrometer zero were set up as before. Then argon was fed into the
system from the high pressure bomb. The temperature increase due
to the comprés sion of warm argon gas will upset the cell temperature '
control, but this was soon corrected automatically. After the temper-
ature control was restored, the angle of minimum deviation was
measured. The gage .reading and the barometri¢ pressure then specifi-
ed the state at that temperature, »

In this investigation speéiﬁc isotherms corresponding to the

isotherms of L.evelt' 5(15)

PVT measurements were studied. The
pressure range studied was from 15 to 100 atmospheres in arbitrary
steps. In order to specify an exact temperature the current through

the resistance thermometer and the 100_ standard resistor was measur-

ed with the K-3 potentiometer. Then the potential on the Wenner was
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set to give the correct resistance for that temperature. The current in
the thermometer was measured before each angle determinatioh and the
Wenner adjusted if necessary.

Nine isotherms between 133 and 173°K were studied. The
experimental data are reported in Appendix C, Table C~2, On all
isotilerms two runs were made although not exactly at the same
temperature in all cases. On runs 7 to 11 the Hart pressure balance
was used along with the Texas Instrument gage. The measurements
witi'l the pressure balance were used as part of the pressure gage
calibration. All pressures recorded were calculated from the pressure
gage readings after the complete calibration.

For the earlier runs, up to B-3, the pressure gage and the
prism cell were at the same height. But since approximately 1 inch of
the height above the cell was at low temperature, the hydrostatic heads |
did not cancel. Thé worst case was at -140°C near the liquid-vapor
coexistence curve where the error in P is less than 0.01%. But in this
region the liquid is very incomprés sible, and the error in density
calculated is insignificant, Near the critical point where the fluid is
very éompreséible, the error in P is only 0.003%. For runs 16 to 26
the néw assembly as described in the discussion of the two phase
measurements made this error essentially zero.

All measurements on the isotherms were made using the new
cell, and the values of n are considered accurate to = 0, OQOl. The
pressure is accurate to = 0.06% and the temperature to = 0,01 5°K.

The temperature reproducibility on any isotherm should be greater

then 0. 015°K,
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Two runs 7 and 8 are not included in the final results. In plotting
the results these isotherms crossed other isotherms, and two attempts
to rép;roduce the data failed. The later runs at these temperatures
gave results consistent with the other isotherms.

For the low temperature, low pressﬁre states the angle of
miﬁimum deviation  was small and therefore, relatively inaccurate.
They were also at ‘chc‘ lower end or outside the pressure calibration
which increased the erroi', but they were added for completeness., For
the higher density, low temperature states the compressibility is very
small, and the angle of minimum deviation does not vary significantly
over the pressure‘range. For t/his reéspn the steps in pressure were
rather. large. For isotherms near ‘the critical temperature the com-
pres.s'ibility is very 1afge, and incremental increases of pressure were
adjusted accordingly. The isotherm at 150.665°K, which Levelt gave
as -laa, 59C, is much closer to the critical temi;erature as measured
by tiﬁs system thén would appear from Levelt's measurements., There~
fore, most of the difficulties encountered in the critical region were
presented here. All the m‘easure'ment\s presented were obtained with
a sharp, distinct light image. Both temperature and pressure stability
was r‘nain‘taine‘d over<the 5 to 10 minutes necessary to record the
measurement. |

The isotherm at 151.665°K was actually measured by mistake.
There ai'e no devnsit,ies: for this iéotherm, and in this region the high
compressibility makes interpolation inaccurate. It was included in the

raw data for possible use when more density data become available.
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1II, EXPERIMENTAL RESULTS

The experimental angles of minimum deviation recorded in
Tables C-1 and C-2 were converted into the refractive index using

(9129,

equation

n = sing (A+D)/ sint A (9)

These are also tabulated in Tables C-1 and C-2. A plot of
these experimental values of n and P is given in Figure 4. On the gas-
liquid coéxistence‘curve only representative values are included;
inclusion of all the experimental points would make the graph indistinct.
Along the isotherms all the experimental points are included except at
the low pressure end where the plotting symbols would overlap. For
thosc isotherms where the repeat runs were not exactly at the temper—.
ature of the original run, the values of n were corrected to the temper-
ature of the original run., No error bands are included on this graph.

In equation (9) only the prism angle A and the angle D are needed
to calculate n. The determination of A is covered in Appendix A; this
same section also discusses the accuracy with which D can be meésxllred.
From the uncertainty in A, = 0, 0067°, and D, = 0.005°, the fractional
error ‘in n is calculated from the equétion \

+sinID .

dA+Zcot3(A+D)dD . (10)

dln n = I i
2 sinz (A+D) sin—ZA

The fractional error for each data point is calculated at the same time
as the refractive index using the I. B. M. computer. The error ranges

from a minimum of 0. 0093% at D = 0.250° to 0,00102% at D = 8,72°,



-27-

All of these are listed at O, 01% for all the data recorded,

A, Critical Region

Once the refractive index is obtained, further analysis can be
carried out. The data in the critical region will be discussed first
since information about this region is necessary for the complete
.a.nalysis of the remaining gas-liquid coexistence states. The data on
the coexistence curve from 149.8°K up we;t'e plotted on a large scale
graph, and a flexible spline was used to draw the curve, From this the
critical point, the maximum in the curve or "che point where the slope
ié infinite, was read. This is shown in Figure 5. In this figure the
absolute uncertainty in T * 0,015°K is shown by error bands. The
uncertainty in n is smaller than the plotting symbol and is not showh.

The critical temperature determined from the graph is T . = 150, 709°K,

C
At this point the rectilinear diameter is used to find the critical refrac-
tive index., The idea of the rectilinear diameter, the average of the

gas and the liquid coexisting densities, has been used for some time
(26). (27) and

(28)

and is known as the L.aw of Cailletet and Mathias Mathias
many others have used it in working with densities. Partington
discussed this concept extensively and showed that contrary to

Cailletet aﬁd Mathias the rectilinear diameter is not independent of the

temperature and is not equal to the critical density. An equation of

the fornd
1 _ ) _
,E(pL+pG)'YO+ Yl (TC T) {11)

will usually fit the data near the critical temperature, and over a
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large range of temperatures it may be necessary to add a term

‘1’2 (TC - ’I‘)z. In order to use equation (11) for the refractive index, it

is necessary to assume the validity of the Lorentz-ILorenz function and
use equation (7). It is necessary to assume that the polarizability is
the same for both gas and liquid and independent of temperature. Both

of these assumptions are questionable or incorrect. Nevertheless, the

substitution of 22 for 5 in equation (11) yields a very good linear
) 5 p Yy Y 8
n +

fit.

Since for n approximately equal to 1, the quantity nz =1 canbe

n + 2

replaced by%—(n - 1), and the rectilinear diameter equation is also
applied to n. The value of n. from the rectilinear diameter for n or
2 1 : :
nz is the same, nC = 1.08587, This coincidence at the critical
+ 2

point together with the fact that the rectilinear diameter is as linear

2

for n as for nz -1 and both possibly more linear than p justifies its
n + 2 ‘

use. This could even be used as a justification for saying that the
rectilinear diameter applieé for many properties of coexisting gases-

liguids. This idea will be used in other data smoothing. The line
fitted by least squares to the value —12—(nL + nG) is shown in Figure 5.7

The band of 95% confidence is shown by the dashed lines in the figure.
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With the critical temperature estimated it is possible to use
equation (5) or (6) to solve for the critical coefficient B. Again it is

necessary to assume the validity of equation (7) as in the case of the |

, 2 2
rectilinear diameter. The data for (nz 1> - (P—Z———l> are pre-
' + 2 L n + 2 G

sented in Table 1 together with Te-T. In the table ¢ was substituted

for nz -1 for brevity. Since the actual determination of B consisted
n + 2 :

of a least squares fit of the linear equation

1n(¢L-¢G)=e+§1n(T¢_-T) , T o2)

1n(<I>L - CI)Gj and ln('I‘C - T) are also given. The \}alue of B from this
fit is approximately 0,375, and it was noticed that the value changed
when different temperature ranges were used, It also appeared that
the values ’of In (@L - G). curved downward from a straight line as the

critical temperature was approached.

The values of @ - @, and T - T, T = 150. 709°K, are plotted

C
on a log-log scale in Figure 6. The line in the plot is a straight line of
slope 0.375. The estimate of relative error in T, - T is # 0.005°K,
and thié is added at the lower end. For the higher values of TC - T

the error band is the same size as the plotting symbol. The error in
®L' - (ISG is also too slmrall to show on the graph. The band of 95%
confidence would be just at the edge of the plotting symbols, and there-
fore, it is not shown,

This information seemed to indicate that the higher order terms

as presented in equation (8) are indeed significant. But the only avail-
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able corhputer sub;r;)utine was for linear regression and, therefore,
not suitable for use with an equation suéh as (8). Since the value of
is rebally the slope in the limit T —'TC as presented in equation (6), an
equétion which yields the séme limit is

In (@ ~@g) = 0+ Bln(T-T)+ 0, (T-T)+ 6,(Tc-T)%  (13)

This equation can be used with linear regression analysis, and the

results are presented in Table 2. It was found that terms as high as

8, (T

2T - T)2 did yield a significant improvement in the fit, The standard

deviation of the fitted equation from the experimental data as given in
Table 2 decreased as the additional terms were added. The coefficients
and their standard error are precsecnted.

It is found that the value of B increased as the additional terms
were added. Although ‘cheré is no experimental or ;cheoretical evidence
to dispute the value of B from this approach, this value of B is not
similar to other experiméntal and theoretical investigations that used
only equations (5), (6), or (12). At the suggestion of Professor
Michael Fisher, it was decided £o determine what effect the value
choosen for the critical temperatures has on the coefficients and fit of
equétion (13). For this, increments of 0. 001°K were added and
subtracted to the value of TC = 150.709°K. These increments of
temperature did not seem unreasonable although it was felt that the
critical temperature indicated by the large scale plot of n ver.sﬁs T
was reliable to = 0. OOSOK since this is a relative and not an absolute
quantity. The values of the coefficients and the standard deviation

for the fit which result from this shifting of Tc are presented in
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Table 3.

The result of fhis manipulation seems somewhat rlemarkable.
Professor Fisher predicted that if the proper value of TC was used, the
value of B would be in line with other measurements; and the higher
order terms would not be needed to obtain a good fit. This is exactly
what 'happened. The standard deviation of the fitted equation from the
experimental points passes through a minimum at AT = -0, 0059K, and
the value of B is 0.361, The standard error of § also is a minimum
here, * 0,0015, In Table 3 the coefficients of the higher order terms
are not recorded when they no longer make a significant contribution
to the fit. As presented in the table, the higher order terms no longer
contribute to the fit, and all the predictions are satisfied.

The results of this shift are plotted in Figure 7. The value of
TC - T is now computed with TC = 150.704°K. The line on the graph
was determined by least squares fitting with equation (12). The slope
is B = 0.361. The relative error in Tc - T is again assumed approx-
imately equal % 0, 005°K and is shown as in Figure 6. The error in
®;, - 9 is too small to be seen, and the band of 95% confidence is just
at the edge of the plotting symbols.

The result of the preceding analysis indicates that the critical
temperature for argon should be 150, 704°K. The confidence in this
value is based on the experimental technique and the fact that the
measurements in this region were repeated three times with different
samples and different settings as discussed in the section on Experi-
mental Details and Appendix C. This value does not agree with that

obtained by Levelt, T = 150.86°K, in her PVT measurements, but
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her work is not siaecifically designed to determine this value. She only
presented four values within 19 of the ériticai temperature, and these
valﬁes of the gasor liquid coexistence ’density.resﬁ.lt from an ext>ra.po-
1ation which she said isaécurate to = 0,05°K. Another consideration
must be the density grédients produced by gravity. Her cell was at
least'43” (7.6 cm.) in height, and although she used a correction for the
effect of gravity on her isotherms, extrapolations near the critical
point would be uncertain,

Another determination of the critical point is presented by

(29, 30) and Mathias, Onnes, and Crommelin(2'7). In the

Crommelin
first of these articles the vapor pressure, critical temperature, and
critical pressure were determined independently of density measure~
ments. The critical tempberature was observed directly as the temée-r-
ature at w\hich the meniscus disappeared at the mid—\point of the sample
cell, This optically ob\served critical point should be directly com-
paré.ble to the one found in the refractive index experiment. The value
he published is 150, 72°K, In the second two articies densities along
the coexistence curve were given. |

Another verification for the critical point is related to the
critical pressure. Levelt gives a critical pressure of 48, 34 atm.,
and Crommelin gives 47,996 atm. A determination of the vapor

)

pressure of argon by Clax'k(31 agrees well with that of Crommelin.
and gives a critical pressure of 48.00 atm. When the vapor pressures
recorded in the refractive index measurements were plotted, a critical

pressure of 48,18 atm. is estimated at the critical temperature,

150. 704°K.' Levelt presented values of the vapor pressure applicable
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in the rbegion 150.>O to 150. SOK, and these are 0.13 atm. lower than
the ones presented here. Clark does not present any values in this
region.

A summary of the critical values obtained in this investigation

is
_ o
TC = 150.704"K
Pg = 48,18 atm.
n. = 1.08587

These were the result of the most numerous states measured near the

criticél point, and therefore, they will be used with confidence,

B. Gas-Liquid Coexistence States
With information from the critical state, the remaining gas-

liquid coexistence measurements can be investigated. The data of

Table C-1 were used to calculate the Lorentz-Lorenz value of equation

2 ,
(3), (nz - 1> p_l. The data presented by Levelt for coexisting gas-
+ 2-

liquid densities were used in thi.s relation. For each tempera‘cure; the
density was obtained by interpolation in a computer program that used
the Aitken iterative method. Below 150°K a second order interpolation
was used, and above 150°K a linear interpolation was used. The |
critical temperature and density pfesented by Levelt were ﬁsed in this
part of the ’anal'ysisi All the interpolated densities were plotted to
insure smooth contiﬁuous valubesv. For temperatures below Levelt's

(27)

work the densities of Mathias were used on a large scale plot for

(21)

density information. Some of these data were published and are
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included here for completeness. For temperatures below 120°K the
data are reproduced é.s published but for higher temperatures new
values of L. - L using interpolated densities are reported.

The final values of n and L - L are given in Table 4, The
error in T is discussed in the section on experimental details; the
erro‘r in D and n is covered in the Appendix A, In the calculation of
the error in the L - L values only the error of £ 0,01% in n is used to

find the fractional error contribution of n to L - L, The following

equation gives this value

2 2 ' :
A(n -l)/(n '1>=6n2 An 1 (14)
n2+2 n2'+2 (n >n4+n2-—2,

From this equation it is obvious why the spectrometric method of

refractive index measurements is not good at low densities. Although
this method gives values of n to = 0,01%, at iow densities n is very
nearly 1, and the denominator of the right hand side of (14) becomes
very small, This increased uncertainty is shown in Table 4.

The uncertainty in T, = 0. 015°K, for the refractive index
measurements and the uncertainty in T for the density measurements,
+ 0, OZOK, were both used in finding the contribution of Ap/p to the
error in L.- L. The experimental values of p and T from Levelt's
thesis were used in a computef program that calculated Ap/AT and
used this as an approximation of dp/dT atthe mid-point of the tempér-
ature interval. Thé value of dp/dT for each experimental value of n
was then found by interpolation. The value of Ap was calculated using

AT = 0.035°K for all points even though Levelt reports that near the
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critical temperatu;‘n‘e her AT * 0.05°K. As noted previously, the error
in p becomes very larg\e near the critic.al point and goes to infinity at
Per. |

- The total error listed in Table 4 is the sum of the fractional
errors resulting from nv’and p. The error for the lowest density gas
values‘ is £ 2, 5% at 1120, and this decreases to a minimum of 0.48%
at 145°. The error then increases to approximately 2. 7% for the state
nearest the critical femperature. A more realistic value for AT near.
the critical point is = 0.065°, and the error in L - L for this is * 4. 8%.
The er?or in L - L for the coexisting liquid states is 2.1% necar the
critical point and decreases to 0.04% at 1200‘. The data of Table 4
with error bands are presented in Figure 8. For many of the liquid
states the error band is smaller than the plotting symbol and, there;-'
fore, not shown.

As shown in Figure 8 there is a large gap in densitf between

. the gas and ligquid states at the critical point. This results from the
fact that Levelt's critical temperature is not the same as thé one
found in this investigation. Theré are a number of aspects that can

_be Coﬁsidered on this point, But a simple approach says that there are
éfa‘ces where Lev‘eit measured density for which no réfractive index can -
be measured, This problem leads to several curious results, The
Valueé o£ L- L for the gas near the critical temperature become very
large almost asymptotically, but the values of L - L for the coexisting
liquid become smallér. Then there would appear to be a very large
discontinuity in L - L. at the critical point, However, if the two sets of

measurements are adjusted to the same critical point, the gas and
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liquid L. - L, values meet at the critical density and pass continuously
from one phase to thé other. If the reverse situation occurred and the
critical point for the refractive index was at a higher temperature than
for the density, the liquid valueé of L~ L. would become larger and the
gas values smaller. |

| From this, it is obvious that the present data can not make a
definite statement about L - L in the critical region, It is easier to
- think of LL- L as being continuous in the critical point passing from the
- gas value to the liquid value since there does not appear to be a
discontinuity in either n or p. It should be remembered that all the
measurements presented here are outside the region where critical
opalescence occurs.

There are some publishea values of n or the dielectric constant
in this region that can be used for comparison with the present data.
Jones and Smith(lz) gave values of n from 83 to 95°K at 5893 A, the
Na line used in the present work, The values agree very well, at 85°
from the graph presented by Jones n = 1, 2312; this cofnpares with the .
present values at 85.5 of 1.2312, Amey and Coie(ll) reported vaiues
of €, the dielectric cénstant, for liquid argon at the melting point
83.85°K and at the boiling point 87. 27°K. Before these can be com-
pared directly with the refractive index, the correction for dispersion
must 'be considered, The'experimental value for the dispersion in the
gas was reported by Cuthbertson(32). Abbiss and Knobler(21) made
some measurements on liquid argon and reported the same 1, 8%
increase of the optical polarizability from the static polarizability. A

straight line through the results of Amey and Cole gives a value of
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(e = 1)/ (e - 2) = 0,144 at 85, 5°K, Whe_n the 1.8% correction is added, -

the value is 0.1466, and this compares well with the value for

n -1 (ll).

5 = 0.1467. Amey and Cole
n +2

comment that their value at‘83. 85

agrees with that of Jones(lz) at this teméerature. Amey's values of
the Clausius-Mossotti function, the dielectric constant analogue of the
Lorentz-Lorenz function, agree fairly well ;aven though different
sources were used for density values., Corrected for dispersion their
value for the low temperature liquid is 4.175 £ 0,005 cc/mole, and the
value from this work is 4.190 cc/mole..

Figure 8 shows clearly the much greater scatter found at low
density where the experimental uncertainty is high, Much less scatter
for the high density liquid states is shown. If is difficult to get a clear
picture of the dependence of L - L on density for coexisting gas=-liquid
states from this figure because of the uncertainties in the region of the
critical point. As already indicated, there is some question about
Levelt's density near the critical point, and as will be shown late;f
her valuels above 149. 6°K are considered as incorrect by this investi-
gaﬁion. Since the interpolated densities take Levelt's work as it was
reported, the value of L. - L for temperatures betweeﬁ 149, 6 and 150.7
are not considered correct. It is desirable, nevertheless, to make
some statement about the values of L.~ L in the remaining region. The
average value of L-;L for all gas states up to 149. 6 is 4,158 cc/mole.
If the values below 125°K which havé a very high uncertainty and

scatter are excluded, the value is 4.152 cc/mole. The average value
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for all measurements, gas and liquid, is 4,188 cc/mole,

This differehcé between the gas and the liquid values of 1.~ L,
is very interesting. There is an increase of 1,5% in L~ L for the
liquid compared with the gas. The difference is almost within the
experimental uncertainty of the gas values, but it is not within the
uﬁceftainty of the liquid values., The same statement applies to the
scatter of the gas and liquid values. Therefore, there would appear to
be a definite change in L - L on isothermal condensation. There is a
slight dependence on density of the liquid L - L values, but this is within
the experimental uncertainty and scatter,

A feature of these results that is not very encouraging from the
theoretical point of view is that the value of L. - L. for the gas phase in
this region is considerably less than 1.:he accepted room temperature
gas value L - L = 4,21 cc/mole. This room temperature value results
from both dielectric constant measurements and refractive index
measurements. If the theoreticians have their way, and the Lorentz-
Lorenz theory is not temperature dependent, then a serious problem
exists, No attempt to predict a zero density value of L - L from these
measurements is made since no measurements at very low densities
are available, and the experimental method is inherently unsuitable
for this work. |

It is desirable to attempt to smooth the value of n along the gas-
liquid coexistence curve in order to obtain a best estimate at each
temperature. An arbitrary linear polynomial proved unsatisfactory
when applied to densities, and it was noted that if the equation (11) for

the rectilinear diameter was added to or subtracted from the equation
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(5) for the critical coefficient, an equation in PL, O Pg and_TC -T

results. Since both of these equations apply to nz ot even in excess of
n +2

the validity due to the Lorentz-Lorenz theory, this quantity was fitted

by least squares to the equation.

2
n ~1 _ 2

(2 ) _w0+ \yl(TC-T)+Y2(TC-T) +Y3(TC-T)‘3. (15)
n +2 L

The value of TC used is the same as obtained in the earlier analysis,
150, 704°K, and the value of B is 0,361, The extra term YZ(TC - T)2
was added to improve the fit for temperatures far from the critical
point, Only those points for which both gas and liquid values were
available were included in the fit. The range of temperature covered
is from 105° to 150,697°K. Some points were rejected at a 95%
confidence level but only those points for which both gas and liquid
values were outside the 95% confidence limit, The extrapolated value
for the critical point was included in the fit to improve the curve when

TC -T = 0. The equations resulting from this fit are

2_, » .
nz ) =5,6364x10 "+ 2.9175x 10 (TC-T) +
n +2
G
1.1557 x 107(T - T)% - 1,747 x 10727 - 1)+ 362
2 | (16)
n_-1) 25,6253 %1072 -4
2 = 2. x 10 “+1,8425x 10 (T,-T) -
n +2
L e
1.8579 x 107 (T - T)* + 1.7515 x 1074 -1)% 361
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The standard deviation for the fit is 2.0 x 10‘-4 for both equations,

and the 95% confidence interval at the critical point is = 0,71%. This

fit is not too bad considering that the errors in n are magnified in -

nz-l

n2+2

With these equations it is possible to calculate the value of
L - L at each of the experimental densities presented by Levelt., In
order to compensaﬁe for the fact that Levelt's critical temperature
does not agree with the one measured in this study, each experimental
value of p(T) is conesidered at 150,86 ~T, This gives each value of p’
at a specified increment of temperature away from the critical temper-

ature determined in the density experiment. Then solving equation.

2

(15) for(nz - 1>(T) at the same temperature increment of 150, 704 -T,

n +2

the problem of thé difference in the critical térﬁperature was eliminated,
‘This shifting of the data places the n versus T curve in coin-

cidence with the p versus T curve. Since obviously there can not Ibe

two critical temperatures, this procedure says that one thermometer,.

Lévelt's, was calibrated incorrectly, and all of her temperatures

should be shifted down by 0. 156°K. The values of L - L resulting from

this calculation are presented in Table 5 and Figure 9. Since now the

values of nz -1 are calculated from a smooth monotonic function, the
n +2

values of L - I, should be smooth if Levelt's density values are seli-

consistent, The value of L - Lh at the critical point was calculated from
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the extrapolated value of p given by Levelt and the extrapolated value

2
of nz -1 given by the present work.
n +2

The values of L.- L in Figure 9 are not smooth especially for
the two values nearest the critical point in both gas and liquid. The
inconsistency of these points near the critical temperature reinforces
the idea that Levelt's measurements in this region are in error. The
L - L values are a very critical test of data consistency and show that
what looks like smooth values of p are noi smooth., This is the reason
that the averages of the results of L - L. are not extended past 149, 6°T,
the last consistent value of Levelt. It should be noted that these incon-
sistencies are not due to differences between the two thermometer
calibrations. The average values of L.~ L in Table 5 are: gas - 4.098
cc/mole, liquid - 4,234 cc/mole. The gas value is lower than in the
previous case and the liquid values higher. This is due to the temper-
ature shiff of 0.156°K. This change of temperature presents a slightly
unrealistic picture since it is believed that only the data near the
critical point are in error, and therefore, all the data should not be
shifted in temperature, These values of LL- L present an even greater
discrepancy between the low temperature gas values and the room
temperature gas values, The value of L. - L at the critical point is
4,202 cc/mole, and this falls between the gas and the liquid values.
But from Figure 9 it is not apparent that the gas and the liquid values
of L. - LL will converge to the critical state value.

If these same equations (16) are used to calculate
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2 _
‘_‘Z -1 at Levelt's original temperatures, the value for the gas phase
n"+2 ’

L - L increases, and the liquid phase values decrease. This was
éalculated by assuming that the TC for Levelt's data is 150. 704°K.
| With’ this assumption no temperature shift occurs with the use of
equations (16), This should present a more realistic picture of the
smoothed values of .- L., The average value for the gas phase is

(L - L)G = 4,144 cé/mole, and the average liquid phase value is
' (L - L)L = 4,214 cc/molé. These are in much better agreement with
the éfiginal values given in Table 4. In this case it looks as though
the gas and liquid values will converge at the critical point. The two
density points nearest the critical temperaturé are omitted from the
average. These values show a slightly larger AL~ L for isothermal
condensation, 1,65%, and the difference between the room temperature
gas value and the low temperature gas value is the same amount,
1.65%.

The last step in the analysis of the coexisting gas-liquid states

is to present the best estimate or smoothed values of n on the coe;cist-

ence curve. The best functional form for this smoothing appears to be

an equation such as (15) where n is used instead of nz =1 . The justi-

n +2

fication for the use of n with the rectilinear diameter equation is
discussed in the first section. It appears possible to solve equation
(12) for n and thus obtain a new value of B, Instead it was decided to. ‘

see what Happens if n is substituted directly for
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2 ,
nz -1 in equation (12). The same analysis was applied as before, and
n +2

T,C was varied to find the minimum in the standard deviation of the fit,
This minimum occurred at Tc = 150, 704, and the value of B was again
0.361, This follows directly from the fact that n obeys the rectilinear
diameter, and n2+ 2 can bé considered as nearly constant at 3. The

equations resulting from a least square fit of n are

ng = 1.08603 + 5.63 x 10'4(TC - T) -
2.7236 x 1074(T 5 - T)%" 26!
(17)
ny =1.,08565 F3.38 % 1074T . - T) +
2.7393 x 10" 2(T . - 1)0-361

C
The data from 105 to 150.697°K were fitted with these equations. The
standard deviation of the fit is 0. 0005, and the 95% confidence interval

is = 0,10% at the critical point. Points eliminated from the fit are the

same as those rejected from equation (16) since nz -1 magnifies the
’ ; n"+2

errors and applies a stricter test for consistency. The equations (17)
were used to calculate smoothed values of n along the coexistence
curve at integer temperatures from 120 to 150°K, and three additional

values were added near the critical point. This table of values is given

in Table 6.
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C. One Phase 'Isotherms

The data on t‘he‘ isotherms presentéd in Table C-1 were used to
calculate the Lorentz-Lore;nz function for all states. There does not
appear to be any p¥eliminary smoothing technique that can be applied
to n alone. Therefore, L - L values were calculated for all the data
points. The original intention was to run at the exact isotherms for
which Levelt presents polynomials of P\‘f =A+ Bp+.... This causes
the minimum error in temperature interpolation. Since the isotherms
are not exactly the same, the value of (9 p/® T)P was calculated and
used for small range interpbiation.

" At each experimental value of P, Levelt's polynomial was
solved for pin a corﬁputer program that used Muller's method. For
the —lZObC isotherm the values of p obtained from the computer |
progrém were plotted witl;x Levelt's original experimenfql measurements
to check for consistency., The calculated data agreed with experimental
data, well within the 95% confidence interval, # 3.2 x 10-4 émagats or
+ 0,2% at 54 atm. |

The correction in density for the difference between the refrac-
tive"ind_ex isotherm and the density isotherm was obtained from

(6p/8T)pAT. The values of (8p/8T)_ were obtained from the

P

equation

@ o+ 1 . -
(58 = -o[ncp 27 (18) -
: P , «

The computer interpolation routine was used to find u Cp for each value

of p. Values of i, the Joule Thompson coefficient, and CP, the heat

capacity, at intervals of p were taken from the tablés_presented by
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Levelt. A linear interpolation was used since (3 p /9 T)P has a Qery
' sharp maximum near the critical point. The interpolated values were -
plotted together with original data to check for consistency. The
maximum shift is -0.061°K for run 21, 173.083°K. With this density’
correction tl;e value of p on the refractive index isotherm was obtained
for each P, For the higher temperature isotherms, 153 to 173°K,
the two runs are not the same temperature, but the difference is con-
sidered small enough so that the values of L - L, would not be effected.
The experimental values of n together with the calculated value of
L - L for all the isotherms are presented in Table 7. The values of
L - L are plotted against p for each isotherm in Figures 10 to 21.

The relative error for each experimental point is also reported
in Table 7. The error in L - L. due to the uncertainty in n, il 0, 0001,
was calculated from equation(l4). The error in L - L due to the com-
bined uncertainty in T, * 0.035°K, was obtained from the previously
calculat;ed values of (6 p /9 T)P. The error due to P was obtained by
differentiating the PV polynomial and inverting to get (8p /93 P)T. The
error Levelt ascribes to her pressure measurements is * 0, 01%, and
this was added to the uncertainty in P discussed in Appendix B,
+ 0.06%. The error in L.~ L is large for low densities due to thé error
in n, and the error in L - L due to n decreases as the density increases.
For isotherms near the critical isotherm, the error in p due to T and
P becomes very large as P approaches the cx;itical pressure. This is
just another aspect of the inherent instability of this region.

In Figure 10 the data from runs 14 to 21 are plotted on the

same graph since the temperature difference between them, 0. 07°K,
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should not effect the value of L - L sign.ifi_cantly. The total uncértainty
estimated from all soufces is shown by the error marks on represent-
ative points. The line on this graph represents the least squares fit of
L~ L to a linear polynomial of terms to p3. The dashed lines represent
the 95% confidence band‘. Points outside 95% confidence are excluded
from the fit. The excluded points are indicated by a T in the raw data
of Table C-2, This graph presents the standard behavior as reported
by Michels(33) for CO2 or Michels and Botzen(g) for argon.,

(9)

At room temperature Michels gives - a iero density value of 4. 21
cc/mole; the maximum is 4.218 cc/mole at 0.009 moles/cc. Whilé the
behavior of L - L. presented in Figure 9 is similar to that of Michels,
there are significant differences. |

No attempts are made to predict a zero density valuc of L. - L,
but the value, 4 193 cc/mole, at the lowest density, 0.002 moles/cc.
is significantly lower than 1\/£iche1's. The difference is outside the 95%
confidence band for the data, but it is within the estimate of the absolute
uncertainty., Figure 9 does show a maximum in L - L. of approximately
4,217 cc/mole, but it occurs at 0,012 moles/cc. |

.In the theoretical calculation of the dependence of L.- L
De Boer(S) finds the same value for the maximum, but it occurs at
0.015 moles/cc, This calculation did not consider the density depen-
dence of a. When Ma.zur(l) recalculated using equation (4), which
accounts for the density dependence of a, the maximum occurs at
0.0075 moles/cc. This last calculation yields a result that is the
closest to the room temperatur; behavior reported by Michels.

Figure 11 for the 163°K isotherm presents a somewhat different



g7
behavibr. Here the lowest density value 15 sliéhtly lower than for
1730K, 4.185 cc/mole, but the values .increase rapidly to a maximum
of 4.225 cc/mole at 0.0115 moles/cc. Then the values fall sharply to
approximately 4. 21 cc/méle at the highest density 0,020 moles/cc.
In order to reproduce the sharp maximum in the data with a fitted
polyn;)mial', the data were divided into two sections and fitted separately.
A polynomial of the form I—Io + Hlp + H2p3 is needed to get the sharp
maximum.

Figure 12 for 153°K gives a picture much the same as 163°K.
Again there is the sharp maximum, and this time it is much larger.
The ma.ximum‘ at 0,011 moles/cc is 2. 1% greater than the value at.
low density. For both 163 and 153°K the absolute error near the max-
ilnﬁm in L - Li is very large. This rcsults frorn the nearness to thel
éritical isotherm and occurrence of th;: maximum error near the
critical density. For both temperatures the experimental error in
L~L is as 1arée as the change in L - L.

Since nez;.r the critical point small errors in T or P cause large
errors in p, the effect of small changes in T was investigated. The
change of p due to éhapge‘s inT caﬁ be easily calculated from the

available values of (8 p/8T)_. The values of L - L for 153°K were

p*
recalculated for two changes in témperature, AT = -0.10, -0. 05°K.. \,
Thé results are pres’ehted schematically in Figure 22, For AT = ‘
- -0. lOOK the maximﬁm becomes‘ a minimunﬁ, and for AT = -0, OSOK
the values are nearly constant, The Val4ue.s of L.~ L, for the correct

temperature shown in Figure 12, are the top curve in Figure 22. This

calculation makes it unwise to predict that the sharp maximum is a
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real physical phenomenon. Nevertheléss, this behavior is consistently -
e#hibited by all thebisotherms investigated.

The 150, 665°K isotherm is the first one divided into gas and
1ivquid sections by the coexistence curve. The data for the gas phase
.are 'p_resented in Figure 13 and shows that L.~ L. increases slowly until
near the coexistence curve where the values rise very steeply., Being
_,uﬁaﬁle to fit the data with a polynomial, the curve was drawn by hand.
The liquid phase cdntinues the behavior of isotherms above the critical
femperature. As shown .m Figure 14, the values of L-L étart at
4,248 cc/mole at 0,0168 moles/cc and decrease by 1% at 0. 024 moles/
cc. This change is much greater than anything the present theory
would predict.

Figur-e 15 for the gas phase at }480K presents something of a
difficulty since the lowest density values of L - L are much lower than
any other isotherm. Although there is no apparent reason for this low
va.lluev,Athe vaiues do present the same phenomenon of a sharp maximum
néar the coexistence boundary. In general at 0,002 moles/cc near the
lowest de_lnsity studied, the values of L - LL decrease with temperatﬁre.
The 143, 138, and'l33oK isotherms also show a slight decrease with
temperature at 0,002 moles/cc. The value for most temperaturés is
about 4.18 cc/mole, 'consid‘erably higher than 4.15 cc/mole for 148°K.
None of the isotherms in the g’as phase p’resents any values of L. - L as
low a;s those for the :‘coexistence curve; On 21l gas phase isotherms
as the density approaches coexistence, the value of L.~ L is much
higher than the coexistence value. This says fhat there is discontinuity

in the gas phase when coexistence is reached. This is rather difficult
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to understand. It should be remembered that only one, supposedly
sel‘f-consistent, déns)ity investigation is used for all values of L ~ L.
The three gas phase runs 143, 138, and 133°K, shown in Figures 17
and 19 give a very consistent picture; L - L increases lineé.rly with the |
density. Although the absolute error is very large, the 95% confidence
interval for the linear fit is + 0.05%. For 143°K the value of L- L is
4,203 cc/mole at 0,005 moles/cc; thié is a density very near the
coexistence density. At coexistence, T = 142, 803°K, p = 0.065297
moles/cc, the value is 4.133 cc/mole, No theory offers an answer for
this, excepf an error in one of the experimental values, p or n.

Although the very iow values for the coexistence curve can not
be used to indicate a temperature dependence in L - L, the values for
the gas isotherms can. For 173°K, at 0.002 moles/cc, L-L = 4,193;
and for 133°K at the same density the value of Li~ 1, is 4,178. This
difference of 0. 36% is well within the estimate of the absolute uncertain-
ty. This difference is significant if the relative error from the 95%
confidence interval is used. ..A temperaturle dependent L - L is very
upsettmé to the theoreticians, From equation (4) the only term thét
could have a temperature dependence is g{(r). The whole value of a
theory.based on g(r) is that it is not temperature dependent, only
density dependent.

The very precise measurements of the dielectric constant by

(10) at 50, 100, and 150K in&icate that the zero density value

Orcutt
of L.~ L is independent of temperature. In this work the densities are

measured at the same time as the dielectric constant, and the work

extends to very low densities, In this work and a later publication(34),
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he presented values for a virial expansion of the Clausius~-Mossotti
function. He finds that the second virial coefficient is less than that
caiculated from tfxeory.

The liquid phase isotherms below the critical temperature
'present a fairly uniforfn behavior, They do not coincide, but all start
at a high value near the coexistence density and than decrease. There
is a significant difference between the value on the isotherm at 148°K
and the value at coexistence, but since this is near the critical point,
it is probably due to experimental error, At.133°K the difference
between the twb is 0.07% and indicates a fair consistency. For all
liquid isotherms the highest density value of L. - L is approximately
4,20 cc/mole.

On none of the isotherms investigated does the value of L. - L
at high density fall below the value at low density. The data of
Michel's(g) says that for densities greater than 0,022 moles/cc, the
value of L.- L is less than the low density limit, At a density of 0. 0315
moles/cc his value is approximately 4,167 cc/mole, and his value at
0.0282 moles/cc is L~ L = 4,185 compared to L.~ L = 4, 191 for the
133°K isotherm. This agreement is not unreasonable considering all
the unéertainty involved,

The final data analysis of the refractive index on the eight
isotherms studied is to present a table of values. A smoothed or best
estimate of n is desirablé. For this all the values of n for each iso-
therm were fitted by least squares to a polynomial in P, From this,
value.s of n were computed for ever.y 5 atfn. In order to obtain an

acceptable fit, the 163, 153, and 150, 7°K isotherms had to be divided
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into sections. The 95% confidence interval for all the fitted curves is
£ 0,01 to 0.02% exéepf near the critical point where it is = 0, 10%,.
These values are presented in Table 8, This fit is considered very

compatible with the experimental accuracy of the data,
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IV, CONCLUSIONS -

The experimental technique described in this investigation has
éroved adequate for measurements of refractive index over a wide
range of temperatures and pressures. The small cell with sapphire
windows sealed by brazing is well suited for measurements near the
critical point. The absence of leakage and window distortion makes
this cell suitable for high pressures and high or low temperatures,
The réfractive index with the spectrometric system can be measured
to % 0.01%.

The temperature control systefn designed by Knobler and
Honeywell works well in this application. The temperature could be
determined and controlled to + 0, 001°K although the absolute accuracy
is only = 0, 015°K. The ﬁew pressure measuring system is a distinct
improvement over the conventional gages although it does not have the
accuracy of the dead weight tester. The insta.ntaﬁeous response and
ease of operation are distinct advantages in this work. More recent
work shows 1;hat the * 0, 06% accuracy can be increased two or three
fold by using the manual null instead of the servo nulling sysi\:em.

The results in the critical region on the coexistence curve are
the most informative. They provide a thorough and consistent repre-
sentation of the phenomena in this region. Both the rectilinear diameter
and the equation for the critical coefficient apply equally well to the |
refractive index and ..the Lorentz-Loreni function in this region. The
. value of TC = 150, 704°K which gives the best fit of the experimental

data to the equation <I>L - @G = A(TC - T)B is the best value available
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from this investigation. The value of ne = 1. 08587 is obtained from
the rectilinear diameter, and the value of PC = 48,18 atm. is fro‘m an
extirapolation of the vapor pressure to the critical temperature.

On the.coéxistencé curve the data are not as conclusive. The
values of n are consistent and cém be fitted to a smooth functional form.

The-)} provide reliable data for n., from 85°K to the critical point, and

L
£orvnG the values are from 105°K to TC. The values of (L. - L)G in
this same region are not as consistent, The large error for states

"below lZOOK makes these data unreliable. In the region where the
data are good, 125 to 149. 6°K, the gas phase L ~ L is constant and
independent ofvdensity within the experimental accuracy, | averagé
(L~ L)G = 4,152 cc/mole.

Because of the lack of reliable density data in'the critical
region, no definite statement about I.- L in this region can be made,
From all the analysis the most reliable speculation is that there is

| not an anomaly in this region. The values of (L - L)G and (L - L)L

converge at the critical point to a value (L~ I_.)‘C =4, 262 cc/mole.

" The valués of L - Li in the 1iq{1id coexistence phase show a slight :

dependence on density, but the change is within the limits of the ex-

pe:’:inﬁental ac‘cuxiacy. The average value Qf,(L - L)L from 850K to
149.6°K is 4. 213 cc/mole. This represents a 1.5% increase compar-
ed to the coexisting gas, provided the density -measurements are
reliable, The genéral conclusion about the coexistin;g densities
presented by Levelt is that the two data points nearest the critical

point are in error. The major difference between L~ L for coexisting

gas and room temperature gas can not be considered as significant
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because of bquestionable' density values,

For the eight iéotherms between 133 and 173°K the most
significant feature is the sharp maximum in L - L that occurs near the
critical density. Although it is shown that this is possibly the result of

"a temperature discrepaﬁcy of 0, OSOK, the behavior is regular and
showr; to some degree by all isotherms, |

The other important result obtained from these isotherms is the
small but significant temperature dépendence of L - L in the low dénsity
gas fegion. There would also appear to be a discrepancy between the
gas densities near the coexistence curve and the coexistence gas density
since the L - L. values are discontinuous here,

The most obvious recommendation is to make density measure-
ments concurrent with the refractive index measurements. A cell which
can be sealed at low temperature to prow)ide_ constant density measure-
ments is a realizable objective. This can give a definite answer fqr
the temperature dependence of L= I.. The greatest relative error is
in the pressure measurement, and it is recommended that the pressure
gage be used in the manual mode of operation. In the critical region
the extreme care necessary for thermal equilibrium must be recognized

and accounted for.
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NOMENCLATURE

- prism angle

td
'

arbitraty coefficient

(¢l
1

speed of light

o
'

angle of minimum deviation

w]}
t

electric displacement in a medium

ol
1

electric field

g(r), g(z)(rlz) - pair radial distribution function

g(z)(}'l, ¥,) - probability distribution function
H - arbitrary coefficient |
L-L - Lorentz-Lorenz function

n - refractive index

P ~ pressure

o) - dipole moment

T ' - distance

T - temperature

t - time

'f" | - vector operator

I} = unit tensor

v - velocity of light in a medium
Greek

a - polarizability

B - critical coefficient

Y - angle
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€ - dielectric constant

e - arbitlrary coiefficient
A - wave length

M - magnetic permeability
p - density |

b4 - arbitrary coefficient
w - frequency

Subscripts

C - critical state value

G - gas

i, k - molecules i and k
- liquid |

0] - isolated state

Superscripts

- - vector

" - tensor

- - average
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Prism Cell Assembly
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Refractive Index in the Critical Region
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Lorentz-Lorenz Function for the Liquid Phase at 148°K
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Table 1

Data for the Calculation of the Critical Coefficient

Temp _ TCO-Ta ¢nT_-T B g, -9
TK K x10

149.716 0.993 -0.0070 0.3435 -3,3712
149.979 0.730 -0.3147  0.3068 -3,4842
150,225 © 0.484 -0.7257 0.2591 -3.6532
149.805 0.904 -0.1009 0.3332 -3.4020
150,062 0.647 -0.4354 0. 2946 -3.5249
150,194  0.515 -0.6636  0.2720 -3.6044
150,327 0.382 -0, 9623 0.2450 -3,7093
150,450 0,259 -1,3509 0.2121 -3,8534
150.559 = 0,150 -1.8971 0.1747 - -4.0473
149,733 0.976 -0.0243 ~0.3416 -3.3768
149.928 0,781 - -0,2472 0.3151 -3,4573
150,121 0.588 -0.5310  0.2855 -3, 5560
150, 251 0.458  -0,7809 10,2623 -3.6407
150,513 0.196 -1.6296 0.1940 -3.9424
150,639 0.070 -2.6593 0.1296 -4.3461
150. 667 0. 042 -3.1701  0.1051 _4.5557
149.868 0.841 -0.1732 0.3241 ©  -3.4292
150,155 0.554 -0.5906 0.2804 -3.5743
150,445 0.264 -1.3318 0.2127 -3.8505
150, 548 0.161 -1.8263 0.1798 -4.0183

— .-

a T =150.709°K
€ 2 2
b ¢=n"-1/n"+2
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Table 1
Timp. TC;T AnT -T $1,"%G Ang; -9~
K K : x 10
150.657 0.052 -2.9565 0.1173 -4.4455
150,683 0.026 -3.6496 0.08250 -4.7975
150. 675 0.034 -3.3814 0.09604 4. 6456
150.697 0,012 -4.4228 0.05931 -5,1275
149,547 1.162 0.1501 0.3640 -3.3131
149.538 1.171 0.1579 0.3647 -3.3112
149,025 1.684 0.5212 0.4143 -3.1838
140.010  10.699 2.3702 0.8068 -2.5173
145.008 5,701 1.7406 ‘0. 6495 -2.7342
145.993 4.716 1.5510 0. 6044 -2.8061
146.975 3.734 1.3175 0.5569 | -2.8879
148.976 1.733 0, 5499 0.4272 -3.1530
149. 265 1.444 0.3674 0.4034 -3.2104
149.566 1.143 - 0.1337 0.3719 -3.2918
149.871 0.838 -0.1767 0.3352 -3.3957
149.976 0.733 . -0,3106 ©0.3197 -3.4430
146,069 4,640 1.5347 0. 6045 -2.8066
146.769 3.940 1.3712 0.5718 -2.8616
147.067 3. 642 +1.2925 0.5563 -2.8890
147.367 3.342 1.2066 ~ 0.5428 -2.9137
147.770 2,939 1.0781 0.5158 j2;9646
148.068 2. 641 0.9712 0.5004 -2.9949

148.269 2.440 -0.8920 0,4850 -3.0261



Temp
°K
148.476
148.668
149,180
149,662
147,745
148.512

146.961

T-T
oK
2.233
2,041
1.529
1.047
2.964
2.197

3.748

-84~
Table 1

InT -T
C

0.8033
0.7134
0.4246

0.0459

1.0865

0.7871

1.3212

¢L-¢G
x 10

0.4696
0.4567
0.4023

0.3693

0.5081

0.4554

0.5518

An¢; -$

-3.,0585
-3.,0862
-3.2132
-3.2988
-2.9796
-3.0891

-2.8971
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Table 2
Fit of Data in Critical Region
Least Squares Fit of Data
in(; -9) = @ +p n(T_-T) +0,(T_-T) +92(Tc-'1‘)2
140 to 150.697°K 149 to 150, 697°K
Fit with: 0 ,p |

@ = -3.366 @ = -3,358

B = 0.3752 7 = 0.00248 g = 0.3814 7 = 0.00402
o = 0.0263 e = 0.0281 |
y y |

Fit with: g,p,Ql

9 = -3.346 o = -3.280

B = 0,3853 7= 0.00320 B = 0.4068 0'6=O.00587
o, =-0.0105 0'91= 0.0025 6, = -0.0876 ¢91= 0.0176
e = 0,0227 ¢ = 0.0203
y y

Fit with: G,ﬁﬂ gla gz

'8 = -3.327 | 0 = -3,194

B = 0.3925 ¢ﬁ=o.oo403 B = 0.4308 o, = 0.00753
o, = -0.0265 0’9; 0.00636 0, = -0.277 o—el= 0. 0489
6, = 0.00148 0‘92= 0.000549 0,= 0.092 0‘92= 0.0228
e = 0.0214 o = 0.016



-86-

Z%00°0

65200
L100 "0~
L€20°0
09€€°0
98¢ ¢-
31,800 "0~
17€0 "0
Z£00°0
9550 *0-
662%°0
L62"€-

31,800 0+

6100°0

812°0

1¢9€°0

GSE€-

91000

LLTO0

2L9¢7°0

Lag'e-

L00°0- 900°0-

L2€0°0
6€00 0
5250 °0-
LSZ% 0
00€"€-

L00°0+

21€0°0
8200 °0
16%0°0-
€125 °0
o€ ¢-

900 °0+

g100°0

1910°0

609¢°0
8g¢ e~
S00°0-
L670°0

920070

LS%0°0-

691%°0
L90g "¢~

S00 "0+

2200°0
09100’

8€00°0-
LL9E"0
€5¢ " g-
$00°0-
18200
$200°0
22%0°0-
€217 °0
01¢"€-

7000+

"€200°0

0L10°0

LS00°0-
G22€°0
156 €~
£00°0-
59200
2200°0
$8€0°0-
9L0%*0
A=

€00°0+

€€00°0

1810°0
6000°0
Z2LT10°0-
€I8¢70
WMW,m:
2000~
8%20°0
86100°0
Nwmo.o-
L20%°0
8Te ¢~

200°0 +

(L- “aferr-"afeHz-"1)urd + 6 = (Oé- 1d)uy .

(4

uoryenbry o9Yy3 Jo mub@wuﬂwuoo )

€ °lqeL

2

M 60L°0GT = "L ®

9¢00°0

0%00°0

d j0 10119 °p3ig

L6T0°0
12100°0
0220°0-
0L8¢€°0
Zeete-

100°0-

1€20°0

L100°0
L0€0°0-
LL6E"0

g€zete-

$120°0 0
851000 8
$920°0- '8
gz6c'o d
Lzste- 8
SI,0°0- L
LETZO0 o
8%100°0 8
59200~ o
,mmmm.o d
Lzeg-  ©

, o)
100°0 + 3,00+ L
v e



-87~

%%0°0 F LOZ ¥
%%0°0 . 861°%
%21°0 F 602°%
%21°0 ¥ 012°¥%
%210 FP61°F
%21°0 F L0Z"'¥
%Z1°0 F 202°%
%110 ¥ 061°F
%IT°0 F86T°F
%01°0 ¥ 981°%
%01°0 ¥ 981°%
%01°0 F 202 °¥

(etowa/o2)
T

€¥0620°0

¥¥0620°0

§9620°0
S00€0°0
L00€0°0
€90€0°0
211¢0°0
261€0°0
082¢0°0
L9¢€0°0
0¥¥%€0°0

06%€0°0

(0o/ss10U1)

Ty

9061°1
Z06T1°1
BY6T°1
EL6T T
2L6T° 1
g102 "1
9%02°1
9602°1
2912°1
91221
9922°1

(ARXAN

Tu

'6%0 "6

1026
252°6
€LE°6
1556
SLS 6
€166
S9T'0T
88% 01
SSL°01
S00°11
€€2° 11T

o

(
Ta

2ou9)sIX209 pinbif-ser

%0°2 F S87°%
%0°2 ¥ 250°%
%Z°Z F8G1°¥
%Y*Z F CEEF
%% 2 F ¥20°¥

%G°2 ¥ Z¥2°¥%

(s1ouwr/22)

1-71)

L0ST00°0
905100°0
Z2LZ100°0
Z280100°0
Z€T11007°0

9€6000°0

(oo/set10W1)

2F

L600°1
1600°1
6L00°1
0L00°T
8900°1

0900°1

D4

uo81y 103 UOIIOUN T ZUDIOT-ZJUSIO] PUR XIPU] 9ATIOERIFIY

¥ °1qB L

SS¥°0

€eEv’o
0LE’0
62¢°0
gZ¢e’o

8L2°0

()
Oq

800°021
200°021
FI0O°LTT
800°9TI
¥00°G Tl
020°211
29¢€°601
S10°90T
06£°66
085 "¥6
816°68
8¢5°¢8

(31,)
duwa g,



-88-~

%810 ¥
%91'0 F
%9170 F
%y1°0 F
%F1°0 F
%¥1°0 F
%¥%1°0 F
%21°0 F
%21°0 ¥
%010 ¥
%L0°0 F
%90°0 F
%%0°0 F
%S0°0 ¥

%S0°0 F

L¥Z'¥
6%2°¥
612°%
6€2°F
1€2°%
112°%
0€2°%
622°¥
822°¥
P12°F
802°¥
802°¥
661°F
81Z'¥%

961°%

(s10U1/23)

-

)

€21610°0
S¥S610°0
9956100
€80020°0
8%1020°0
86T020°0
162020°0
€¥L020°0
06L020°0
€9€120°0

1L9€20°0

1 §92920°0

189920 °0
916220°0

L16L20°0

(02/so10UW0)

Ty

8P2I°1
LLZ1’°1
6921°1
0TE€T"1
¢IeET’1
90¢€1°1
[¥4%0 B
IGeT’1
Pee1’ I
L8ET™T
PEST T
8%91°1
PLT1°1
Fe81°1

¥281°1

Ta

¥88°9
G20°9
g86°9
Z81°9
261°9
¥91°9
LEZ"9
8LE'9
26€°9
owo.w
voe’L
8G6°L
€Iy °8
oL°8

028°8

S

(o
.HQ

%SS°0 F
%€ES*0 F
%bET 0 F
%050 F
%0570 ¥
%08 0¥
%050 F
%05 °0 ¥
%6% "0 F
%6% 0 F
%150 *
%28°0 F

%% 1 F

%F° 1 F

%% "1 F

AR
6ST°¥
€02 %
ES1°H
¥61°%
L12°%
0E1"F
8Z1°%
€81°%
601°%
621 %
PETF
092°%
€60 °%
£60°%

Amﬁmcm\uuv

F1-

¥ °I9B L

T)

$596L00°0

1995.00°0

8%5200 °0
$01L00°0
0502000
Z¥0L00°0
L€6900°0
909900 *0
995900 °0
260900 °0
€8%¥%00 *0

06€£00°0

$65200°0

€86100°0

€86100°0

Aow\mo~0ﬂc

D4

S6%0°1
9L%0"1
08%0°1
9%%0° 1
L¥%0°1
6v¥0°1
€EV0°1
ZIv0° 1
GI%0°1
8LE0°1
6L20°1
1120°1
2910°1
LZ210°1

2210°1

Oy

692°8¥1
0LL LHT
SHL LT
L90°LP1
L6971
196°9%1
69L°9%1
690°9%1
£€66°S¥1
800°S¥1
010°0¥%1
110°SET
€10°0€T
100°S21
£00°521

()
dwa



-89~

%9%°0 ¥ 902 °¥%
%% "0 F 902°F%

%Iy 0 ¥ LOZ'F

%6£°0 F 212°F

%LE O F 002°%
%GE"0 F 66T1°F
%SE"0 FS61°F
%0€°0 F S0Z°¥
%0E°0 F 861°F
%92°0 F 612°¥

%ET0 F20C°¥

%22°0 F S1Z°Vv

%61°0 F LFZ'F
%81°0 F212°%
%81°0 ¥ 8%2°¥%

(a10Ur/22)

-

$06910°0
SLOLTO"O
SLILTO"0
682L10°0
€0%210°0
825L10°0
L§SLT0°0
1282100
$€8L10°0
Z81810°0
22¥810°0
0LP810°0
29L810°0
9068100

6€6810°0

(25/ss10U1)

g

680T1°T
00TT"1
LOTTI"T
91I1°I
0211°1
821I1°1
6211°1
6FIT1°1
8FPIT"1
LLIT T
mwﬁﬂ.ﬁ
S611°1
¥221°1
€221°1

9€21°1

Ty

621°S
€81°S
q12°'g
9¢2'a
qLZ'q
Lie’s
2z¢’s
vi¥°e
€Iv°S
0§8¢°9
209°s
¥€9°9
€LL’S
69L°S
2¢8°S

()

Tq

88°0 F 6¥2°¥
ow.o F H92°V
%98°0 F 692°¥%
%P8 °0 F €92°¥
%€8°0 F L22°F
%18°0 ¥ 222°%
%9L°0 F €12 %
%SGL*0 F 002"
%SL°0 FO6T'¥
%89 °0 ¥ 860°%
%09°0 F991°%
%65 °0 ¥ 060°%
%9G °0 F 660°¥
%95 °0 F 9L ¥
%950 F 021'¥
ﬁuﬁmqw\ouv
1-1)

¥ 2198 L

208600°0
L$9600°0

§95600°0

18%600°0

80%600 °0
Z¥€600°0
0€€600°0
€L1600°0
€91600°0
9.8800°0
9€9800 °0
885800 °0
00£800°0

19100°0

0€1800°0

(02/s910W)

(oF

2€90° 1
$290°1
81901
€190°1
€090 ° 1
8650° 1
9650° T
$850° 1
28501
16501
SHS0° T
Z€50° 1
S150° T
9150° 1

L0S0°1

Oy

(
D

o)

a

290°0S 1
626671
826" 6% 1
8987671
508°6% 1
€L 671

9IL 6%1

LS 6V 1

8€S 6% 1
92671
20671
9L6°8% 1
899 8% 1
215 °8% 1
9LF 871

()
dwo g,



~90~

%78°T F 650°%
%hEL*T F 890 °F

%Z9°T FH01'¥
#2517 F 021°%
%¥8°0 ¥ 081°¥
%ES0 FF6I'F
%08°0 ¥ €02°'¥%
%GL0 FLO6T P
%¥L°0 F 002°%
%590 ¥ $02° ¥
%65°0 F 912°%

%89°0 F L6T ¥

9%65°0 F Z02°%

%ZS°0 ¥ 222°%

%0s°0 F 112°¥%
(e10W1/22)

Yr-1)

S0TS10°0
9€1S10°0
€LIST0°0
152510 °0
€$5S10°0
¥8G5510°0

91L510°0

7665100
£L6510°0
90€9T10°0
L8%910°0
L$S910 0
819910 *0
S0L910°0

08L910°0

(29/s910W1)

Ty

9€60°1

0%60°T

1960° T

6960°1
€660°1
momoow
0101°1
¥201°1
9201°1
6%01°1
¥901°1
€901°1
6901°1
0801°1

2801°1

%61°2 ¥ 18€°¥
%10°2 F 8€€°¥
%6L°T F OIE"F
%oB* T ¥ LLZ '
%SETTF 861°F
%HET F F02°F
%2ZE°T F G61°F
%92 T F €61°¥%
%92°1 ¥ €02°%
%91°1 F 802 "%
%80°T ¥ 222°%
%90°T F 9LZ°¥
%2Z0°1 ¥ 022 °%
%86°0 F L¥Z°¥

%¥6°0 F 152°¥

(e1our/52)
1-1)

¥ °1qB L

$08110°0
TLLTTO0 .
82L110°0

299110°0

GIEIT0°0

692110°0
121110°0
0160100
006010 °0
ZL30T10°0
252010 °0
281010 °0
201010°0
L000TO0 *0

826600 °0

~ (92/ss10W)

4

L8LO'T
LLLOT
69L0°1
8G.0°1
2eLo’
02L0°1
60L0°1
S690°1
9690 °1
6990°1
L9901
1990°1

L¥90°1

SH90° T

6€90°1

Oy

GL9°0G1
L99°0¢1
LS9°061
6€9°0ST
699°091

8%49°091

€15°04T

0s¥7 0s1
S¥P 09l
L2¢°081
Hmm.owﬁ
g2z o4l
F61°041
9S91°0s1T
121°081

duwta T



-91-

%90°2 ¥ 9¢6°¢
%16°1 ¥ 020°%

(s10w/52)
e

220S10°0 2060°T %%2°% %99°C F 2L¥°¥

GLOSTO0 G260°T 29€°% %9€°C ¥ €Zv°¥

(o2/so10w1)

on Amﬁocﬁ\uov
Ty Ty !

a Q1-7)

¥ °19B L

L68TI0°0 0180°T"

8¢8TI0 0 L6L0°T

.Auu\moaogd
UQ. Dy

c08°¢
SPL’¢E

(o)
“a

L69°091
£89°091

(51,)
duza g,



T -T
(°K)
Gaé
0.0
0.056
0.385
1.200
2,674
4,725

8,057

11.697

15.879
20,750
24.813
30,533
Liquid
0.0
0.096
0.446
1.190
1.612
2.836
4.544

-92-

Table 5

L-L'Va.lues Calculated for Levelt's Densities

Gas-Liquid Coexistence

nz-l/h2+2

0.0564
0.0502
0.0441
0.0381
0.0322
0.0272
0.0217
0.0175
0.0139
- 0.0107
0.0086F
0.0063

0.0564
0.0638
0.0694
. 0,0751
0.0774
0.0823

0.0873

p(moles/cc)

0.,013412
0.012348
0.010961
0.009296
0,007887
0.006641
0.005297
0.004266
0.003385
0.002608
0.002099

0.001533

0,013412
0.014770
0.016090
0.017632
0.018200
0.019334

0.020585

L-I.l.'(cc/mole)

4,202
4.066
4,023
4,093
4,086
4.090
4.093
4,097
4.099
4.101
4.102

4,120

. 4.202
4¢319
4,315
4,260
4,250
4,256

4,243



T -T
e
6.415
10.431
14.085
19,250
25.806

34.040

nzfi/n2+2
0.0917
0.0990
0,1043
0.1107
0.1175

0.1249

-93-
Table 5

p(moles/cc)
0.021633
0.023407
0.024706
0.026247
0.027905

0.029700

L-L{cc/mole)
4,238
4,229
4,222
4,217
4,211

4,205



T(°K)
120
121
122
123
124
125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

-94-

Table 6
Smoothed Values Aof Refractive Index
Gas-Liquid Coexistence
e
1.0096
1.0101
1,0107
1.0113
1.0119
1.0126
1.0133
1.0140
1.0147
1,0155
1.0164
1.0172
1.0182
1.0191
1,0202
1.0213
1.0224
1.0237
1.0250
1.0264
1.0280
1.0296

nL'
1.1903
1.1888
1.1874
1.1859
1.1843
1.1828
1.1812
1.1795
1.1779
1.1762

1.1744

1.1726

1.1708

1.1689

1.1670

1.1650
1.1629
1.1607
1.1585
1.1562
1.1537
1.151L



T(°K)
142
143
144
145
146
147
148
149
150
150,2
150.4

150.6

-95-
Table 6
G
1.0315
1,0335
1.0357
1,0382
1.0410
1.0444
1.0486
1.0540
1.0624
1.0650
1.0685

1.0741

1y,
1.1484
1.1455
1.1423
1.1389
1.1351
1.1308
1.1258
1.1194
1,1100
1.1072
1.1035

1.0978



P(atm.)

_ Run No. 14
32. 530
35.885
39.511

' 42.851
46.496
49,867
53.425
56.542
60.208
62.675
66.625
73.921
79.477
86.443
93,075
97.431

101,446

Run No. 21
14,831

18.541

D(°)

173.149°K

0.807
0.911
1.031
1.147
1.284
1.418
1.569
1.713
1.893
2.024
2.250
2.723
3.131
3.672
4.162
4.452

4.690

173.083°K
0.330

0.422

-96-

Table 7

n.

1.0173
1.0195
1.0221
1.0245
1.02#4_
1.0303
1.0335
1.0366
1.0404
1.0432
1.0480
1.0581
1.0667
1.0782
1.0885

1.0946

. 1.0997

1.0071

1.0090

One Phase Isotherms

p(moles/cc)

0.002736

0.003088

0.003490
0.003882
0.004337
0.004785
0.005291
0.005766

0.006366

0.006798

0.007542 .

0.009096

0.010426

0.012183

0.013777
0.014711

0.015478

0.001123

0.001432

Refractive Index and Lorentz~-Lorenz Function

L-L(cc/mole)

4.196 = 0.67%
4,192 % 0.62%
4,198 = 0,57%
4.194 = 0,53%
4,200 = 0.50%
4,202 £ 0,47%
4,200 £ 0,45%

4.204 % 0.44%

4,204 £ 0,42%

4,205 % 0,42%
4,210 £ 0,41%.
4,212 = 0,40%
4,215 = 0.40%
4,216 + 0,38%
4.214 + 0,34%
4.214 = 0.31%

4.213 £ 0.29%

4,196 = 1.43%

4.195 % 1.15%
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Table 7

P{atm.) lD(o) : n p(moles/cc) L-L{cc/mole)
25,600 0,607 1.0130 0.002061 4,194 % 0.84%
32,510 0.806 U 1.0173 | 0,002736 - 4,194 %= 0.67%
39.518 1.031 1.0221 0.003494 4.1 94 + 0.57%
49,088 1.387 1.0297 0.004683 4.200 % 0.48%
Run No. 13 163.156°K

25.873 0.672 .' 1.0144 0.002291 4,177 = 0,78%
28,821 0.768 1.0164 0.002616 4.177 % 0.71%
32,136 0,883 1.0189 0.003004 4,179 = 0,64%
36,072 1.031 1.0221 0.003504 4,181 + 0,58%
38.990 1.151 1.0246 0.003905 4,184 + 0.54%
42.699 1.317 1.0282 0.004462 4.187 % 0.51%
46.000 1.480 1.0316  0.005011  4.186 % 0.49%
48,880 1.641 1.0351 0.005542 4.193 + 0,.48%
52,015 1.834 1.0392 0.006187 4,194 % 0,47%
53.945 ° 1.969 - 1,0421 0.006626 4,200 % 0.47% |
56.315 2.148 1.0459 0.007221 4.200 + 0.47%
58.433 2.329 1.0497 0.007813 4,204 + 0,48%
60,471 2.527 1.0539 0.008448 4,214 x 0,50%
62. 554 2.750 1.0586 '0.009175 4,217+ 0.52%
64.041 2.930 1.0625 0.009747 4.224 = 0,53%
67.503 3.414 1.0727 0.011261 4.248 = 0.56%
68.852 3.592 1.0765  0.011905  4.223 = 0.56%
70.535 3.840 1,0817 0.012722 4,218 % 0,54%

71.642 4,000 1.0851 0.013251 4,214 = 0.53%



P(atm.)
73,232‘
74.492
80.846
83.636
86,776
90.361

Run No. 20
18.771
22,199
28.796
32,483
36,040
39.037
47.361
51.015
53. 949
66.430
67.608
92.934
96.092
100, 230

103.814

Run No., 12

20.196

D{°)
4,219
4,380
5.028
5.236.
5.435
5.626

163.095°K
0.463
0.562

0.770

.0.898

1,032

1.156

1.559
1.775
1.972
3.280
3,457
5.758
5.888 -
6.038

6.154

153.163°K

0.552

98~
Table 7

n
1,0897
1.0931
1.1068
1.1111
1.1153

1,1193

1.0099
1.0120
1.0165

1.0192

1.0221

1.0247
1.0333
1.0379
1.0421
1.0699
1.0736
1.1221
1;1248
1.,1280

1.1304

1.0118

p{moles/cc)

0,013974
0.014506
0.016583
0,017245
0,017870

0.018470

0.001575
0.001910
0,002615
0.003049
0.003502

0,003915

0.005262

0.005981

0.006639

- 0.010807

0.011354

0.018875

0.019284 -

0.019756

0.020119

0.001886

L-L(cc/mole)

4.210 %
4.205 £
4,206 %
4,206 %
4,208

4,209 =

4.191 =

4,187 %

4.188 =

4,188 =
4,188 =
4,192 %
4.196 =
4.198 %
4.199 =
4,256 %
4,265 %
4,212 =
4,212 %
4,212 =%

4,212 %

4,168 %

0.50%
0.47%
0.34%
0.30%
0.27%

0.24%

1.06%
0.90%
0.70%
0.63%
0.58%
0.54%
0.48%
0.47%
0.47%
0.56%
0.56%
0.23%
0.21%
o.zd%

ot 1970

0.92%



P(atm.,)
27.423
30.598
33.476
37.192
42,177
43,928
44,809
' 45,584
46.594
47,447
48,218
49,002
49, 600
50.302
50,749
51.388
51.838
52. 040
52.238
52.453
55.980
57. 771
59.356
61.197
62.752

D(°)

0.815
0.947
1,080
1,277
1.606
1.754
1.838
1.919
2,034
2,145
2,258
2,395
2.517
2,707
2.840
3.099
3.352

3.497

3.639
3.857
5.376
5.620
5,783
5.932
6.036
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Table 7

n
1.0174
1.0203
1.0231
1,0273
1,0343
1.0375
1,0393
1.0410
1,0434
1,0458
1.0482
1.0511
1.0537
1.0577
1.0606
1.0660
1.0714
1.0745
1.0775
1.0821
1.1141

1.1192

- 1.1226

1.1257

1.1279

p(moles/cc)

0.002769
0.003217
0.003666
0.004329
0.005445
0.005937
0.006215
0,006481
0.006865
0,007232
0.007608
0.008050

0.008443

0.008996

0.009423
0.010205
0.010972
0.011418
0. 011949
0.012645
10.017645
0.018416
0.018923
0.019395
0.019730

L—L(cc/mole)

4,185 =
4,184 =
4,183 %
4.184 =
4,178 %
4,179 =
4,182 =
4,185 =
4,186 =
4,187 £

4.186 %

4,194 =

4,200 =
4.234 &
4,238 =
4,263 %

4,282 =

'4.290i

4,261 %
4,262 £
4,217 %
4,217 %
4,219 &
4,218 &
4,216 %

0.69%
0.62%
0.58

0.55%
0.53%
0.55%
0.56%
0.57%
0.60%
0,63%
0.68%
0.75%
0.82%
0.94%
1.09%
1.40%
1.78%
2.02%
2.32%
2,61%
0.54%
0.41%
0.35%
0.30%
0.26%



P(atm.)
66.195
69.418
74.560
79.562
86. 284
92.199

Run No, 22
24.416
27.363
28,552
30.830
33.598
37.161
44,258
45.576
46.750
74.706
86.211
92,570

103.050

Run No. 15
22.078
25,422

28,888

D(°)
6.226
6.369
6,556
6.703
6.872
6.998

153.107°K
0. 701
0.814

0. 862

. 0.962

1.091
1.280
1.800
1.935
2,076
6.583
6.888
7.022

7.209

150.665°K
0.635
0.761
0.908

-100~
Table 7

n
1.1319
1.1349
1.1388
1.1419
1.1454
1.1480

1.0150
1.0174
1.0184

1.0206

1.0233

1.0274
1.0384
1.0413
1.0443
1.1394
1.1457
1.1485

1.1524

1.0136
1.0163

1.0194

p(moles/cc)

0.,020337
0.020796
0.021392
0.021867
0.022401

0.022802

0.002384
0.002763
0.002926
0.003254
0.003690
0.004328
0.006052
0.006494

0.006949 .

0.021433
0.022417
0.022845

0.023439

0.002163
0.002591

0.003082

L-L{cc/mole)
4,214 %+ 0.23%
4,212 £ 0,21%
4,209 = 0,18%
4,206 = 0,17%
4,204 = 0.16%

4,203 £ 0,15%

4,188 £ 0.76%
4,192 + 0.69%
4.192 = 0,66%
4,199 = 0,62%
4,200 = 0.58%
4,195 £ 0.54%
4,208 = 0,55%
4,212 % 0.57%
4,219 = 0,60%
4,218 £ 0.18%
4,211 = 0,16%
4,208 £ 0,14%

4.206 = 0,13%

4-183 + 0.8370
4.181 £ 0.72%

4' 1 90 % 0. 65070



FN;nn.)
31.186
33,824
36.587
38,948
41;414
43,907
45,036
46.323
47.4%9
47,698
47.844
47,922
47.933
48.615
49,031
50.072
50.867
52.006
53.395
55.219
57.900
61.139
64.780
69. 057

73.321

D( )

1,015
1.150
1.316
1.478
1.684
1.960
2.127
2.389
2.817
2,991
3.182

'3.403

3.448
5.294

5.433

5.650

. 5.769

5.900

6.028 -

6.162
6.319
6.472
6.612
6.753
6.869
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Table 7

n
1.0217
1.0246
1.0281
1.0316
1.0360
1.0419
1.0454
1.0510
1.0601
1.0638
1.0678
1.0725
1.0734
1.1124
1.1153
1.1198
1.1223
1.1251
1.1278
1.1306
1.1338
1.1370
1.1400
1.1429

1.1453

p(moles/cc)

0.003442
0.003900
0.004448
0.004995
0.005685
0.006604
0.007161
0.008629
0.009403
0.009844
0.016204
0.010419
0.010448
0.017289
0.017762
0.018489

0.018870

- 0,019295

0.019703

0.020131

0020631

10.021113

0.021557
0.021993

0.022366

I;-L(cc/&nole)

4,190 =
4,188 %
4,195 =
4,195 =
4.193 =
4,195 =
4.194 =
4.196 %
4.212 %
4.269 =
4.376 %
4.577 =
4,624 =

4,241 x

, 4,232 %

4,222 %
4.221 %
4,218 =

4.217 %

4,215 %

4.213 =
4.212 =
4.211 =
4.212 &

4,209 =

0.61%
0.57%
0.55%
0.55%
0.57%
0.64%
0.71%
0.97%
1.62%
1.89%
2.10%
2.21%
2.22%
1.36%
0.83%
0.56%
0.48%
0.38%
0.31%
0.28%
0.24%
0.21%
0.19%
0.17%
0.16%



Platm.)
78.218
83,623
88,956
94.093

100.714

Run No. 24

22,637
31.219
33,789
44.756
45.831
46.425
47.162
50.387
52.008
55.220
57.976
73.407

Run No., B-3
21.877
23.985
25.985
27.436

29,618

D(O)
6.986
7.101

7.200

7.289

7.393

150,665

0.656
1.016
1.150
2,083
2.281
2,424
2.675
5,716
5.909
6.165
6.325

6.865

0. 641
0.723
0.792
0.871
0.976
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Table 7

n

1.1478

1.1502

1.1522
1.1541

1.1563

1.0140
1.0217
1.0246
1.0445
1.0487
1.0517
1.0570
l1.1212
1.1253
1.1306
1.1340

1.1452

1.0137
1.0155
1.0169

1.0186

'1.0209

p(moles/cc)

0,022738
0.023100
0.023417
0.023694

0.024018

0.002231
0.003448
0,003894
0.007010
0.007654
0.008116
0.008911
0.018651
0.019295
0,020132

0.020644

0.022373

0.002203

0.002481

0.002706
0.002979

0.003329

L-L{cc/mole)

4,208 =
4,207 %
4,205 %
4,205 %

4,204 x

4,189 =
4,187 %
4.192 %
4.196 =
4,204 =

4,210 %

4,224 &

4,233 %
4,224 %
4,217 %
4,214 %

4,206 %

4,145 =
4,149 =
4,162 %
4,157 %

4,167 =

0.15%
0,14%
0.14%
0.13%

0.13%

0.81%
0.61%
0.57%
0.69%
0.85%
1.01%
1.35%
0.53%
0.38%
0.28%
0.24%
0.16%

0.82%
0.75%
0.71%
0.67%
0.62%



P{atm.)
31.844
34,266
35.904
37.585
39,212
40,653
42.183
43.235
43,774
44,945
45,914
47,385
49,036
51,418
53.158
56.554
60,179

63.834

67.766
73.152
79.841
86.620
95.826

103.606
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Table 7

n.
1.0234
1.0265
1.0289
1.0318
1.0350
1.0384
1.0435
1.0490
1.1269
1.1296
1.1314
1.1338
1.1359
1.1384
1.1400
1.1427

1.1451

1.1492

1.1492

1.1516

1.1542

- 1.1566

1.1595

1.1615

p(moles/cc)

0.003723
0. 004208
0.004580
0.005016
0.005513
0.006049
0.006802
0.007577
0.019372
0.019854
0.020156
0.020525
0.020863
0.021263

0.021512

0.021927

0.022301
0,022626
0.022936

0.023710

- 0.,023710

0.024068

0.024495

0.024815

L-L(cc/mole)

4,179 = 0.59%

4.183 = 0,57%
4,187 % 0.57%
4.198 + 0.57%

4,203 £ 0.58%

4,204 % 0.62%

4,234 % 0.69%
4,270 = 0.83%
4,261 £ 0.42%
4,245 % 0.36%
4,238 % 0.33%
4.232 0.29%
4,228 £ 0.26%
4.224 = 0.22%
4,220 % 0,20% -
4,218 £ 0,19%

4,216 2 0.17%

4,212 % 0.16%

4,211 = 0.15%

4,208 % 0.14%

4,205 % 0.14%

’ 4.203 - J Oo 1370

4,204 % 0,12%

4,200 % 0.12%



P(atm.)

Run No. 19 . 148.123°K

50.221

68.912

Run No. 18
17.898
21.366
26. 691
32,058
34,604
38,486
42,213
47,068
47,415
50. 600
53, 054
59.162
65.968
67.524
76,119 -
84. 553
94,454

102.599

Run No. 9

28,769

D(°)

6.488
7.088

143.170°K

0.534
0.670
0.918
1.255
1.485

6,978
7.094
7.234
7.232
7.316
7.357
7.474
7.593
7.610
7.731
7.840
7.950

8.034

138.173°K

7.475
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Table 7

n

1.1374
1.1499

1.0114

1.0144

1.0196

1.0268
1.0317
1.1476
1.1500
1.1529
1.1529
1.1546
1.1555

1.1579

1.1604

1.1608

1.1633

1.1656

1.1678

1.1696

1.1580

p{moles/cc)

0.021114

0,023041

0.001822

' 0.002281
0.003114
0.004242

0.005007

0.022605
0.023007
0.023432
0,.023459
0.023696
0.023864
0.024236
0.024597
0.024673
0.025060
0.025395

0.025748

+0,026011

0.024229

L-L(cc/mole)

4,222 % 0,24%

4,210 % 0.15%

4,178 % 0.95%
4,184 +0,80%
4.190 £ 0, 66%
4,197 £ 0.59%
4,203 = 0, 60%
4,228 = 0.17%
4,220 0.16%
4,221 = 0.15%
4,215 % 0,15%
4,219 £ 0.15%
4.212 % 0.14%
4,209 = 0.14%
4,210+ 0,13%
4,206 = 0.12%

4,204 + 0.12%

4,204 x£0.11%

4,201 £0.11%

4,200 0.11%

4,211 + 0,41%
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Table 7
P(atm.) D(°) | n p(moles/cc) L-L(cc/mole)
34.362 7.596 1.1605  0.024601 4,211 % 0.37%
43,502 7.752 1.1637 0.025104 4,207 % 0,31%
57.310 7.947 1.1678 0.025717 4,204 % 0,24%
70,978 8.105 1.1711 0.026215  4.202 + 0.18%
85.178 8.245 1.1740 0.026659  4.200  0.12%
96.696 8.34‘7 1,176l 0.026978 4.198 = 0,10%
Run No. 17 138.173°K
18.536 0.596 1.0128 0.002030 ~ 4,180 % 0.88%
22,787 0.793 1.0170 0.002695 4,185 x 0.73%
25.554 0.948 1.0203 0.003217  4.188 % 0.67%
28,057 1.122 11,0240 0.003795  4.198 % 0.64%
29,321 7.491 1.1583 0.024269 4,213 % 0.40%
35,823 7.622 1.1610 0.024689 4,210 % 0.36%
41,102 7.716 1.1630 0.024982  4.209 % 0,32%
45,022 7.776 1.1642 0.025179 4.207 % 0.30%
' 49.667 7.845 1.1657 0.025395 4,206 + 0.28%
57.870 7.950 1.1678 0.025739 4,203 = 0.24%
70,886 - 8.100 1.1710 0.026212 4,200 = 0.18%
83,059 8,222 - 1.1735 0.026596  4.198 = 0.13%
102,230 8.385 1.1769 0.027120 4,194 + 0,10%
Run No. 10  133,176°K
23.376 7.985 1.1686  0.025813  4.208 % 0.11%
34.486 8.133 1.1716 0.026290 4,204 % 0,11%
83. 064 8.590 1.1811 0.027724 4,197 % 0.10%



P(atm.)

97.871

Run No. 16
11,982
14,253
16.527
18.525
20,070
22.628
23,088
23,534
24.546
27.153
33,779
38.176
45,784
55,657
66.015
74.843
80,483
86.566
93.657

103,025

D(°)

8.694

133.176°K

0.370
0.456
0.550
0.642
0,720
0,868
7.979
7.980
7.995
8.031
8.115
8.169
8.253
8.350
8.442
8.515
8.558
8.606
8.658

8.722
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Table 7

n

1.1833

1.0079

1.0098
1,0118
1,0138
1.0154

1.0186

1.1684

1.1685
1.1688
1.1695
1.,1713
1.1724
1.1741
1.1762
1,1781
1.1796
1.1805
1.1814
1,1825

1.1838

p(moles/cc)

0.028056

~ 0.001264

0.001557
0.001877
0.002187
0.002450

0.002949

0.025799

0,025821

0.025868
0.025987
0.026262
0.026429
0.026694
0.027003
0.027295
0.027524
0.027663
0.027965

0.027965

. 0,028165

L-L({cc/mole)

4,194 %

4,172 %
4,173 %
4,176 %
4,184 =%
4,180 %
4,187 x
4,207 =
4,204 =
4,204 %
4,202 =
4,200 =
4.199 =
4.198 =
4,196 =
4,194 =
4.193 £
4.192 =
4.192 =
4,192 =

4,191 £

0.09%

1.31%
1.10%
0.94%
0.84%
0.78%
0.70%
0.11%
0.11%
0.11%
0.11%
0.11%
0.11%
0.10%
0.10%
0.10%
0.10%
0.10%
0.10%
0.09%

0.09%
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APPENDIX A

DETERMINATION OF THE PRISM ANGLE

The prism angle A was determined indirectly from the angle of
minimum deviation D for water. Many attempts to measure the angle
A directly with a Gauss eyepiece‘were unsatisfactory. The reflection
from the small (1/4" diameter) cell windows was too faint for repro-
ducible results, Attempﬁs were also made to determine the pressure
“and temperature dependence of the prism angle; no dependence was
detected.

Special techniques had to be efnployed with the Gaertner L114
Spectrometer to achieve results for water with acceptable precision.
The spectrometer has a graduated circle and vernier that gives read-

- ings to 0,33', For measurements from 1 to 50, a micrometer tangent
screw accurate to 0.02' can be used. In order to make use of the
micrometer accuracy over a wider range, a special procedure was
established.

After the telescope was moved until the illuminated slit was in
the field of view, the micrometer screw was clamped to the base. The
final adjustment was made with the micrometer, This readihg was
noted and was listed as V, Then looking through a mic.roscope mounted
above the graduated circle, the micrometer was advanced until an even
degree was opposite 0 of the graduated circle vernier. The even de-gree
and the new readinglon the micrometer were noted as C and Vo
respectively. The difference VO - V was subtracted from C to find

the original position of the telescope. This procedure increased the
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reproductbility of the data by 3 to 4 times. Comparison checks show‘
.that the graduations on the micrometer tangent screw are compatible
with the graduated circle. |

The values for the angle of minimum deviation for water are
given to illustrate the procedure.. The spectrometer instrument zero
refers to the spectrometer reading for the empty cell. This was
measured before each set of data and in the case of water before and

after the measurement.

Instrument Zero Test No. 5

v = 0° 46,13 - variance, o2 = 19 x 10~
VO =1° 34, 96° variance, cz = 64 x 10“'41
c = 108°

Inst, Zero=104° 11.17'

Angle of minimum deviation for water

v =0° 47.11" o =19x 10 H

v, =1° 33,16 - P =bax107¥ %

C =121°

H20(20°) =120° 13.96'

DHZO =16° 2.79" =166 x 1074

From DH o and the refractive index of HZO at 2_0° it was
2

possible to calculate the prism angle of the cell,

n
HZO

1.33300 + 0. 00002 at 20.0 & 0.2 C33)

A

44° 18.57' £ 0. 40!

% Variance from a large sample is used as the population variance.
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The error in A is for a 95% confidence level and includes the error in
temperature.
Between Tests No, B-3 and 16, the spectrometer was modified
for better mounting on the surface plate. This did not effect the scales

or the telescopes except to improve the rotation in the horizontal

plane.
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APPENDIX B

CALIBRATION OF THE PRESSURE GAGE

All pressures reported in the expei'imental data were measured
with a Texas Instrument Precision Pressure Gage No., 141. The gage
indicates the degrees of rotation of a mirror attached to a Bourdon
tube. The movement of the mirror is followed by an optical transducer
mounted on a gear concentric with the Bourdon tube. The Bourdon
~ tube is metal, and specific precautions must be taken to correct for
hysteresis. The gage was calibrated between 240 psi to 1500 i)si with
a Hart Balance dead weight tester.

Thé same pressure balance system as described by Honeywell(24)
- was used in this calibration with the 700 - 1750 psi measuring cylinder.
The balance has an accuracy of 1 in 10, 000 ahd a reproducibility of
1 in 20, 000, . A pressure transducer model P3D made by Pace
Engineering Co., North Holllywood was used between the oil of the
pressure balance system and the argon sample system connected to the
T.I., gage. This is a diaphram type transducer and is used with a 1 psi
range diaphram. The transducer output displayed on a recérder
showed a sensitivity and reproducibility to = 0, 05 psi.

The T.I. gaée was connected directly into the argon sample
system of the refractive index cell. A Bourdon tube with a maximum
deflection of 100° at 5000 psi was used in the gage. To correct for
hysteresis, the gage was pressurized three times to 1500 psi for two
minutes and then rezeroed against vacuum. 'I‘he chamber around the

Bourdon tube is open to the atmosphere when metal tubes are used,
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thus Ovdegrees d‘eflection is atmospheric pressui‘e. Zero pressure
was established at -0,280° deflectién under a mechanical pump vacuum
(lOv-Z mm., Hg) when the barometric pressure is 736.8 mm. H
(corrected). |

The use of a 5000 psi metal tube for only‘l500 psi should in-
crea-se the_.st'ability and reproducibility, although increasing the
proportionate error. For the calibration the data from Tests No. 7
to 11 were used aiong with Test No. A-1, In Tests No. 7 to 11 the
"dead weight tester and the T. I. gage were both connected to the system
during refrac‘t:ive index measurements. For Test No, A-1l the refrac-
tive index cell was closed off. From the data no depen;lence on the
different tests could be noted. The calibration data were used to com-
pute the tube constant for the Bourdon tube - psi/degree deflection. |
This quantity - T, C, - was then used as a f_unction of the degrees’
deflection for calibration purposes. A third order polynomial was
used to fit the function T.C. = f(Deg). The gage has a sensitivity Qf '
0.05 psi, but the use of a 95% confidence interval on the polynomial
fit was felt to cover all of the reproducibilities and unce;:'tainties in
calibration; accounting for all three devices, the dead weight tester,
the pr.essure transducer, an</i the T.I. gage. A 95% confidence
interval is = 0.06%, and this is used as the accuracy of all pressure

measurements recorded.

_ 2 3
T. C. —yA1 + A,Deg + A3Deg + A4Deg
Al =5.1426 x 10!
- -1
A, =-1,1012x 10

2
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A, =4,2904x 103

3

H

A, = -6.5810x 1072

4

Variance = 2, 64 x 10"4
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Table B
‘ Texas Instruments Gage Calibration
P(psi) Deg(o) T.C.(psi/Deg) P(psi) Deg(°)T.C. (psi/Deg)
Test No., 7

285.340% 5,603 50,9263 1417.629 28.200 50,2705
%*346,011 7.238 47,8048 *403,274 7.947 50,7455
*434.408  8.566 50,7131 468.479 9.238 50,7121

*493 . 840 9.747 50, 6658
Test NO. 9

*526.942 10,406 50,6383
. 408.566 8,044 50,7914
574.276 11,348 50,6059
: 409.959 9.678 50.7293

643.785 12.732 50,5734 v

625.073 12.353 50.6009

%724,210 14,320 50,5734
. 828.124 16,400 50.4954
856.534 16.967 50.4823
' 1028.989 20,410 50,4158
996.996 19,774 50,4196 -
. 1237.126 24.585 50.3204
1112.236 22.096 50.3927 4
. - 1407.006 27.988 50,2718
¥1179.696 25.277 46,4707

1473.764 29,343 50.2254 Test No. 10

329,090 6,470 50.8640
Test No. 8
*492,004 9,713 50.6542
*317,447 6.232 50,9431
775.580 15,360 50.4935
522.806 10,322 50, 6497 :
_ 1012.879 20,104 50,3820
607,555 12,000 50.6296 '
. *¥1382.330 23,962 50.2972
727.372 14,389 50,5505
1423.456 28,336 50,2349
955.907 18,948 50,4490

1282.125 25.490 50,2991

a Uncertainty P+ ,01% ,
* Points omitted from polynomial fit at 95% confidence level
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Table B .
P(psi)  Deg(®) T.C.(psi/Deg)  P(psi) Deg(®) T.C.(psi/Deg)
Test Nb. 11 | Test No, A-1
k276.689 5.431 50,9463 %299.910 5.880 51,0050
356.555  7.014 50.8347 328,639 6.461 50,865
448,257 8.838 50,7193 350.510 6.894 50,8427
502.080 9,907 50. 6793 *381.1534 7.503 50, 8001
548.501 10,833 50, 6325 425,444 8,382 50. 7569
576.634 11.388 50, 6352 459.504 9.056 50, 7402
626.978 12.392 50.5954 499.440 9.853 50. 6891
634.710 12.548 50.5826 %256, 659 5.025 51,0763
644.791 12.747 50,5837 *281.874 5.540 50.8797
666,727 13.182 50.5786 - %296.068 5.922 49.9945
*680,855 13.458 50.5912 %320.165 | 6.281 50.9735
. 699.313 13,830 50.5649 331.958 6.525 50,8493
717.521 14.193 50,5546 %332,300 6.535 50,8493
729_.606 14.438 50,5337 348.290 6.843 50.8973
'747.596 14.795 50.5303 359,9987 7.121 50.5545
766.390 15,172 50,5134 374,206 7.364  50.8156
%780.280 15.439 50,5396 258.421 5.051  51.1624
827.722 16,387 50,5109 274.766 5.380 51.0718
894.934 17.739 50,4501 303.666 5.958 50,9678
1089,661 21.633 50.3703 334,611 6.578 - 50.8683
*1254.468 24,941 50,2974 352,226 6.926 50.8556
#1491.624 29,683 50,2518 384,408 7.561

50.8505
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Table B

P(psi) Deg(®) T.C.(psi/Deg) P(psi) Deg(°) TI.C_. (psi Deg) .

| 411.797 8.110' 50.7765 1024.144. 20.309 50,4281
429,278 8.451 50.7961 ~ 1050.564 20.843 50,4037
442,727 8,728 50,7249 *1059.251 21.310 49.7086

*459,711  9.050 50.7968 1097.4946 21.780 50.3900
482,945 9.528. 50,6870 1129.117 22.411 50.3823
499.898 9.863 50. 6841 1146.028 22.765 50.3417
533.157 10.525 50. 6562 1173.514 23.313 50,3373

*561.613 11,081 50,6825 1201.437 23.870 50,3325

*582.418 11.515' 50,5791 1225,040 24,334 50,3427

*609.334 12,032 50. 6428 1248.402 24,813 50,3124
632,771 12.515 50.5610 1275.408 25,355 50.3020
671.320 13,277 50,5626 *¥1294.940 25,823 50,1468
692,517 13.709 50,5229 1325.134 26.352 50.2859
*719.726 14,223 50,6030 1354.181 26.930 50,2852
*744,998 14.768 50.4468 1375.988 27.363 50,2864
770.616 15,254 50,5189 1392.766 27.707 50,2677
794.693 15,738 50,4952 1424.540 28.336 50,2731
%*819.324 16.219 \. 50.5163 1445.648 28,764 50,2589
844;780 16.738 50,4708
869.746 17.229 50.4815
896.668 17.767 50,4682
921.856 18.268 . 50,4629
948.664 18,807 50,4421
974.613 19.328 50,4249

994.508 19.726 50,4161
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APPENDIX C

EXPERIMENTAL D VALUES OF ARGON

All of the experimental values of the angle of minimum deviation
recorded in the investigation are listed in Tables C-1 and. C-2, These
experiments were carried out over approximately two years. Run 71
was recorded in August 1964 and one year later in August and Septémber
1965 runs 3 to 15 were made. Then in the fall and winter of 1966 the
remaining runs were completed. The two major equipment modifica=- -
tions took place in the intervals between the runs. Before run 3 the
new cell was put into the cryostat. At this same time all the wiring
and vacuum seals for the shield were also replaced. After run B-3,

the new spectrometer mounting and the new cryostat support were set

. up.

Measurements for gas~liquid coexistence states are covered
in runs 71, 3, 4, 6, B-2, and 26, Run 71 §vas made with the original
cell designed by Smith!>®), A = 45.0° % 0.002°, and all the remaining
runs used the new cell, A = 44,3094° £ 0, 0067°,

For all the runs recorded the outside vacuum chamber was
evacuated to a pressure between 1 x 107> and 1 x 107% mm. Hg. Then -
liquid nitrogen was placed in the reservoir, and the automatic level
controller set to maintain the liquid nitrogen level at one inch. When
the shield and the cell had cooled below the temperature to be studi.ed,
the shield was set up for automatic control., During the cooling period,
the volume inside the shield was evacuated with only a mechanical pump

to speed the cooling of the cell. The temperature and temperature
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control of the shield were not effected by the vacuum in the shield
chamber. The Curreﬁt to the shield heater was approximately 0.2 amps
for all the temperatures studied. In order for this current to fall in

the linear response range of the Leeds and Northrup Series 60 controller
and Fincor power supply system, it was necessary to add a resistance
in séries with the shield heater, A 2500-160 watt adjustable resistor
set at 100@ was used. Typical control settings for the Series 60
controller used with the Speedomax H recorder are: Microvolt D, C.
‘amplifier - 100uv; Proportional Band - 100%; Rate Time - 1 min.;
Reset - 0,6 repeats/min, The control settings for the shield heater are
not critical, and when properly set up the shield responds rapidly and
stably.

When the shield temperature was established 2 or 3° below the
temperature for the cell, the cell heater was connected to its control
circuit. As indicated in the Experimental Details éection, the set
point for the platinum resistance thermometer attached to the cell_ was
the Wenner potentiometér. The current to the cell heater varied from
0.01 to 0.02 a. A resistance in s‘eriés with the heater was adjusted éo
that the current necessary to control corresponded to the mid-point of
" the controller output, 2.5 ma., A Speedémax G recorder was used with
a Series 60 controller for the cell heater control, and typical control
set‘tings are: D, C. Microvolt amplifier - 1004v; Proportional Band -
100%; Rate Time - 1 min.; Reset ~ 1 repeats/min.; Recorder range -
2 mv. The ‘cell control is sensitive to controller settings, and the best
p&ocedure is to establiéh_the cell on control and check tixe stability

before proceeding with the measurements. Once the proper setting is
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‘found, the cell control is Vei*y stable with rapid response and temper-
ature fluctuations 1és§ than 0.0001°K.

When the cell temperatiire was on automatic control the instru-
ment zero for the spectrometer was determined. The details of the
technique for the operation of the spectrometer are covered in Appendix
A, Now argon was fed into the cell from the high pressure bomb until
the gas liquid interface was at the center of the cell window. " With the‘
cell half filled with liquid it was possible to make measurements on
both gas and liquid at the same time thus insuring equilibrium. No
readiﬁgs for the gas phase were recorded at the lower tempera’cure-s of
run 71 because the angle of deviation wés too small to be read. There
are some other points where readings for the gas phase were not
recorded because insufficient gas phase was available to give a distinct
light image.  The readings for the liquid phase in these cases were not
included in further analysis.

The argon used in runs 3 to 6 was obtained from Linde who
reported an impurity analysis of'less than 20 ppm. The argon with-
drawn from the s;lpply cylinder was stored in a storage cylinder and
reused. Care is taken to have all sample lines both vacuum and
preésure tight. When the lines were tight, they were flushed repeatedly
with argon before use.

| Many of the points recorded in Table C-1 are not included in
the final data presentation. These are indicated by * or '1” Except
near the critical temperature, the data indicated by * were questionable
at the tirnethey were recorded. Mostlythe quest‘ions'dealt with proper

temperature control or recording. The exception is run B-2 which
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seems to bear no relgﬁon t§ the other data recorded. At the time the
i'es‘ultsAwere recox;ded this discrepancy was attributed to sample
contaminé,tion.

The many problems connected with the critical region are
discussed in the section Experimental Details. Many résults in this
region are also discarded because of the reasons discussed. The
vapor pressure measurements made in this region used the same
~ pressure measuring system as in the one phase region, The gage was
‘left connected to the system,; and the gage reading was recorded at the

same time as the angle of minirhum de.viation. A stable pressure gage
reading for measurements near the éritical ’cempe_rature‘ Qas used to
help indicate equilibrium. .

For operations in the region of the crit;ica,l_ point additional
considerations must be applied to the témperature control, Whén the
shield chamber was pumped with a mechanical vacuum i)ump,' the
pressure was 2 to 6 x 10--3 mm, Hg. This provides sufficient gas for
conduction cooling of the coiled inlet line above the celi. Near the
critical point the small heat of vapbriza}:ion allows liquid tdboil 1n the
cell and recondense in the line above., If the shield chamber is pumped
with a diffusion pump to a pressure of 1 x 10-4 mm, Hg; suff@cient'
heat flows down the inlet line to upset the cell temperature. This
probierﬁ was over come on run 246‘by using the heater on the inlet line
and a vacuum of 2 to 6}; 10-3 mm, Hg. The thermocouple at the mid-
point of the coil waé used to monitor the temperature of the coil, and
the inlet heater current was adjusted to give the same temp'erature' in

the coil as the cell, It was found that the same total current divided
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between. the inlet Heater.and the shield gave good control, about 3/4 °
of the current was put fhrough the shieid heater. It is convenient to
have a series of adjustable resistances that can be switched in; this
provides maximum flexibility to achieve the best control response.

In smoothing the data on the gas-liquid coexistence curve

nz 1 was fitted as a function of T,-T, and points were excluded at a

n +2

95% confidence level. Points thus excluded are indicated by t. In the
smoothing, all the datawere fitted atone time, and even obviously bad
points ;Nere inéluded on the first fit.

For measurements on isotherms in the one phase region the
experimental procedure was almost exactly the same. All the same
heater currents and control settings apply. In this c4ase it is necess.ary
.to measure the pressure. Before the instrument zero for the spectro-
meter v%as determined, the pressure gage was pressurized three times
to ifs maximum pressure, Then the pressure gage was zeroed against
vacuum, and at the same time the spectrometer zero was determined.

kArgon was fed into the system as before, but m this case it
was not neéessary to c‘arefully introduce a particular amount. This
makes vthe‘measuremen'ts so;ﬁewha‘c simpler. After the temperature
and pressure were stable the angle of minumum deviation was deter~
mined. It should be noted that in this temperature measuring and '
control écheme, it \ﬁas z;lecessary to measure the potential drop in the
standard resistor produced by the current to the resistance thermometer.\
It was also necessary to standardize the Wenner potentiometer since

this instrument was contintially connected into the control circuit.



~123-

Both of these operations were performed before each angle determin-
ation. |

In the region of the critical temperature and near the gas-
liquid coexistence pressure, care must be taken to insure true temper-~
ature and pressure equilibrium.

On all the isotherms an attempt was made to run exactly at the
temperature reported by Levelt. This takes into account a correction
obfained from her. This was not achieved because corrections had to
be applied to the potentiometer readings. The cases where duplicate
isotherms are separated by 0. 05°K result from potentiometexr correct-
ions, The dataare reported inthis form, and corrections were applied
to Levelt's density values.

The two runs-7 andv 8 gave values which could not be reproduced
on reruns, It was ’also noted that these isotherms af low density
crossed other isotherms, a highly unbelievable situation, These two
runs were not included with the final data. For all isotherms two runs
were performed to check reproaucib‘ility. Run 18 covers two runs on
consecutive days. | |

' In smoothing the data the L - L values are fitted as a function of
p and points rejected at a 95% confidence level., These points are
indicated by T in Table C-2.

The estimation of the relative error in D is + 0. 0050, and the

‘relative error in P is £ 0.06%. The absolute uncertainty in T is ‘

+ 0,015 K, but the relative error in T should be less than =% 0, OOSOK.

The values of n are computed from equation (9).
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- Table C-1

Experimental D Values of Argon

Coexisting Liquid-Vapor

T(°K) Platm.)
Test No. 71
'85,538°
89.918
94.580
99.390
105,015

109,362
115,004
120,002
125.003
130,013
135.011
140,010
145.008
$150. 008
Test No. 3
%105, 019°
%107, 007
%109,367

- . m amo

a Prism angle A = 45° x , 002
b Uncertainty in D = %= 0, 005

¢ Uncertainty T = £ 0. 015°K

d Uncertainty n £ 0, 0001

e Prism angle A = 44,3094

o,a
D (%)

0.192
0.255
0.325
0.433
0.588
0.772
1.005
1.335
1.803

2.897

0.213

0.034

(2 )

.0067°

e’

1.0040
1.0054
1.0068
1.0091
1.0122
1.0162
1.0211
1.0279
1.0378

1.0606

d

1.0046

1.0007

D, ()®

11.233P

11,005
10.755
10;488
10.165
9.913
9.547
.9.207
8.820
8.413
7.958
7.394
6,680

5.153

10.003°

9.884
9.720

ny,

1.2312%
1.2266
1.2216
1.2162
1.2096
1.2046
1.1972

1.1902

. 1,1824

1.1741
1.1648
1.1534
1.1387

1.1073

1.21039
1.2078

1.2045



T(°K) Platm.)
112,020 |
115.008
117.014
120,008
121.999
125.007
*126.989
1130;017
*145,013
145.993
146.975
*147.973
148,976
149,265
1149.566
1149.871
1149.976
Test No, 4
146.069
146.769
147,067
T147.367
147,770
1148, 068

148.269
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0.593

0,625

0.792

.1.807
1.944

2,092

- 2.282

2,495
2.584
2.687
2.811

2,872

1,930
2.026
2,087
2.150
2,228
2.273

2.321

1.0060
1.0070
1.0079

1.0097

1,0127

1.0134

1.0170

1.0386
1.0415
1.0447
1,0487
1.0532
1.0551
1.0573
1.0599
1.0612

1.0412

1,0433

1.0446
1.0459

1.0476

1.0485

1.0495

6.378
6.237

6.182

6.142

6.025
5.952
5.884

"L
1.2015
1.1973
1.1948

1.1906

1.1874

1,1834
1.1797
1.1748
1.1390
1.1354

1.1312

1.1281

1.1195
1.1177

-1.,1150.

1.1119

1.1108

1.1351

1.1321
1.1310
1.1302

1.1277

1,1262

1.1248



T(°K)
148,476
148, 668
1149.180
1149.662
*150. 068
*150.,267
*150,475
*150.576
*150. 683
*150, 715
150, 761
Test No. 6
%150, 782
*150.794
*150, 608
%150, 627
*150. 677
*150, 730
%150, 755
#150, 762
*150. 706
%150, 718

*150,743

P(atm.)
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3,700

3.838
3.394
3.431
3.524
3,674
3.826
3.992
3.584
3,621

3.769

1,.0507

1,0515

1.0543

'1,0576

1.0613
1.0638
1.0658
1.0686

1.0712

1.0716

1.0739

1.0788
1.0817
1,0723

1.0731

©1.0750

1.0782
1.0814

1.0849

1.0763

1.0771

1.0802

Dy (°)
5.832
5.773
5.500
5.415
5.2142
5.0903
4.939
4.836

4.759

4,683

4.596

4.401
4,264
4.710
4,668
4,569
4,421
4,267
4.187

4,507

4,472

4,299

n

L
1.1236

1.1224
1.1167%
1.1149
1.1107
1.1081
1.1049
1.1027
1.1011
1.0995

1.0977

1.0936
1.0907
1.1001
1.0992

- 1.0971

1.0940
1.0907
1.0890
1;0958
1.0951

1.0914



T(°K) Platm.)
| Test No, B-2
%117, 055 10,034
123,468 14.206
*128, 506 18.483
%133, 029 22.868
%138, 231 28,820
*141.402 32,905
*144., 620 37.565
¥147.443 41.969
%149.266 .~ 45,076
%150, 712 o
*150. 757
%150,807
*150,819
#150, 844
Test No, 26 .
149.516 . 46.326
149.979 . 46.812
150;225 47.289
146.961  41.610
147,745 42,884
148,512  44.195
149.025 45,100
§149.444 46.001

f Uncertainty in P = £ 0, 06%
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0.358
0.521
0.692
0.877
1.173
1,409
1,732
2,142
2,547
3.350
3.449
3,578
3.605

3.708

2.794
2.928
3.102
2.102
2.248
2.420
2.557

2,733

1.0596

1.0624

1,0661
1.0449
1,0480
1.0516
1.0545

1,0583

9.233
8.789
8.382
7.995
7.471
7.095
6.632

6.0860

5,564

4,703
4,615

4.494

4,454

4,361

5.322
5.183
5,006
6.164

5.985

5.769
5.602

5.399

1.1129
1.1100
1.1063
1.1306
1.1269
1.1223
1.1188

1.1146



T(°K)
149,805
'150.062
150,194

150,327

150,450

150,429

150,556’

150.599

149,538

149,733

149.928

150.121.

150,251

150.513

150.639

150,667

150,697

149,547

149.868 -

150,155
150,445
150,548

150.657

Pﬂanﬁ.),
46.455
46,940
47,172
47,414
47.670
47,666
47.923

47.919

461076

46,414
46.772
47,123
47.365
47,870

48.092

48,154

48,204

45,999
46,573

47.102

47,632

48,827 -

48.030
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D()
2,827
2.966
3.037
3,139

3.264

- 3.390

2,731

2,805

- 2.901

3.000
3,084

3,329

"3.562

3.650
3,805
2,737
2.876
3,025
3.265
3,380
3,613

e

1.0603

1.0632
1,0647
1.0669
1.0695

1.0722
1.0582
1.0598
1.0618
1.0639

1.0657

1.0709

1.0758

1.0777

1.0810

1.0584

1.0613 -

1.00645

1.0696

1,0720

11,0769

ny,

1.1120

'1.1089
1.1069

1.1049
1.1024
1,1028
1.0995
1.0993
1.1148
1.1128
1.1107
1.1082
1,1064
1.1010
1.0959

1.0940

1.0902

1.1149
1.1116
1.1080
1.1026°

1.0999



T(°K)
150,675
150,683

1150.692

Platm.)

48,084

48,108
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o
DoY) mg
3.696 1.0787

3.745 1.0797

3.813 1.0812

[}
D, (%)
4.401
4,352

4,278

n
L

1.0936
1.0925
1.0910
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Table C-2

Experimental D Values for Argon - Isotherms

P(atm.) D(%)? n - Platm.) D (%) n
Test No. 14 173.149°K®
b c' d
t25.655 0.622" 1.0133 97.431 4.452 1,0946
t28.952 0.700 1.0150 101,446 4,690 1,0997
32.530 0.807 1.0173
Test No. 21  173.083°K
35.885 0.911 1.0195 _
14.831 0.330 1.0071
39,511 1.031 1.0221
. 18,540 0.422 1.0090
42.851. 1.147 1.0245 ‘
25. 600 0.607 1.0130
46.496 1.284 1.0274
32.510 0.806 1.0173
49,867 1.418 1.0303
39.518 1.031 1.0221
53.425 1.569 1.0335 )
49,088 1.387 1.0296
56.542 1.713 1.0366
159.989 1.887 1.0403
60,208 1.893 1.0404
T76.416 2.914 1.,0621
62.675 2.024 1.0432 i
25.873 0.672 1.0144
66.625 2.250 1.0480 _
28.821 0.768 1,0164
170.598 2.501 1.0534
_ 32.135 0.883 1.0189
73.921 2.723 1.0581
36.072 1,031 1.0220
79.477 3.131 1.0667
38.990 1.151 1.0246
86.443 3.672 1.0782
42.699 1.317 1.0282
93.075 4,162 1.0885 . . -
46,000 1.480 1.0316

a Prism angle = 44,3094° = ,0067°
b Uncertainty P = 0.06%

¢ Uncertainty D % 0, 005°

d Uncertainty n £ 0, 0001

e Uncertainty T % 0, 015°K
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Table C-2
P(atm.) p(°) ‘ n o P(atm.) D(°) n
48.880  1.641 - 1.0351 Test No. 20 163.095°K
52,014 1.834 1.0392 115.272 0.351  1.0075
53.945  1.969 1.0420 18.770 0.463  1.0099
56.315 2.148 1.0458 22.199 0.562 1.0120
58,433 2,329 1.0497 125.968 0.679 1.0145
| 60. 471 2.527 . 1.0539 28,796  0.770  1.0165
62.554 2.750  1.0586 32,483 0.898 1.0192
- 64,041 2.930 1.0625 36,040 1,032 1.0221
T65{363 3.098 1.0660 39,037 1.156 1.0247
166.426 3,244 1.0691 47.361  1.559  1,0333
67.503 3.414 1.0727 51,015 1,775  1.0379
68. 852 3,592 1.0765 53.949  1.972 1,042l
70.535 3,840 1.0817 66.430  3.280 1.0699
71.642 4.000 1.0851 175.684  4.563  1.0970
73.232 4.219 1.0897 183.664  5.261  1.1117
74,492 4.380 1.0931 92,934  5.758 1.1221
175.993 - 4,558 1.0969 96. 092 5.888 1.1248
178.391 4.808 1,1021 100,230 6.038 1.1280.
80.846 5.028 1.1068 103,814  6.154 1.1304
83. 636 5,236 1.1111 t66.442  3.289 1.0701
86.776 5.435 1.1153 67.608  3.457 1.0736
90.361  5.626 1.1193 -

, Test No. 12 153.163°K
192.460 5.758 - 1.1221

20.196 0.552 1.0118

27.423 0.815 1.0174



P(atm.)
30.598
33,476
37.192
140. 244
42,177
43,928
44.809
45,584
t45.932
46.594

T 47.447

48,218

49,002
49.600
50.302
50. 749

150.995
' 51.388
51.838
52. 040
52,238
52.453

152,918
153,852

t54.418

D(®)

0.947
1.080
1.277
1.452
1.606
1.754
1.838
1.919
1.973
2.034
2.145

2.258

2.395
" 2.517

2.707

2,840

2.879

3,099

3.352

3.497

3.639-

3.857

4,280

4.820

5,026
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1.1067

Table C-~2
n P(atm.)
1.0203 . T55.114
1.0231 55.980
1.0273 57.771
1.0310 59.356
1.0343 61.197
1.,0375 62,752
1.0392 '66.195
1.0410 69.418
1.0421 74.560
1.0434 79.562
1.0458 86.284
1,0482 92.199
1.0511
1.0537 Test No. 22
1.0577 24,416
1,0606 27.363
1.0614 28,552
1.0660  30.829
1.0714 33.598
1.0745 37.161
1.0775 44,258
1.0821 45,576
.1.0910 46,750
1.1024 148,804
150,947

(o]

D(7) - n
5,204  1.1105
5.376  1.1141
5.620  1,1192
5.783  1.1226
5.932  1.1257
6.036  1.1279
6.226  1.1319
6.369  1.1349
6.556 1.1388
6.703  1.1419
6.872  1.1454
6.998  1.1480

153,107°K
0.701  1.0150
0.814  1.0174
0.862  1.0184
0.962 1.0206
1.091  1.0233

11.280 1.0274
1.800  1.0384
1.935  1.0413
2,076  1.0443
2.398  1.0512
2.726  1.0581
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Table G-2
Platm.) D(°) n  Pfatm.) D n
 152.958 4.582 1,0974 54,034 5.757  1.1221
156. 089 5,482 1.1163 57,267 6.047 1.1281
167.850 6.333 1.1341 61.876 6.316 1.1338
74,706 6.583  1.1394 75,143 6.787  1.1436
86.211 6.888 1.1457 86.385  7.047  1.1490
92.570 7.022 1.1485  102.400 7.328  1.1549
103,050 7.209 1.1524
Test No. 11 151.665°K Test No. 15 150,665°K
19.804 ©0.545 1.0117  22.078 0.635 1.0136
25,242 0. 741 1.0158  25.422 0.761 1.0163
31.492 1.009  1.0216 - 28.888 0.908 1.0194
35,149 1.198 1.0256 . 31.186 1 1.015 1.0217
38,314 1.391 1.0297 33,824 1,150 1,0246
40.209 1.529 1.0327 36.587 1.316 1.0281
43.638 1.834 1.0392 38,948 . 1.478  1.0316
44.170 1.893 1.0404 41.414  1.684 1.0360
44,849 1.975 1.0422 43,907 1.960  1.0419
46.333 2.189 1.0467  45.036 2.127  1.0454
47,275 2,369 1.0506 46.323 2.389 1.0510
48,544 2.720 1.0580  146.968 2,580 1.0550
49,783 3.983 1.0848 47.479 2.817  1.0601
50,619 5,034 1.1069  47.698 °  2.991 1.0638

51.837 5.418 1.1150 47.844 3.182 1.0678

53.123 5.634 1,1195 47.922 3.403 1.0725



P(atm.)
- 47.933
148.352
48,615
49,031
50;072
50,867
52.006
53.395
55.219
57.900
61.139
64.780
69.057
73.321
78.218
83.623
88.956
94.093

100,714

Test No.

22,636
125.386

31.219

33.789

24

b(")

3.448

5.172
5.294
5.433
5.650
5.769
5.900
6.028
6.162
6.319
6.472
6.612
6.753
6.869
6.986
7.101

7.200

7.289

7.393

150, 665°K

0,656

0.758
15016

1.150

-134-

Table C-

n

1.0734
1,1098
1.1124
1.1153
1.1198
1.1223
1.1251
1.1278
1.1306
1.1338
1.1370
1.1400
1.1429
1.1453
1.1478
1.1502
1.1522
1.1541

1.1562

2

P(atm.)
138.950
143,885

44.756

45,831

46.425

47.162
148,234
148.936

50.387

52,007

55,220

57.976
T61.154
165.933

73.407

Test No. 7
*20,394
*26,009

*30.560

. *34,601

1.0140
1.0162
1.0217

1.0246

%36.854
%40, 073
*44,799

*50,217

D(°) n
1.494 1.0319
1.978  1.0422
2.083  1,0445
2.281  1.,0487
2.424 1,0517
2.675 1.0570
4,978 1.1057
5.440 1.1154
5.716  1.1212
5.909 1.1252
6.165 1.1306
6.325 1.1340
6.639 1,1405
6.816  1,1442
6.865 1,1452
148.166°K
0.528 1.0113
0.757 = 1.0162
0.968 1.0207
1.203  1,0257
1.367 1.0292
1.669 1.0357
6.028 1.1278
6.412 1.1358
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| Table C-2
P(atm.) D(°) n
59, 224 6.767  1.1432
%68, 811 7.019 1.1485
#76,718 7.182  1.1519
*87, 524 7.367  1.1557
*101.257 ' 7.560 1.1597
Test No. B-3  148,166°K
21.877 0.641  1.0137
23.985 0.723 1.0155
25.595 0.792  1.0169
27.436 0,871 1.0186
29.618 0.976 1.0209
31.844 1.096 1.0234
34.266 1.240 1.0265
135.904 1.352  1.0289

37.585 I
39.212 1.
40,653 1.
42.183 2.

43,235 2.

t43.235 5.
43.774 5.
44,945 6.
45.914 - 6.
47.385 6.

486  1.0318
636  1.0350
798  1.0384
039 1.0435
294  1.0490
930 1.1257
988 1.1269
118 1.1296

205 1.1314

314 1.1337

P(atm.)
49.036
51.418
53.158
56,554
60.179
63.834
67.766
73.152
79. 841
86.620
95.826

103,606

Test No, 19
143.278
50,221

68.912

Test No. 8
%22..555
#28,439
*32.859
*36,564
*42,296
%50, 450

*65,996

D(O) n
6.416 1.1359
6.538 1.1384
6.613 1.1400
6.743  1.1427
6.859  1.1451
6.958 1.1472
7.056  1.1492
7.170  1.1516
7.296  1.1542
7.408 1.1566
7.548 1.1595
7.643  1.1615
148.123°K
5.920 1.1255
6.488 1.1374
7.088  1.1499
143.170°K
0.658  1.0141
0.784 1.0168
"1.253  1.0268
6.837 1.1447
7.035 1.1488
7.242 1,153l
7.515 1.1588



P(atm. )
%88, 246

*97.410

Test No. 18
t11.970
17.897
21,366
26.690
32,058
34.603
47.068
50,600
65.968
| ¥35.728
© 38.486
42,212
47.415°
53.054
59.162
67.524
76.119
84.553
94.454

102.599
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Table C-2
D(°) n P(atm.)
7.820 1.1651 Test No. 9
7.919 1.1672 28.769
34.362
143.170°K

. 43,502

0.335 1.0072
57.310

0.534 1.0114
70,978

0.670 1.0144
85.178

0.918 1.0196
96.696

1.255 1.0268

1.485 1.0317 Test No. 17

7.234 1.1529 1 9.204
7.316 1.1546 t14.695
7.593 1.1604 18,536
6.870 1.1454 22.787
6,978 1.1476 25.554
7.094 1.1500 28.057
7.232 1.1529 29.321.
7.357 1.1555 35.823
7.474 1.1579 41,102
7.610 1.1608 45,022
7.731 1.1633 49.667
7.840 1.1656 57.870
7.950 1.1678 70.886
8. 034 1.1696 83.059
102.230

D(°)

n
138.173°K
7.475° 1.1580
7.596  1.1605
7.752  1.1637
7.947  1.1678
8,105 1.1711
8.245 ~1.1740
8.347 1.1761
- 138.173°K
0.262  1.0056
0.448  1.0096

0,596 1.0128
0.793  1.0170
0.948 1.0203
1.122  1.0240
7.491  1.1583
7.622  1.1610
7.716  1.1630
7.776  1.1642
7.845  1.1657
7.950  1.1678
8.100 1.1710
8.222 1.1735
8.385 1.1769



P(atm; )
Test No. 10
23.376
34,486
153,766
 169.938
© 83.064

97.871

Test No., 16
t 8.450
11.982
14,253
16.526
18.525
20.070
22.628
123.088
23,088
23.533
24,546
27.153
33,779
38,176
45,1784

55.657
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Table C-2
D(°) _ n P(atm.)
133.176°K 66.014
7.985 1.1686  74.843
8.133 1.1716 80.483
8.343 1.1760 86.566
8.319 1.1755 93.657
8.590  1.1811  '103.025
8.694 1.1833
133.176°K
0,250 1.0054
0.370 1.0079
0,456 1.0098
10,550 1.0118
1 0.642 1.0138
0,720 1.0154
0.868 1.0186
0.890 1.0190
"7.979 1.1684
7.980 1.1685
7.995  1.1688
8.031  1,1695
8.115 1.1713
8.169  1.1724
8.253 1.1741
8.350  1.1762

D(°)

8.442°

8.515

8.558

8.606

8.658

8.722

n
1.1781
1.1796

1,1805

1.1814
1.1825

1.1838
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PRoposmﬁONI,

It is proposed that the refractive index n obeys the law of
rectilinear diameters. This leads directly to the use of n with the
principle of corresponding states and the equation for the critical
coefficient.

The rectiljnear diameter was first used by Cailletet and
Mathias(l). The idea was developed for densities in the gas-liquid
coexistence region; here the density values form a curve similar toa
parabola when plotted against temperature. The rectilinear diameter
(P * pG)—%— should be a straight line when plotted against temperature |
and should intersect the parabola at the critical temperature, giving
the critical density., When the critical temperature is known, the |
rectilinear diameter can be extrapolated to TC to find the critical
density.

Mathias.used the rectilinear diameter extensively and 1é.ter
investigators at the laboratory in Leiden also worked with it, Mathias

(2),

used an equation of the form

Tpgtop)/pg=1+a(l-T) (1)

where a is a characteristic of the material.

(3)

Partinton'~ ' gave a very complete resume of the work that has

been done with the rectilinear diameter. He discussed the deviations
from the straight line principle for various materials. At present no
theoretical justification for the rectilinear diameter has been developed,

(4)

but Guggenheim' ™’ showed that the rectilinear diameter is obtained if
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the principle of corrgéponding states is used to describe the liquid and
\}apor densities a.léng the coexistence curve. This gives only an
empirical justification for the rectilinear diameter.
This proposition uses the experimental refractive index

(5)

: measurements for argon in the thesis of Teague'™ ', The justification
is obtained by comparison to the density measurements of Levelt(é).
Her experimental values extend over 30° up to 0, 05°K of the critical
temperature, and the rectilinear diameter is straight ovef the range.

. It was noted in her work that the rectilinear diame‘;er is not sensitive
to small uncertainties in temperature,

The rectilinear diameter is used to predict values in regions
other than the critical region. Mathias(z) used it to predict low
density gas values. The rectilinear diameter was obtained in a region
where values for both phases were available. Then measurements in
one‘phase and thev extrapolation of the rectilinear diameter were used
to predict values.in the other phase.

If it is assumed that the Lorentz-Lorenz function in valid for

argon, equation (2), then n is directly related to p.

2

n -1 4

— =TT A = 2
7., (zma)p Cp ’()

Here a is the molar polarizability, For low density gases where n is

approximately equal to 1, the relation reduces to

(3)

(n=-1) (n+1) = C an-1=§z—C

n2+2 P p’

Then to this approximation, n~1 is directly proportional to p. It has

been shown that the rare gas elements obey the principle of corres-
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)

ponding states very w_e11(7 . A statement of this rule is

o =G(T_, P). (4)

Here the reduced variable is defined as the value at the state of the
‘system divided by the value at the critical state. If (4) applies to the

rare gas elements, then

g_il:: G(Tr’ pr
C

). (5)

This is written as a true reduced property

n : . '
EE~(HTf’PQIJ+NL %)

"where L and M are constants determined by nc. This equation is valid
if the molar polarizability C in equation (2) is a constant, independent
of state.

Along the vapor pressure curve the density is a function of

(4)

temperature alone. Guggenheim showed that equation (7) is valid

for the argon system.

ool P =1+ %(1 -.T_Tg) -%(1 '%)1/3
(7)
Ty, 7. 1,1/3

3
pr S = L (L o) + (1)
L°"C 4 Tc 4 Te
He used this to show that the rectilinear diameter followed directly:

pG+pL
ZpC

3 T ‘ ,
1+7£(1"T'—C-) (8)

~Or

Pgt Py |
T=N+Q(TC-T) (9)
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and similarly, it follows that:

n. +tn
G 1 :
—z =N R

-T) ~(10)
The basic as sumptions for this relation are the validity of the Lorentz-
Lorenz relation and that n is approximately equal to 1. It will be
- shown later that if the starting assumption is the law of rectilineax
diameters, the equation (7) is the direct result.

(5)

The refractive index data of Teague'”’ were used to find the

qi e . 2
rectilinear diameter equation for n and n_ -1 and these are compared

2
n +2

tc; the equation given by Levelt(é) for p. The equations are given in
Table I. The equations for n fit the data from 105 to 150. 7OK, and
Levelt's equation'for p is for 120°K to 150.86°K. If the standard
deviation is used to indicate the lineérity, then the eqﬁations for n are
more linear than for p. This is the condition used to justify the law
of rectilinear diarﬁéters, and therefore, the law is as valid for n as
for p.

With the validity of the rectilinear diameter established, it is
- possible to find the temperatﬁre depéndence of states on the gas-liquid
coéxisten;e curve. The behavior of the coexistence curvé near the

critical point can be described by the equation (ll)(8)
- L B |
The van der Waals equation of state gives a value of f§ = —é—, but approx-

imations from statistical mechanics give 8 = 0.303 to 0.312. The

The measurements of Teague(s) give a value of § = 0. 361 at 'Tc =

150. 704°K.
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If the rectilinear diameter equation (9) is assumed valid then
it can be combined directly with equation (11) to yiela the functional
relation (7) gfven by Guggenheim,

For application of this approach to the refractive index, the
Lorentz-lorenz relation (2)‘is again used. Substitution of (2) into (11)

gives

{n; -ng) =ﬁ.]:f§n_d(TC-T)ﬂ (12)
It was shown by the rectilinear diameter analysis that the term (nL - nG)
is not constant, but it only changes by 0,046% per degreé. The assump-
tion that this is constant is compatible with the other approximations.
Following the example for the density, equation (12) is combined
Qith equation (10) to provide the functional form for n on the gas-liquid

‘-coexistence curve,

o = N'+ Q! - -T\P
n; =N +Q (TC ,T)+S(TC T) (13)
The equations given in Table I for n and nz -1 were obtained by an
' S on 42 '

independent fit of the data so that the constants are not uniform. The
standard deviation of the fit is used as justification for this approach.
The equation for n fitted these data much better than Guggenheim fitted

his equation (7) to the density, 1%.

The coefficients for nz — can be compared to the coefficients
n +2

for the Guggenheim equation ;v11en the molar polarizability is known.

(5)

From Teague' ' the average value of C for coexisting gas-liquid states
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is 4.188 cc/mole. From the 7th equation in Table I the value of the
first coefficient in Guggenheim's equation for PL, calculated from the
refractive index data is 0,82, This is not the same as 0,75, but the
agreementl is not too bad considering that differént critical parameters
were used. The important part of the proposal is not the coefficients
but the functionai form of the equation. The standard deviation of the
data fit for any of the refractive index equations is better than the
density equation. This generally indicates tﬁe great difficulty in

making density measurements,
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NOMENCLATURE
G - arbitrary function
n - refractive index
P - pressure |
T =~ | temperature
C, L, M, N, Q, R, S - constants

a - molar polariz'ability
P - critical coefficient

p = density

Subscripts -

C - critical state
G - gas
L - liquid

r - reduced property



-145-

REFERENCES

Caillett and E. Mathias, Comptes Rendus 102, 1202 (Academie

des Sciences, Paris, 1886).

~E, Mathias, H. Kamerlingh Onnes, and C, A, Crommelin,

Communications from the Physical Laboratory, University of

- Leiden, No. 13la, (1912).

J.R. Partington, Treatise on Physical Chemistry, Vol, 1, 639

.(Longman and Green, London, 1949).
_E.A. Guggenheim, Journal of Chemical Physics 13, 253 (1945).

" R.K, Teague, doctoral thesis, California Institute of Technology,

1968,

J. M., H, Levelt, doctoral thesis, Arﬁsterdam, 1958,

J.S. Rowlinson, Liquids and Liquid Mixtures, 271 (Academic
Press Inc., New York, 1959), .

J. 5. Rowlinson, Critical Phenomena, 9 (National Bureau of

Sfanda-rds Miscellaneous Pﬁblicat‘ions 273, Washington, D, C.,

1966}.



Pat P
2

-146-
TABLE L

= 300.4 - 1.3 (t-122,29)®

p in amogats

t in °C t

122.29°C

C

a 0. 58 amogats

n2~1 hz-l 1 | '
2 (2 )+( ; ) 3 = 0.056295 + 0,000258 (T ;- T)

n +2 G n +2 L
¢ =0.00013
T in °K . T =150,704°K
n~+n
3. 25T = 1.0859 + 0.00046 (T ;- T)
= 0.00042
T in °K Te= 150. 704°K
4. n,. =1.08603 + 0,000563 (T .-T) - 0.0272 (T - T)?- 361
- ‘ G‘ L ] . G - C
o = 0.00050
_ 0. 361
ny = 1.08565 + 0,000338 (T ;- T) + 0. 0274 (T . - T)

7l ( 2
n

o =0.00048

-1 ) = 0.05651 + 0,000356 (T .- T) - 0, 0177('1“0-1:')0'36’1
A \

g =0.00023

-1 ) = 0,05623 + 0.000174 (T .- T) + 0.0176 (TC-T)0'361

+ZL

o =0,00020
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PROPOSITION II -

It is proposed that an analytical procedure using extraction
with concentrated nitric acid and an absorption measurement be used
~ for the analysis of copper in catalyst and other samples. While there
are more than one hundred colorimetric analysis for copper, this one
has distinct advantages for analysis of copper in copper-impregnated
‘catalysts.” A study of related litera;ture indicated that this procedure
has not been used before(l).

In this procedure the copper is extracted by concentrated
 nitric acid in a Sox_.hlet extraction apparatus. The use of this apparatus
is necessary since any insoluble catalyst carrier particles will inter-
fere with the absorption measurement. In a copper catalyst the copper
is usually in the form of CuO. Hot nitric acid is necessary to get the
c-opp_er into solution as Cu(-NOS)Z'

The copper extracted from a weighed catalyst sample is washed
with concentrated nitric acid &irectl'y into a volumetric flask, If an
alumina is the'cétalyst support then some of thé alumina will dissolve
as the nitrate, In concentrated nitric acid excess aluminum nitrate
somefimes precipitates out’of the solution. If 10% distilled water is
added to the concentrated nitric‘acid solution in the volumetric flask,
aluminum nitrate-precipitatioﬁ is prevented. Since the absorption is
depend.ent on the nitric acid concentration,the distilled water must be
measured exactly,

A typical determination would use 1 g. of catalyst which is 5%

by weight CuO. 'The final solution will consist of 90 ml. of concentra-
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ted nitric acid and 10 ml. of distilled water. This concentration will

@),

iarevent precipitation of aluminum nitfate The final concentration
of VCu(NO3)2 is approximately 6.29 x 10-3 moles per liter, and this
provides accurate measurements with a cell of 1 cm, length, For
determinations with sfnaller concentrations, a cell of longer lengfh can
be uAsed. |

The alumina support and many other materials do not interfere
with the analysis. It has been experimentally determined that Beer's

(3)

Claw'7 is ébesred for this system.

n(I_/I) =ect ~ (1)
The copper nitrate solution has its maximum absorbance at . 970
microns wave length., The maximum is used so that slight variations
in wave lengtﬁ will not effect the results. The precaution is necessary
since € varies with wavelength,

The advantages of this method are the direct, simple steps in
the analysis. The analysis can be performed with simple apparatus
and an inexpensive Bousch and Lomb Spectronic 20. This analysis is
necessary for copper impregnated alumina catalyst since the copper
is preferentially absorbed by the alumina from the impregnating

solution, This type of analysis could also be extended to copper

analysis of ore samples.
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NOMENCLATURE

molar concentration
extinction coefficient
intensity of light

intensity of incident light

path length of absorbing medium wave length
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PROPOSITION III

It is proposed that a Jamin interferometer designed for refrac-
tive measurements can_be used to follow the rate of reaction in a
gaseous system. In the Jamin interferometer a sample of refractive
index‘n is introduced into one of the interfering Beams(l).‘ The other
beam passes through a similar cell which has been evacuated. The
increase in the opti;al path due to the sample is (n~-1) times the length
6f the cell, 1. This introduces (n-1)1/\ more 'waves into the path of
the sample beam. Then Am is the number of fringes by which the
system is aisplaced |
Am = (n-1)1/)\ , (1)

The refractive index is determined by counting the number of fringes
displaced. |

| Edwards and Woodbury(z) modify the Jamin interferometer so
that the number of fringes are rccorded clectrically., They use a
.. Béusch and Lomb eyepiece camera viewing head so that the fringes can
bé oBserved visually although this is not necessary. A cylindrical
lens is used in the eyepiece of the interferometer telescope to achieve
magnification perpendicular to the fringe pattern only. The fringe
pattern then falls on a slit set to distinguish a fraction of a fringe. A
photomultiplier tube is placed behind the slit, and the output of the
tube varies with the movement of the fringe. The phofomultipliér tube
and an electric counﬂng system or recorder can be chosen to suit the
particular system under investigation. It is reasonable that -a system

response time of .0l seconds can be achieved.
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The proposed method would fqllow changes in composition with
time by a observihg fhe rate of movement of the fringes. The rapid
response time could follow a fast reaction. The refractive index is
related to the composition by the Lorentz~-Lorenz relation (3).

2

-1 4 T )
=) Ny gy (2)
n +2

In this equation Nk is the number of molecules of component k per unit
volume; o, is the polarizability per molecule of component k., Then

for a mixture for components 1 and 2 the equation is

n2~1 4 .
———-—-n2+‘2‘ =3 'n'Nop(Xl a, + X2 0‘2) (3)

The use of this relation assumes that the Lorentz-Lorenz relation is
valid. In order for this relation to be useful, it must also be assumed
that ak is the same in the mixture as in the pure state. This is more
correct for low density\gases. In this region n. is close to l.v Then
equation (3) can be rewritten as

n-1=27N p'(X

0P Xyay v Xpep) | (4)
Then from equation (1) we see that
dn-1) 2 d(Am) | .
a  ~ 1 dt | (5)

. Using these equations the rate of movement of the fi’ingeé can be con-

verted intothe change in composition. Taking as an example one of the

reactions studied by N'ebeker(‘})‘, Cl2 + ~I‘2 - 2ICl, In this particularly

simple reaction using equations (5) and (2)
X

IC1 (‘Tz‘“_cnz zor, T “1(;_1)' - @

AdlAm)_, _d
T at - 2" &

d'N
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This approach to the measurements of reaction rates is similar
to the ﬁse of a spectrometer to mneasure ab'sorption(S). This system
would be used in measuring the rate of reaction of dilute gases, If
the reactants are introducted simultaneously into the reaction cell, a
certain mixing time is necessary during which no measurements can
be made. This mixing time can be determined experimentally., The
values for the polarizability of the pure components and the mixtures
can be obtained at low temperatures where no reaction takes place.
The optical polarizabilities of élilute gases are independent of temper-
ature even for molecules with a permanent dipole such as ICl(é).

This system has sevleral advantages. The reaction is follo.wed'
directly, and no sampling is required. The length of the cell can be
varied to chénge Am to suit the particular _reaction'. The measurements
can be made very accurately since Am is a relatively large number.
This system can also be used to s‘tudy, rapid reactions since the system
response is very fast. This method could not be used when the differ-
ence in polarizability between the reaétéﬁfs and the product is very

small,



~154-~

NOMENCLATURE

polarizability per molecule of component k

length of cell

- wave length of light

the number of fringes displaced

the number of molecules of component k per unit volume
Avogadro's number |

refractive index

molar density

time

mole fraction of component k
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PROPOSITION IV,

It is proposed that experimental measurements of the temper-
ature dependence for monolayers of ferromagnetic metals be used to
test Onsager’s solution tothe two dimensional Ising magnet, Verification
of the Ising model for magnets and the lattice gas will indicate the
usefulness of this approach for the real three dimensional system,

This model has been frequently discussed(l’ 2, 3, 4), and it is almost
é classic problem. In the Ising model only nearest neighboré are
considered. In the magnet the interaction energy be.tween‘the unpaired
electrons of nearest neighbor molecules is of two kinds; parallel spins
and anti-parallel spins., In the lattice gas thé nearest neighbor lattice
sites are either occupied or unoccupied.

It has been known for some time that the temperature dependence
of the spontaneous magnetization is the same type of curve. as presented
by the coexisting gas-liquid densities. The functional form of these

relations is

M(T) ~ 2T TP

M(O) H=0 TC(T-C T) (1)
pL-pG D! ﬁ

5o T @ @

Here M(T) is the spontaneous magnetization at.T and M(0) is the value
at T = 0. The spontaneous magnetization is the magnetization at zero
field, H = 0, TC is the Curie temperature in the equation for M In
the density equation_TC is the gas-liquid critical temperature.

The classical theories of van der Waals fdr the ﬂuid(s) and
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Weiss(m for the ferromagnét give a value of § = 1/2, Experimental

(7) (4)

measurements for both fluids and magnets give a value of P =
0.33. Using the Ising model, statistical mechanics also gives an
equation of this form. At present the only solution of the problem in

(8)

closed form is the Onsager solution for the two dimensional case.
For. the two dimensional magnet or the two dimensional lattice gas the
solution of Onsager gives a value of p = 1/8.

There have been series solutions for the three dimensional case
but not a solution in closed form. There have been many measurements
on the three dimensional system but few for a two dimensional system.
There are no published measurements on the temperature dependence
of a two dimensional magnet near its Cﬁrie temperature, It would
appear that an experimental test of-the two dimensional closed golution
would indicate the validity of the three dimensional appfoximate
solution, |

A monolayer of iron, nickel, or'gadolinium on a silica substrate
would be . a two dimensional magnet, Gadolinium would be particularly
convenient since it has a Curie temperature of 12°C. These mono-
layers can be formed by vacuum deposition on the substrate. Professor
Hurnphrey at California Institute of Technology has prepared films of
permalloy (80% Ni -~ 20% Fe) 8 A in thickness and made measurements

" of magnetic properties, These films have approximately 3 atomic
layers, and it is felt that a true monolayer is needed to test the theory
accuratély. Some measurements on nickel films as thin as 20 A have

(9)

been made ', These measurements determined the Curie temperature

as the temperature where the spontaneous magnetization disappeared.
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They used equation (1) with = 1/2 and found that it did not fit the data
near the Curie Température. The measurements did not extend very
cldse to the Curie temperature, 6°, and the temperature control was
nﬁt very accurate,

Theré are two means of measurements that could be
used with two dimensional magnets. The fifst is the magnetic torque
balance. This is a common technique, and the measuremerfs on
nickel films(g) used this method. Humphrey(lo) has constructed and
operated an automatic torque balance with a sensitivity capable of
measuring the magnetization of 1 cm, diameter films of less fha.n one
atomic layér thickness, This device could be adapted with suitable
temperature control to make measurements near the Curie temperatures.
The other experimental technique .would be to determiné the magnetic
moment indirectly from resonance(1 1). Thin films and powdered
samples of ferromagnetic metals have beep used in these measure-
ments. The ferromagnetic resonance spectrum obtained from
paramagnetic resonance instruments is broad and difficult to int'erpret.
Nevertheless, the greater simplicity of the temperature control makes
~ this a valuable method. |

Although the measurement is experimentally difficult, it does
provide a means of checking the two dimensional solution of the Ising
model, From this the extension of the theoretical approach to the

three dimensional system can be evaluated,



10.

11.

_159...

REFERENCES

T.L. Hill, Statistical Mechanics, 286 {McGraw-Hill Book Co.,

Inc., New York, 1956),

N. Davidsoh, Statistical Mechanics, 428 (McGraw-Hill Bodk Co, ,

Inc., New York, 1962).

M. E. Fisher, Critical Phenomena, 21 (National Bureau of

Standards Miscellaneous Publications 273, Washington, D. C.,
1966).

G.B. Benedek, Critical Phenomena, 42 (National Bureau of

Standards Miscellaneous Publications 273, Washington, D.C.,
1966),

J.S. Rowlinson, Liquids and Liquid Mixtures, 79 (Academic

Press Inc., New York, 1959).
J.0O. Hirschfelder, C.F. Curtiss, and R, B. Bird, Molecular

Theory of Gases and Liquids, 877 (John Wiley and Sons, Inc.,

New York, 1954).

A.M, Weinberger and W.G. Schneider, Canadian Journal of
Chemistry 30, 424 (1952). |

L. Onsager, Physical Review 65, 117 (1944).

B.R. Livesay and E,J. Scheibner, Journal of Applied Physics

36, 3240 (1965).

F.B. Humphréy and A, R, Johnston, Review of Scientific
Instruments 34, 348 (1963).

M. Bersohn and J. C, Baird, _@_1_1_ Introduction to Electron Para-

magnetic Resonance, 149 (W, A, Benjamin, Inc., New York, 1966).




-160-

PROPOSITION V,

It is proposed that dielectric constant measurements can be
used to determine the properties of the opalescence that occurs at the
gas-liquid critical point of 2 one component system. In the description
of ﬂuid properties using the radial distribution function, probléms arise
at the critical point. From the theory of density fluctuations and the
virial equation of state the value of g(r) -1 becomes very larg'_e in the

critical region; g(r) is the radial distribution function. The general
theories show a divergence in the J-g(r) dr as the critical temperature

is approached since the compressibility becomes infinite here(B). It
it can be shown that the higher derivatives of (9 V/ 9 P) are not zero

at the critical point, then the fluctuations and light scattering from the

(2)

fluctuations are not infinite at the critical point
In the first correction term for the expanded Lorentz~-Lorenz or

oo

Clausius-Mossotti functions the integral J -gﬂ-‘})l—gi appears, and if the
o r

g(r) is large for critical opalescence, then this integral should show an
anomaly. The Ornstein-Zernike Approach(3), which predicts infinite

scattering at the critical point, says that near the critical point g(r) -1

-Kr
varies as — - - This function was used by Larsen(4) to estimate the

correction to the Lorentz-Lorenz function in the critical region. Their

calculation shows a change of 0. 1% in this function as T approaches TC'

The simple, incorrect, theory using the van der Waals equation of

~3/2 (2)

state shows that g(r) -1 is pr0p.ortional tor , and for the more
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complicated approaches the dependenceis r-l. None of these functions
. wﬁl give a large éno;xgh value for the integral to make a significant
| change in L- L >0,1%., This is in contrast to the preliminary finding
of B, L. Smith, Sussex. He has made some density measurements
concurrent with refractive index measurements, and he finds changes
of 1.0% or greater at the critical point.

'I;here have been many studies of the critical region both from

(5)

light scattering and refractive index measurements(b?. Neither

of these methods can be used to make measurements of the héavy
0pa1éscence at exactly the critical point. Light scattering can not be
used because of multiple scattering due to the large clusters. Refrac-
tive index ;neasurements can not be made since the sample is essen~-
tially opaque,

There have been similar measurements of the dielectric constant
for the 1iquid;liquid consolute point of the nitrobenzene ~ iso-octane
system(7).' This is a polar-nonpolar system, a.n‘d although similar
it is not the same as a gas-liquid critical point. Quinn and Smyth
determined the time dependence of the concentration fluctuations
from dispersion measurements. The maximum disPersidn occurs
in the region of 500 to 2000 Kc. Relaxation times for a gas-liquid
critical system were determined by Schneider(s) for xenon. He
found the maximum dispersion for sound absorption occurreci between
250 and 1250 Kc.

A basic aspect of the proposed measurements is that they be

carried out in a closed cell of fixed volume, This cell must alsoc have

windows so that the critical opalescence can be observed. In this
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apparatus the critical density, the density for which the meniscus disap~
pears at the rﬁid-pcinf of the cell, caﬁ be determined at the same tirne
as tﬁe dielectric constant, The amount of opalescence can be observed
in this cell, The problem of superheating of the two phase system can
also be checked. |

— Some preliminary measurements for ‘the. ethane slystern were
made, For this, an inexpensive air capacitor was mounted in a fixed
volume cell. The cell was horizontal, approximately 1 inches high,
3 inches wide, and 1 inch deep. Two glass windows 1 1/2 inches thick
were séaled on each side with O-rings., With a valve just above the
cell it was possible to close the sy‘stem to keep the volume ‘clonstant.
The entire cell was mounted in a water bath.

-.The cell was filled until the tolal density was approximately the
critical density. Then three states’; were studied, (1) liquid in equili~
brium with ‘the vapor below the critical temperature, (2) fluid ethane
with hecavy opalescence, and (3) homogeneous fluid at the critical density
but above the _critical temperature. It was found that superheating
occurred frequently, and the éritical opalescence could only be approach-
ed frém above.

| The capacitance measurements were made with a Wayne-Kerr .

- Bridge which is one accurate to£ 1%. The range of frequencies was
from .50 to 1000 Kc. This bridge does have the advantage that all the
capacitancve of the leads can be included in the instrur‘nent‘null, and
therefore, only the capacifapce of the capacitor itself is measured.
The temperature of the water bath could be measured to only = 0. OSOC,

but the stability was much greater than this,
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‘The capacitance in vacuum was determined to be 22, 80 pico-

farads. The values of the dielectric constant measured are

T(OC) .8 | p'(n‘qoles/cc.)(9> i—-;:—% -é—(cc./mole)
31,40 | 1,270 0.007481 11.037
32.58 1.232 , 0.007056 10,171
(Critical :

Opalescence)
32,91 . o l.232 0.007056 10.171

T . =32.35°C

c = 0, 007056 moles/cc.

°c
The most important thing to remember wheﬁ looking at these results is
that they are inaccurate. First the critical temperature as determinéd '
from the disappearance of the meniscus occqrréd at 32.55°C instead

of 32.35°C. Next the density at 31. 40°C was obtained by linear inter-
polation in a region that is definitely not linear. The significantly

new informatioh oBtained is that the dielectric constant ¢ is the same
for the homogeneous gas phase and the critical 0pa1escenc;e. This is
w’ithin the accuracy of the measurement, =* 1%. For the point at
32.58°C heavy ép\alescence occurred. No frequency dependence was
recorded for any of the temperatures studied. This does not agree

with other dispersion measurements for related phenomena, but no
dielectric constant x‘nerasurei'nen‘ts for a simple system have been per-
 formed in the critical region. These measurements are definitely in
disagreement with S%nith‘s preliminary findings. His measurements of
the refractive index are outside the region of opalescence, and he finds

exceptionally large values for the Lorentz-Lorenz function in this region.
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Much more accurate measurement of the dielectric constant can

be made. Orcutt and Cole(lo)

report measurements accurate to 1 ppm.,
and measurements of this accuracy should certainly give a definite
answer for the dielectric properties of critical opalescence. The
closed cell f_eé;tur’e of this proposal means that the density can be
specified and maintained exactly, The use of dielectric constant
measurements.provides a means of working through the enfire region

- of critical opalescence. This is a feature that neither light scattering

nor refractive index measurements can achieve,
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