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ABSTRACT

Atomic radial distribution functions of fluid argon have been
determined from experimental x-ray diffraction measurements at
13 different thermodynamic states. These states, forming a
temperature-density grid in the critical region, include isotherms
of -130°C, -125°C, -120°C, -110°C and isochores {in gm/cc)
of 0.982, 0.910, 0.780, 0,536 (the critical density), and 0,280
{argon vapor).

Mo radialion, monochromated by a Zr fiiter and PHS set
for 50% K@ transmission, was used in a Debye-Scherrer type
geometry and was detected with a Nal scintillation counter. A
narrow incident beam was used to partially irradiate the argon sample
which was confined in a cylindrical cell constructed from sintered
beryllium powder, A calibration experiment, performed with a
vitreous SiO2 sample, established the validity of the experime ntal
method and the data processing techniques.

The structural features in the x-ray diffraction patterns were
found to depend predominantly on the bulk densily of the argon sample
and were relatively insensitive to the sample temperature, Except
for the low density states, the intensity patterns showed three clearly
defined peaks at S, = 1.89 F S, = 3.56 A1 and S, =506 £t

Zhe height of the main intensity peak was linear with the bulk sample

density awd the mnain peak broadeneé slightly with increasing tempera-

ture.
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The radial atomic density functions, 4 m_Z[ pa(r) - Ed] , hac
three maxima for the high density states and only a single well defined
maximum for the vapor state. Their radial positions were relatively
constant and were located at ry = 3.91 X, r, = 7,49 ﬁ, anrd
Ty = 10, 9 }?. The height ot these maxima was approximately linear
with the bulk sample density and was independent of the sample
ternperature, The first coordination number showed a simple depend-
cnce vn the argon density, varying [rom 6, 0 atoms at the Lighest
density to 2.1 atoms at the vapor state, Values of the radial eiectronic
density functions are also reportcd.

The first maximum inr. the atomic radial distribution function,
g{r), was found to be indcpendent of both the temperature and the bulk
sample density. The average height of this maximum was 1. 97 and
its average radial position was 3. 83 Jgf No abrupt changes or
discontinuities were observed in gf{r) as ithe critical state was
approached. A subsidiary maximum, appearing at r = 5.4 !?,
reported in the previous x-ray studies of argorn 15 shown to be spurious.
Tables arc presented of the estimated g{r) values and also of the

smooth x-ray intensity patterns.
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I. INTRODUCTION

Modern atomic theory depicts matter to be composed of
various building blocks. Neutrons and electrons form atoms; atoms
combine to form molecules; molecules may unite to give aggregates,
etc. Thc manner in which these various combirations occur is mani-
fested in the chemical and physical properties of the resultant product.
Under this scheme, the three states of matter may be identified by
their atomic structure, i.e., the irternal arrangement of their atoms
or molecules, The gaseous state is represented by large distances
between neighboring atoms and a low degree of interaction between
their force ficlds. This arrangement yvields the familiar properties
of a gas, e.g., a high degree of compressibilily and low density. The
solid state is characterized by a crystal lattice structure or a definite
ordering of atoms within the solid. The interatomic distances are
relatively short and there is a high degree of interaction between the
atomic force fields. This type of atomic structure gives rise to a
rigid material of relatively high density and low compressibility,

The liquid state of matter is more difficult to characterize
because it includes a broader range of conditions. However, tLhe
rclationship between the atomic structurc and the physical properties
of the gaseous and sclid statecs may be used to deduce something ahout
the nature of the atomic structure wi':hin.liquids.

Near the freezing point, solids and liguids have comparable

censities and, therefore, their interatomic distances and number of



nearest neighbors must be about the same. The low compressibility
of .iquids at this state suggests fairly strong atomic interactions, but
the non-rigidity indicates that these interactions are not nearly as
strong as in solids. As the temperature and pressure are increased
toward (and past) the critical state, the liquid approaches and inter-
mediate region and may be termed a "dense {luid. ™ This intermediate
state exhibits properties common to both the gascous and tke solid
state, e.g., non-rigidity, high density, and moderate compressibility.
In terms of atomic sfructure the interatomic distances are relatively
short and there is a moderate degree of atomic interactions.

On the basis of this very yualitative picture, it is clear that
one of the kcys to understanding the physical behavior of matter lies
in the determination of its atomic structure, i. e.,, the arrangement of
the individnal atoms within the macroscopic body of the material. In
the case of liquids, knowledge of the atomic structure is especially
important and interesting because of the broad range of conditions
wnich comprise the liquid state. The purposc of this research pro-
gram was to experimentally measure the atomic structure of a simple
ligquid. This investigation was performed in a systematic manner over
a range of temperatures and pressures which incluce the gaseous,
dense [luid, and liquid regions.

The method used to measurce the atomic structure was an
investigation of the interaction between a fluid sample and a beam of

x rays. When an electromagnetic wave from a primary radiation



source is incident upon a sample, the electrons withir the sample are
raised to an excited energy state. These excited clectrons then serve
as sources for the emission of secondary radiation. The secondary
radiation emitted from the sample is usually referred to as scattercd
radiation.

Several types of sccondary radiation or scattering may be
observed from the irradiated sample. When the scattered radiation
has ihe samne wavelenglh or energy as the incident radiation, it is
termed ccherent scattering, Because the wavelength is the same,
coherent scattering gives rise to optical interference or diffraction
effecta which occur among waveforms from the various emitting
clectrons. Another type of secondary emission is incoherent scattering,
for which the wavelength of the scattered ray is slightly greater than
that of the incident ray. This wavelength difference is dependent upon
the scattering angle. Incohcrent scattering does not produce ciffraction
effects, but it does contribute to the total scattering observed trom a
system of electrons. Other types of secondary emission also occur
which can contribute to the observed scattering; but by a suitable choice
of experimental conditions they tmay be almost entirely eliminated and
will not be discussec,

An x-ray diffraction pattern from a system of atoms is the
result of optical interference of the coherently scattered radiation
being emittec from the electrons of the atoms within the sample.

Several modes of scattering may exist within a given system. The



collection of electrons into groups to form atoms gives rise to the
diffraction patiern typical of a rarefied monatomic gas. In sucha
sample, the predominant intarference effacts are internal, i e., fthey
are due to the arrangement of clectrons within the individual atoms,
The interference causec by electrons of neighboring atoms contributes
only slightly due to the low atomic density and low degree of atomic
order within a gas. In the limiting case of an isolated atom, the entire
ciffracted intersity is due to this internal interfererce and is termed
the atomic scattering factor, f. When a monatomic liquid is irradiated,
an additional contribution to the interference pattern occurs. The
intcratomic distances are smaller, the atomn density greater, and the
dcgree of atomic order is higher. As a result, the external inter-
ference effects become significant, and form a large part of the total
interforence r-|e=.1A\7|m:u1-k.=:= Thus the experimentally abserved diffraction
pattern of a sample gives a qualitalive picture of the atomic structure
within that sample. Generally, the sharper the observed interference
effects ir the diffraction pattern, the greater is the degree of atomic

order within the sample.

B Common to ooth thesc systems is the interfercnce from Lhe sample
acting as a whole, and having the average electron density. The
diffracticon effect from such a system is termed the zero-angle scat-
lering and has been demoustrated to be negligible for all practical
pur_poses(l). It is formally accounted for in the theory by subtracting
it irom the observed experimental scattering. Its presence will be
neglected in zall subsequent treatment,



In additior to the qualitative Information conveyed by an x-ray
diffraction pattern, there is also a certain amount of quantitative
information whick may be obtained regarding the internal structure of
a fiuid, The atoms in a fluid are in a continual state of motion
governed by the interatomic forces acting between the individual atoms,
Consider the average locatior of these atoms with respect to each
other and let pa(r) be a spherically symmetrical, atomic density
function. This function is selected such that 4?rrzpa(r)dr gives the
average number of atoms in a spherical shell of radius r and thick-
ness dr about any atom within the fluid. Now define zn atomic radial
distribution function as g(r) = pa(r)/ﬁa where Ea is the average
atomic density of the fluid., 7The fuanction g(r} represents the reclative
probability of finding two atoms separated by the distance r, averaged
over time and over all possible configurations of the remaining atoms
in the system.

The gencral features of the radial cistribution function may be
deduced by considering the behavior of atoms within the fluid. Since
the atoms have a [inite size, there is zero probability of two atoms
occupying the same space and g(r) is zero up to about one atomic
diameter, There is a high probability of two particles being at a
distance T which ig near the minimum of the potential curve
describing 1heir intcraction. Because of Lthe sheil of atoms at T
there should be a minimum farther out. Depending upon the atomic

structure and degrec of order within the fluid, there may be other bdut



less pronounced maxima in g{r) at higher values of r. Since there
is no long range order in a fluid, g(r) approaches unity at large values
of r, i.e¢., there are no preferred interatomic separations and the
local atomic density approaches the average density of the system.
The atomic structure of a fluid may be more conveniently pictured
through the atomic density function, pa(r) = g(r)Ha. The locations
of the maxima in pa(r) furnish the mean interatomic cistances in the
fluid and the areas under the maxima of 47rr2pa(r) give an indication
of the number of neigkboring atoms at these various distances {(usually
referred to as coordination numbers).

The detailed manrer in which the radial distribution functiun
is computed from the x-ray diffraction pattern of a fluid has been

: ,
(42 j). Recent reviews{4’ 5)

widely discussed have presented the
resulls of investigations for many liguids and have summarized the
data treatment methods. In view of the exlensive trcatment in the
literature, only the results will be presented here.

For a monatomic liquid, the intensity of coherently scattered

radiation is related to the radial distribution function by the equation

coh o .
— . S .
L (et lae o) S
> 0

where

s :fiﬂ sin O.



In this eguation IC011

(S} is the tfotal time-averaged intensity of
%
coherently scattered radiation from the fluid, and £(S) is the atomic

scattering factor. The quantity fz'(S) is the intensity which would be

cohig) and £4(s)

scattered cohercntly from an isolated atom. Both I
arc expressed in units relative to the intensity which would be
scattered by an isolated classical electron under identical ceonditions
(usually referred to as electron urits, eu). The quantity
S = {47/A) sin © 1is the scaltering parameter, where A is the wave-
iength of the monochromatic radiation used, and 6 1is half the
scattering angle, i.e., half the angle defined by the direction of the
Incident beam and the direction of the observed scattered beam.

Eq. (1) may be formally solved by means of the Fourier

(1)

integral theorem' ' to obtain an explicit expression {for the radial

distributicon function. The transformed equaticna is

a0

sme%% [gle)-1) = 22 g S i(S) sin (Sr) dS, (2)
U
where
coh
(S) = I_a___(,.s_) o1
£7(S)

N The formally correct term in Eq. (1} should be [ICOh(S) - IO(S)]

where IO(S) is the zero-angle scattering previously discussed.



A rigorous application of this expression is not possible because it
requires a complete knowledge of the intensity ICOh{S), 1. e., values
of the intensity to S = 0. In practice, the maximum vaiue of 8 which
can be obtained experimentally depends on the wavelength of radiation
used and is about 8 K*l for CuKg and 17 zg—l for MoKg racdiation.
Experimentzl results have shown that the total coherent scattering
from a monatomic liguid oscillates about and approaches the value of
the intensity scattered from the isolated atoms as 5 gets large, i.e.,
ICOh{S) — fZ(S). Under these conditions, the kernel of the integral in
Eq. (2) approaches zero and the integral may be truncated at a value
of 5 where no further oscillations are observed. This required
truncation of the Fourier integral results in an error curve super-
imposced on the radial distribution function. The effect of this trunca-
tior. and the magnitude of the resulting error have been discussed by
several au'l:hors(é’ 7 8}.

The material selected for this lnvestigalion of liquid siructurc
was argon. While other simple monatomic liquics were available,
argon was selected for several reasons. Its liquic region is experi-
mentally accessible over a broad range of ftemperatnres and pressures
and accurate thermodynamic properties are available over the
experimertal region of interest, thus permitting the correlation of
atomic structure from this work with other physical properties, Alsg,
high purity argon is readily available and can be purchased at 2

reasonable cost,



The ztomic structure of liquid argon has been the subject of
previous investigations by both x-ray and neutron diffraction tech-
nigues. The most extensive of these investigations is duc to Eisenstcin
and Gingrich(g’ who obtained the x-ray diffraction patiern of argon
for tweniy-six different conditions of pressurce and temperature. The
neutreon diffraction study(lo) was taken near the argon triple point.

in view of the attention this clement has received, the neced for
further investigation might seem unnecessary., However, this is not
the case. Of the twenty-six thermodynamic states investigated by
Eisenstein and Gingrich, over half were in the low density gas phase
region. Only six states were subjected to Fourier analysis tc obtain
atomic density functions and all of these were near the liquid-vapor
coexistence curve. Also, these measurements werc performed over
twenty years ago without the refinrements of modern experimental
methods and computing techniques. In a recent study(n} performed
at the argon triple point, Gingrich and Tompson indicated that improved
technigues e¢nabled them to detecrmine the atomic structure at this
state with more certainty thar their earlier measuremcents, As a
further rcason for this investigation, cvidence of ervors in the atomic
structure as reported by Eisenstein and Gingrich has been presented
by Khan(lz). From theorectical considerations, Khan computed values
of the radial distribution function and compared them with the experi-

mental curves of Eisenstein and Gingrich. While the main features

of g(r) were ir general agreement, the experimental curves exhibited
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subsidiary maxima and minima which could not be produced from the
theoretical model.

The desirability of systematically investigating the atomic
structure over a wide range of thermodynamic states has been cis-
cussed carlier, The purpose of the present work was to urdertake
such a study. The systematic nature of this investigation was based
to a large extent on measurements of the thermodynamic properties
of argon by Levelt(B). Using l.evelt's volumetric measurements, a
temperature-density grid was sct up to span a range of thermodynamic
states near the region of the argon critical state. This investigalion
was iniliated by I—Iunt:ywell(14) who measurcd the x-ray diffraction of
liquid argon at three densities along the -130°C isotherm. The present
study extends the range to cover eleven more thermodynamic states.
In addition to these experimental measurements, the data from two
states reported by Honeywell were reworked to give a total of thirteen
states which are reported here.

A summary of the pressure, lemperature, and density of these
states is presented in Table 1 and the states arc depicted graphically
in Figure 1. Also shown on Figure | are some of the states measured
by Eisenstein and Gingrick. Included in the present work are the
results for temperatures of ~13ODC. -1250C, —}.ZOOG, and -110°C  and
bulk densities {in gm/cc) of 0. 982, 0.910, 0. 780, 0.536, and 0. 280.

Of special intercst are measurements taken along the isochore of

0.536 gm/cc at temperatures of -110°¢, -115°¢, -120°C (the critical
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temperature is -122. 29°C) and along the -125°C isotherm at
densitics of 0. 780 gm/cc (near the saturated liquié state) and

0. 280 gm/cc {near the saturated vapor state).
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iI. EXPERIMENTAL

A. General

The experimental x-ray diffraction patterns were obtained by
irradiating an argon sample contained in a cylindrical sample cell
with a collimated beam of x rays and measuring the scattered intensity
as a function of the scattering angle, . The sample cell, similar in
design to the one described by Paalman ard Pings(lS), was construc-
ted irom sintered beryllium powder and had an o.d. of 0,100 inches,
ar i, d. of 0. 057 incnes, and an irradiated length of about 0.40 inches.
While the sample cell was believed to be cylindrical, it was found that
the i.d, was not conceniric with the o.d. by the amourt of 0, 005
inches. This nonconcentricity was discovercd after the cell was
installed and the experimental measurements hac begun. Its effect is
discussed in Section IV-C.

The sample cell was enclosed in a brass block containing
coolant tubes and resistance heater wires. This entire assembly was
contained ir a cylindrical vacuum cryostat with a sheet of 0. 0005 inch
mylar serving as a window to transmit the incident and scattered
x-ray beams. The cryogenic temperatures were obtained by cooling
with cold nitrogen gas, and temperature conirol was effected by elec~
trical heating to the desired control temperature. The temperature
was measured with a2 platinum rcsistancc;. thermometer placed within

the sample cell and in direct contact with tke argon sample. The
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sample pressure was transmitted through a flexible stainless stee.
diaphragm to a hydraulic 2il system and was measurec with 2 Hart
pressure balance. Pressure control was obtained through the use of

a marually operated screw intensifier placed witkin the sample system.
A detailed description of the apparatus design, performance charac-

teristics, ard operating procedure is given 81Sewhere(14’ 16)

and will
not be presented herc. The only modification made in the experimental
equipment was to pack the grooves containing the electrical resistance
heater wires with indium to increase the thcrmal response of the
system.

Since the argon was confined in a sample cell, two separate
experimental measurements were reguired; one being the scaitered
intensity from tne empty cell alone, cenoted by If {©), and the ovther
being the intensity scatteved from the assemblage consisting of the
argon sample plus the sample cell denoted by I]:+s(e)' The intensity
was measured al incremental values of @ over the angular range

1° < O = 60° with AD = C, 25° Each scan (or series of mcasure-

A%

ments) consisted of 237 values of the experimental intensity, I‘CE(e)
I:;:+S(e). The problem of combining theso two intensities to
determine the scattering which originates from the sample alone,
IS(G), iz discussed in Section IV-A,
The empty cell scattering was measured at the two temperature

extremes of -125°C and -110°C. Four separate scans were made at

each temperature. A statistical analysis of this data showed that there
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was no significant differerce between the diffraction patterns at these
two temperatures. Also the effect of press.ure on the sample cell
diffraction pattern was assumed to be negligible. Undéder these condi-
tions, the empty cell diffraction pattern was taken to be independent
of temperature and pressure and the same set of values for ICE (O)
was uscd for all the argon runs.

When measuring the scattering from the argon sample confined
in the sample cecll, an effort was made to obtain maximum control of
the temperature and pressure, thereby minimizing uncertainties in the
sample envirorment, To avoid any transient conditions, Lthe apparatus
was maintained under temperature control at ieast twelve hours prior
to the infroduction of argon into the cell. The apparatus was main-
tained at cryogenic temperatures for a duration of about 150 hours,
during which time several argon scans were made, A single scan
required about twelve hours and three separate scans were made at
each thermodynamic stale. These three scans were then averaged to
obtain the experimental cell-plus-sample diffraction pattern, I§+ S(e).
As previously mentioned, a thin sheet of mylar (0. 0005 inches)
scrved as a window on the vacuum cryostat to transmit the incident
and scattered x-ray beams. To minimize the formation of ice or the
cell surfaces rcsulting from diffusion of air tkrough the mylar window,
the apparatus was periodically warmed up and the condensible vapors

were pumped out.
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The argon used in the experiment was obtained from the Linde
Rare Gas Department of Uniocn Carbide and the maximum reported
impurily was one part per million I—IZO; traces of O N CO

2’ 2’ 2’
and hydrocarbons (no CH4) werc also reported. Ai the conclusion of
each scan, the argon was withdrawn from the sample cell and stored
in & reservoir bomb., To prevent the accumulation of any cortaminents,
fresh argon was used for each thermodynamic state, i.e., every threc
scans.

The experimental control limits achieved ir the measurement
of the argon ltemperature and pressure are summarized in Table L
Thesc limits reflect both the uncertainties in the variables used to
determine the sample cnvironment and the limits in the actual control
processes. For all eleven cxperimental runs, the temperature was
maintained constant to within 0. 02°C whilc the uncertainty in the
absolute temperature measurement was 0. 05°C. With the exception
of Run 31, the maximum error in the pressure measurement was
0. 6 psi. This figure represents an uncertainty in the absolute pressure
of about 0. 2 psi and control limits of better than 0. 4 psi. The pressurc
control achieved on Run 31 was slightly worse tharn the rest because of
the proximity of this state to the saturated liquid curve (see Figurc 1).
Also included in Table 1is the maximum uncertainty in the sample
Gensity corresponding to the limits of the temperature and pressure
measurements. These values were calculated from the compressi-

2
bility data of Levelt(l"). As cxpected, the state showing the maximum
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uncertainty in the density was the onec ncarest the critical staie
(Run 34; 0.536 + 0.015 gm/cc). The uncertainty occurring in the
remaining states depended strongly on the location of the state, but

was better than 0. 005 gm/cc in ail cases.

B. X-Ray Measurement

The radiation source used in this experiment was a Norelco
x-ray gencrator with a molyhdenum farget naving dimeonsions of
1.2 mm x 10. 0 mm. The ®x-ray tube was operated at its maximum
rated capacity of 55 kvp and 20 ma, and vielded a characteristic
Ka line with a wavelength of 0. 711 f?. The scattered intensity was
measured with a scintillation counter mounted on a Norelco wide-range
goniometer, The Norelco goniometer had a vertical scattering plane,
i.e., the vectors defining the nominal direction of the incident and
scattered x-ray beams were in a vertical plane.

The optical concitions used in the experiment are depicted

schematically in Figure 2 and are described bclow:

i.  The take-off angle was 5. 8°, giving virtually a line sourcc of

0.12 mm x 10.0 mm.
2. The cdistances between the m-ravy target, rfhe goniometer axis,

ard the recciving slit were 6. 98 inches and 5. 63 inches,

respectively.
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The ircident beam was defined by a divergence slit 0. 0062 inches
in height and was placec between the x-ray target and the sample

at a distance of 3. 35 inches from the target,

Collimation of the incideni beam was obtained by using a vertical
Soller slit assembly placed between the x-ray target and the
divergence slit. These Soller slits were constructed from foil
0. 0025 inches thick and 1. 125 inches long and had a spacing of

0. 018 inches.

The recciving ¢lit in front of the scintillation counter was

0. 112 inches in aeight. The scattered x-ray beam was collimated
with a set of horizontal Soller slits constructed from foil

C. 0024 inches thick and 1. 3] inches long and had a spacing of

C. 005 inches.

The angular resolution of the diffractometer is given by the vertical

and horizontal divergerce of the detacted radiation, /_\QV and Ael_,

respectively. The maximum divergence is defined as the largest

differcrce between the diffraction angle of any scattered ray {rom the

irradiated sample (or sample cell} and the nominal scattering angle,

©. For the optical conditions used in this experiment, the total

vertical divergence was &GV = + 0. 375 degrees and was independent

of @. The horizontal divergence was angular dependent and some of

(17)

the values are given below .
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Nominal Scattering Anglc Maximum Horizontal Divergernce
O (cegrees) Aeh {degrecs)
1.50 i. 40
2,50 1. 02
5. 0C 1. 07
10, 00 0, 30
30, 00 0. 08
60. 00 -0.01

Prior i{c the measurement of any x-ray diffraction patterns,
ithe scatiering geometry was precisely delermined, Tac scattering
geometry as used here refers to any geometiric factors which aflect
ihe experimental internsity measurements, 5Such facteors include the
intensitly distribution of the x-ray beams, the shapc arnd size vl the
irradiated sample, and the localion of the irraciated sample with
respect to the goniometer axis. The primary considceration used in
selecting the scatiering geometry for this experimeni was Lthe desira-
bility of maximizing the signal to noise ratio, i.e,, obtaining the
maximum amouni of scattering from the argon sample relative to the
gcattering {rom Lhe sample ce¢ll

A relatively narrow incident beam was used so that the sample
cel: was only partially irradiated. This rarrow Incident beam, baving
a fairly large penumbra region, was positioned such that the upper
edge of the umbra was roughly coincident with the upper edge of the

cell intericr, While this beam position did not yvicld a maximum ratio
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of sample irradiated volume to cell irradiated volume, the adcitional
consideration of corrections recuirec for absorption losses in the
relatively dense sample medium showed that this was ar optimum
geometry,

The cimensions and exact location of the sample cell were
obtained in the following manner. With the divergence slit removed,
and using a small (0. 003 inches) receiving slit, the primary x-ray
beam was scanned. This measurement yielded an "x-ray picture” of
the sample cell cross section in a vertical plane perpendicular to the
scattering plane. This "x-ray picture® clearly showed the high and
the low absourptivn caused by the cell walls and the cell interior. The
position of the cell in a horizontal planc perperdicular to the scatiering
plane was obtained by directing a narrow incident beam through the
center of the cell interior. The scatiered intensity was then measured

over the angular range 5° < 20 = 150°

with a narrow receiving slit.
Under these conditions, a minirum in the scattered intensity (apart
from that caused by the polarization correction) was observed at an
angular positior of 28 determined by a line Lthrough the goniometer
axis and the axis of the cell interior. This minimum resulted from
the fact that at this angular position, the incident and scattered x-ray
beams intersected entirely within the cell interior. Once the location
of the sample cell was established, the incident x-ray beam was

positioned in the preselected position. With these measuring techniques,

the following scattering geometry was determined {see Figurc 3).
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cell outside ciameter 0. 100 inches
{actual measurement)

ccll inside diameter 0. 057 + 0. 001 irches

cell o, d. axis 0. 028 + 0, 001 inches
below goniometer axis

cell i d. axis 0.023 + 0, 001 irches
below goniometer center

incident beam centerline 0. 0016 + 0. 0002 inches
below goniometer axis

height of beam umbra region 0. 0082 + 0, 0002 inches

height of becam nenumbre region 0. 0186 + 0. 0002 inches

horizontal displacement of cell 0. 005 + 0, 002 inches
inside diameter from goniometer axis

toward X-ray target

The height of the recciving slil was large enough to permit all
scattered rays to enter the radiation detector. The intensity distri-
bution of the scattered beam was calculated from the x-ray optical
concitions given previously and is skown in Figure 3. The intensity
distribution of the incident beam was calculated from the X-ray optics
and agreed with the measured distribution within the experimental
error.

Due to the thermal expansion of the sample cell supports within
the vacuum cryostat, the location of the cell was dependent upon the
operating temperature. However, witain the precision of the experi-
mental measurements, there was no detectable change in the cell

location over the relatively small temperature range of -125°C to
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-110°C. The fact that the center of mass of the irradiated volume was
glightly displaced from the goniometer axis nccessitated the use of an
angular correction factor. This angular correction in 3 (less than
0. 03 cegrees for all angles) was found to be considerably less than the
total angular resolution and was therefore neglected.

The intensity of the scattered radiation was measurcd with a
sodium iodide (thallium activated)} scintillation counter. The output
signal from the scintillation counter was fed through a high-gain linear
amplifier (maximum gain = 50, 000) anc a pulse-height seclector (FPHS)
The output signal from the PHS was counted by an electronic scaler
and timer, With these devices, the intensity was recorded as the total
number of counts registcred on the scaler, N, during a time interval,
T

Monockromatization of the x-ray beam was achieved by using
an absorption filter in coniunction with the PI—IS”S). A zirconium foil
(0. 0038 inches thick) mounted on the divergence slit reduced the
intensity of the relatively strong KP line by approximately 99% while
the K@ line was reduced by 65%. The PHS was operated with a
symmetrical 50% transmission factor, i.e., 50% of the total intensity
of Ka wavelength was aliowed to pass through the PHS and be counted
by the scaler. The settings (or voltage window) of the PHS were
‘determinod at the beginning of eack scan by measuring the pulse
amplitude distribution of the Ka radiation scattered from the (101)

reflection of the berylliunm: sample cell. The voltage corresponding
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to the maximum in the pulse amplitude distribution (the average Ka
voltage) was determined, and the voltage window which transmitted
50% of the total Kg radiation was centered about this average Ko
voltage. The total amplification of the output signal from the scintil-
lation counter was chosen to give an average Kag pulsc amplitude of
about 50 volts. Undcr these conditions, the 50% transmission window
was about 11, 6 volts. (A further discussion on the use of the PHS is
given in Seclion IV-D aud Appeadix 2. ) Aun estimate of the spectrum
of the incident x-ray beam after monochromatization is given in
Figure 4. This spectrum was measured with a lithium fluoride
crystal in place of the beryllivm sample cell under the same conditions
used in the experiment,

All experimental intensity measuremerts were scaled to the
intensity at an arbitrary reference or check poini. This check point
was taken at @ = 50 degrees where the diffraction pattern of the
empty beryllium cell was relatively flat, i.¢., free from any pro-
nounced diffraction peaks, The purpose of this reference measurement
was to monitor the intensity of the incident x-ray beam, to check the
stability of the electronic components associated with the xX-ray
detection, and to provide a scaling factor for the cell-plus-sample
intensity. For each scan the check point intensity was measured at
regular intervals appruximately three hours apart; at the beginning
and end, and three times during the scan. Each check point measure-

mernt consisted of ten consecutive 100-second counts. For the argon
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runs, check point measurements were taken both from the empty cell
and from the cell-plus-sample, These mcasurements, made at the
beginning and cnd of each scan, were used to determine a scaling
faclior for normalizing ihe intensity of the cell-plus-sample to that of
the empty cell. At the end of each scan, the check point intensities
were statistically analyzed to determine if any systematic angular
variation ir the intensity pattern had occurred. Along with the measure-
ment of the check point intensity, periodic measurcrnents were made
on the background necise level. This background noise, which was due
to the associated electronic circuitry in the x-ray detection system,
was relatively constant at about 0. 08 counts/second.

The counting strategy employed in the experimental intensity
measurement was dictated by the presence of the large number of
prominent peaks in the emyply cell diffraction pattern. To minimize
the effect of any errors associated wilh intensity measurements on
these peaks, a fine angular grid was used. In this mannecr, any
suspicious data points in the regions of these peaks could be discarded
while siill leaving a sufficient number of data points to define the
scattering curve. Experimental data points were taken in increments
of AQ = 0.25 degrees over the range 1°< © = 60° The minirmum
angle (O = | degree) was limited by the presence of the primary
x-ray beamn and the mmaximuam angle {© = 60 degrees} was arbitrarily

selected. This angular grid resulted in 237 data poinis for each scan.
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For reasons of experimental expediency, the large number of datz
points necessitated the use of fairly short counting times. As
previously mentioned, the empty cell diffraction patiern was assumed
to he independent of temperature and pressure. Four scans at each
of the fwo temperature extremes were mace on the empty cell with a
fixed counting time during each scan of 7 = 200 seconds. The
resulting average empty cell diffraction pattern had an effective total
counting time of 7 = 1600 seconds Jor cach of the 237 data points.
For each of the eleven argon runs, three scans were made with a
fixed counting time of 7 = 100 seconds. The scans were then
corrected for background noise, properly scaled to a common refer-
ence intensity and the results averaged for cach thermodynamic state.
Thus the argon runs had an effective total counting time of 7= 300
seconds for each data point.

The resulting experimental measurements of the empty cell
and the cell-plus-argon-sample diffraction patterns are given in
Table 2, The experimenial data obtained by Honcywell(m) for Runs 22
and Z3 are not listed here. As an illustration of the typical behavior
of the diffraction patterns, the data for Run 40 (t = -125°C,

Eb = 0,982 gm/cc) are plotted in Figure 5. The dashed lines in this

figure show the magnitude of the beryllivm diffraction peaks.
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I1I. CATLIBRATION EXPERIMENT

Several aspects of this experiment may lead to the conjecture
that the resullling x-ray diifraction patterns of Lthe argon sample are
inconclusive ar are subject to large uncertainties. Probably the main
cause for such concern lles in the fact that the diffraction pattern of
the beryllium sample cell, with its large number of strong diffraction
peaks, may completely or partially mask out the structural features
of the confined sample. In addition to this, there is the previously
mentioned problermn of the nonconcentric sample cell, i.e., a cell
having a nonuniform wall thickress. Based on the results obtained by

Honeywc]l(]"“

and on an cxtensive series of experimental measurements
ard computations, a data processing technigue was déveloped which
was designed to overcome the problems associated with the presence
of this high background scattering. In order to offer supporting
evidence for the results of this experiment, the entire experiment was
calibrated. The purpose of this calibration experiment was twofold:

w To finrd out if the presence oI large amounts ot

scattering from Lthe sample cell interfered significantly

with the determination of the scattering curve from the

confined sample,

2. To establish the validity of the data processing

techniques.
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The calibration experiment consisted of measuring the
diffraction pattern of a sample confined in a sample cell. After
applying the various correction factors to the expcrimental data, the
resulting intensity curve was compared to the intensity curve of the
same unconfined sample. The beryllium sample cell in this experi-
ment was not the same one used in the argon study. However, it was
fabricated from the same material and had similar features, i.e., it
'was nonconcentric. The sample was a cylindrical specimen of
vitreous SiOZ, accurately polished to give a snug fit with the cell

interior. A vitreous Si.O2 sample was selected for three reasons:

1. The relative ease with which the diffraction

pattern of the unconfined sample could be obtained.

2. Its x-ray diffraction pattern closely resembles

that of a typical liguid.

3. Its linear absorption coefficient was in the same

range as that of the argon samples.

Three separate experiments were performed; one with an unconfined
sample and two with the 'Sioz sample confined in the beryllium cell.
Since this calibration was to serve as a test of the argon
experiment, the experimental conditions were maintained as closely
as possible to those described in the previous section. The beryllium

céll used in the calibration test had an outside diameter of 0. 070 inches,
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an inside diameter of 0. 037 inches, and the nonconcentricity
(displacement of the i. é. axis from the o. d. axis) was 0. 005 + 0. 001
inches. To detcrmine the e¢ffect of the nonuniform wall thickness,
twe scattering geometries for the confined sample were used. These
scattering geometries are shown in Figure 6. The geometry labeled
"Cell Position-X" was similar to that of the argon experiment in that
the minimum wall thickness was located above the goniometer axis.
In the second experiment, labeled "Cell Position-Y, " the sample cell
was rotated 180° so that the maximum wall thickness was above the
goniometer axis. The sample cell was mounted directly on the
gonicmeter and the axis of the oulside diamecter was coincident with
the axis of the goniomeler. In all three experiments the incident
x-ray beam was positioned such that the upper edge of the umbra
region roughly coincided with the upper edge of the Sioz sample. The
xX~ray optics were the same as those used in the argon experiment.
The counting strategy was again similar to that previously
described for the argon experiment. The scattered intensity was
measured ir increments of AQ = 0, 25° over the angular range
17 = 0 = 60°. For the unconfined sample, two gcans were made
with a {ixed counting time of 200 seconds each. For the two confined
samples, three scans were made of both the empty cell and the cell-
plus-sample wilth a counting time of 200 seconds for each scan. The

background noise level was determined and all intensity measurements
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were scaled to 2 check point refercence intensity at © =50 cegrees.
Average intensities were then calculated and were usecd for all further
computations.

A detailed description of the data reductior techniques is
presented in Section IV, Folilowing these methods, the experimental
data were corrected for polarization, absorption, and incoherent
scattering, and the empty sample cell scattering was subtlracted to
give the diffraction pattern of the SiO2 sample, The resulring SiOz
intensity data were statistically analyzed and any crronecus data points
were discarded. The remaining data points were then smoothed by a
least squares method to give the experimental scattering curve for the
8102 sample,

A cormnparison of the resulting curves was made by taking the
ratio of the intensity of the unconiined gsamuple to the intensity of the
confined sample. If the presence of scattering from the sample cell
does not affect the determination of the scattering curve for the
sample, this ratio should yield a straight line with zero slope when
plotted against © {or S). Tne results are showr in Figure 7. There

are two significant {features in this comparison:

1. TIor both of the scattering gcomectrics, the ratio
appears to be lincar in @ with a slope significantly

different from zero.

2. Apart from this linear crror, there is no systematic

deviation in the scattering curves for the confined sampies,.
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The linear behavior of the intensity ratios was determined by
a least squares fit. Since there was no a priori rcason for an error
linear in ©, the correlation was also made with S as the independent
variable, For both scattering geometries, the correlatior against @
gave a slightly lower standard deviation than the correlation against S,
While this was not considered conclusive proof, it did suggest that ©
could reasonably be used as the correlating parameter. The results
of this comparisor showed that the Si0, scattering curve from
geometry-X had a positive error (the intensity at the higher scattering
angles was too high) while geometry-Y gave a negative error. The
intcnsity ratio for both scatiering geometries oscillated about the best
linear fit through the data points. This oscillation appearec to be
random and was presumed io be statistical in nature. There were rno
angular regions where it was apparcnt that the features of the sample
scattering curve were significantly masked out by the scattering from
the sample ce’l.

The results of this calibration experiment show that the
scattering curves obtained for a confined sample may require a
correction for distortion eflects caused by the presence of the sample
cell., To correct for this distortion, a linear modification fuaction,
d(O) = 1 + BO, was defined such that (b(e)IS(Ea) gave the true {or
undistorted) scattering curve for the caonfined sample. In the Si02
cxperiment, the least squares it gave the slope of the modification

functiorn as -0. 00319 for geometry-X and +0. 00144 for geometry-Y,
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Tris immediately suggests that the slope of B(O) is cdirectly related
to Lhe position of the nonconcentric sample cell. However, as will be
shown later, this is not necessarily true. In the argon runs, the
sample cell was positioned with its minimum wall thickness zbove the
goniometer axis, similar to that in gecometry-X, As demonstrated in
Figure 7, ¢(0) had a ncgative slope for tkis SiO, experiment wkile all
the argon experiments required a modification function with a positive
slope. The corrected or modified scaltering curves, qb(gf))ls{e), of
the confined Si0, samples arc plotted in Figures § and 9 for the
geometries X and Y, respectively. Also shown on these figures is the
unmeodified scattering curve for the unconlined sample.

The conclusions resulting from this calibration experiment

are summarized below,

[.  The prcsence of scatiering from the sample cell
does not significantly mask out the features of the sample

scattering curve.

2. The data reduction and smoothing techniques are

satisfactory.

3. The scatlering curves obtained from & confinec
sample may rcequire a lincar correction due to a
distortion caused by the presence of the samplc cell.

The possible causes of Lthe distortion effect and a means of obtaining

the required meodification functions are discussed in Section IV-F

and Appendix 4.
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IV, TREATMENT OF EXPERIMENTAL DIFFRACTION DATA

A, General

The determinaticon of the argon scattering curves from the
experimental data involves the use of severzl correction terms. These
corrections account for losses in the observed intensity due toc absorp-
tion of the incident and scattered x-ray beams, polarization of the
scattercd beam, and losses in the observed incoherent scattering.

The remainder of Section IV describes the detailed methods used in
calculaiing and applying these correction factors. Since the experi-
mental data were obtained in equal increments of the scattering angle,
O, all the data treatment computations were performed with @ as the
independent variable rather than the conventional scattering parameter,
S. The convereion to 5 dependence was made during the Fourier
transiormation of the final intensity curves.

Irn order to obtain the scattered intensity originating from the
confined sample, the scattering from the empty cell must be subtracted
from the observed cell-plus-samrple scattering, Howcver, before this
subtraction can be made, the observed cxperimental intensities,

)

Ic+s and If, must be corrected for absorption and polarization.
Pazlman and Pings(lg) have discussed the application of the correc-

tions to cylindrical samples and annular sample cells and their

treatment will be followed here.
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The scattering from ke corfined sample is related to the

experimentally observec intensitics by the equation

- _ __ {/Pl6) E ACSC(O) E .\ |

where 15(9) 1s he tota: scattered intensity from the sample, i. e.,
the sum of the coherent and irconeront scattering., The factor PO}
corrects tke obscerved intensitics for polarization of the scattered
x-ray beam., The polarization {zctor used n this experiment was
P(B) = —é[ | - m)sa(ZO)J . F(B) is a correction term arising from
the fact that not all of the incoherently scattered radiation is actually
detected. The cevalualion of this incoherent scatlering correction
term is given in Section 1V-D. The remalining terms In “his eguation

are the absorption factors anc are explained below.

L. ASSC(®&), i sample absorption factor ]; corrects
the sample scattering for absorption in koth the
sample enc the cell.

2, ACSC(Q), Lcell absorption factor ]; corrects
the cell scattering for abscrption in botn the
sample znc the cell

3. ACC{0O), [cel. absorption factor i} corrccts the

empty cell scattering for self-absorpticon witnin

the cel..
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The scattering curve for the argon sample as obtained from
Eq. {3) (see Figure 12) shows one fairly sirong maximum followed by
a number of other maxima or inflection points which are much less
prominent. As discussed in Section I, the features of the scattercd
intensity are dependent upon the thermodynamic state of the argon
sample. In order to show more clearly the effect of temperature and
density of these scattering curves, the intensity data was normalized
by the total lndependent argon scatlericg. Thus the experimental
results are presented in terms of a scattering furction, j(@), which

is defined by the equation

(C/N) 9(0)1 (8}
(@) + 1%@)

‘o) = {4)
(C/N) is a normalization constant {(pcr argon atom) to convert the
intensity from the arbitrary units of counts/sec to electron units, and
$(0) is the lincar modification functlion (mentioned in Section IiI) used
to correct the sample intensity for distortion effects caused by the
sample cell.* In addition to sharpening the features of the scattering
curve, j{Q) also illustrates the behavior of the intensity kernel, i(S),
in the Fourler transforin, Eq., (2}, When the scattering function is

expressed in terms of its S dependence, the relation between the two is

The modification function is discussed in Section IV-F,
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i(s) = [1/v(8)] ti(s) - 1],
where
P
2q
VS) = — a®
£9(8) + 1'M%s)

d

The quantity y(S) is a monotorically decreasing function and thus
oscillations ir j(8) corresponc to oscillations in the kernel of the
Fourier integral,

In Eq. (4), :'d is the dispersion corrccted atomic scattering
factor and Iinc is the incoherent scattering factor. The values of
f used in the computations were those determined by Berghuis(zo).
‘The dispersion correction was applied using the formula

2

fi = (£ + A 4 (afm® . (5)

The rcal and imaginary parts used in the dispersion correction were
AT = 0,10 and Af" = 0, 20, respcctivcly(zn. Values of fcz1

increments of A© = 0.25% were obtained by interpolation with a fifth-

in

order polynomial fitted to the 18 data points of Berghuis. Incoherent

scattering factors including exchange effects were not available for

+ 4+
argon. Therefore, values were interpolated from those of Ca.+ s K+,

(36)
(1)

and Cl, which did include the exchange effects This method of

(22)

interpolation was used by Chipman and Jennings and by Furumoto
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The latler compared similarly interpolated values for neon with
calculated values and found the discrepancy to be of the order of one
wercent, A relativistic correction, the Breit-Dirac factor, must be
applied to the incoherent scattering data. Since the scintillation
counter used in the experiment was a guanta or photon cetector, the
incohcrent scatlering factors from the Lterature werc divided by BZ
insiead of the usual B3 (Ref. 23) where B is the Breit-Dirac factor.
The data used to estimate the argon incoherent scattering faclor were
given only to S = 13.8 }?-1 and graphical extrapolation was used (0
extend the range to § = 15,3 Jg-l. A fifth-order polynomial fitted to
the data points was used to interpolate the intcrmediate valuce.
interpolated values of the atomic and incoherent scattering factors

ased in the computations are listed in Table 3.

B. Preliminary Calculations

The experimental intensities in Edq. (3) arc assumed to be
. L . : o
measurcd relative to a common incident inleasity, I, However, the
experimental settings on the x-ray generator could not be reproduced
. . . . . 40
with sufficient accuracy to give the same value of 17 for all runs and
; . . . obs
il was necessary to scale the ohserved intensities, I , to a common
reference level. This was done for cach scan by the eguation
B - _obs
N o N I R 1, {6)

noice
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where {Q is an appropriate scaling faclor and 1 is the average

noise
intensity of the background noise level during the scan.
With Eq. (6) the observed intensities were scaled to an
arbitrary standard intensity of the empty cell scattering, IT:, at a
reference angle of © = 50 degrees. During cach scan several
measurements of the scattered intensity at the reference angle, Iref’
were taken. The average of these measurements was then used to
compute the scaling factor. For the empty cell scane this scaling
factor was Qc = Ii/(lc}ref' Since the empty cell reference intensity

(Ic}ref could not be measured during the argon runs, the determination

of 0 required an additional measurement of the quantity

cts
VAL

R = et This refererce ratio was measured at the

)

1 .
ref ( cts’ref

beginning and end of the argor scans. Several values of (I

cts'ref

. . e
calcualate the scaling factor by the equation Q =R I /I

c+s ref ¢ ref’

were measured during the scan and the average value was used to
ct+s
e

)
The standard reference intensity, I;, was selected as 16,50 counts/sec
and gave scale factors in the range 1.0 to 1. 1.

Eg. {3) shows that the cxperimental intensities arc¢ subtracted
and, therefore, the scale factors must be accurately determined if the
calculated sample intensity is to be valid. Since all the intensity
measurements were subject to statistical fluctuation, therc was a
corrcspornding possibility for error in Is' The parameoter in the scale
factor which showed ithe largest uncertainty was the reference ratio,

Rref‘ The numerical value of this ratio may be shown ‘o depend on
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the number of irradiated argon atoms and on the absorption within the
argon sample; both of which arc related to the bulk sample density,
Eb' The measured values of R__. appeared to be linear with Eb and
consequertly a least squares line fitted to the data was used to deter-
mine the appropriate values for use in the sczle factor Qc+s' The
measured values of Roef had ar over all deviation from the least
squares fit of about 0. 2% 2nd the maximum dcviation of any one point
was 2%.

To determine the effect of an incorrect value of Rref on the
calculated sample intensity, a test case was computed for Run 40

(t = —1250C, ~ (.982 gm/cc). The resulte showed that a 2% exrror

Fb
in R__. gave a linear erroxr of 3% in the calculated 1, i.e., the

of Was varied by 1%.

value of Is at © = 60° varicd by 3% wken Rr
Thus the previously mentioned linear error in the calculated intensity
of the confined sample may be partially due to the use of an incorrect
scale factor. However, the estimated error in the scale factor was

not large enough to account for the total observed linear error.

C. Absorption Factors

The process of subtracting the emply cell scallering from the
cell-plus-sample intensity is intimately connected with the absorption
of x rays in the cell and sample material. This problem has been

discussed by Paalman and Pingaug) for the casc of an annular sample
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cell and cylirdrical sample fully exposed to the incident x-ray beam.,

(

Kendig and Pings 24) have extended this apalysis to the more gencral
case of a partially irradiated cell ard sample.

Botk of thesc treatments utilize the symmetry of the cylindrical
geometry to divide the sample and the cell into a number of annular
rings, These rings arc then subdivided to yield a set of approximately
orthogonal volume elements. The irradiated volume, which is defined
by the upper and lower edges of an incident beam of uniform intensity,
is determined and absorption factors are computed for each clement
within the irradiated voiume. These individual factors, which are
bascd on path lengths mecasured from the center of the element, are
then weighted with respect to the total irradiated volume to obtain the

total absorption factors. Using the empty sample cell as an exampyple,

the experimentally observed intensity may be expressed as

~lf ).
= IOP[(I/VC)Ze ERCANIEES (7
j

(¢]

°Pa (N 1).
¢, 0 cc

In this equation VC is the total irradiated volume of the cell, NC is
the number of irradiated atoms, and IC is the intrinsic scattering
power per atom of the cell material, The sum is taken over all volume

elements, 3, contained in the irradiated portion of ithe cell. The
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linear absorption coefficient of the cell material is p and (ﬂc)j is

the total path length of incident and scattered rays through the cell for
the volume element j. The quantity within the brackets of Eq. (7) is
the empty cell absorption factor, AC’C, for an incident beam of uniform
intensity,

Since the present expcriment utilizes the concept of a partially
irradiated sample, the above mecthod was employed to obtain the absorp-
tion factors., A computer program lor the LBM (094 written by A, P,
Kendig was used to perform the computations.

A direct application of the treatmént presented by Kendig and
Pings couléd not be made because of two problems associated with the
scattering geometry (sec Figure 3). First, the computer program
could not take into account the nonconcentricity of the sample cell and
second, the intensity distribution of the incident beam was not uniform
but was trapezoidal in shape. To correct for the nonuniform wall
thickness, an effective outside diameter, concentric with the cell
interior, was used. As shown by Eq. (7), the absorption factors arc
weighted or normalized with respect to the total irradiated velume,

On this basis, an effective o, d. was determined which gave the same
irradiated cell volume as the actual diameter, For the geometry
previously described, the actual cell o.d. was 0.100 inches and the
effective o, d. was determined as 0. 095 inches. As seen from Figure
3, the effective o. d. will give absorption factors which are slightly

high because of the additional computed absorption occurring at the
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top of the cell. Ar estimation of the magnitude of this effect showed

it to be negligible due to the low linear absorption coeificient of
beryllium. Additional evidence for tkis method of correcting the
nonconcentricity is given Sy the resuits of the SiOZ calibration experi-
ment, Figure 6 shows Lhe .‘ES:’LQ2 scattering geometries and the effective
diameters employed in computing the absorption factors. For these
cases, the nonconcentricity was even more pronounced than in the
argon experiment,

Although the computer program had been written for the
specific case of an incident beam with a uniform intensity distribution,
it was recadily adapted to provide absorption factors for the trapezoidal
beam shape used ir this cxperimert. An incident beam of arbitrary
shape may be approximated to ary desired degree of accuracy by
decomposing the beam inlo several scgments with cach segment having
a uniform intensity. The beam subdivision may be made to give either

veriical or horizortal strips of differenl intensitics 2s shown below.

7 < / N
74 Y

TI
N
-
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~
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Vertical Subdivision Horizontal Subdivision
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Absorption factors are computed for each strip and these individual
factors are then appropriately weighted to give a composite beam
absorption factor. For the present experiment, horizontal subdivision
was used because the total beam width was relatively narrow. The
incident beam was divided into five strips with each strip having the
same relative intensity. This composite beam apﬁroximation is shown
in Figure 6.

Again using the empty cell as an example, deslgnaLe the
absorption factor for strip k as (Ac,c)k° The relative intensity of
beam k will be AIE where 1° = i AI; is the maximum intensity
of the incident beam. The total experimentally ohserved intensity

from all the beams is then obtained by summing Eq. {7} over k.

E _ 0
Z(Ic e = Z Al (A (N I (e
p ®

This equation may be rearranged to give

IE: I: E ( k) (NN)§< C,C)k } (Nc)tlc ’ ()

where (Nc)t is the tofal number of irradiated atoms. The guantity in
the brackets of Eg. (9) is the empty cell composite beam absorption
factor, ACC. With the assumption that the cell is homogeneous, the

ratio (Nc)k/(Nc)t is equal to the ratio of Lhe respective irradiated
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volumes. A similar analysis gives the absorption factors for the
cell-plus-sample experiment. The resulting equations for the

composite beam absorption factors used in Eq. {3) arc given below:

(V i
ASSC(0) z ( 7 [AS,SC(G)iIk ,

Acsc(e) = Z (Mk) (V ) [:Ac,sc(e) L , (10)

ALY (V)
. k c'k

ACC(B®) = Z (IO ) vV [Ac,c(e)jlk
* c't

Numerical values of the absorption factors were computed in
increments of AO = 2, 5° over the angular range 0° < 0 < 60°.
The sample volume was divided into 15 annular rings. This division
‘gave about 175 volume elements for the total irradiated portion of the
sample and 260 elements for the cell. An interpolation program
based on Aitkens method(ZS) was then used to secure the intermediate
values. The values of the mass absorption coefficients used in the

{21)

‘computations were 12. 2 r:mz/gm for argaon and 0.3 cmz/gm for

(26),

- beryllium ; the dénsity of beryllium was taken as 1 82 gm/cc.
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The composite beé.m absérption factors for the five argon
densities used in this experiment are listed in Table 4. The values
cof ASSC {0} have been combined with the incoherent scattering
correction factor, F (B), to provide coefficients compatible with the
form of Kq. (3). These incoherent scattering corrections will be

discussed in the following section.

D. Incoherent Scattering Corrections

When experiments of the type used in this investigation arc
carried out at large values of S, the amount of incoherent scattering
becomes appreciable both from the sample and the sample cell. Since
the wavelength of incoherent scattering is angle dependent, corrections
must be made for its effect on the absorption factors and for any
~variation in the amount of incoherent intensity which is transmitted
through the pulse-height selector (PHS). The angular dependence of

(27)

the incoherent wavelength is given by

An = AP U 2\C%R - 0 0243 (1- cos20). (11)
Incoherently scattered radiation, because of its higher wave-
length, is more strongly absorbed than coherently scattered radiation.

-The variation in the linear absorption coefficient mavy be approximated

(28) -

by the equation
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D n
p‘mc, _ pCOh [1 + AZ\Oh } _ (12)
A

The cxponent n varies with the atomic nambey of the scatterer and
the wavelength of the radiation but usually has a valuc between 2 and 3.
Eqg. (12) shows that this effect is more pronounced the lower the wave~
length of the incident radigtion. For example, at a scattering angle of
O = 75° for a material having n = 3, the ratio p.ir‘c/HCOh is 1, 09

for copper radiation, 1. 20 for molybdenum, and 1 26 for silver.
Consequently, if the absorption correction for a material haviang an
appreciable amount of incoherent scattering is computed on the basis

of only coherently scattered radiation, the resulting calculated irntensity
will be too low. More important, this error in the calculated intensity
will be angular dependent.

When a scintillation-type detector and PHS arc used to measure
the intensity of scattered radiatior from a specimen having a sigrifi-
cant amount of incoherent scattering, an additional angular dependent
error may result. A beam of X rays incident upor the detector gives
rise to voltage pulscs which are amplified and counted. These voltage
pulses nave a puise amplitude distribution (PAD) about an average
voltage, V, proportional to the energy of the incident radiation. Tkhe
usual experimental procedure is to set a PHS window at v =¥ + Ay,

and count only those voltage pulses falling within the selected window.

This constant voltage wincdow defines a transmission factor, t

PHS



{defined in Appendix 2), giving that portion of the total ictensity
incident upon the detector which is transmitted through the PHS and

into the counting circuit. The magnitude of ¢ is arbitrary, but

BLs

ir. order to comparc intensities at differcnt scattering angles, it is

essential that tPHS be the same for all values of ). For coherently

. .. coh . . inc .
scattered radiation, LPHS is constant. However, since X is a

function of the scattering angle, the incoherent PAD shifts, consequently;

inc

tPF’S is not constant. Iu eifect, as the scanning angle increases, the

incoherent PAD gradually moves through the constant PHS window with

the result that the integrated area under the PAD between v = v + Av

inc

iz not constant. The magnitude of the variation in tPHS

depends on
the size of the PHS window.

The effect of the incoherent scattering on the observed intensity
for general experiments of the tyvpe described here may be evaluated
in the following manner. For simplicity, the scattering from the
empty sample cell will be considered, although the same aralysis may
he applied Lo the cell-plus-sample cxperiment., The total scattering in
absolute units being cmitted from the irradiated cell consgists of two

parts; the coherent scattering, IEOh{B), and the Iincoherent gcattering,

It:nc(@). Each mode of scattering has its own absorption factor,
ACC™MQ) and ACCY(Q), respectively. If (C/N)_ is 2 normali-
nation caonstant that converts the absolute intensity from the empty

cell to the experimertal units of counts/sec, the total experimentally

measured intensity will be
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coh

(.oh(
PHS

zfum = P(O) [t (@) Acc® (e)(c/m) 1 o)

+ 10 (o) Acci™(g) (c/N)_1"%(e) J : (13)

This equation may be simplified by defining the following terms:

11’1C

(&)
W lc — PHS
S(e) - tc_c>h ’ {14)
PHS
ire _ Acc'™g)
a () = . (15)
C,C ACCCOE(G)
| 1°°"(0)
Y (O = . (16)
C (.oh(e) + Imc,(e)

The quantit (O) is a relative PHS transmission factor for
4 Y ¥pps

inc

incoherent radiation and a (e) is a relative incoherent absorption

factor. When Eqs. {14), (15), and (16) are substituted into Eq. (13}
and t;(;_llls is combined with the normalization constant, (C/N)c, the
result is
K _ coh coh , coh ing -
I = PO)F  (8) acc™ @)l ipg(C/M JII ") + 1% ,

(17)
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where FC C(e} is the incoherert scattering correctior factor for the

empty cell intensity and is given by the equation

inc inc
N = - N 18
F . o8)= v (0) + [1- v (0)] ¥pygle) a (0 (18)
A similar analysis of the cell-plus-sample experiment shows
that there is an incoherent scattering correction associated with each
of the coherent absorption factors. Thesc other two correction
factors are

inc

Fosel®) = v, (8) + [1- v (0)] wpg(0) ac {0V (19)

ing Inc

(0 = v (0) = [1- v (O] Yppg®)a [ (0), (20)

To simplify the final expression, let F{Q) = Fs sc(e) and
G(O) = F_ _ {O)/F_ (B). The cquation for the scattered intensity

of the confined sample, ir expcrimental units, is then given by

W . I/P(@) E i ACSC(O) E, .,
1.(0) = Ic+s(0) G(©)} ACCIO) Ic (0} E (21)
where Is(e) is the sum of the coherent and ircoherent scattered
intensities. The absorption factors appearing here are those for
coherently scattered radiation, Except for the presence of G{(O),

Eq, (21) is identical with Eq. (3).
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The incocherent scattering corrections, as given by Egs. (18),
(19), and (20}, may be extended to include effects other than those
mentioned here. For cxample, if the filter used to reduce the inlensity
of the 3 peak of the spectrum werc placed on the receiving slit rathexr
than on the divergence slit, an additional term would be required to
account for the variation in the absorption of Iinc: in the B filtex.

For a P filter havirng 2 thickness f, and a linear absorption

£
cocilicicent B this filter correclion term would nhave the form

inc coh

inc
exp[-—(p,f = }-Lf )ff] where P'f

is a function of 6.

The incoherent scattering correction factors derived in this
section were expresscd as functions related to the coherent absorption
factors. This was done because the computer program described in
the preceding section procuced numerical values of absorption factors
only for ccherently scattered radiation. There were no means readily
available for computing exact values of the incoherent absorption
factors appcaring in F(O) ard G{(6). Consequently these values had
to be estimated. A detailed description of the method used in estimating
the incohercent absorption factors is presented in Appendix 1. The
equalivns used tu calculale the varizlion in the incoherent PHS trans-
ing
FHS

Ir Eq. {21), F{Q) represents the correction due to incoherent

mission factor, (B), arc derived in Appendix 2,

scatrering from the sample and G{O) = Fc: SC((—))/FC C(e) is the
r r

corresponding correction for the sample cell. As seen from Zqs. (18)
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and (19}, Fc,sc:(e} and F(:,C(e) are identical except for Lhe
ircoherent absorpiion factors, ainc(e). For the test casc describec
in Appendix 1 (which was typical of 21l the argon cxperiments) the
maximum variation in aisr'lzc(e)/a iI:E (6) was less thar 0.1%.
Therefore, the correction for the incoherent scattering of the sample
cell was negligible, i.e., G(B) was assumed to be unity for all the
argon experiments, thus reducing Eq. (21) to Eq. {3).

Tae cvaluation of the correction factor F(©) presupposes a
knowledge of the sample scattering, IS(O), because of the term ys(e)
[ see Eq. {16)]. Since I:Oh(E)) is actually unknown, Eq. (3)

[ or Eq. {21)] rcquircs cither an iterative type solution or the Junclion
ys(e) must be estimated. Since the coherently scattered radiation
approaches the independent coherent scattering of the atom at large

values of S, the assumption was made that the fraction of coherently

scattered radiation could be approximated by the equation

2
££(0)

2 inc
fs(e} + IS {

v, (0) = . (22)

Q)

In the high argle region (6 > 200) where the incoherent scattering
correction is greatest, this assumption is valid {see Figure 12). The
error introduced by this approximation at the low scattering angles is
insignificant, since the effect of the incoherent scattering is almost

negligible in this region.
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Numerical values of the various terms appearing in the
incoherent scattering correction factor, F(@), are listed in Table 5
for the five argon densitics of this experiment. As expected, the
maximum effect occurred at the highest scattering angles and became
larger with increasing argon density.

At this point, special emphasis should be placed on the fact
that, while for this experiment the incoherent scattering corrections
were relatively small, these correction factors are strong.y
deperdent upon the scattering geometry ard in general cannot be
neglected. The scattering geometry employed in this investigation
reprasents, in many ways, an optimum for thie type of experiment,
The rature of this optimum is illustrated by examining the underlying
reasons for neglecting the term G(Q) in Eq. (21). At the higher values
of 3, the scattering from tke bervllium cell is predominantly
incoherent (yc = (0,056 at S =15 ‘Enl; 6 = 600). In view of Egs. (11)
and (i2), a significant increase in the absorption of the scattered rays

would be expected. For the case of a beryllium sample cell, p.((th

. . . . inc coh, . .

is low and the resulting variation in (pc - R } is relatively small.
inc

o

C tl
onsequently, c o

{0) doee not differ appreciably from unity.

inc

However, tkis is not necessarily true for o SC(()). If the confined
h— ]

sample has a high density and the scattering geometry is such that a

large portiion of the cell scattering passes through the sample,
alcnzc(ﬂ) will ciffer greatly from unity. This effect can be minimized
r

by using a scattering geometry such as that shown in Figurc 3. For
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this geometry, the amount of cell scatterirg which passes through the
relatively dense sample medium Is negligible except for the very high
and the very low scattering angles, The low angle eflfect {O < 150) is
small because the relative amount of incoherent scattering is low and
its wavelength does not differ greatly firom that of coherently scattered
radiation. The high angle cffect can be avoided hy ending the diffractior
scans at © = 60° to 75°. The effect of the incoherent scattering from
the confined sample cannot be avoided, but again, the scattering
geometry ecmployed here minimizes the numerical value of the required

correction factor.

E. Data Smoothing

The intensity of scattered x rays from the confined argon
sample was calculated from Eq. {3)*. Because of the statistical
nature of the experimental intensity measurements, the computed
values of I.s showed a considerable amount of scatter. This scatier
is evident in Figure 10 where the data for a typical experiment are
plotied (Run 40C, t = -125°C, Eb = 0.982 gm/cc). In adcition to the
statistical spread of the data, several points deviate markedly from
the gencral Dehavior of the intensity curve. These daia puinis, which

woere obviously in error, correspond to intensity measurements on the

8 These calculations, as well as the smoaothing calculations to be
described, werc performed on an IBM 7094 computer using a program
written by R. H. Bigelow.
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strong beryllium diffraction peaks. While these anomalous points
could be immediately discardecd, the statistical scatter in the remaining
dala was large enough to require smoothing before the intensity pattern
could be subjected to Fourier analysis. In view of the statistical
nature of the computed 1(0©) values, the smoothing process was
designed to obtain the best statistical estimate of a smooth scattering
curve,

The sample intonsity data were smoothed by fifting a second-
order polynomial in € to short segments of the scattering curve.

This polynomial may be represented by the equatiorn

(5™, = (a)_ + (b)_ 0, + (e} 0% (23)

The coefficients 2 bi’ ard c, were evaluated by a least squares
method over an angular smoothing range designatced by the subscript
r. As indicated by the subscrist i in the abovce cquation, a scparatc
set of coefficients is applicable to each value of the scattering angle

; srmh . .
ard the value of IS corresponding to any given value of (—)1.L
deperds on the smoothing range selected. This angular smoothing
range is given by the cxpression

(0, -ra0) < O < (0, + rAB}

where r is an integer and A@ is the angular spacing of the data

points; for this experiment, the spacing was AQ = 0.25 degreces.
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Thus for each scattering angle, ©., ‘he set of parameters 2 bi’

and ¢. were cetermined by using Zr + 1 values of the sample
irtensity, Is{e}.

Severa) smoothing ranges were used to determine the complete
scaliering curve for cach argen run. These ranges were selected to
inciude features that could be adequatcly represented by a second-oraer
polynomial. In generzl, s the scatterircg angle increased anrd the
intensity [eatures became less prominent, a larger valuc of r was
used. For the anigher density argon samples, such as ghown ir
Figure 10, the foliowing smootking ranges were found to be satis-

factory.

Approximale Angular Smooihing Range
Region
1°< @ « 7° r= o0 o,
P o< 14" ro= 4 0.t 1L 0°¢
14°< 9 = 20" ro= 10, @t 2.5"
20°< g < 27° r =18 o+ 45°
279« o « as® ro= 30, Ot 7.5°
35°< @ < €0° r o= 50, @+ 12.57

The trans:tion between the varicus smoothing ranges was made
by superimposing the smcotk intensity curves resulting from cach

velue of r. This superposition was made with the intensity furnction
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o)

smh,, 2 in . v . .

I5 E+ 1 c) rather than I:mk since the former oiffcrec a more
sensitive comparizon of the intensity features; compare, for example,
Figures 12 and 14. The junction poirnts were then selected such that

there werce no discontinuities in the firal Iimh

(€3} or its derivative.

Two separate smoothing compulations were made for each
argon run. 1he purpose of the {irst smoothing was to obtain & proe-
liminary estimate of the scattering curve. Thais preliminary estimate
of Izmh{()) was then used to statistically analyze the individual data
points. In the prelimizary smoothing, tne obviously bad data points
corresponding ic measurements on tne sirong beryllium peaks were
discarded. These points, LU-1% in number, were replacced by the
estimated values eobiained {rom a smooth curve drawn through tae
remainirg data. The smoothing compulations were then performec
as described above.

To obtain the final estimate of the smooth scattering curve,
a statistical analysis was mace by computing a confidence interval

. .. ) smh .
avoul the preliminary cvstimate of 1S (O} from thc equation

1
+ k. [1/P(O)] o e N2 ST 2
oty < 2 EON ThE L (acse ¥ (Lemy ]
b F(e)asscyT_ c /©
(24)

Ty
b

The derivation of this cquation is prescnted in Appendix 3.
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Ir the above expression, ki is a constant and the subscript j refers
to the significance level of the computation. KEg. {24) may be inter-
preled in the following manner. For a sufficiently large number of
ohservations of Lthe statistical quantities I?+S ard II::: at any value
of B, j% of the computed values of I, will be in an irterval + AI
about the mean.

Ir any experiment, the true mean of Is({’;}) is unknown because
only a small number of measurements are generally made. In the

present casc, the best aveilable estimate of the mecan sample intersity

()l

smh

was [I7
=

.., since tkis curve was determincé from a
preiim
relatively large number of experimental observations. On this basis,

the assumplion was made that a confidence interval around

[Iimh{e)]

srelim represented the relative probability of a deviation
from the lrue mean sample intensity [or any individual data point.

In this statistical analysis, a 90% confidence interval was used
with the correspornding value of kj being I. 645. The counling
intervals in Kq. {24) wore T F 1600 seconds (from eight 200-scecond
scans) and Totg = 300 seconds (from three 100-second scans), The
confidence interval was computed with the background intensitics, i.c.,
the intensity measurements on strong beryllium diffraction pcaks were
not used {see Figure 3). The width ol AI5 differed fer each argon

ruzn, but for any single run it was almost independent ¢f (). Lhe

average numerical values varied from about + 2,2 counts/sec for



3.3 = 0.982 gm/cc to about - L 4 counts/sec for Eb = 0. 280 gm/cc.
The preliminary estimate of the smooth intensity curve ard a 90%
confidence interval arc plottecd along with the experimental data points
in Figurc 10 for a typical argen run (Run 40, t = —1250C, E‘a =
0.982 gm/zc).

The statistical aralysis of the data was basecd on the assumption
that any data points falling outside the 90% confidence intcrval had 2
very low probability of actually represcenting the true scatiering curve
ard could therefore be rejected. This rejection was made because the
inciusion of widely scatiered points in the least squares smocthing
compuiation nnduly irfluerced the position of the resultant curve. As
previously described, each data poirl was actually an average of threc
separate measuremecris. Therefore the poirts outside the intcrval
woere first examined tc sce if this deviation was caused by one of the
individual values differing sigrifican:ly from the other two. Large
variations among the individual measurements could arise tfrom cither
a gross statistical effect or a periodic malfunction in the x-ray counting
cquipment, Where thesce deviations were observed, the erroneous
dalu point was rejecied end a new average was computed from the
remaining twa, Following this preliminary adjustment of the data,
21l remaining points outsice the conlidence interval were discarded
and replaced witk corresponding values obtained from the preliminary
smooth curve., With tris compliement of data peints, the smoothing

computations werc repcated to obtair the {inal estimate of the smoot:

sample scattering curve,
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The use of a 90% confidence interval implies that, on a
statistical basis alone, about 10% of the total number of data poirts
should fall outside the interval. The rumber actually observed was
somewhat higher, being about 15-18%. Included in this observed
number, however, were about 10 points {from a total of 237) corres-
ponding to strong beryllium diffraction peaks. If these were discounted
from the statistical analysis, the number of rejected points varied

from 11% tuv 14%, which was reasonably close to the expected number.

F. Normalization

The final estimates of the smooth scattering curves for the
argon samples were in the arbitrary intensity units of conunts/second.
In order to obtair the radial distributior function by Fourier analysis,
the atomic and incoherent scattering had to be subtracted from the
measurcd intensity as shown by Eq. (2). Since this subtraction
requires that all terms have the same units, the experimental scat-
tering curves werce nourmalized to oblain inlensities expressed in the
conventional electron urits. The normalization was accomplished by
rmultiplying the cxperimental intensities by a constant, (C/N).

If I,(S) dcnotes the S dependence of the experimental
sample intensity, the kernel of the Fourier integral may be written

[ sec Eq. (2)]



58

(C/N) I (S) - ') - £%(s)

i{s {25)

£4(S)

where {C/N) IS(S} - Iinc(S) represents the coherently scattered
intensity. The normalization constant, {(C/N), :in this equation can
be determined by two methods. The first is a visual or graphical
metkod, and is based on the fundamental assumption that the experi-
mentally observed intensity converges to the total ndependent
scattering at large values of the scattering angle. This procedure
is best accomplished by ploiting the intensity function Is/(f2 + Iinc)
against @ and observing its behavior at large scattering angles.
This function should oscillate with diminishing amplitude about 2
horizontzl line of magnitude 1/(C/N).

Where experimental data are not available at sufficiently
large valucs of ©, or where the intensity measurements in this
region are doubtful, an alternaie procedure is useful. This method,

(29) (30)

developed by Krogh-Moc and Norman s utilizcs the complete
intensity patters instead of being limited to the intensity measure-
mente at high angles as in the first method. The normalivation
constant is obtained by substituting Eq. (25) into Eq. (2) and taking
the limit as the radial distance, r, approaches zero. The resultant

(1, 4)

cxpression is
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S
m

S‘ S2[£%(s) + 1'7¢(S)] ds - 21°2%
(c/Ny = 2 < : (26)
g ] m 2
S 51 (S)ds
0

where Z is the atomic number and Ee is the average electron
density of the sample. The numerical value of the normalization
constant obtainced from kq. (26} will depend to some extent on the
upper limit used in the integrals, However, on the basis of the pre-
viously mentioned assumption that IS(S) approaches the sum of
[fZ(S} + Iinc(S)l at large valucs of 8§, (C/N} will converge ‘o a
constant value with increasing values of Sm. If the experimental
irtensity data are internally consistent, both methods should give the
same normalizatior factor.

When thesc normalization methods were applied to the experi-
mental argon data, the resultant values of (C/N} were not constant,
but were found to vary with the scattering angle. For both methods,
(C/N) increased with increasing € arnd moreover, at any given value
of @O, the normalization constants [rom the two methods did not agree.
This lack of internal consistency ir the calculated intensity of the
corlined argon sample was alluded to in the discussion of the SiO2
calibration experiment presented in Section ITII. The general behavior

of the computed normalization constants incicated that the argon
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intensities were too low at the higher scattering angles. This error

in IS, shown to be linear with © in Section III, was presumed to be
primarily caused by a distortion effect due to the presence of scattering
from the sample cell. |

A plausible explanation for this distortion effect can be
obtained by examining the nature of X-ray scattering and absorption
in the sample cell. Egq. (13), used to calculate Is(e), is bhased on a
mathematical formality which allows the experimentally observed
intensity to be written as a product of an average geometrical absorp-
tion correction and an intrinsic scattering power(lg). This formal
representation is based on the physical assumption that the irradiated
media are homogeneous and isotropic. For a confined fluid sample at
equilibrium, this is a very reasonable assumption. However, for the
case of a sample cell constructed from a crystalline powder (as in the
'pre sent experiment), this assumption may not be valid.

Wilchinsky(3l) has conducted a theoretical and experimental
investigation oﬁ the diffraction of x rays from a crystalline powder in
which the scattering power was modified by the powder coarseness
and absorption unhomogeﬁeities in the powder sample. An "idcal
powder" was defined as having a crystal grain and particle size
sufficiently small so that primary extinction effects were negligible,
‘This "ideal powder" sample was also homogeneous with respect to
applying the simpler.law of absorption of x rays. In this study,

Wilchinsky related the intrinsic scattering power to the particle
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diameter, the linear absorption coefficient, the degree of compaction
of the powder, the crystal grain size, and the primary extinction
coefficient. He showed., theoretically and experimentally, that these
variables can cause the intrinsic scattering power of real powders to
be significantly different from that of an "ideal powder. "

Since the present experiment was conducted with a sample cell
constructed from a sintered beryllium powder, the above mentioned
effects could very well account for the observed error in the computed
sample intensities. This is borne out by the results of a sample
calculation presented in Appendix 4, and the SiO2 calibration experi-
ment discussed in Section ITII. The major defect in the analysis used
to obtain the sample intensities lies in the as sumption that the sample
cell material is truly homogeneous, thereby allowing the absorption
correction to be expressed as an over-all average geometric factor,
However, due to practical considerations, this assumption was invoked
Since no means were available to ascertain the exact nature of these
unhomogeneities. A correction factor was then applied to the data to
-acéount for the resulting errors.

The sample intensity data was corrected for the effect of cell
unhomogeneities by multiplying Is(e) by a linear modification function,
${0©) = 1+ BO. The determination of the numerical values for this
function was intimately related to the integral normalization process
previously described. Assuming the validity of Eq. (26), the unknown

function was obtained in terms of its S dependence by substituting
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q[)(S)IS{S) for ISI(S} into the denominator of this equation., The slope
of the modification function was then determined as the value of B
that resulted in a normalization constant, (C/N), independent of the
upper integration limit. As a check on the internal consistency of the
modified data, the resulting value of (C/N) from the integral method
was compared to the value obtained by the visual method. In all cases,
the agreement between the two was excellent.

The manner in which the function »(O) modified the smooth
scattering curves for the argon samples is shown in Figure 1l for a

typical run {Run 40, £ = -1250C, = 0.982 gm/cc). In this figure,
yp g g

Py

the ratio of ¢$(©)I_(O) to [£%e) + 1P

(©)] is plotted against © for
- several values of the modification parameter, B. The unmodified
scattering curve (B = 0) shows a definite downward slope indicating
that the intensity at high angles is too low., In addition, the values of
(C/N)”1 obtained by the integral method {shown by the circles on the
figﬁre) do not agree with the graphical method and show a significant
dependence on the upper integration limit. As the data are modified
"by increasing the value of B, the scattering curve becomes more
huriz..untal and Lthe agreement with the integral normalization constant
improves, Finally, as the value of B is increased still further, the
modification function begins to overcorrect the data. Thus the normal-

“ization integral of Eq. (26) serves to evaluate the modification function,

${O), as well as to establish the proper normalization constant, (C/N).
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Numerical values of the integral normalization constant and the
modification parameter, B, obtained by this method are given in

Table 6 for all the argon runs of this experiment.
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V. DISCUSSION OF RESULTS

A, Intensity Curves

Using the methods of data analysis described in the preceding
section, xX-ray scattering curves for argon were obtained at thirteen
different thermodynamic states. * These states defined a temperature-
density grid in the general region of the argon critical state. Included
in this grid were the isotherms -130°C, -125°C, -120°C, and -110°C
and isochores (in gm/cc) of 0.982, 0.910, 0. 780, 0.536, and 0. 280.
The location of thesc states, along with the idenLiiying run numbers,
is shown on the argon compressibility diagram of Figure L

The conventional representation of the x-ray scattering curve
is shown in Figure 12 for Run 40. In this figure the modified and
normalized argon intensity, along with the total independent scattering
. of the argon atom, is plotted as a function of the scattering angle. As
seen in a plot of this type, the general features of the intensity curve
are not clearly shown in the high angular region. In order to distinctly
illustrate the effects of temperature and density on the argon intensity
curves, the data are presented in terms of the intensity function, j(S),
defined in Eq. (4). The increased sensitivity in identifying the relative
intensity features obtained by this repreéentation is evident from a

comparison of Figures 12 and 14.

s
-

The experimental measurements for two of these states, Runs 22
and 23, were made by W. I, Honeywell (ref. 14).
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The smooth argon intensity functions are plotted against the
scattering parameter, S, in Figures 13 through 21. These plots arc
arranged to illustrate the effect of temperature and bulk density on
the experimentally determined Scattering curves. The density
dependence of j(S) at constant tecmperature is shown in Figures 13
through 16 for the four previously mentioned isotherms. The cffect
of temperature is shown in Figures 17 through 21 for the five values
of constant bulk density. In addition to the graphical presentation of
the intensity data, the numerical values of i(S) used in the preparation
of these plots are given in Table T,

An error analysis of the smooth lutensily curves was not
attempted because of its complexity. However, the error in the smooth
curves was believecd to be somewhat lower than the corresponding
error in a single intensity measurement, since the smoothing process
involved the usc of marny indivicual data points. In addition to the
statistical error, therc was also some degree of uncertainty in the
various corrcction terms applied to the data., The general naturc of
the experimental measurements indicated that the relative error in
Is(e) increased with the scattering angle ané was greatest at the low
density argon states.

A comparison of the accuracy among the various experimental

runs can be made in terms of the probable rclative error, ¢

P
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In this expression, the 50% confidence interval is computed from
Eq. (24). For the high density argon runs, the value of ep was 1%
at $=4, 2% at S=9, and 5% at S =15. For the low density runs,
the corresponding values were 2%, 4%, and 9%. In addition to the
above mentioned sources of error, the presence of strong beryllium
diffraction peaks also contributed to the over-all uncertainty in the
final curves. The definition of the second maximum in i(S) was
particularly troublesome in this respect. In general, however, this
problem was minimized by the use of a fine angular grid in obtaining
the experimental measurements, Under these conditions a sufficient
number of "good™ data points were available to suitably define the
scattering curves.

The intensity functions shown in Figures 13 through 2l are
plotted over the complete experimental range (to S = 15 J(%)-l). The
tai.ls on these curves at high 5 values are extremely doubtful and are
most likely due to experimental error. The maximum value of S for
which the data are believed to be valid is marked with an arrowhead
for each run. This value ranges from 9-10 P?nl for the high density

0-
‘runs to 7-8 A - for the low density runs.,. The region of unceriainly

in the scattering functions is designated by the use of a dashed curve,
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The general features of the argon intensity patterns are

summarized in Table 8. The average locations of the observable
1

O-
maxima in j(8) were found to'be S, = 1.89 + , 01 A ,

i
S2 = 3.56 + .06 1‘—?-1, and SB = 5,6 + .2 Jg—l. The positions of these
peaks showed no clear dependence on either the temperature or the
bulk densit'y of the argon sample. The most pronounced effect was a
variation in the relative features of the main diffraction peak as shown
in Figure 22. The height of the strong maximum in j(S) was found to
be approximately linear with the bulk density and was apparently
independent of temperature. A least squares linear fit to the data
puinls gave an intercept near unity. This condition would be expected
as the bulk density approaches zero since the argon. would then behave
as a perfect gas and would show no external interference effects.

The temperature dependence of the intensity curves was less
pronounced. The main effect seemed to be a slight broadening of the
main diffraction peak as the temperature was increased. The charac-
teristic width of the first maximum in (S}, measured as AS in 13?—1
at j{8) =1, is plotted against temperature in Figure 22, The
numerical value of AS \;vas found to be strongly dependent upon the
normalization constant, The scatter of the data points in this plot
reflects the uncertainty in the precise determination of {C/N),

I'he presence of low angle scattering was observed to some

extent in all the experimental runs and was also reported in the earlier

measurements of Eisenstein and Gingrich(g). The general behavior of
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this low angle scéttering, including the posjtion of the first minimum
in j{S), is in good agreement with the experimental results of Thomas
and Schmidt(sz). The observable features of the intensity pattern at
these small angles, i.e., the first ﬁinimum in j(S) and the value of
i{S) at the minimum angle of observation, were generally independent
of temperature but showed a linear dependence on the bulk argon
density,

The inlensity curves in two regions of the argon liquid state
are of special interest. The first of these, shown in Figure 14, is the
change in the scattered intensity as the liquid-vapor coexistence curve
is crossed along the -125°C isothcrm. Run 31 of this figure corres-
ponds very closely to the saturated liquid state and Run 32 to the
saturated vapor state {see Figure 1). On crossing the phase boundary
from the liquid side, there is a considerable decrease in the sharpness
of the main intensity peak but a ve stige of the second and third peaks
still remains. There is also a significant increase in the amount of
low angle scattering. The other region of interest is the argon critical
state (tc = -122, 29OC, (Eb)C = 0,536 gm/cc). Figure 15 shows the
variation of the iutensity function across the critical density, along
the nearest experimental isotherm of -120°C. Figure 20 shows the
approach to the critical state along the critical isochore of 0.536 gm/cc.
In both instances, there is no indication of an abrupt change or any
discontinuities as the critical state is approached. This same obser-

vation was made by Eisenstein and Gingrich(g).
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B. Atomic and Electronic Radial Densities

Information regarding the structure of the fluid argon samples
was obtained by a Fourier inversion of the experimental x-ray scat-
tering curves as discussed in Section I. This structural information
may be presented either in terms of a radial density, p(r), or a
radial distribution function, g{(r). Although these functions are inter-
related, the former tends to impart a better physical picture of the
fluid structure, while the latter is more useful in a theoretical
discussion of the liquid state.

The problems associated with a direct application of the
Fourier analysis have been mentioned previously. Thé most obvious
one is the lack of a complete knowledge of the intensity pattern, i.e.,
IS(S) over the range U < S £ o. In addition, the interpretation of
the Fourier transform is hindered by the general presence of ripples
caused by such factors as the inherent uncertainty in the normalization
constant and possiblc crrors in the experin‘lentall intensities. The
effect of these experimental limitations on the resulting structural
information has been discussed by many authors(l_s) and will not be
presented here,

The radial atomic density, pa(r),_ is obtained from the experi-
mental intensity data by writing Eq. (2) in the following form.

| %2
4:':‘Tr2-[pa(r) - ~f;’a] = —2%1-"- S' S i{S)sin(Sr)as . (27)

5y
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In this expression the zero and infinite limits of Eqg. (2) have been
replaced by S1 and Sz, corresponding to the minimum and maximum
angular range over which the measured intensity data are believed to

be valid. In terms of experimentally determined quantities, the

intensity kernel of this integral is given by

_{C/N) @(S)1(5) - T(s) - £5(5)

)
£4(5)

i(S)

(28)

Eq. {27) is written in terms of the deviation of pa(r) from the
average atomic density of the system. This type of representation is
more useful in observing the effects of temperature and bulk argon
density than the conventional displays of 4.?Tr2'pa(r). In addition, any
spurious peaks or ripples caused by experimental errors are clearly
shown.

Although independently derived, an equation for the radial

electronic density, pe(r), may be written in a similar form.(l).

S
_ 2
47Tr2[pe(r) - E;e - po(r)] = % S‘ 8 i(S)fs(S) sin(Sr)das. (29)
S..
1

In this equation, Z 1is the atomic number of the sample, He is the
average electronic density of the system, and po(r) is the radial

electron density within the isolated reference atom. While the



electronic density does not yield any additional information concerning
tke fluid structure, it was proposed by Finbak(S) as a means of
increasing the reliability of the Fourier transform. This is accom-
plished by including the term fg(S) within the integral and thus
decreasing the relative importance of the intensity in the nigh S region
where it is subject to the greatest errors. The general effect of this
"damping factor™ is to minimize the presence of ghost peaks and
ripples superimposed on the density curves, while at the same time,
decreasing the resolving power of the Fourier integral. The electron
density may be viewed as a compromise which seeks to increase the
detail in the transform by utilizing the data at large S, but to decrecase
the relative importance of this data in order to avoid creating falsc
dectails. While the primary interest lies in the radial atomic densities,
values of pe(r) were computed to provide a means for checking the
consistency and reliability of the resulting data.

Because of physical limitations imposed by the nature of this
experiment, three parameters of the Fourier integral ir Eq. {27) are
subject to uncertainty. These parameters are the integration limits,
Sl and SZ’ anc the normalization constart, (C/N), appcaring in
Eq. (28). Becausc of the presence of the pPrimary x-ray beam, intensity
measurements cannot be made in the immmecdiate neighborhood of zero
scattering angle. This problem is usually avoided by smoothly

extrapolating the intensity to zero at S = 0 (ref. 33)., HFowever, ir
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the present experiment, there was a considerable amount of low angle
scattering and this procecdure was not realistic. Although Finbak(g)
suggests an extrapolation to j(S} =1 at S = 0, the experimental daza
indicated that j{S) rear S =0 may be considerably greater than unity
especially for the low density states. Sirce there was no readily
apparent crileria for making an extrapolation to S = 0, the lower
integration limit was taken as the mirimum angle of observation;
© = 1 degree or Sl = G, 30 Pc:-l' I'he omission of this nonobservahle
low angle region was justified on the basis that the contribution of the
intensity kernel, S i(8), becomes quite small as S approaches zero.
The maximum value of S at which intensity measurercnts
were taken was about 15 Ji)_l. However, sirce the daia in the high
angular region werc subject Lo large errors, this value for S2 was
not appropriate for use in Eq. {(27). The usual procedure for obtaining
the upper integration limit is to terminate the data at a value of S
beyond which ro further oscillations in the intensity function, j(S}, are
observed. Howecver, this method presupposes a precise knowledge of
the intensity curve in the sense that all the observed oscillations are
taken to be rcal and the intensity measurements beyond the truncalion
limit are assumec to be unimportant. To avoid this rather arbitrary
selection of the trurcation limit, a more systematic, although some-

what pragmatic, method was usecd,
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Rodriguez.( 34) has shown that the least biased estimate of the
normalization constant is that value of (C/N) which makes j(S) equal

to unity {(or the intensity kernel i(8) = 0) at the truncation limit, i.e.,

fg(Sz} 3 I
CIENBWEN

)
(C/N) = 2

(30)

Since the numerical value of (C/N} was to some degree uncertain,
this criteria provided a means of systematically varying the quantities
SZ and (C/N) to obtain the best catimate of the radial densily function.
Whilé the previous method of evaluating the normalization constant
described in Section IV-F provided a systematic means for comparing
the intensity functions, these values of {C/N) were not necessarily
the optimum for use in the Fourier integral. However, the numerical
values of (C/N) which gave the best results in the Fourier transform
were found to differ from the previous values by an average of less
than 1% (see Tables 6 and 9).

For each argon run, aboul twenty separate Fourier inversions
were made with a different combination of S2 and (C/N)} for each
calculation.* The values of S

2
o-1 L
15 A to a minimum that was well within the region of the large

were varied from the maximum of

The calculations were done on the IBM 7094 computer using a
program written by R. H. Bigelow. Increments of Ar = 0.10
were used,

o
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oscillations in j(S). The gorresponding variation in (C/N} as given |
by Eq. {30) was rather small in the high S range because of the small
arﬁplitude of the intensity oscillations. In the moderate S range
where larger oscillations occurred, the variation in (C/N) was about
5%,

The resulting atomic density transforms for large values of
S contained spurious ripples of small period and large amplitude,
indicating that the intensity data in the high -8 rcgion was in ¢rror,

In general, the first peak in pa(r) was fairly well defined but the
ripples were of such magnitude that the identity of the remaining

peaks was difficult to discern. The corresponding electronic density
transforms showed the same type of ripples but of considerably smaller
amplitude and usually all the peaks were clearly distinguishable,

As the Fourier inversions were made with lower truncation
limits, the amplitude of the ripples decreased somewhat but the
general shape of the density function was still in doubt. As the value
of S2 was decreased, there appeared to be a particular region for
each argon run where the majority of the ripples suddenly vanished.
This value of 5 was then taken as the maximum for which the intensity
data were believed to be reliable. A further decrease in S2 generally
tended to smooth out the ripples with no significant change occurring
‘in the featurcs of the density curves. Ilowever, as S, approached

2

the region of large intensity oscillations in j(S), the maxima in the
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density functions began to decrease and in some cases new ripples
were introduced. Thus there appeared to be a range of S2 values,
generally in the region of the last observable oscillation of j(S), that
produced atomic density transforms differing only in the magnitude of
the superimposed ripples.

In view of the uncertainties in the argon intensity patterns and
the resulting lack of precision in determining S2 and (C/N), no unique
atomic density functions could be established. Instead, an inversion
band was determined for each thermodynamic state based on the range
of S-2 values used in the Fourier inversion integral. This inversion
band was obtained by superimposing the atomic density functions
resulting from several values of S2 and drawing a smooth envelope
about the ripples in these curves. The construction of this inversion
band is shown in Figure 23 for a typical argon run (Run 40, t = -125 c:'C,
Eb = 0,982 gm/cc). The best estimate or average value of the atomic
radial density function, denoted by (pa(r)) , available from the
present intensity measurements was then taken as a smooth curve
thfough the center of this band.

In order Lo show the relative magnitude of the ripples in the
radial density functions, the Fourier transforms given by Eq, {27)
and Eq. {29) were plotted against r for a single combination of the
paramctcors S2 and (C/N). The value of S2 used in the.se plots was

different for each run and was selected to give the minimum amount
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of ripples in the resulting curves. The numerical values of the
norimalization constants and truncation limits used to obtain these
de.nsity functions are listed in Table 9. Also included in this table,
under the heading of Atomic Radial Distribution Function, are the S
ranges used to obtain the inversion band. The values of (pa(r)) can
be obtained from the estimated radial distribution function, g(r),
discussed in the following section, |

The radial atomic densities for the thirteen thermodynamic
states of argon are shown in Figures 24 to 32. The plots of these
density functions are arranged to illustrate their dependence on the
tempefature and bulk argon density in a manner similar to the
representation of the intensity functions. The corresponding radial
electronic densities are shown in Figures 33 to 41.

Examination of these two groups of figures shows that the
ripples present in the atomic density curves become almost negligible
tn the electronic densities. However, both density functions show an
appreciable amount of structure at subatomic distances where the
eﬁpected behavior is indicated by the curves labeled 4ar? p. The
features in this region are certainly spurious and are presumed to be
due to experimental errors. In general, the radial density curves
show three maxima for the high density argon samples and Vary more
or lese continuously until only a single well defined maximum remains

for the argon vapor.
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A comparison of the radial density functions among the various
thermodynamic states indicated that the structural features were pre-
dominantly dependent upon the bulk density of the argon éarnple. This
is demonstrated in Figure 42 where the relative heights of the maxima
in the average atomic density function are plotted against the bulk
sample density. Even though there was some uncertainty in these
values, especially for the second and third maxima (see the width of
the inversion band in Figure 23), there appeared to be a systematic
dependence of the peak heights on the bulk sample density. This
dependence, which was apparently independent of the sample tempera-
ture, is illustrated by the relative slope of the least squares line
through the data points. The locations of the maxima were relatively
constant and any clear dependence on the argon thermodynamic state
was somewhat obscured by the width of the inversion band, However,
the radial position of these peaks showed a slight tendency to increase
as Lhe lemperature was raised and to decrease with increasing the
sample density. The relative heights and the radial positions of these
- maxima are summarized in Table 10,

The number of ncarcst ncighbors, also called the first
coordination number, provides an additional means for characterizing
the fluid structure. As discussed in Section I, the radial atomic
density is defined in terms of the number of atoms contained in a

spherical shell surrounding any reference atom in the system. The
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fluid structure may be visualized as 2 succession of these shells, each
having a larger radius and containing a corresponcingly larger number
of atoms, Bccause of the continual state of motion of the atoms within
the fluid, the individual shells are not necessarily separated and
distinct, but tend to overlap. The cuordination numbers, or average
number of atoms in each shell, are determined by evaluating the area
under the corresponding peaks of the function 41rr2:.a(r).

For the thermodynamic states of the argon samples studied
‘n this investigation, the first maximum in 4Wr2(pa(r)> was only
moderately well defined and the succeeding peaks appeared merely as
inflection points. Theraefore, anly the first coordination number could
be obtained with any degree of certzinty. Because of the large amount
of overlapping betweer. the first and second shells, the required area
was evaluated by symmetrizing the first peak in 47rr2<_pa(r)} versus r.
Since the inversion band produced an uncertainty in the exact location
of this peak, the radius of symmetry was obtained through a corre-
lation of the obscrved peak positions with the temperaturc and density
of the argon samples. Using thesc partially smoothed values of the
first peak positions, the number of nearest neighbors was obtained by
doubling the area under the low r portion of the curves. Numerical
valies of the racdius of symmetry and the first coordination number

for each argon run are given in Table 1L
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The resulting values of the first coordination number as a
function of the bulk argon density are plotted in Figurc 43. The smooth
curve through the data represents a least squarcs, second-order
polynomial which was forced through the origin. This curve had a
standard deviation of 0. 3 atoms and fitted the data points slightly
better than a linear function. As indicated by the data, there was no
apparent effcct of temperature on the number of nearest neighboring
atoms.

The presence of a small subsidiary maximum located between
the first and sccond main peaks in pa(r) has been the subject of
considerahle discuscion. The maximum was first rcported by
Eisenstein and Gingrich(g) and was also evidert in the data obtained by

Hone ywell(m).

On the basis of a comprehensive analysis of several
monatomic liguids, Finbak(s) concludea that thia maximum was
spurious and was caused by experimental errors in the intensity data.
The validity of this peak was also questioned by Khan(lz), as a result
of his theoretical computations of the argon radial distribution function.
The results of this investigation offer convincing evidence that this
subsidiary maximum is indeed spurious. As previously indicated, the
experimental data obtained by Horeywell for Runs 22 and 23 were
reworked. On the basis of a correlation of the cxperimental intensity

patterns with the argon density and temperature, Honcywel 's data

was slightly modified to bring it into agreement with the experimental
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results of the present study. When this modified intensity data was
analyzed by the previously described methods, the subsidiary peak,
which was strongly evident in the original work, vanished almost
completely. As illustrated in Figure 24, Run 22 shows no evidence

of this peak and Run 23 has only a slight ripple. On the basis of the
corrections made to Honeywell's data, the presence of this ghost peak
was attributed to errors in the intensity data and improper rormali-
zation.

Tke eleven experimental runs of this investigation were a2lmost
cormapletely devoid of this subsidiary peak with the exception of those
states located at the argon critical density (see Figure 31). Because
of the rather special nature of the critical state, the suggestion of
such a maximum may be more than coincidental. However, this
featurc appearec to be more the result of a large ripple caused by
crrors in the intensity curves rather than an actual structural featurc.
This is borne out by the electronic density curves shown in Figure 40,

where no trace of a ghost peak is evident.

C. Atomic Radial Distribution Functions

As discusscd in Section I, the atomic radial distribution

functior may be obtained by rearranging Eq. (27) to give
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S
2
pa(r) 1 .
o 2 rp, o~ S
a d 1

where the intensity kernel, i(S), is given by Eq. (28). On the basis
of the cxperimental intensity mcasurements, the best cstimate of g(r)
was provided by the average atomic racial density function previously

mentioned, i.e.,

p(r)
g(r) = <_.._f."...._~__>. . (32)

fa
The values of g(r) obtained from this expression arc listed in Table

12 and are plotted in Figures 44 through 52. The corresponding values
of (pa(r)) may be computed from these tabulated values of g(r) by
using Eq. (32).

The inversion band used in the computation of (pa(r)> is
shown on the plots of g(r) by the cross-hatched sections of the curves.
A comparison of Figures 23 and 45 for Run 40 skows that, because of
the dilferent radial dependence, the urcertaintics in the second and
third maxima of Lthe density curves are considerably ciminished in
g{r). The relatively wide inversion band for the states located at the
critical densily {shown in Figure 51) is the rcsult of the large ripples

in pa(r) previously mentioned (sce Figure 31).
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The expérimental radial distribution functions exhibit one
strong peak for all the argon states followed by a small second maxi-
mﬁm with an amplitude depending upon the sample density. The
general features of this main peak in g(r) were the same for all
thirteen runs. The average height of this maximum was 1. 97 and its
average radial position was 3. 83 l(%). Both measurements had a
standard deviation of about 0. 06 height units and A), respectively., The
radial position of this maximum compares very well with a value of
3.82 A for the minimum in the Lennard-Jones 6-12 potential for
argon{lz). The relatively constant value for the height of this main
peak is consistent with the observed linear dependence of the first
peak in (pa(r)> on the sample density as shown in Figure 42,

The two low density argon states, Runs 32 and 36, offer a
simple means of comparing the experimental values of g(r} with a
theoretically determined curve, For a dilute gas, the radial distri-
bution function is related to the potenfial function, u(r), describing

(35)

the atomic interaction by the equation

g{r) = e-u(r)/kT (33)
This expression is valid for a gas whose equation of state is
PV _ 1 + B(T) - (34)

RT A%
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where B(T) is the second virial coefficient. The theoretical value of
g(r) from Eqg. (33) is shown in Figure 53 for a temperature of -110°C

using the Lennard-Jones potential function

a(r) = 4e [{o/r)? - (o/1)°] (35)

(12)

with the parameters

e/k = 119. 76°K
0
o = 3.405 A |
The theoretical curve for t = -1250(3, which is nol showrn, has Lhe

same general features but possesses a slightly higher maximum.
Also plotted in this figure are the experimental values for argon vapor
at t = -110°C (Run 36) and t - -125°C (Run 32). A comparison of tho
curves in Figure 53 illustrates that there is still a significant amount
of atomic ordering present in the argon vapor at these thermodynamic
states. In addition, the slightly more pronounced second maﬁimum in
- the experimental g(r) curve for t = -125°C indicates that this
tendency toward atomic brdering is somewhat greater near the two-
phase boundary (see Figure 1).

As a final item of interest, the experimental g(r) curves
obtained from tﬁis laboratory are compared in Figure 54 with the

earlier measurements of Eisenstein and Gingrich(g) {(hereafter
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relferred toas E.G.). As no attempt was made to duplicate these
earlier measurements, this comparison was made between the closest
thermodynamic states in both investigations. The relative locations
of these states are shown in Figure 1 where the points labeled (5), (6),
and (7) of E. G. are seen to correspond very nearly to Runs 22, 3],
and 32 of the present study. The experimental curves due to E. G.
were taken from the relatively large-scale plots of g(r) in a paper
by Khan(lz). These g(r) values were computed by Khan from photo-
graphically enlarged curves of 4.771*2 pa(r) taken from the original
paper by E, G.

A comparison of these sets of curves shows that the previously
mentioned ghost peak, which is strongly evident in c-urve b of E.G.,
is absent from the corresponding g(r) of this study. In general, the
g(r} curves obtained by E. G. do not exhibit the continuity between
thermodynamic states that has been consistently demonstrated by the

results of the present investigation.
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VI. CONCLUSIONS

On the basis of the experimental results of this investigation,
coupled with the tnelthods used in the data analysis, Lhe following

conclusions have heen reached.

1. The x-ray intensity patterns and the corresponding Fouricr

transforms of fluid argon exhibit structural features that vary smoothly
and continuously with the thermodynamic state of the argon sample.
Over the experimental range of the investigation, the height of the main
intensity peak and the heights of maxima in 4?1‘1-2[ p{r} - Ea] are
related to the bulk density of the argon sample in a linear manner that

is independent of the sample temperature. Within the experimental

uncertainties, the first coordination numher is also independent of
. temperature and varies in a simple manner with the sample density,
The correlations leading to the above conclusion are discussed at

greater length in Section V.

2, The small subsidiary peak in the radial atomic density
reported by Eisenstein and Gingrich(g) is spurious. This ghost peak,
appearing at about 5.4 ﬁ?, is believed to result [romiexpecimenial
errors in the x-ray scattering curve and improper normalization of

the intensity data as discussed in Sections V-B and V-C.
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3. If the iné’iden‘_c and scattéred x~ray beams are well collimated,
the presence of strong ditfraction peaks from a powder sample cell
doés not significantly interfere with the determination of the structural
features in the intensity pattern of the confined sample. A necessary
premise is the requirement thal suvine reliable means, such as a
statistical analysis, be available to reject any erroneous data points
which result from intensity measurements on these diffraction peaks.
The basis for this conclusion is discussed in Section III, Section IV-E,

and Appendix 3.

4, If appreciable amounts of x-ray scattering are observed from
a powder sample cell, the intensity pattern computed for the confined
sample may require a correction for a distortion effect resulting from
unhomogeneities within the powder cell. This possible distortion
severely hinders the correct normalization of the sample intensity
data and the subsequent Fourier analysis. The evidence leading to
this conclusion is presented in Section III-B, Section IV-F, and

-Appe‘ndix 4,

5. For experiments involving the determination of x-ray
diffraction patterns from samples confined in cylindrical sample cells,
the scattering geometry employed in this investigation represents an

optimum with respect to corrections required for the presence of
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incoherent scattéfing. These corrections may become appreciable
for dense samples at large scattering angles, and are minimized by
using a narrow incident beam to partially irradiate the upper portion
of the confined sample. The relation between the scattering geometry
and the incoherent scattering corrections is discussed in Section IV-D

and Appendix 1.
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"APPENDIX 1

LSTIMATION OF INCOHERENT ABSORPTION FACTORS

Consider a volume element j, lying either within the confined
sample or the sample cell, being irradiated by a beam of x rays. Let

W and pitc

be the linear absorption coefficient for coherent and

incoherent radiation respectively. Designate the optical path length

of the incident beam in thé cell as fi and the sample as zi. The

incoherent scattering then leaves the volume element with a diffracted

path length ,eg through the sample and ‘ef;l through the cell, The

incoherent absorption factor for this volume element is then
inc inc d inc d]

i i
a, - = exp[-l-l-cﬂc S Y AR

c < s 5]

(1-1)

The corresponding coherent absorption factor is simply obtained by
. inc inc
= a = .
setting Mo B nd M B
If the volume element is contained in the sample, Eq. {1-1)
gives assc;nc . For an element in the cell, the result is either
, aésc;nc or acc;nc where ,ﬂ; = J!(Si = 0. The incoherent absorption

factors for the entire sample or sample cell are obtained by summing

Eq. (1-1) over the appropriate irradiated volume in the following

- Inanner.

'ASSC"C = (1/V) z assc;nc (av ), {1-2a)
| ; |
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Acscine

(I/VC) z au::s:t:;nC (Avc)j ' (1-2.5)
J

inc inec
ACC (l/VC)Z _a.ccj (Avc)j (1-2¢)

Eq. {(1-2) was used to evaluate incoherent absorption factors
for a test case having a scattering geometry similar to that described

in II-B of the text, The conditions of this test case are listed in

Table 1-1 below.

Table 1-1 .Parameters for Test Case

cell o, d. 0. 100 inches
cell i. d. 0. 056 inches
width of incident x-ray beam 0. 012 inches
distance of beam center above cell center 0. 018 inches
incident radiation wavelength 0. 711 R
mass absorption coefficient, argon 12. 6 cmz/gm
mass absorption coefficient, beryllium 0.3 cmz/gm
argon density 1. 00 gm/cc
beryliium density 1. 82 gm/ecc
number of volume elements in sample 20

number of volume elements in cell 20

The linear absorption coefficients for incoherent radiation were

calculated from Eqs. (ll) and (12) of the text. The exponent in Eq.
(12) was determined- as L. 40 for beryllium and 2. 86 for argon. The

optical path 1engthé were measured from a large scale drawing of the

scattering geometry. Since the relative effects of incoherent
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scattering were desired, coherent absorption factors were also
computed. The results of this test case, in terms of the relative
incoherent absorption factor o't (see Eq. (15) of the text) are

presented in Table 1-2 below.

Table 1-2 Relative Incoherent Absorption Factors

. . ) . alnC (9) s .
o a@  eimie  SaEl e
C, C
5 1, 000 1, 000 1, 000 1. 000
15 1, 000 0.999 0.999 . 0.9953
25 1, 000 0.999 0. 999 0.988
35 0.999 0. 999 1. 000 0.982
45 0. 999 0.999 1. 000 0.976
55 0.998 0.998 1. 000 0. 968
65 0.997 0.997 1. 000 0.957
75 0.996 0.996 1. 000 0.941

The results of this test. case show that, for the deecribed scattcring
geometry, the only nonnegligible incoherent absorption factor is
- ASSC™C(g).

The form of Eq.' (1 -1) was utilized to provide a means for
estimating ASSCinC(e} by introducing the concept of an over all
average path length, (#). This approximation, as shown below,

becomes exact if the various average path lengths can be accurately

determined. The expressions for the absorption factors are
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_ i dy i d
ASSCEoh | e—“-c[u%ﬂﬂ)c] e HS[U)SHI)SJ (1-3)

inc
[ 94

{12)2] -[u.s(ﬂ)i-i-uisnc(f?):]

[, (2 )i +
' (1-4)

Asscine -

The linear absorption coefficients for incoherent radiation may be

written as [ see kiq, (12) of the text]

inc _

N Apc (l-5a)
inc _
By = Bt Dpg {(1-5b)

When these values are substituted into Eq. (1-4), the result is

. [e-ucuni-r( e ko, +<f>21] e - du gl
1-6)

Iliowever, as seen from Eq, (1-3), the term in the brackets is just

ASSCCOh. Therefore, the relative incoherent absorption factor may

~be calculated from the following equation.
. d . d
ing _ ASsclic a -[AHS<£ >s T A‘[”J”c:u ><::l 1-7)
s;sc | pooocoh T © - (-
The success of Eq. (1-7} in producing accurate values of alsms:c

- depends entirely upon the accuracy with which the average path

lengths (ﬂ)g and (1): can be determined.
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The contribution of the term /_\.[uc( .ﬂ)g’ in Bq. (1-7) is small
because of the relatively low absorption in the sample cell. There-
foie, the average path length. of the diffracted radiation in'the cell was
assumed constant and equal to the wall thickness of the cell, i.e.,

(ﬂ)i 2_12_ [cell 0.d. - celli.d.].

The quantity (ﬂ):, however, was not so readily obtained. Exam-
ination of Eqgs. (1-3) and (1-4) shows that the path lengths should be
dependent only on the scattering geometry, i.e., they should be the
same for both coherently and incoherently scattered radiation. Since
numerical values of the coherent absorption factors were readily
available via a computer program, these values were used to deter-
mine the average path lengths in the argon sample. Egq. (1-3) shows
that a plot of loge(ASSCCDh) V8. should be linear with a slope equal
to the negative of the total average path length, (,@)1; = [(f)'; -i-(ﬁ_)i] . For
the geometric conditions of the test case described in Table 1-1, values
of ASSCCOh were obtained from the corﬁputcr program for several
values of Py The range of pg was taken to correspond to the density
range in the argon experiments. The computed values of 1oge(ASSCCOh)
were found to be linear with iy, thus showing the validity of the
original approximation. Values of the slope, (,@)z , were obtainéd at
several scattering angles by a least squares fit to the data points,

The final problem to be solved then, was what pdrtion of

(_ﬂ}ts corresponded to the average path length of the diffiracted radi-

afion, (ﬂ)::‘ To accomplish this, the quantity A: was defined as the
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fraction of the total path length in the sample which is due to the
diffracted radiation. This quantity was estimated by constructing

a large-scale drawing of the scattering geometry and dividing the
irradiated sample volume into a number of equal volume elements.

At several scattering angles, the incident and diffracted path lengths
for each element were measured and an arithmetic average computed.
These graphically determined path lengths are denoted by (ﬂg );

and (zg)g respectively. The required path length (ﬂ)‘: was then

estimated by the equation

(1)

1 d
(g + (L)

(£)3

u

_.d t t
_Asu}s' 5

(L) (1-8)

The various terms used in the computation of the relative

incoherent absorption factor are listed in Table 1-3. The final esti-
inc

mated value is listed under the heading [a!S sc

(o)l eatL’ For compari-
son, the hand calculated values, designated by the subscript calc
are also tabulated. The maximum deviation between the two is seen

to be 0. 3%.
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APPENDIX 2

EFFECT OF INCOHERENT SCATTERING ON THE
PULSE-HEIGHT SELECTOR TRANSMISSION FACTOR

The relative intensity of voltage pulses in the range v to
v + dv originating in a quanta counting radiation detector mavy be
expressed in tern;ls. of a pulse am?litude distribution (PAD). Designatc
this distribution of pulse amplitudes for radiation of wavelength \ as
P(\, v) and impose the normalization restriction

v
m

S‘ P\, v)dv =1 (2-1)
0
where Vi ie the maximum voltage that can be distinguished by the
pulse-height selector (PHS), The distribution function, P{\,v), is
characterized by two parameters; the mean of the distribution, v,
and the width of the distribution at half the maximum intensity, w.
These parameters are related to the wavelength of the detected

(18)

radiation in the following manner .

YV o I/ o (2-2)

w o« 1A (2-3)

(18)

‘According to theory and based on several experimental measure-

ments, the PAD is well represented by a Gaussian type probability
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function. The variance of the Gaussian distribution, ¢, is related

to the characteristic width of the PAD by the expression

>w = L1774 5 (2-4)
The PAD may thus be expressed as an analytical function similar in

form to that of the Gaussian distribution by the equation

2
v
Plv) = ke (2-5)

D 1t

where k is a constant satisfying the restriction imposed by Eq. (2-1).
The quantity v is a normalized voltage and is given by

v)

v = v\, v) = 2 355 (‘Lr“‘ (2-6)

Eq. (2-5) is not a true Gaussian probability function because
of the normalization restruction given in Eq. (2-1). This restriction
ig based on the physical limitation that only those voltage pulses having
an amplitude in the range 0 < v < v, ¢an be distinguished in the PHS
circuit. For the conditions of this experiment, V., Wwas 100 volts and
the PAD was positioned such that its parameters were v = 50 volts
and w = 20 volts. From Eq. (2-6) these values correspond to

v = + 6.0, If P (v) is the actual Gaussian function, the

Gauss

deviation of the PAD from true Gaussian behavior can be expressed as
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-6, 0 : co

S. PGauss(v)dv - S. PGauss{V)dV %10
-0 6.0

5

Under these experimental conditions, the difference between the
two functions is .neg‘ligible and P(\, v) may be assumed equal to the
Gaussian probability function. Thus the constant, k, in Eq. (2-5)
becomes 1/ 27 and the resulting normalized PAD is given by the

equation
2

v

P(v) = (INZM) e | (2-7)

W=

The PHS transmission factors for coherent and incoherent

radiation are then defined by the following functions.

v

2
oh _ oh

tl‘;HS = g P(A“°", v)dv (2-8)
V1
Vo

inc - inc

S S‘ POPC, v)av {2-9)
Y1

The integration limits vy and v, are the lower and upper limits of
the PHS vollage window and remain constant during an experimental

diffraction scan. The wavelength of coherently scattered radiation is
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coh

invariant during.t'he experiment and therefore tPHS is constant, i.e. ,

independen_t aof ©. The value of hlnc, however, varies with the
inc

scattering angle (see Eq. {11) of the text) and consequently topg 18

not constant. With the use of the equations given above, the variation
in relative incoherent transmission factor, wg}gs(e), {see Eq. (14) of

the text) may be calculated by the expression

inc
v
2
inc = [tSoR ]‘1 P(v)d 2-10)
Ypust® = ltpys v (
inc

Y1

The computational procedures used to obtain numerical values of
z]/:ipnlgs(e) are illustrated by the following sample calculation for a
scattering angle of © = 75 degrees.

Several experimental measurements were made to obtain the
PAD for coherently scattered Mo Ka radiation using a NI scintil-
lation counter. From these measurements, the PAD parameters
were determined as vC°% = 47, 0 volts and wo° = 19. 7 volts. The
wave.length of incoherent radiation at © = 75 degrees was calculated
to be )\inc = 1. 0637 ?\COh.- From Eqgs. (2-2) and (2-3), the corres-
ponding parameters for the incoherent PAD were found to be

v = 44,19 volts and w'™ = 19.10 volts. To suitably monochromate

the incident x-ray beam in the argon diffraction experiments, a 50%

PHS transmission factor was used. The voltage window corresponding
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to this transmission factor was determined by setting 1:;:;?8 = 0.5

in Eq. {2-8) and solving the resulting integral equation for the values

of vy and Vo, i.e.,

vcoh
2 lvz
)
t](f:r(;—?s = 0,5 = 1 § e dv
 am coh
v
1
where
— coh
pCoh 5 355 V-V )
coh
W
With the aid of Gaussian probability tables, vCOh was determined as

+ 0.674 and the corresponding values of the PHS window were

e
vy = 41. 36 volts and v, = B2, 64 volts. : Subetitution of these window

settings into Eq. (2-6) gave values for the incoherent normalized

inc = 0,349 and vlznc = 1. 042, The relative incoherent

transmission factor was then calculated from Eq. (2-10).

voltage of v

1. 042 lvz
inc o 1 T2
Vpasl®=7°% = — L e dv
0.5+ 27 _0. 349
inc _ g0y .
z,DPHS(@—’FS ) = 0.9755

" For the same conditions, the experimentally determined values
were 41. 3 volts and 52,7 volts,
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 APPENDIX 3

STATISTICS OF X-RAY INTENSITY MEASUREMENTS

The determination of the scattered intensity from a confined

sample requires the experimental measurement of three statistical

quantities:

L. The number of scattered quanta detected from the empty

cell, N]:', during a time interwval, T.-

2. The number of scattered quanta detected from the cell-
plus-sample, Nc-bs » during a time interval, Teots”
3. The number of counts corresponding to the background

noise, Nn’ accumulated during these time intervals.

From these measurements, the intensities or counting rates are
determined, e.g., I = (NC - Nn)/'rC . The intensity of x rays

scattered {rom the confined samplc is calculated from the expression

(see Eq. (3) of the text)

Eq

1, = (aBS), [I” - (ABS), 55
Where
_ 1/P(6)
(ABS) = wigyasscro) (3-2)

(aBs), = SoEO) (3-3)

i

(3-1)
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For any given set of experimental measurements, there is a definite
statistical error or uncertainty, AIS, assoclated with the computed
value of Is. The following derivation will show the relationship
between this uncertainty and the measured statistical quantities. In
the analysis presented here, the assumption is made that the back-
ground noise, Nn', is negligible compared to the counting rates of the
cell and sample. For conditions where this background noise is high
or the counting rates are extremely low, the resulting expressions will
not apply. Howev‘er, the general analysis may readily be extended to
include this effect,

E

The experimental mcasurcments of NC or N:E+S may be made
with a single counting time, 7T, or a series of measurements may be
taken each with a different value of 7. In any event, all of these
measurements contribute to the final accuracy with which TS is known.
For any value of the scattering angle, © ., let the total number of
counts accumulated from the empty cell be designated by the discrete
random variable Mg and from the cell-plus-sample by Nets " The
-total coimting time or time of obser‘vation will be 7. for the empty
cell and 7ot for the celiuplus—lsample. These quantities are the
total values where more than one measurement has been made. The
variables . and | Ne4g 27€ assumed to be independent random

- variables, with each having a Poisson distribution. The mean and

variance of these distributions are designated by
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Mean (n_) Var (n) = (N_)

(3-4)

Mean(nc+s) Var (“c-fs) = (Nc+s>

The variables of interest, however, are not the total number
of counts but rather the counting rates or intensities, 'qc/'rc and

n /'TC+S . Following the form of Eq. (3-1) a new random wvariahle,

cts
§s » 1s defined that corresponds to the intensity of the confined sample.
This quantity is related to the experimental variables in the following

manner,

£, = (ABS) [ ::z - (ABS), % } | (3-5)
Because of the various parameters appearing in the above equation,

gs will be a continuous random variable and its distribution or
frequency function will be denoted by f(&s). The significant features
of this distribution function, i.e., its meé.n and variance, may be
conveniently computed by introducing the concept of an expected value.
If g(gs) represenfs any function (or property) of VSS, the expected

value of g(gs) is given by(37)

ao

Bt = | sepmepa, 0 6o

=00
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For discrete random variables, this integral would be replaced by a
corresponding sum over all possible values of the variable. With this
notation, the mean and variance of the distribution function are glven

by

Mean (§) = E {§_} (3-7)
Var (¢) = E {[£, - Mean ()] °} (3-8)

Since §S is a linear combination of the independent random variables
e and Ners? substitution of Eq. (3-5) into Eqs. (3-7) and (3-8) yields
the following expressions for the mean and variance of the distribution

function, f(gs) .

Mean(nc+s) Mean(nc)
Mean (gs) = (ABS)1 [ - (ABS)2 J (3-9)
cts
5 Var(’rh+5) 2 Var(nc)
(Tc+s) (Tc)

The mean and variance of the Poisson distributions for e
and Negg 2TC in general, unknown quantities. For numerical

computations, these parameters can be estimated by the experimental

observations, i.e., (NC) = Ni:_ and <Nc+s> = Nf—i-s'- Let IS
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represent an esrtimate of the mean for the distribution f(gs). Using
the above estimated values, Eq. {3-9) then reduces to Eq. {3-1) and

the variance of £ may be estimated from the eguation

2
e (ABS)," I n 2T
var(f_:,s} - ——q_-_-:;—s-—- I_lC'l‘S + (ABb)z \

e \ 'F'“l

)1 J (3-11)

c+
T c
C

For the counting times used in this experiment, the values of

the mcan in the original Poisson distributious, (N 3 and (N s
C cts

were all sufficiently large so that the distributions for e and Ness
could be considered essentially Gaussian or normal. With this
assumption, Es will also have 2 normal distribution gince it ie a
linear combination of two independent, normally distributed random
variables. The statistical uncertainty in the estimate of the confined
sample scattering can then be represented by a confidence interval
about the estirmated mean, IS. This confidence interval is given by

the equation

[

(AL); = 1% [Var(g,)] ) (3-12)

where kj is a constant and the subscript j refers to the significance
level. By substituting Eqs., (3-2), (3-3), aund {3-11) into this expres-
sion, the confidence interval is given in terms of the experimental

parameters by the equation



105

1

(A1) - ikj[l/P(e)] l:IE s ACSC‘)Z(Tofs) IET (3-13)
873 F(O) ASSC ,_chts cts ACC e C

Some values of kj are listed below for various significance levels.(38)

J ks
50 % 0. 675
90% 1. 645
95 % 1. 960

99 % 2.576
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APPENDIX 4

EFFECT OF AN UNHOMOGENEQUS SAMPLE CELL ON
THE SCATTERING FROM A CONFINED SAMPLE

Consider a hypothetical experiment having the following scat-

tering geometry.

section p section g

e —— A b —— — —_— e — e — e e e -

sample cell

confined sample

The irradiated portioﬁ of the sample cell is divided into two equal-
volume sections, p and g. This sample cell is constructed from
a material having an average intrinsic séattering power of Iz(e)
and the experimentally observed scattering from this cell is If(e).
The averége geometlric absorption factors for the two sections of the
empty cell are ACCP(O) and ACCU®). These a'bsorption factors
are normalized with respect to the total irradiated volume of the

5 a.rnplé cell.



107

The object of the experiment is to calculate the intensity
scattered from the confined sample, Is{e), from the experimentally
measured scattering of the cell-plus-sample, Ii_s(e). For the cell-
plus-sample measurement, the absorption factors are ASSC(8) for
the confined sample and ACSCP(0) and ACSCYO) for the two
sections of the sample cell.

If the polarization factor is omitted, the relation between the

observed intensities and the intrinsic scattering power may be

Written(lg)
e = ) accle)tio) (4-1)
J=p:9q
E (o) - o) 1
If,(0) = Assc(e) 1,(0)+ ) acsche) (o) (4-2)
J=p,q

where Ig(e) and Ig(@) are the average intrinsic scattering powers
for the two sections of the sample cell, Because of possible unhomo-
geneities, these values may or may not be equal to the average value
of Iz(e). In the case of a sample cell constructed from an "ideal
powder, " the cell will be truly homogeneous and Ilz(@) - 12(9) = Iz(e).
Under these conditions, Egs. (4-1) and {4-2) may be combined to

give the sample intensity directly in terms of the experimental
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intensities as given by Eq. (3) of the text. However, if the gsample
cell is not homogeneous, Eq. (3) will give incorrect values for the
calculated intensity of the confined sample,

The magnitude of this error may be estimated by a sample
calculation. For a particular value of Lhe scattering angie, o,
assume the following numerical values for the terms in Egs. (4-1) and
(4-2). These values are typical of the ones used in the argon experi-

e
o

ments at high scattering angle 5.

T'E: = 20 counts/second
I](?-fs = 19 cm]nts/second
ASSC = 0.40
AccP = 0.34

q } (ACC)**™ = 0,66
ACC = 0,32
AcscP = 0.34 -

} (acsc)toral - o, 45

Acsc? = 0,11 _

With these parameters, the sample intensity, IS, will be computed
for a homogeneous sample cell and for two cases of an unhomogeneons

cell having a 5% deviation in the average intrinsic scattering power.

e

See Tables 2 and 4 of the text,
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Case 1 Homogeneous Sample Cell
P = 19 = 1°
c c c

Fq. (4-1) gives IS 30. 30 counts/sec

13, 40 counts/sec

Eq. (4-2) gives IS

Case 2 Unhomogeneous Sample Cell

1P = 09519 19 = 1,05 1°
C C C C

Eq. (4-1) gives Ig 30. 35 counts/sec

Eq. {4-2) gives IS

14. 23 counts/sec

The assumption of a homogeneous cell leads to a value of
I, that is too low by 5. 8% (negative error)

Case 3 Unhornogeneous Sample Cell
1 = 1.051% 19 = 0.951°
c ¢’ Te c
Eq. (4-1) gives Iz = 30. 26 counts/sec

Eq. (4-2) gives I_ 12. 60 counts/sec

i

The assumption of a homogeneous cell leads to a value of
I, that is too high by 6. 4% (positive error)
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The resﬁits of this sample calculation show that an unhomeo-
geneous sample cell can give rise to either a positive or negative
error in the computed value Qf the sample intensity. Moreover,
because the sample intensity decreases with increasing ©, this error
will become more pronounced at the high scattering angles. Thus,
within the experimental accuracy of the observations, this error may
appear to be linear in 0.

Verification of these results is provided by the SiO2 calibration
experiment (see Section III of the text). In this experiment, the scat-
tering geometry designated by cell position-X gave a positive error
in the calculated Is(e) indicating that Case 3 above was applicable.
When the cell was rotated 180° to obtain cell position-Y (similar to

Case 2 above), a negative error in IS(G) was observed.
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TABLE 2

SUMMARY OF THE EXPERIMENTAL ARGON
" DIFFRACTION DATA

= = Average Intensity Scattered from the

¢ Evacuated Beryllium Cell (counts/sec)
E ;

IC+S = Average Intensity Scattered from the

Beryllium Cell with the Confined Argon
Sample {counts/sec) '

Molybdenum Radiation; 55 kvp, 20 ma

Zr Foil; PHS with 50% K@ Transmission

All Intensities Scaled to a Reference Value

of 16.50 counts/sec for the Evacuated Cell
. at @ =50 Degrees
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TABLE 3
ATOMIC AND INCOHERENT SCATTERING FACTORS FOR ARGON

o s i (/B4

0.0 0. 000 327. 646 0. 000
1. 0 0. 308 323, 856 0. 226
2. 0 0.617 3Ll 776 0.691
3.0 0.925 293, 403 1. 315
4. 0 1. 233 270,811 2. 032
5. 0 1. 541 245. 966 2. 792
6.0 . 1. 848 220, 592 3.556
7.0 2. 155 196. 050 4. 296 -
8.0 2.461 173. 458 4. 992
9.0 - 2. 766 153, 547 5. 634
10. 0 3.070 - 136. 392 6,217
12. 0 3. 676 109. 530 7. 217
14. 0 4.278 90. 526 8. 047
16. 0 4, 874 77. 368 8.727
18. 0 5. 464 68. 052 9. 287
20. 0 6. 048 61. 095 9. 754
22.5 6. 767 54. 404 10. 247
25. 0 7. 473 48, 965 10. 670
27.5 8. 165 44, 186 11. 044
30,0 8. 841 39, 828 11. 379
35. 0 10, 142 32. 160 11. 948
40, 0 11. 366 - 25,883 1é, 391
45,0 12,503 20. 814 12. 700
50. 0 13. 545 16. 949 12, 950
55,0 14. 484 14. 066 13, 174
60.0 15. 313 11.944 13. 377

© values for molybdenum Kg radiation
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TABLE 4
TOTAL COMPOSITE BEAM ABSORPTION FACTORS

{Includes corrcction for incoherent scattering)

' 60,

Argon sample density = 0.982 gm/cc
F(©) - ASSC(B) ACC(O) ACSC(0)
0. 0.22328 0. 64573 0. 25000
2. 0. 23588 0. 64397 - 0.28718
5. 0. 24854 0. 64228 0, 32944
7. 0.26112 0. 64113 U. 36975
10. 0. 27344 0. 64085 0.40199
12. 0. 28536 0, 64150 0.42352
i5. 0. 29665 Q. 64288 0.43443
17. 1030715 0. 64452 0. 44180
20, 0.31671 0. 64627 0.4467]
22, 0. 32519 0. 64806 0. 44937
25, 0. 33254 0. 64976 0. 45143
30. 0. 34380 0. 65263 0. 45442
35.. 0. 35104 0. 65458 0. 46556
4.0, 0. 35511 0. 65564 0.45792
45, 0. 35665 0. 65599 0. 45870
50. 0. 35589 0. 65569 0. 45906
55. 0. 35289 0. 65470 0. 45902
0. 34744 - 0. 65284 0. 45858
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7 TABLE 4 (éontinued)
TOTAL COMPOSITE BEAM ABSORPTION FACTORS

(Includes corrcction for incohercnt scattering)

Argon sample density = 0.910 gm/cc

- 60,

F(Q) - ASSC(O) ACC(O) ACSC(B)

0. 24261 0. 64573 0.26638

0. 25522 0. 64397 0. 30240

0. 26784 0. 64228 0. 34304

7. 0. 28032 0.64113 . 38160
10. .0. 29249 0. 64085 .41233
12. 0. 30422 0. 64150 43279
15, 0. 31528 0. 64288 - 44322
17. 0. 32554 0. 64452 . 45027
20. 0. 33485 0. 64627 . 45500
22. 0. 34311 0. 64806 . 45760
25. 0. 35022 0. 64976 . 45964
30. 0.36113 0. 65263 . 46262
35. 0. 36807 0. 65458 . 46476
" 40, 0.37196 0. 65564 . 46610
45, 0. 37336 0. 65599 . 46687
50, 0. 37247 0. 65569 . 46720
55, 0. 36939 0. 65470 . 46713
0. 36389 0. 65284 46662



125

TABLE 4 {continued} _
TOTAL COMPOSITE BEAM ABSORPTION FACTORS

(Includes correction for incoherent scattering)

Argon sample density = 0. 780 gm/cc

o F(Q) - ASSC(©) ACC(O) ACSC(0)
0.0 0.28216 0. 64573 0. 29952
2.5 0. 29460 0. 64397 0. 33303
5.0 0. 30695 0. 64228 0. 37030
7.5 0. 31907 0. 64113 0. 40532
10. 0 0. 33083 0. 64085 0. 43306

12.5 0. 34202 0. 64150 0. 45144
15. 0 0. 35256 0, 64288 0. 46093
17. 5 0. 36223 0. 64452 0. 46737
20,0 0. 37097 0. 64627 0. 47175
22, 5 0. 37868 0. 64806 0. 47425
25,0 0. 38532 0. 64976 0. 47625
30. 0 0. 39540 0. 65263 0. 47922
35. 0 0.40178 0. 65458 0. 48134
40. 0 0. 40531 0. 65564 0. 48267
45. 0 0. 40645 0. 65599 0. 48340
50. 0 0. 40539 0. 65569 0. 48368
§5. 0 0. 40212 0. 65470 0. 48352

0. 39652 0. 65284 0. 48291

- 60.0
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(continued)

TOTAL COMPOSITE BEAM ABSORPTION FACTORS

(Includes correction for incoherent scattering)

Argon sample density =

0.536 gm/cc

e F{©) - ASSC(0} AcCcC(o) ACSC(0)
0.0 0. 37599 0. 64573 0. 37655
2.5 0. 38715 0. 64347 0. 40346
5.0 0. 39808 0., 64228 0. 43255
7.5 0. 40867 0. 64113 0. 45942
10. 0 0. 41878 0. 64085 0. 48046
12. 5 0. 42831 0. 64150 0.49436
15. 0 0.43714 0. 64288 0.50181
17.5 0. 44520 0. 64452 0. 50699
20. 0 0. 45239 0. 64627 0.51063
22.5 0, 45865 0. 64806 0.51295
25. 0 0. 46400 0. 64976 0.51486
30. 0 0.47212 0. 65263 0.51781
35. 0 0,.47718 0. 65458 0,51990
40. 0 0. 47987 0. 65564 0.52116
45. 0 0. 48044 0. 65600 0.52181
50. 0 0. 47908 0. 65569 0.52196
55, 0 0. 47569 0. 65470 0.52163
0.47013 0. 65284 0.52074

 60.0
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TABLE 4 {continued) _
TOTAL COMPOSITE BEAM ABSORPTION FACTORS

{Includes corrcction for incoherent scattering)

Argon sample density = 0.280 gm/cc

0 F{O) - ASSC(O) ACC{®) ACSCLO)
0.0 | 0.51058 0. 64573 0. 48430
2.5 . 0.51835 0. 64397 0. 50059
5.0 0. 52585 0. 64228 0.51769
7.5 0, 53301 0. 64113 0. 53325
10. 0 0.53976 0. 64085 0.54543
12, 5 0. 54604 0. 64150 0. 55368
15. 0 0.55181 0. 64288 0. 558k4
17.5 0. 55701 0. 64452 0.56216
20. 0 0.56162 0. 64627 0. 56496
22.5 0. 56564 0. 64806 0. 56705
25,0 | . 0. 56907 0. 64976 0. 56886
30. 0 0. 57430 0. 65263 0.57178
35. 0 o 0.57753 0. 65458 0.57381
40.0 0.57910 0. 65564 0. 57500
45, 0 0.57915 0. 65600 0.57553
50. 0 © 0.57758 0, 65569 0.57550
55. 0 0. 57450 0. 65470 0.57490

©60.0 ' 0. 56958 - 0.65284 0.57363



128

L886°0 80660 $S86°0  S¥86°0 Y2860 9860 LOBED  £6L6°D 16L6°0  PEL6D  BLE6 'O LILFD 09
9266°0 2660 00660 22860 9.86'0 22860 $986°0  96L6°0 L586'0 782670 12660 ¥9Ts°0 ss
S566°0 966670 96660 76860 81660  6¥86°0 80660  1286°0 €066'0 STB6°0 096670 69950 0s
LL66°0  9V66 D 79660  BO66'0 6660 £286°0 WE6'0 958670 BE66'0  £¥86°0 £666 0 11290 5%
0666 "0 55660 08667 226670 .0L66 0 £686 0 5966 0 LL86°D 2966 ‘0 8986 0 sloe ° 1 £9L9 0 oF
L6660 796670 06660  §£66°0 £866°0 0T66°0 08660 L6860 8L66°0  b6886°0 2200 °1 162L°0 s¢
0000°T 69660 966670  9¥66°0 16660 9266°0 686670  BT6670 18660 . 80660 S£00 °T BLLL'O 0s
0000°T 516670 8666 L5667 $666°0  O¥66°0 £666°0  0£66°0 2666°0  5766°0 ££00 1 11ze o 52
0000°'T  T866°0 0000°T  8966°0 1666°0  ¥566°0 96660  9¥66'0 96660  THE6 0 9700 1 £298°0 02
0000°T 186670 0000 T  LL6670 6666°0 896670 86660 29660 8666°0  5566°0  L100°T ¥806°0 st
0000°1 26660 00001 98660 0000°T 086670 6666°0  9266°0 66660  ¥L66°0  OI00°T $956°0 or
0000°T  9666°0 00001  ¥666°0 0000°T 166670 0000°T 686670 0000°T  $866°0 000071 88860 H
0000°T 0000 °T 00001 0000°T 0000 'T 0000 "1 0000°1 0000 T 0000°t 0000 °I 0008 1 0000 'T 0
©a | O350 (@ Am,.u“hu ©a | @352 ©2 @50 | e | ess . o)
23/w8 082 ‘0 22/mB 9¢5 0 23/wd pgyL ‘o 33w 916 0 23 fwif 246 "9 ©F oot o' ©
Lyrsusp vofay Aygsuap uofzxy Ajrsusp woday A3revap volay Ajrsusp wolxy

DNIMIIIVOS INEWTHOONI NODYV HOd SHOLOVS NOLLOFWHOD

§ FTAVL




129

TABLFE A
INTENSITY NORMA LIZATION AND MODIFICATION VALUES

[ (e)],, = (C&/N)(1'+ BO) 1 (O)

C/N B
Run No. (eu/cps) (deg” l)
22 0. 905 0. 0028
23 0.873 0. 0039
30 1. 186 0. 0029
31 1. 292 0. 0037
32 2. 790 0. 0106
33 1. 336 0. 0028
34 1. 643 0. 0065
35 1. 575 0. 0078
36 2.538 | 0. 0100
37 | 1. 627 0. 0067
38 1. 330 0. 0031
39 ~ 1. 195 0. 0026

40 1. 096 ‘ 0. 0023
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TABLE 7

SUMMARY OF THE SMOOTH ARGON
INTENSITY FUNCTIONS

(C/N) $(S) 1,(S)

2 inc
fd(S) + 1 (S)

Hs) =
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_ TABLE 8
GENERAL FEATURES OF THE ARGON INTENSITY PATTERNS

. Location of Peaks Main Peak
Run No. s (A7) Height Width
First Second Third 5 (S) as (B
22 1.90 3. 60 5. 4 1. 54 0. 82 '.
23 1. 87 3. 62 5.6 1. 62 0. 82
30 1. 89 3. 61 5.5 1.58 0. 86
3] 1. 89 3. 58 5.5 1. 56 0.94
32 1. 89 3. 61 - 1. 15 0. 88
33 1. 89 3.50 5.6 1. 66 1. 06
34 1. 88 3. 50 5.5 1. 38 1. 02
35 1. 89 3, 47 5.7 1. 38 1. 06
36 1. 90 3,52 - 1. 17 1. 04
37 1. 88 3. 62 5.7 1. 38 1. 06
38 1. 90 3. 50 5. 8 1. 63 1. 07
39 1,90 3.52 5,7 1. 70 0.96
40 1. 90 3.61 . 5. 6 1. 73 0.91
AVG, 1.894.01 3.56+.06 5.6 +.2
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TABLE 9

NORMALIZATION CONSTANTS AND TRUNCATION LIMITS
USED IN THE FOURIER INVERSION

‘Atorhic and Electronic Atomic Radial
Radial Density Distribution Function
Run No. C/N S , S range
' - o-1 o-1
(cpa/eu) (A ) (A )
22 0.907 7. 64 7.6 - 9.2
23 0. 879 7. 85 6.8 - 10,2
30 1. 179 7. 78 7.2 - 8.9
31 1. 288 9. 86 8.9 -~ 10.8
32 2. 740 5.71 4.2 - 6.8
33 1. 331 7. 78 .5 - 9,7
34 1. 682 6.81 6.2 - 8.3
35 1. 600 6.94 6.5 - 83
36 2.533 5.50 5.5 - 7. 2
37 1. 663 6. 81 6.8 - 8.9
38 1,350 7. 78 7.6 - 8.9
39 1. 195 7. 57 7.4 - 8.8

4’.0 1- 097 8- 87 80 1 - lo- l
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TABLE 11

FIRST COORDINATION NUMBERS

Radius First

Run Temp. Density of Coordination

- Number (ec) (gm/cc) Symmetry Number

(E) (atoms)
.32 -125 0. 280 4. 01 1.9
36 -110 0. 280 4. 08 2.1
34 -120 0.536 4. 02 3.6
37 -115 0. 536 4. 04 3.7
35 -110 0.536 4. 06 3.9
31 =125 0. 780 3.99 5.1
33 -120 0. 780 4. 01 5.7
38 -110 0. 780 4, 05. 5.6
22 -130 0.910 3.96 5.5
30 -125 0.910 3.98 5.3
‘39 -120 0.910 4. 00 6. 1
23 ~130 0.982 ‘ 3.95 5.7

40 -125 0. 982 3.97 6. 0
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Figure 11. Effect of the Modification Function,

¢(68) = 1 + BO, on the Argon Intensity
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Figure 13, The Argon Intensity Function, j(S), at

t = -130°C
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Figure 29. The Radial Atomic Density Function of Argon

at a Bulk Density of 0. 910 gm/cc
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Figure 32, The Radial Atomic Density Function of Argon

at a Bulk Density of 0. 280 gm/cc
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Figure 33, The Radial Electronic Density Function of Argon
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PROPOSITION I

Under certain conditions, the use of Newtonian flow equations
leads to a simple expression which may be used to predict the exist-

ence of laminar or turbulent flow of a non-Newtonian fluid.

Many non-Newtonian fluids follow the empirical "power-law"
rheology where the shear stress is related to the shear rate by the

equation

T dr

T o= K d“)n (1)

The exponent n is the flow behavior index and has the following

range of values:

pseudoplastic n < 1
dilatant n > 1
Newtonian n =1, K=n

Metzner .a.nd Reed(l) have defined a generalized Reynolds number
applicable to non-Newtonian fluids which is useful in predicting the

end of the stable laminar flow region. For the case of a non-Newtonian
fluid following the power law model over the range of shear rates of

interest, the generalized Reynolds number takes the form
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D U p
Re! = —<2___ (2)
8n-l K
where
n
K = g% (En_ii) K (3)

As is often the case, the flow is steady and uniform and the available
experimental information is the pressure drop or wall shear., There-
fore, in order to calculate the Reynolds number, the bulk velocity

must first be determined by the equations

nDc(ln+l.)/.n 1/n

U= =5z [‘4%‘{(' ):l ‘(4‘)

() -5

Bl

As shown by the preceding equations, the determination of a Reynolds
‘number for a non-Newtonian fluid involves rather lengthy and tedious
calculations. Nebeker(z) has proposed a simplification of these
calculations by considering the case of a Newtonian fluid flowing at
the same bulk velocity. He uses a conventional Reynolds number

- employing an apparent viscosity and suggests that knowledge of K

and n are not necessary in this calculation. This is obviously not
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true if only the pressure gradient is known and in any case, the data
necessary to calculate the apparent viscosity are also the data required
for the determination of K and n.

As proposed here, a more useful concept is that of a Newtonian
fluid flowing under the same pressure gradient. This method utilizes
the Newtonian flow equations and presents a much simpler method for
gaining information as to the existence of laminar or turbulent flow.

By introducing an apparent viscosity, n , the following modified

Reynolds number is defined

D U
rRe" = - (6)
7
¥k _ du
n = 'TO/ (" 'd_r)o (7)

£
The subscript o refers to conditions at the wall. The velocity U

is obtained from the usual Newtonian discharge equation

2
D
ES P
U = __9_;,‘2 - -j—X (8)
321

By expressing the apparent viscosity and velocity in terms of the wall

shear, the modified Reynolds number becomes

Be .: 870 (IKE) _ (9)
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By substituting Egs. (3), (4), and (5) into Eq. (2), the conventional

non-Newtonian Reynolds number takes the form

?‘Di P Tiz-n)/n 4 2 %
Re! = ————sy = (3+1/n ) Re (10)
(3+1/n)" K™ A

From Eg. (10), it follows immediately that

Re' < Re for n < 1 {(pseudoplastic)
Re' > Re for n > 1  (dilatant)

As proposed here, the more simple modified Reynolds number
is useful in predicting the existence of laminar flow. If the calculated
Re* for a pseudoplastic is less than the maximum for stable laminar
flow, the [luid is definitely in the laminar region., If R'E;:= for a
dilatant is greater than this maximum, then the fluid cannot be in
laminar flow.

The concept of a2 Newtonian fluid flowing under the same
'pressuré gradient is also very useful when the available information
is the bulk velocity, U. By substituting (- dP/dx) from Eq. (8) into

Eq. {4), the following simple equation results.

e
U = (3'}'4i7 11) U t)
Thus U tnay easily be calculated and used directly in the modified

Reynolds number.
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PROPOSITION 1T

The limitations on the use of the two suffix ternary van Laar
equations can be removed by proper consideration of the imposed

symmetry restriction.

The two equations most commonly employed to predict
activity coefficients in ternary liquid systems are the three suffix
Margules equation and the two suffix van Laar equation, Although
both equations utilize the constants from the three separate binary
pairs, the Margrules equation contains an additional constant which
must be determined from ternary experimental data. The ternary
van Laar equation, as presented by Wohl(l), requires only the six
binary constants, but its use is limited by a symmetry restriction,
The Wohl equation is valid only for those ternary systems whose
binary van Liaar constants obey the equation

A3.2 B30 A )
AZ 3 A 3 A.?. 1

where the subscripts refer to the appropriate binary pair. When
applied to systems for which Eqg. (1) does not hold, the Wohl equation
" assumes an arbitrary nature because of the manner in which the

binary constants are introduced.
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The method used by Wohl to extend the binary van Laar
equations to an N component system was based on the following

expression for the excess free energy of mixing

e N N
- AF _ . .
=T " 2 z xiqiqujZa%z quj ,  j> i (2}
o j

In this equation, q; qj, and . aij are arbitrary constants and X,

and Xj are the mole fractions of components i and  j in the liquid
phase. The activity coefficient, v, for component k is then

obtained from this equation by the relation

N e
B AF '
log_ vy, = Ty [6 ni) =T :|T % n - {3)
i TR

where n, is the number of moles of component i, In applying
Eq. (2) to a binary system of components i and j, the van Laar

constants are defined by the equations

A, . ..q.
i-j ij=i

11
™
o

L

(4)
A

I
B
p

0

-1 37
When Eq. (2) is applied to a ternary system, the symmetry restriction

of q. {1) follows inumediately [rom Ey. (4) for the binary constants.
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To avoid this inherent symmetry restriction, the following
expression for the excess free energy of an N component system

is proposed.

N N
Z Zx 1ij aji Z Z(Xi aij + Xj aji)’ > i (5)
j i j o1

where aij and a’ji are arbitrary constants. This expression in

conjunction with Eq. (3} will vield an equation for the activity
coefficients in terms of the constants aij and aji' These arbitrary
constants can then be related to the binary van Laar constants by the

limiting conditions.

lim(log v.) = A, ,, all i and j, 1 # j C o (6)
1 -

x. — 0
1

X, - 1

J

For the case of a ternary system, after substitution of Eq. (5) into
Eq. {3) and identification of the resulting constants by means of

Eg. (6), the following result is obtained

2, 2 2,2
. _ XAy /A ) x5(AT (/A o)+ x,%, By

Lx) 4 %508, (/A 5) + %3085 /A S)]

By = (A, 483 1 A) 5+ (Ag A, /Ay p) -l or By) (8)
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where

ay = Ag oA, /A, By = A, 3As /B 5

Similar equations can be written for Y, and Yq by changing the

subscripts in Egs. (7) and (8) according to the scheme

The constants @ and P in Eq. {8) represent the arbitrary nature of
the ternary van lLaar equation because these constants will normally
vary over the range }2—, < % < 2. For a symmetric system, o =f,
and when @ 1is used, Eq. (7) is identical with the Wohl equatio'n.
However, for unsymrmetric systems, Eq. (7) becomes arbitrai'y since
there is no a priori reason for selecting either @ or P to describe
the entire ternary system.

As herein proposed, Eq. (7) has been derived to fit the
limiting concentration ranges and will yvield consistent results only
when applied to symmetric systems. However, the fact that the
symmetry considerations are shown to affect only one term permits
the lernary van Laar equation to be extended to unsymmelric syslems

by considering B as an arbitrary constant. The most suitable value

of this constant would have to be determined from ternary data and
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theoretically may be evaluated from only one vapor-liquid equilibrium
point, When Eqg. (7) is used to predict ternary activity coefficients

from binary data only, the constant B should be estimated from the

relation
By = Ay 85, (Al * Al ) - “lz“ (2, +B,) (9)
1-2 1-3
Reference
1. Wohl, K., "thermodynamic Evaluation of Binary and Ternary

Liquid Systems, " Trans. Am. Inst. Chem. Engrs., _ZE,
215-49 (1946).
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PROPOSITION 111

When x-ray intensity measurements are made with a crystal
monochromator, the correct polarization factor to be used depends

unpon the scattering geometry.

The x-ray polarization factor is a term occurring in the
equation for the scattered intensity from a system of electrons. This
factor is an angular dependent function which ies used to correct experi-
mentally observed intensities and is due to the inherent nature of
radiation and scattering phenomena.

The usual case of polarization corrections is well treated in
the literature and for unpolarized incident radiation, the polarization

factor is given by the equa.tion(l’ 2)

PO) = 3 (1+ cos® ze) (1)

~where 20 is the scattering angle. When crystal reflection is used

to produce monochromatized radiation, the polarization factor is

(2)

given as

1+ cosz 20 cosz 20
1+ cos2 20

P(o) = (2)

where 2@ is the diffraction anglce of the monochromator.
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The pur?ose of this_ proposition is to point out that the polari- |
zation factor as given by Eq. (2) applies only when the crystal
monochromator is placed between the x-ray target and the sample.
When the monochromator is located between the sample and the

radiation detector, the correct polarization factor is
P{e) = ,12. (1+ c:c;)szzecos2 Za) (3)

The need for a different polarization factor depending upon the
scattering geometry is not generally apparent, and the use of the

wrong factor has been reported in the literature(3’ % 5.).
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PROPOSITION IV

All existing x-ray diffraction studies of liquid structure should
be critically examined for possible errors resulting from the improper

correction for incoherent scattering.

The interaction of x-rays with matter results in the emissipn
of several types of secondary radiation, e.g., fluorescent, coherent,
and incohervent. Of these various types, the coherently scatteved
radiation is of special interest because it produces interference or
diffraction effects that are useful in gaining information regarding the
internal structure of the irradiated material., The other types of
secondary radiation do not produce interference effects, but afe always
present to some degree in any diffraction experiment. While the
fluorescent radiation may usually be eliminated through a suitable
choice of experimental conditions, the incoherently scattered radiation
is almost always present. Consequently, the total ocbserved scattering
must be corrected for the presence of this incoherent scatteriﬁg before
any structural analysis can be made. The purpose of this proposition
is to point out that this correction is usually improperly made.

A fundamental assumption in the theory of x-ray scattering
from fluids is that the observed scattering, suitably corrected for

absorption and polarization, converges to the total independent
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scattering of the isolated atom at large scattering angles, With values
of the independent scattering factors available from the literature,
this criterion provides a means of normalizing the observed intensities
and subtracting the unwanted incoherent scattering. The validity of
this analysis hinges on the condition that the experimentally observed
scattering is properly corrected for all factors which can affect the
intensity of the scattered radiation.

An examination of the existing x-ray diffraction studics of
fluid structure indicates a strong possibility of an improper application
of the incoherent scattering correction. This pos'sibility originates
from the commonly used assumption that incoherently scattered radi-
ation is detected with the same efficiency as the coherently scattered
radiation at all scattering angles., However, because of its angular
dependent wavelength, the incoherent scattering will generally suffer
additional or increased intensity losses. Although incoherent scattering
is always present to some degree in the observed intensity, its effect
will depend rather strongly on the nature of the experiment and on the
fluid under investigation. However, the importance of this effect
should not be vverlouvked, as is usually done in most diffraction studies
of fluid structure.

Perhaps the most common occurrence of this improper treat-
-ment of the incoherent scattering is in thc corrcction for absorption

within the fluid sample. Because of its higher wavelength, the



208

incoherent écattering will be more strongly absorbed than the coherent
scattering. If the assumption is made that the same absorption factor
applies to both types of scattering, the resulting "fully corrected"
intensity will contain an angular dependent error.

Untortunately, most published studies of fluid structure do
not clearly indicate the detailed nature of the absorption correction,
However, this correction has been worked out for a variety of sample

(1-6)

shapes and scattering geometries , and the appropriate reference
is usually cited as a means of identifying the method of absorption
correction that has been used. The important fact to be noted is that

thcsce standard references are strictly applicable only for coherently

scattered radiation and none of them take into account the presence

of incoherent scattering in the experimentally observed intensity.
Moreaver, no indication is ever given that these standard methods
have been in any way modified to account for the incoherent scattering.
A typical example of the improper correction for incoherent
scattering is provided by a recent study on the structure of liguid
-oxygen and nitrogen made by Furumoto(”. In this instance, a critical
examination of the type proposed is possible, since the experimental
method is described in detail. To illustrate the nature of the possible

errors, we will examine Furumoto's results for liquid oxygen

AT

{i

_ ' -1 _
64°K, p, = L 27 gm/cc)at S =12.5 & using Mo Ka radiation

o

(e

45 degrees). The following equation may be derived, relating
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the experimentaily observed intensity, IE(E)), to the total absolute

intensity of scattered radiation originating within the liquid, Its(e).

17(6) = P(6) A(©) F(0) (C/N) I (e) (0

In this equation P{Q) is the polarization factor, A(©) is the absorp-
tion factor for coherent scattering, F(O)} is the incoherent scattering
correction factor, and -(C/N) is the normalization constant.

From Furumoto's discussion of his experimental method, the

expression for the incoherent scattering correction should be

F(O) = v(0) + [1-y(@)] (1/B%) e AH L) (2)

where v(O) is the fraction of the total radiation that is scattered
coherently and B is the Breit-Dirac factor, a relativistic correction
applicable to the incoherent scattering. The exponential term in

Eq. (2) represents the increased absorption of incoherently scattered
radiatio.n; Ap is the increase in the linear absorption coefficient and
(%) 1is the average path length of the scattered rays through the liquid
sample. For the conditions of his experiment at S = 12. 5, the
parameters in Eq. {2) are y(©) = 0.22, B =1 0344, Ap = 0.185 cm_l,

- and <_¢> = 0,292 ¢m. The resulting correct value for F(Q) is then

0. 911
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If the aséumption is made that the absorption factor for
incoherent scattering is the same as that for coherent scattering,
this is equivalent to setting Ap equal to zero in Eq. (2). The corres-
ponding value for F({O) would then be 0.949 and the desired value
for 'Its(e) would be too low by 4. 2%. Although this assumption was
in fact made by Furumoto, the resulting error in his intensity curves
was reduced by an additional compensating error. He incorrectly
uscd a value of 53 in Eq. {(2) instead of the proper Bz (rel. B} Ab
a result, his incoherent scattering correction factor came out to be
F(6) = 0.925. This gave a maximum error in his intensity curve of
only 1. 5% ; a value comparable to his over-all experimental accuracy
and, therefore, unnoticed.

This example of a typical imprc;per correction for incoherent
scattering should amply illustrate the proposed need for a critical

examination of the existing x-ray diffraction studies of fluid structure.
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PROPOSITION V

The generalized compressibility factors presented by

(1)

Lydersen, Greenkorn, and Hougen' ' deviate significantly from the
observed behavior of real fluids for reduced temperatures greater

than 2. 0.

The utility of generalized compressibility factors in engi-
neering practice is well recognized. Of the many correlations of this
type, one that has gained fairly wide acceptance(z) is due to L.ydersen,
Greenkorn, and Hougen {(hereafter referred to as LGH) who generalized

the PVT properties of 82 different fluids by the relation

Z = PV/RT = Z(T/T_, P/P_, Z ). (1)

The purpose of this proposition is to point out that the LLGH correlation

18 qnestinn-ab1e in the high temperafure region hecause their results

-do not agree with the observed general behavior of pure fluids.
Extensive experimentation has demonstrated that the PVT

behavior of gases exhibits general features that are common to all

fluids. One such feature is the behavior of the isotherms in a plot

- of PV {or Z) versus P. At low temperatures, these isotherms

exhibit a minimum. As the temperature is increased, this minimum
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shifts toward smaller values of P until, for one temperature, the
point of zero slope occurs at P = 0. This temperature is called the

Bovle temperature and may be defined by the equation

i
o

(2)

__HMB(PV)] =0 at P
ogn]

Bovle

From Eq. {1), the slope of the compressibility factor, (8Z/8P)T, is
also zero at this point.

The relationship of the comﬁressibility factor to the Boyle
temperature may be further examined by a consideration of the
second virial coefficient, B(T). For gases that behave nearly

ideally (Z = 1), the following expression is applicable.

At low temperatures, B(T) is negative and at high temperatures, it
is positive. The temperature at which the second virial coefficient
-becomes zero is the Boyle temperature. Therefore, from Eq. {3},

7. is greater than unity for all isntherms above the Bovyle temperafure.
Moreover, these isotherms have no point of zero Slope(B}, i.e., .the

compressibility factor is a monotonically increasing function of the

- pressure for all temperatures above the Boyle temperature.
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Although the Boyle temperature has little practical value, it
is a general feature of the PVT behavior for all real tluids. Its
numerical value is different for all gases, but when expressed in

(4)

reduced units, it becomes nearly constant In terms of T/TC N
this constant reduced Boyle temperature has been found to be approxi-
mately 2.5 (ref. 5).

Since the generalized compressibility factor represents an
attempt to deccribe the PVT behavior of all gases with a universal
eguation of state, any such correlation must have a reduced Boyle
temperature near the observed average value. On this basis, the
generalized compressibility factors presented by LGH deviate signifi-
cantly from the behavior of real fluids. The LGH correlation shows
that Z is still less than unity for Tr. = 4.0 instead of the observed
value of T = 2.5. In addition, their isotherms indicate a point of
zero slope for reduced temperatures as great as Tr = 10. These
conditions are contrary to the observed PVT behavior of any typical
fluid. Consequently, it is proposed that the LGH correlation is in
e.rror for values of Tr greater than 2,0 and should not be used in

this region.
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