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Abstract 

Both experimental and computational studies based on low .... energy 

electron diffraction (LEED) have been performed to determine the nature 

of order in chemically adsorbed overlayers. These studies have been 

directed towards obtaining a better understanding of adatom,.,adatom 

interactions by measurement of their most obvious manifestations; change 

in overlayer order during adsorption and co-adsorption, island formation, 

and order-di!iorder phenomena. 
The effett of the co-adsorption of hydrogen on the ordering of CO 

on Rh(lll} has been studied using LEED and thermal desorption mass 

spectrometry. The results tndi'cate that the adsorption of CO proceeds 

via a physically adsorbed intermediate. rn addition, there is a strong 

repulsive interaction between CO molecules and hydrogen atoms co-adsorbed 
0 

on Rh(lll). This interaction is apparent at distances up to 2.7 - 3.1 A 

indicating that it is a through-metal effect. 
A series of LEED patterns has been observed during the adsorption 

of sulfur ~n the reconstructed IR(110)-(lx2) surface. The structure 

observed at lowest coverages has a p2mg symmetry. This allows a deter­

mination of the absolute coverage, and indicates a probable binding site 

for the sulfur atoms. 
A Monte Carlo simulation of the order-disorder behavior of oxygen 

on W(llO) has been performed. General expressions relating the values of 

the interaction energies to the transition temperatures for a lattice 

gas with first, second and third neighbor interactions have been deter7 

mined. Symmetry considerations in selecting a model for the interaction 

energies are discussed. 
The effect of the ordering of adsorbed molecules into small islands 

on the LEED beam profile has been determined. In the limit of a random 

distribution of island positions the overall intensity is shown to be the 

weighted sum of the intensities from the individual islands. Computer 

simulations of island-containing overlayers have been used to determine _ 

the effect on the beam profiles of deviations from a random distribution 

of islands. 
Experimental studies of island formation for CO on Ru(OOl) have 
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been performed .. The finite size of the ordered islands has a strong 

effect on the order-disorder behavior. Quantitative measurements of 

this effect have allowed a determination of the island size distribution 

and,thus, the ~ean island size as a function of coverage. 



1. 

l. Introducti.on 



2. 
'~ 

In the mid 1920's Davisson and Germer demonstrated the wave nature 

of the electron by diffracting low-energy electrons from the (111} 

surface of nickel(l). The fundamental significance of their experiment 

was so great that it overshadowed the significance of their results 

concerning the nickel surface itself. Thus, for almost forty years, 

the use of low-energy electron diffraction (LEED} to study surfaces, was 

largely neglected. Improvements in ultra ... high vacuum technology i,n the 

1960 1 s led io a resurgence of interest in the study of solid surfaces and 

LEED became a common technique used for a multitude of pruposes. One 

application of LEED is as a qualitative probe to monitor changes in 

geometry of the surface during chemical adsorption, Furthermore, there 

has been a great deal of interest in developing LEED as a quantitative 

tool for the determination of surface structure on an atomic scale(~). 

In addition to the lively activity in these two areas of LEED research, 

a rather small number of workers have been developing LEED as a 

quantitative technique for the study of long range order on surfaces(l_,~). 

Finally, an application of LEED has been developed that has significance 

not only for surface studies, but also for the understanding of the 

theory of phase transitions. This is the study of two-dimensional 

order-disorder phenomena in chemically adsorbed overlayers. It is 

currently one of the most exciting areas of research in surface science, 

and it is described more thoroughly in the following. 

When a molecule chemically adsorbs. on a surface, there ts generally 

one locati,on with respect to the surface atoms (i .,e. bridge site, on .. 

top site, etc.) for which the binding energy is strongest. Thus, a 

single crystal surface represents a periodic array of binding sites for 

the adsorbed species. It is frequently observed using LEED that mol.,.. 
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ecules adsorb in ordered overlayers with a periodicity related to but 

greater than that of the surface atoms. The fact that all of the 

available binding sites are not occupied indicates that there must be 

adatom-adatom interactions that dictate the positions of adsorbed species 

with respect to one another. The symmetry of the structure of the over­

layer is determined by the qualitative nature of the interactions. A wide 

variety of types of overlayers are observed in LEED, and it is often 

necessary to postulate the existence of interactions that are aniso­

tropic and oscillatory in sign with distance to explain the observations. 

Such interactions ar1se as a result of overlap of the oscillatory 

electron density in the metal set up by the adsorbed molecules(~_,§_). 

From the preceding discussion, it is apparent that chemically adsorb-

!ed overlayers represent a physical realization of the two-dimensional 

lattice gas that has been widely used as a model in studies of the theory 

of phase transitions(.?..). It is surprising that in spite of intense 

theoretical interest in two dimensional order-disorder transitions, the 

first experimental evidence for such a transition, reported by Davisson 

and Germer for the (2x2) structure of oxygen on Ni(lll) in 1927, went 

unremarked for over forty years. Order-disorder behavior in ch.emically 

adsorbed overlayers was rediscovered by Buchholz and Lagally for the 

system of oxygen on W(llO) in 1975(6) ._ Since that time there have been 

slowly increasing numbers of experimental reports of order-disorder 

phenomena in chemically adsorbed systems. 

The theory of two.-dimensi.onal order-disorder phenomena has been 

studied extensively. Until recently, most of the literature has been 

couched in terms of -the Ising model, i ,e. of spins on a lattice, rather 

than in terms of a lattice gas. fortunately, the transformation from 
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the spin l~ttite to lattice gas is well understood, so that the theor­

etical results are readily applicable to lattice gas systems. However, 

the theory of phase transitions, even for the idealized lattice systems> 

is extremely difficult. Therefore, analytical results have been obtained 

only for a few very simple systems. These systems include many lattice 

geometries but are rather limited in the range of interactions between 

neighboring .sites. This is a problem, since chemically adsorbed over­

layers frequently display rather complex structures that must be the 

result of rather complex sets of interaction energies. In addition, 

analytical results have been obtained only for spin lattices in zero · 

magnetic ffeld. The analogy between spin lattices and lattice gases is 

such that a spin lattice in zero magnetic field corresponds to a lattice 

gas at half coverage. Therefore compari'son with theory is limi.ted to 

only one coverage, whereas experimental phase diagrams of transition 

temperature as a function of coverage are rich with information about 

the adatom-adatom interacttons. 

To circumvent the limited avai:lability of analytical results, various 

approximate methods have.been developed. The most successful, in terms 

of calculating phase diagrams. for latti.ce gases, have been Monte Carlo 

simulation(~) and renormalizatfon group theory{lO). In Monte Carlo 

simulation, a model of the system of i:nterest is created.. Then the 

s.ystem is changed from its original configuration by changes tn the 

positions of individual atoms in the model, governed by the Boltzmann 

probabilities. When changes i.n atomic positions no longer cause changes 

in the thermodynamic quantities of the system, equilibrtum has been 

reached and the properties of interest can be calculated from the known 

configuration of the atoms.. The Monte Carlo technique has the adv an-
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tages that it is conceptually simple and that it generates physical 

configurations of the system which can provide insight into the observed 

types of behavior. The disadvantages of the Monte Carlo technique are 

that it is necessary to use a finite size model, and that it is extremely 

demanding in tenns of computer time .. 

Renormalization group theory is based on the idea of using a change 

of scale to ·reduce the range of correlations in a system. In this way, 

a difficult many body problem can be reduced to a solvable few body 

problem. Once a solution is found, the scaling transformations are re­

versed to obtain the solution for the original problem. The scaling 

hypothesis, i'f correct anywhere(ll), is only strictly correct near a 

critical point. However, renormalization group theory has been used to 

calculate phase diagrams even far from a critical point that are in 

reasonable agreement with diagrams calculated by other methods. Although, 

it is an approximate technique, re.norma Hzation group has the benefit 

that, once the transformations have been set up, phase di.agrams can be 

calculated fairly easily~ This allows the effects of changing parameters 

in the model system to be determi.ned readily, in contrast to Monte Carlo 

simul ati.ons, 

It is irrnnedi.ately apparent that LEED, whi.ch measures the degree of 

order tn the overlayer, is suitable for following order .... di.sorder tran­

sitions. The transtttons which have been ~easured using LEED to date 

have fallen into two categories. The first is the second order tran .. 

sition that occurs with tncreasi:ng temperature at or near the optimum 

coverage for the overlayer structure(.!£), At these coverages, the LEED 

beam is the sum of a de 1 ta functi.on due to the long range order, and a 

Lorentzian due to the short range order. The long range order, and thus 
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the intensity due to the long range order drop abruptly to zero at the 

transition temperature, Tc. The correlation length, which defines the 

short range order, diverges at Tc. The contribution of short range order 

to the intensi~y is therefore a maximum, and the width of the Lorentzian 

a minimum at Tc. These effects will be obscured by instrumental broaden­

ing, which must be taken into account before a quantitative analysis of 

the diffracted beam profiles can be made. 

At lower coverages, first order transitions from a two-phase co­

existence regime to a one ph.ase regime have been observed using LEED(!~). 

The ordered phase in the two phase region consists of many small ordered 

clusters called islands. As the temperature is tncreased, the density 

of the disordered phase increases at the expense of the islands. This 

leads to a gradually decreasing intensity and tncreasing width of the 

LEED beams. The two phase region disappears entirely at the transition 

temperature. At this point there will still be some short range order in 

the homogeneous disordered phase. However, the contribution of this to 

the LEED intensity will be so small that the transition temperature can 

be defined adequately as the point at which the LEED beam profile becomes 

indistinguishable from the background. 

Both the theoretical and experimental. frameworks are in place for 

the study of order-dtsorder phenomena and adatom-adatom interactions using 

LEED. In this thesis, several studi.es related to these topics are 

described. In sections Ill and IV experimental studies investtgating the 

qualitative influence of adatom-adatom interactions on overlayer structures 

are presented. A Monte Carlo simulation of the order-di.sorder behavi.or 

of oxygen on W(llO) ts descri.bed in section I I. In sec ti on V the determi n­

ation of a quantitative relationshi.p between the finite sizes of ordered 
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,l 

regions on the surface and the shape of the diffracted beam profile is 

presented. 

Finally~ an experimental determi.nation of the order-disorder behavior 

of CO on Ru(OOl) and an analysis of the results using the relationships 

derived in section V are described in section VI. 
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Abstract 

A Monte Carlo simulation has been carried out to describe two-dimen­

sional order-diso\der phenomena. The mode1 contains (attractive) first, 

(repu1sive) second, and (attractive) third neighbor pairwise interactions. 

The specia1 case of oxygen chemisorption on a tungsten (110) surface, on 

which an ordered p(2xl) overlayer is fonned at low surface temperatures, 

is considered explicitly. Fron the measured order-disorder transition 

temperatures at both quarter- and ha1f-monolayer surface coverages, (non­

unique) values of the three pairwise interaction energies have been deter­

mined. These pairwise interaction energies have been used to determine the 

variation in the total interaction energy, the heat capacity and the entropy 

with surface temperature. 
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1. Introduction 

The interaction of oxygen with the (110) surface of tungsten has been 

studied thorough1y'by a number of investigators1' 2' 3' 4' 5• Up to, and some­

what above, ha1f-monolayer coverage, oxygen forms a p(2xl) ordered array 

when adsorbed on W(llO) near room temperature. When the temperature is 

increased, a rapid decrease in the intensity of the half-order beams in the 

LEED pattern occurs, beginning near 450K. The decrease is much greater than 

that due to a Debye-Wa1ler attenuation, and it is not caused by desorption 

of oxygen which takes place only at much higher temperatures. The decrease 

in intensity must be due therefore to a reduction in the degree of order of 

the oxygen overlayer. If this loss of order is due to movement of the 

adatoms between sites of equivalent syrrmetry, rather than between different 

kinds of sites, then the adsorbed oxygen can be described as a two-dimen­

sional lattice gas with interactions between adatoms on neighboring sites. 

The disordering of the overlayer structure with increasing temperature then 

corresponds to the order-disorder transition which is predicted theoretically 
6 ' 

for such a gas • Since the temperature dependence of the degree of order is 

determined solely by the adatom interaction energies in this model, experi­

mental data concerning LEED beam intensities as a function of temperature 

can be used to determine the values of the interaction energies. 

2. Model for the Adatom Interactions 

The position of the oxygen atoms on W(llO)~ as detennined by dynamical 

calculations of LEED intensity-voltage (I-V) spectra7, is shown in Fig. 1. 

In addition to the structure shown, the rows of oxygen atoms could be 

shifted over by one row of tungsten atoms into an anti-phase domain, or 

rotated to lie in the (O,i) direction in a perpendicular domain. The four 
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possible domajns are equivalent insofar as the symmetry of the surface is 

concerned and w)ll occur with equal probability on a perfect surface. 

Two possible models for the adatom interaction energies giving rise to 

the observed p(2xl) structure are shown in Fig. 1. The interactions Ea' Eb 

and E2b, wher: Ea and E2b are attractive and Eb repulsive, were used in two 

previous attempts to analyze LEED intensity-temperature {I-T) data for this 

system. S,B This model will certainly account for the formation of a p(2xl) 

structure. However, there are several serious flaws in it. As Ertl 8 has 

pointed out, if only two-body interactions are in effect (as was assumed in 

the prior analyses), it is a violation of fundamental symmetry restrictions 

to assign different values to Ea and Eb which correspond to interactions over 

the same distance in the crystallographically equivalent directions (1,0) and 

(O,i). Furthermore, this set of two-body interactions would not allow the 

formation of perpendicular domains, which are known to be present since both 

the (O,~) and (~,O) LEED beams are observed experimentally; Finally, in both 

of the earlier studies, the values of Ea and E2b were found to be equal. 

Since theoretical results 9 ~ll indicate that the magnitude of the interactions 

should decrease with increasing distance, this is further evidence that this 

model is physically unrealistic. 

The interaction model used in this study, with the parameters E1 , E2, 

E3 and E4 where El and E4 are attractive, and E2 and E3 are repulsive, also 

gives rise to a p(2xl) structure, but in a more physically reasonable manner. 

All four interactions are invariant under the symmetry operations of .the. 

surface and thus form a consistent set of two-body interactions. This con-

formity with surface symmetry also allows perpendicular domains to form 

with equal probability. The inclusion of the second and third neighbor 
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interactions, which were ignored in the earlier studies, is physically 

reasonable in light of the importance of the longer range attractive fourth 

neighbor interaction, which is necessary to explain the persistence of order 

at low coverages. 

Three-body effects are likely to be important in adatom-adatom inter-

t
. 10,11 ac ions • It seems possible that there would be variations in the 

values of £1 and £4 in the (1,0) and (0,1) directions due to three-body 

effects and the orientation of the domain being considered. While the method 

of analysis used for this work could easily be adapted to deal with three­

body interactions, this was not done since the data were not sufficient to 

detennine uniquely the larger number of parameters this would entail. For 

the same reason, the parameters £2 and £3, which undoubtedly have slightly 

different values, were assumed to be equal for this study. 

Both models for the interaction energies shown in Fig. 1 implicitly 

disregard the existence of an equivalent lattice of three-fold adsorption 

sites. Within a given domain or island, occupation of sites on both lattices 

would not be expected due to the strong through-space interactions which would 

arise in such a case. Disordering by motion of adatoms out of an island 

at low coverage could, of course, result in occupation of sites on both 

lattices, but this would be reflected only as small perturbations in the high 

temperature tail of the 1-T curve. 

3. Methodology 

Using the interaction model containing £1, £2 = £3, and £4, the experi­

::.;:.:-1tal data of Lu et al. 5 were analyzed by the Monte Carlo method. It is 

vn~wn that a Monte Carlo calculation can reproduce the analytical results 

for a lattice gas with only nearest-neighbor interactions at half-monolayer 
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coverage12 , 13• Hence, the extension of the method to systems with more 

complex interactions and to coverages other than half-monolayer, where 

analytical solutions are not available, seems justifiedB,lJ,l4• The finite 

lattice used in a Monte Carlo calculation is an asset in analyzing LEED data 

since the coherence width of the LEED beam allows the degree of order to be 
0 

sampled over an area of only 50 to 200 Angstroms in diameter. 

In this work, a 30x30 lattice with periodic boundary conditions is 

used to represent the binding sites on the surface. In the neighborhood of 

this lattice size, the shape of the I-T curve varies with lattice size only 

below I/Imax-;-~l 2 , 13 • Therefore, as long as only the data for normalized 

intensities greater than ~ are used, the lattice size does not have to be 

treated as an additional parameter in the analysis. 

Beginning with some given configuration of adatoms on the lattice, 

typically either a perfectly ordered array or an arrangement generated in 

an earlier trial, the adatoms are moved about on the lattice until an equi­

librium configuration is reached. The hopping scheme used to move the 

adatoms in a Monte Carlo calculation does not have to be physica11Yreason­

able since only the final equilibrium configuration, and not the approach 

to equilibrium, is under consideration12 • In this calculation, the hopping 

scheme is the following: A filled and an empty site are chosen at random. 

The energy for an adatom at each site and the distance between the sites 

are calculated. The probability,~thatthe adatom will move to the empty 

site is then detennined both by an arbitrary weighting factor in the dis­

tance and by the Boltzmann factor calculated from the energy difference 

between the sites and the temperature, i.e., 

(1) 
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where ~E is the energy difference between the sites, d is the dimensionless 

distance between the sites (with the nearest neighbor distance set 

equal to unity), and J. is an arbitrary weighting factor which is 

related to the inelastic mean free path of the migrating adatom. Repeated 

trials showed that the magnitude of J. only affects the rate at which equi­

librium is reached and not the nature of the equilibrium itself. 

The total in~eraction energy and the (kinematic) LEED intensity of the 

initial configuration are calculated according to 
30 30 

E = \L L L(ij) {N1(ij)e:1+N2(ij)e:2+N3(ij)e:3+N4(ij)e:4} (2) 
i=l j=l 

30 30 
I(l) =[2: L: L ( i j )( -1) i ] 2 /N2 

( 3) 
i=l j=l 

30 30 
L(ij)(-l)j] 2tN2 and 1(2) 

=[2: L: . (4) 
i=l j=l 

where L(ij) is unity for an occupied site and zero for an empty site, 

Na(ij) is the number of ath ne.ighbors of site (i,j), N is the number of 

adatoms on the surface, and I(l) and I( 2) correspond to the intensities of 

the perpendicular domains. 
-

Each time an adatom moves between sites, the changes in the total energy 

and in the LEED beam intensities are calculated. Plots of these variables as 

a function of the number of moves are used to detennine when equilibrium has 

been reached. An example of such a construction is shown in Fig. 2. The 

existence both of a stable maximum in the intensity of one domain and a 

minimum in the energy are the criteria for detennining the attainment of 

equilibrium. The configurations generated after approximately 6000 moves 
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in the calculation represented in Fig. 2 are considered equilibrium con­

figurations. Since the values of energy and intensity vary even after 

equilibrium has been reached, it is necessary to average the values cal­

culated for many configurations. Averaging the values for every configur­

ation generated would bias the result since subsequent configurations are 

highly corre1ated12• To reduce this problem, the values for configurations 

separated by an average of one move per adatom (which corresponds to 450 

moves at half-monolayer coverage) are averaged. Typically, 10 to 40 

values are averaged for each calculated point. 

Occasionally, arrangements of adatoms with coexisting domains are 

generated in the course of a simulation. Fig. 3a shows an example of a con­

figuration with domains, and Fig. 3b shows an equilibrium configuration for 

the same temperature. Since there are unfavorable interaction energies 

only along the boundaries of the different domains and favorable interactions 

within the bulk of the domains, the increase in energy for domain formation 

is small, although the decrease in intensity is large. Furthermore, random 

motion of the adatoms will not favor one domain over the other. Therefore, 

configurations with domains are metastable and, once formed, will tend to 

persist. Fortunately, these configurations are easily identified either by 

viewing the plots of the intensity as a function of the number of moves or 

the configuration itself. Values for such configurations are not included 

in the averaging. 

To determine the values of the interaction energies, Monte Carlo 

simulations of the equilibrium configuration as a function of temperature 

at ha1f-mono1ayer coverage are made for many sets of parameters. The range 

of the ratios of the interaction energies tested, £ 1:£2:£4, is shown in Fig. 4. 
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The magnitude.of the interaction energies scales directly with the transition 

temperature so that calculated I-T curves may be shifted easily to the cor­

rect transition temperature (T = 730 K) for comparison with the experimental 

data. Once the scaling factors have been determined, I-T curves at quarter­

monolayer coverage may be calculated for a cross section of the parameters 

tested at half~monolayer coverage. 

4. Results and Discussion 

A. Fit to Experimental Data 

Of all the parameters tested, the only set which fits the experimental 

transition temperature at quarter-monolayer cover~ge (T=480 K) corresponds 

to the ratio 

s 1:s2:s4 = -1:5/6:-1/3 

the scaling factor is 2.09 kcal/mole, so that the set of interaction energies 

is 

s1 = -2.1 kcal/mole · 

s2 = s3 = +1.7 kcal/mole 

s4 = -o.7 kcal/mole 

Fig. 5 shows a plot of the experimental and the calculated I-T curves 

at fractional surface coverages of 0.53 and 0.25. The fit at e = 0.53 is 

good at all temperatures below the transition temperature. The calculated 

curve at quarter-monolayer coverage does not fit the data so well at low 

temperatures, but it does have the correct transition temperature. 

A crude estimate of the uncertainties in the intensities calculated 

using the Monte Carlo simulations gives a value for the uncertainty in the 
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calculated tnmsition temperatures of approximately± 10 K for e = 0.5 and 

± 20 K for e = 0.25. This leads to an uncertainty of about ± 10% in the 

interaction energies. 

B. Uniqueness of the Parameters 

Since only two transition temperatures were used to determine three 

parameters, the uniqueness of the parameters is an important question in 

spite of the rather large range of parameters tested. To investigate the 

possibility of nonuniqueness. a general relationship between the values of 

the parameters and the transition temperatures was sought. 

At half-monolayer coverage, the energy change when an adatom moves from 

a perfection ordered position to the most favorable disordered site is given 

by 

~E~ = 3s2 - 4s4 

When the parameters were scaled to give a transition temperatures of 726 K, 

it was found that all of the sets of parameters tested obeyed the equality 

~E = 8.0 ± 0.2 kcal/mole 
~ 

( 5) 

This relationship can be scaled, of course, to any desired transition tern-

perature. 

The energy change for an adatom moving out of an island to a vacant 

part of the surface, important at lower coverages, is 

~E ~ = -(2s1 + 4s4) 

Using values of the· parameters determined at half-monolayer coverage, in­

tensity versus temperature curves were simulated at quarter-monolayer 

coverage, and these used to determine the quarter-monolayer coverage 
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transition temperature. A construction of Ttr at e = 0.25 as a function 

tif ~~ is shown· in Fig. 6. The best straight line through the points, as 
~ 

determined by a weighted least squares fit, conforms to the equation 

= K 
(75 ± 10 kcal/mole )~E~ - (36 ± 64)K (6) 

The large uncertainties are mainly due to the scatter in the calculated 

intensities at e = 0.25. 

Therefore, it can be seen that insofar as the two relationships 

governing the values of the interaction energies are correct, the parameters 

are not unique. 

The I-T curves shown in Fig. 5 are determined, however, completely by 

the transition temperatures at a quarter- and a half-monolayer coverage. 

Their shape is thus independent of the ratio of the values of the parameters 

used in their calculation. 

C. Island Size and Shape 

Any net attractive model for the interactions between adatoms, in­

cluding the ones used in this and earlier studies, 5' 8 predicts the occur­

rence of a single large island as the equilibrium configuration at low 

coverage, on a perfect lattice. This is, of course, not observed experi­

mentally. At quarter-monolayer coverage, a uniform distribution of islands5 

with both domain orientations is observed. The reasons for this apparent 

conflict with the theoretical prediction include kinetic effects as well as 

the fact that the single crystal surface on which the measurements are made 

is not a perfect lattice. Kinetic effects, such as limited and random 
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diffusional motion, would hinder the union of the small islands. Imper­

fections in the,crystal lattice, which are known to be important in the 

adsorption of oxygen on W(ll0),4 would serve as sites for the nucleation 

of the many small islands and possibly also as barriers to growth of the 

islands beyond a certain size. 

The model.used in this study gives rise to elongated islands on a 

perfect lattice. If the islands of oxygen on W(llO) are larger than the 

coherence width of the LEED beam, circular LEED spots, as observed experi­

mentally, would result regardless of the shape of the island. If the islands 

are smaller than the coherence width of the beam, 5 then the islands would 

have to be approximately circular to give the observed spot shape. In this 

case, the model would be in apparent conflict with the physical evidence. 

This is not thought to be a fatal defect in the model, however, for two 

reasons. The first is that in view of the known strong effect of surface 

steps on domain formation for oxygen on W(ll0),4 it seems likely that surface 

defects play a role in defining the observed island shape. The second is 

that, as mentioned in the discussion of the model, three-body effectslO,ll 

are important in adatom interactions. Three-body interactions could result 

in- a change in the magnitude of the interactions parallel and perpendicular 

to the rows of oxygen atoms within a domain, giving rise to a spot shape 

different than that predicted by the model with only two-body interactions. 

D. Energy, Heat Capacity and Entropy 

The total interaction energy as a function of temperature was calculated 
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as described in the discussion of the method using the parameters of Sec. 

4A. In addition, the heat capacity was calculated from the relationship 

C ·= - 1- ( <E2> - <E)) 
v kT2 

(7) 

Since the heat·capacity depends on the difference of two numbers of similar 

size, it is necessary to average a large number of values to reduce the 

uncertainty in the calculated values. From 90 to 280 points were averaged 

to determine each value of CV. The calculated energy and heat capacity for 

half-monolayer coverage are shown in Fig. 6. In spite of some remaining 

scatter in the calculated points, the heat capacity curve has the expected 

shape with a maximum at the same temperature as the inflection in the 

energy curve. 

It is also possible to determine the values of the average number of 

first, second and third neighbor pairs as a function of temperature from 

the Monte Carlo calculations. Making a simple extension of the quasi­

chemical approximation,6 it is possible to use these values to estimate the 

temperature dependent part of the entropy according to 

~ - [ (2L2}!3 j 
k - ln N 1\ fl! . ~ . 
. (N1)!(N2)!(N3) 1(i0; 12(;~ 1 ~2°) 12 (~1oo)!(N2oo)!(N3od 1 

(8) 

where Nia= 4eL2 - 2Ni' Nioo =Ni+ 2L2(1-28), Ni is the number of ;th 

neighbor pairs, and L is the dimensionality of the lattice (30 unit cells 

in this case). A plot of SQ as a function of temperature is shown in Fig. 

7. The zero of this construction is arbitrary since a nontemperature de-

pendent term in the entropy has been omitted. 
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The plot.of quasichemical entropy as a function of temperature is 

d~pendent only on the transition temperature at half-monolayer coverage 

and thus will not be affected by the nonuniqueness of the parameters. The 

upper asymptote of the energy curve 

is not determined completely by Eqns. (5) and (~). Therefore, the energy 

curve is dependent on the ratio of the values of the parameters, i.e. it 

is not a unique function of the transition temperatures at half- and 

quarter-monolayer coverage. 

5. Conclusions 

General expressions relating the values of the interaction energies to 

the transition temperatures for a lattice gas with first, second and third 

neighbor interactions have been determined. A nonunique set of parameters 

which fit the experimental. data for oxygen chemisorbed on W(llO) were cal-

culated and used to generate representative I-T, E-T, Cv-T and S-T curves. 

The importance of using both a physically and the~retically reasonable 

mqdel to described adatom interactions has been emphasized and is an im­

portant ingredient ih the calculations. 
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Figure Captions 

Fig. 1: Sche~at~c representation of the p(2xl) overlayer of oxygen on 

W(llO) as' detennined by LEED along with two models for the 

oxygen-oxygen interaction energies: (1) E
1

, E
2

, E
3 

and e:
4 

(e:1, e:4 <O and e:2, e: 3 >O) which are used in this work. Although 

not ex~licitly indicated in the figure, the 4th neighbor interaction 

in the i (1,0) as well as the± (0,1) directions is included. 

(2) Ea' ~and Czb (t:a'Czb<Oand 9J>O)hhichwere used in refs.~ and~. 

Fig. 2: Energy (-0-) and intensity of the perpendicular domains (-ti,0-) 

as a function of the number of moves. 

Fig. 3: Configuration with perpendicular domains (a), and equilibrium 

configuration (b) generated at the same temperature. 

Fig. 4: The range of ratios of the parameters e:1, E2 and E4 
for which 

I-T curves were calculated. The oairs (!~/e: 11, e:4./~) = (1,1.5) 

and (1,2.0) were also tested. 

Fig. 5: Intensity of the (~,O) LEED beam for W(llO) - p{2xl)O as a 

function of temperature for two different surface coverages. 

The theoretical curve calculated using e: 1 = -2.1 kcal/mole, 

E2 = E3 = +1.7 kcal/mole and E4 = -0.7 kcal/mole is compared 

with the experimental data from ref. ~· 

Fiq. 6: Transition temperature at quarter-monolayer coveraqe as a function 

of the energy difference, tiE\ = - (2tr + 4E4). The straight line 

corresponds to the weighted least squares fit of the points. 

Fig. 7: Calculated total interaction energy (-0-) and heat capacity 

(--O--) as a function of temperature fore= 0.5. 
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. Fig. 8: Temperature dependent part of the entropy for e = 0.5, calculated 

using the quasichemical approximation. The zero of the entropy 

scale is ~rbitrary. 
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p(2XI) structure of 0 on W(llO) 

Fig.1 
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Fig. 3 
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Section III 

Segregation of Co-Adsorbed Species: Hydrogen and Carbon Monoxide on the 
(111) Surface of Rhodium 

1. Introduction 

2. Experimental Details 

3. Results and Analysis 

A. Thermal Desorption of Hydrogen 
B. Thermal Desorption of CO 
C. LEED 

4. Discussion 

A. Physical Nature of the Co-adsorbed Layer 
B. Relationship to Catalytic Behavior 

5. Synopsis 

Appendix 

[This section was published as a paper by E. D. Williams, P. A. Thiel, 
W. H. Weinberg and J. T. Yates, Jr. in The Journal of Chemical Physics 
72, 3496 (1980).J 
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Abstract 

The co-adsorption of CO and H2 on Rh(lll) at low temperature(~ 100 K) 

has been studied using thermal desorption mass spectrometry (TDS) and Low­

Energy Electron Diffraction (LEED). The probability of adsorption of CO 

on rhodium pretreated with hydrogen has been found to vary nonlinearly with 

the amount of hydrogen on the surface. In addition, the effect of surface 

hydrogen on the CO LEED patterns indicates segregation of hydrogen and CO. 

These results can be explained qualitatively in terms of a strong repulsive 

CO-hydrogen interaction and a mobile precursor model of CO adsorotion. 
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1. Introduction 

The mechanism of the catalytic reaction of CO and hydrogen in the 

Fischer-Tropsch and methanation reaction has been a topic of continued 

interest and dispute (l_,.~). Of the two commonly posited reaction inter­

mediates, one, an active form of surface carbon, has been discredited for 

some time in favor of the other, a hydrogen-CO surface complex. Recent 

work, however, has shown that surface carbon, formed by dissociation of 

CO under reaction conditions, is much more readily hydrogenated to methane 

than is molecular CO (3-9). At the same time, there is increasing evi-

dence to suggest that surface complexes of CO and hydrogen do exist (10 - 12) 

and that direct hydrogenation of molecular CO is an alternate route to hydro­

carbon formation (~_). Apparently, both types of intermediates do occur, 

possibly with different effects on the product distribution. This duality 

may explain the diversity of activity and selectivity among the transition 

metals that catalyze the methanation and Fischer-Tropsch reactions. If 

there is a competition between the two sequences of elementary reactions, 

then the varying ability of different metals to promote CO dissociation as 

opposed to formation of hydrogen-CO complexes will give rise to a different 

extent of the reaction proceeding by each mechanism. The product distri­

bution due to each mechanism individually, as well as that due to interac­

tions among the different types of intermediates, then should give rise to 

an overall product distribution characteristic of the metal. 

In order to understand better the fundamental processes governing the 

formation of hydrogen-CO complexes, the interaction of co-adsorbed hydrogen 
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and CO on Rh(lll) has been studied under conditions where reaction does not 

occur. The individual chemisorption of hydrogen and CO has been studied 

previously and is well characterized (13 - 15). Hydrogen adsorbs dissoci­

atively and forms no ordered structures observable by LEED. Hydrogen 

desorbs with an activation energy of 19 kcal/mole at zero coverage. On the 

other hand, CO adsorbs molecularly and forms three ordered super-structures 

at 100 K. These are a weak primitive (2x2) at eco = 1/4 (eco = the number 

of CO molecules per surface rhodium atom), a (13 x /3)R30° at eco = 1/3, 

and a (2x2) with three CO molecules per unit cell at eco = 3/4 which is the 

saturation coverage. The activation energy for the desorption of CO is 32 

kcal/mole in the limit of zero coverage. 

The catalytic behavior of supported and polycrystalline rhodium has 

been studied also (8,16). Rhodium has somewhat lower activity for the 

methanation reaction than nickel, but similar selectivity. CO apparently 

dissociates on polycrystalli·ne Rh under the reaction conditions (575 Kand 

one atmosphere) and surface carbon is implicated as a reaction intermediate 

(§). 

2. Experimental Details 

The experiments were performed in a stainless steel ultra-high 

vacuum system equipped with ion pumps and titanium sublimation pumps. 

Following bakeout, the base pressure was below 1 x 10-lO torr. The system 

is equipped with four-grid LEED optics and a moveable Faraday cup in which 

the diameter of the aperture is 1.5 mm. The Faraday cup can be used to 

monitor the intensity of a diffracted LEED beam continuously as a function 
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of exposure. The system also contains a quadrupole mass spectrometer and 

a single pass cylindrical mirror Auger electron spectrometer. 

Experiments were performed with two different Rh crystals, cut from 

the same boule. The Rh surfaces were oriented, cut and polished to within 

1° of the (111) orientation using standard methods. The polished crystals 

were spotwelded to two parallel 0.025 cm diameter Ta heating wires that 

were clamped in a Cu holder. Thermocouple leads of 5%Re/95%W and 26%Re/74%W 

were spotwelded together on a small piece of Ta foil on the crystal surface 

to make a junction. The crystal could be cooled to 90 K using liquid 

nitrogen refrigeration, and heated to above 1600 K resistively. The thermo­

couple calibration of Sandstrom and Withrow (]l) was used below 273 K. 

Initial contaminants of P, B, S and C were depleted from the near sur-

face region by a combination of ion bombardment and oxygen treatment as 

described previously (~). The continued cleanliness of the surface follow­

ing numerous thermal desorption experiments involving both CO and H2 was 

monitored using AES. 

Hydrogen and CO pressures during adsorption were measured with a 

Bayard-Alpert gauge. All exposures are expressed in Langmuirs (1 Lang­

muir = l L = 10-6 torr-s) and were calculated using the appropriate gauge 

sensitivities for H2 and CO. Following exposure to a gas, the sample cham­

ber was again evacuated to the base pressure of approximately 10-lO torr, 

Thermal desorption experiments were pe~formed using a heating rate of 

approximately 20 K per second and with the crystal positioned in line of 
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site of the mass spectrometer. Desorption of CO from the cold Cu support 

caused a gradually increasing background during CO desorption experiments. 

This background was estimated as linearly increasing below the desorption 

peaks in order to determine peak areas. 

LEED experiments were performed using as low a beam flux as possible 

(0.1 - 0.2 µA/mm2) to minimize electron beam induced desorption and/or 

dissociation. 

3. Results and Analysis 

Thermal desorption mass spectrometry (TDS) and low-energy electron 

diffraction (LEED) were used to characterize the co-adsorption of hydro­

gen and CO. TDS of H2 was used to determine the relative coverage 

(eH = the fraction of the saturation coverage of hydrogen) as a function of 

exposure and the activation energy of desorption for H2 from clean and CO 

covered rhodium. TDS of CO provided coverage-exposure relationships for 

CO adsorption onto surfaces pre-exposed to varying amounts of hydrogen. In 

addition, the coverage-exposure behavior was analyzed to determine the 

adsorption mechanism of CO. LEED was used to correlate the relative cover­

ages of CO (ec0) determined by TDS with absolute coverages (ec0). The 

geometric structure of co-adsorbed layers of CO and hydrogen was studied by 

monitoring the intensity of the LEED patterns due to CO as a function of 

exposure to both hydrogen and CO. 

A. Thermal Desorption of Hydrogen 

The relative coverage of hydrogen as a function of exposure as deter­

mined from the areas under thermal desorption peaks, is shown in Fig. 1 for 
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adsorption at 100 K. The upper curve (drawn empirically) represents ad­

sorption onto the clean surface; the lower, adsorption onto a surface 

covered with 0.21 monolayer of CO. The presence of CO causes the probabili­

ty of adsorption of hydrogen to decrease much more rapidly than for adsorp­

tion onto a clean surface. However, the approach to saturation is much 

slower on the CO covered surface, and saturation does not appear to be 

achieved even after an exposure to 20 L of H2. At a higher initial cover­

age of CO (eco = 0.42), less than a tenth of a monolayer of hydrogen 

adsorbs during an exposure to 4 L of hydrogen. This indicates that even a 

moderate coverage of CO is highly efficient in blocking hydrogen adsorption. 

The amount of CO desorbed from the co-adsorbed layer is constant within 

experimental uncertainty for constant initial coverages of CO and varying 

exposures to hydrogen. This indicates that hydrogen does not displace CO 

and that, to within a few percent, no reaction products due to CO + H are 

formed under these conditions, as expected(§). 

Co-adsorption with CO decreases the desorption temperature of H2 
markedly. The results of an analysis of the desorption parameters for 

hydrogen on clean and CO covered Rh(lll) by the method of Chan et al. (19) 

are shown in Fig. 2. The values calculated for the clean surface are in 

full agreement with previous results (l~). The apparent energy of desorp­

tion from the CO covered surface is 1.5 to more than 3 kcal/mole lower than 

from the clean surface. The pre-exponential factor for the CO-covered sur­

face will depend on the effective saturation density of hydrogen, ns' in 
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the presence of CO. For instance, if the saturation coverage of hydrogen 

on the surface precovered with 0.21 monolayer of CO were 0.6 hydrogen atoms 

per rhodium atom, then the limiting value of the pre-exponential factor 
. -1 2 would be of magnitude 10 cm /s. However, the values calculated for 

desorption from the co-adsorbed system can be treated only as "apparent" 

parameters. A correct treatment of the changing nature of the mixed over­

layer structure as H2 desorbs would require a much more complex analysis 

than performed here. 

B. Thermal Desorption of CO 

No change in the activation energy of desorption for CO was observed 

upon co-adsorption with hydrogen. This result is not surprising since 

hydrogen desorbs at a lower temperature than CO. 

In Fig. 3, the coverage-exposure relationship is shown for CO adsorp­

tion onto a surface precover.ed with increasing amounts of hydrogen. The 

most striking aspect of these data is the decrease in the initial probabili­

ty of adsorption of CO with increasing hydrogen coverage and the extended 

linear dependence of CO coverage on exposure indicated by the dashed lines 

for each set of data. The saturation coverage of CO(es) decreases linearly 

with increasing amounts of hydrogen on the surface, as might be expected. 

Surprisingly, the initial slopedecreases nonlinearly with increasing hydro­

gen coverage. The values of the saturation coverage of CO and the initial 

slope for each initial coverage of hydrogen are listed in Table l. 

Measurements of the amount of hydrogen on the surface following expos-
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ure to CO shows that there is a gradual loss of hydrogen with increasing 

coverage of CO. This loss is most severe for high initial coverages of 

hydrogen, where as much as a quarter of a monolayer of hydrogen is dis­

placed. 

To understand the mechanism of adsorption of CO, the expected behavior 

according both to first-order Langmuir and to mobile precursor (20) ad­

sorption kinetics has been compared. To do this, both models were modi­

fied to account for the presence of hydrogen on the surface. This modifi­

cation is very simple in the case of Langmuir kinetics, which predicts that 

the probability of adsorption is directly proportional to the number of 

empty sites. In adsorption onto a clean surface, 

de · -- ) -a(l-e, de: . 

where e:: is the exposure. When hydrogen is present, the number of available 

sites is reduced according to 

de (,, - a e -
de: \ s 8 ) 

where 

es = l - aeH 

and a is a constant of proportionality. 

A description of the mobile precursor model and details of the deriva­

tion of the kinetics of adsorption for the clean and hydrogen covered sur­

face using this model are given in the Appendix. The result is 
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A comparison of the behavior of the two models in the limit of zero 

coverage of CO yields the following: 

Langmuir 1 im 
e -+ o 

Mobile Precursor 

de ~ 
dt a 8s 

lim e -+ o 

de a 
dt 

The nonlinear dependence of the limiting slope on the saturation coverage 

predicted by the mobile precursor model is a result of the possibility of 

the desorption of physically adsorbed CO from above sites occupied by hydro-

gen atoms. 

The two models were fit to the data for adsorption of CO onto the clean 

surface. Using the parameters estimated from this fit, the coverage-exposure 

relationships are the following. 

" Langmuir de 
dt 

Mobile Precursor 

= 0.4(es e) 

= o.525 ( 
6
s -

9 

6
) 

0.5 + e s 
where es is the measured relative saturation coverage of co for the given 

initial coverage of hydrogen. These equations were used without change to 

calculate the coverage-exposure behavior for adsorption onto a hydrogen pre­

covered surface. The calculated behavior is shown with the full range of 

the data for initial hydrogen coverages of 0.0 and 0.58 in Fig. 4. For 
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adsorption onto the clean surface, the Langmuir model fails to agree with 

the data in the coverage range 0.6 - 0.9. The mobile precursor model 

agrees somewhat better, except that it predicts a more rapid approach to 

saturation above eCO = 0.9 than is observed. This could be due to the 

close packing of the CO molecules at this coverage which might change the 

probability of adsorption into an "open" site. For an initial hydrogen 

coverage of 0.58, using the parameters determined for the clean surface, 

the mobile precursor model is clearly much more successful in fitting the 

data than the Langmuir model. The quality of agreement for the other 

initial coverages of hydrogen is similar. 

A major factor in the poor agreement of the Langmuir model is that it 

predicts too rapid a decrease in the initial slope. A comparison of the 

apparent initial slopes (calculated in the low coverage region of the 

theoretical curves which would appear linear within experimental uncertain­

ty) for both models with the data is shown in Fig. 5. While neither model 

agrees quantitatively with the data, the mobile precursor model is more 

successful qualitatively in predicting the gradual non-linear dependence of 

intial slope on saturation coverage. 

The mobile precursor model used here is obviously too simple to 

describe completely the complex co-adsorption system. To model this system 

correctly, the shifting geometric structure of the CO overlayer with cover­

age, the displacement of hydrogen, and the possibility of different de­

sorption probabilities for CO physically adsorbed above sites occupied by 

hydrogen or by CO would have to be taken into account. However, the level 
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of agreement with even this simple model strongly supports the basic 

assumption of a physically adsorbed mobile precursor to adsorption. 

Gorte and Schmidt (21) have shown that desorption via a 11mobile precur­

sor11 intermediate can lead to a strong decrease in desorption temperature 

with increasing coverage for first-order desorption under some conditions. 

Since, by the principle of microscopic reversibility, adsorption and de­

sorption must occur by the same elementary steps, this could explain the 

apparent, strong dependence of desorption energy and pre-exponential factor 

on coverage previously observed for CO on Rh(lll) C!.1)· 

C. LEED 

Intensity-exposure measurement of the three LEED patterns [p(2x2), 

(13" x IJ)R30° and high coverage (2x2), hereafter referred to as (2x2)J ob­

served for CO adsorption on Rh(lll) at 100 K have been reported previously 

(!!). The p(2x2) was not discussed before. Further observation confirms 

that, though very weak, it is a reproducible feature of CO adsorption. It 

increases in intensity steadily from zero coverage suggesting island 

formation. For a p(2x2) superstructure, island formation is the result of 

an attractive third neighbor CO-CO interaction. The decrease in intensity 

of the p(2x2) structure is concomitant with the development of the 

(I! x 13")R30° structure (13" structure), and a superposition of the two 

patterns is briefly visible. The p(2x2) reaches maximum intensity at eCO = 

0.23, slightly less than the value of 0.25 expected for a p(2x2) structure. 

This is probably due to local development of the /3" structure before the 

surface is completely covered by the p(2x2) structure. 
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No new LEED patterns were observed for co-adsorbed hydrogen and CO. 

However, the clean surface CO structures do form, under some circumstances, 

with modified intensity during co-adsorption. The effect of exposing the 

different CO superstructures to hydrogen and the formation of the CO 

superstructures on hydrogen covered surfaces have been investigated by 

monitoring the intensity of the LEED beams as a function of exposure to 

either hydrogen or CO. 

Addition of hydrogen to the fully ordered (eCO = 0.23) p(2x2) 

structure causes a rapid decrease in intensity of the p(2x2) pattern. 

Similarly, addition of hydrogen to the fully ordered (eco = 0.35) 13 

structure causes a loss in intensity of the 13 pattern. Clearly, hydrogen 

atoms cannot occupy a position within either the p(2x2) or the /3" unit 

cell without perturbing the neighboring CO molecules. 

The effect of hydrogen on the /3 structure for coverages of CO less 

than one-third is illustrated in Fig. 6. The dashed line shows the inten-

sity-exposure behavior for CO adsorption on the clean surface. If exposure 

to CO is terminated before maximum ordering occurs, and followed by exposure 

to hydrogen, the solid curves result. At eCO = 0.25 and 0.30, hydrogen 

increases the amount of the ordered /3 structure on the surface. At 

eCO = 0.21, where only the p(2x2) CO structure is present, addition of 

hydrogen causes a transformation from the p(2x2) to the /3" structure. The 

maximum intensities obtained by addition of hydrogen are less than the 

maximum reached for CO adsorption above. The asymmetric decrease in inten­

sity with hydrogen exposure beyond the maxima is due to the decreasing 
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probability of adsorption of hydrogen (cf., Fig. 1). 

Addition of hydrogen to the partially ordered (eco < 0.23) p(2x2) 

structure does not increase the order as for the Y3"" structure. Rather, 

there is a steady loss of intensity which is slower for lower coverages 

of CO. 

Exposure to hydrogen caused no change in intensity of the partially 

ordered (eco = 0.5 and 0.7) (2x2) structure. This may be due to the 

small probability of adsorption of hydrogen when a high coverage of CO 

is present. 

The adsorption of CO onto a hydrogen precovered surface mimics ad­

sorption onto the clean surface, as shown in Figs. 7 and 8. In both 

figures, curve (a) represents the intensity-exposure behavior for adsorp­

tion onto the clean surface. Curves (b) - (e) are for CO adsorption onto 

a surface covered with increasing amounts of hydrogen. As on the clean 

surface, on a hydrogen-covered surface, CO first forms a p(2x2) structure 

which is quickly transformed to a /3"" structure. Then the final (2x2) 

structure is formed by continuous compression of the /3 structure. How­

ever, on the hydrogen covered surface, the CO structures form at lower 

coverage and with lower intensity than on the clean surface. 

4. Discussion 

A. Physical Nature of the Co-Adsorbed Overlayers 

The LEED results indicate that the structure of the mixed overlayer 

is considerably different depending on the order of adsorption of hydrogen 

and CO. The results of the thermal desorption experiments, together with 

the intensity-exposure behavior give a consistent picture of the co-adosrbed 

system. 
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In the case where CO is adsorbed first, followed by hydrogen, it 

has been seen that hydrogen disrupts both the p(2x2) and the /3 unit 

cells for CO. Yet, while hydrogen decreases the order of a partially 

ordered p(2x2) overlayer, it increases the order of the /3" structure for 

eCO less than one-third. The destruction of the p(2x2) CO structure 

occurs because of the hydrogen induced transformation to the /3'" structure. 

This raises the question of how hydrogen causes the transformation. If 

a hydrogen atom scattered electrons identically to a CO molecule (which 

is highly unlikely), addition of hydrogen could cause the transformation 

in the same way as addition of CO. However, in this case, addition of hydro­

gen should cause a maximum intensity equal to that for CO only, which is 

not observed. A second possibility is that a hydrogen atom attracts 

nearby CO molecules into a /3 structure around it. This requires that a 

hydrogen atom can occupy a /3 unit cell of CO without disturbing it, 

which is not the case. The final possibility, which is consistent with 

the experimental evidence~ is that a hydrogen atom added to a p(2x2) 

structure repels the nearby CO molecules. To reduce the repulsive inter­

action, the CO molecules move away, causing a local increase in density 

of CO and transformation to the higher density /3 structure. As more 

hydrogen is added to the overlayer, a significant surface area will be 

covered by the /3 structure. Some hydrogen undoubtedly will then adsorb 

within the ~areas, although the sticking probability for hydrogen should 

be lower in regions of higher density of CO, disrupting the /3" structure. 

Thus, the maxima in the solid curves in Fig. 6 probably do not correspond 

to complete ordering of CO in the /3'" structure. 

The nature of the CO-hydrogen repulsive interaction is of some 
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interest. If addition of hydrogen to the p(2x2) structure only disrupted 

the attractive third neighbor CO-CO interaction responsible for the 

p{2x2), disordering of the p{2x2) structure but not transformation to the 

13 structure would occur. A true repulsion between hydrogen and CO is 

required to cause the transformation. The existence of a true repulsive 

interaction is confirmed by the decrease in activation energy of desorption 

for hydrogen added to a CO overlayer. 

Geometrically, a hydrogen atom can be placed in the p(2x2) CO unit 
0 0 

cell in a position 3.1 A from each of three CO molecules or 2.7 A from 

each of two CO molecules. The hard core radius of CO, determined from 
0 

the distance of closest approach in the saturation structure is 1.55 A 

(14). The radius of a chemisorbed hydrogen atom is probably less than 
0 

0.75 A (22). Thus, the repulsive interaction between hydrogen and CO, at 

low coverages, must be a through-metal effect (23,24) rather than the 

result of orbital overlap. 

When CO is added to a hydrogen precovered surface, initial formation 

of the p(2x2) structure occurs readily. The intensity of the p(2x2) 

pattern for CO added to a hydrogen covered surface is compared to that 

for CO on a clean surface in Fig. 9. The smooth curve is the clean 

surface behavior. The points represent the maximum intensity for CO 

added to a surface with different coverages of hydrogen as in curves 

(b) - (e) of Fig. 7. The decrease in intensity for the mixed overlayer 

corresponds to less than 0.03 monolayer more disordered CO than on the 

clean surface for each precoverage of hydrogen. The amount of hydrogen 

on the surface (0.26 to 0.92 monolayer) would be enough to prevent the 

formation of any p(2x2) CO structure, if it were distributed uniformly. 
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The fact that p(2x2) CO structures do form with intensity comparable to 

that on the clean surface indicates that there is segregation of hydrogen 

and CO. 

The transformation of the p(2x2) CO structures on the hydrogen 

covered surfaces to /3 and then (2x2) structures undoubtedly takes place 

via addition of CO to the already existing ordered p(2x2) regions. At 

the same time, it is reasonable to assume that some CO adsorbs in regions 

of high hydrogen density in a random configuration that does not contribute 

to the LEED intensity. 

In Table 2, the coverages of CO at which the three structures reach 

maximum intensity are listed for different precoverages of hydrogen. In 

addition, the ratios of the coverages for the /3 to the p(2x2) and the 

(2x2) to the /3 structures are shown. On the clean surface, these ratios 

should ideally be 1.33 and 2.25, respectively. The experimental values 

for the clean surface are rather close to what is expected. Since both 

the number of disordered CO molecules and the excluded area they occupy 

are unknown for the mixed overlayers, the meaning of the ratios for the 

hydrogen covered surfaces cannot be determined quantitatively. However, 

the large values for the ratio when the p(2x2) is transformed to the /3" 

structure are significant. This indicates that the net CO coverage 

increases in the transformation far more than is needed to account for 

the structural change, even if the excluded area per disordered CO has 

decreased, i.e., more CO molecules are added than are needed to complete 

the transformation. The additional molecules either increase the size of 

the ordered CO region, or are added to the hydrogen region; in all like­

lihood, both processes occur. 
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The ratio of coverages for the v'3'" to (2x2) structural change is 

nearly invariant for all hydrogen coverages. This suggests that the 

excluded area for the disordered CO molecules has decreased during the 

transformation. Otherwise, the ratios for the hydrogen covered surfaces 

would have been lower. In addition (and possibly causing the smaller 

excluded area), additional CO may have been added as in the p(2x2) to If 

transformation. 

The mechanism for formation and growth of CO islands on a hydrogen 

covered surface deduced from these measurements is illustrated schematically 

in Fig. 10. The nucleation of an island is shown in Fig. lO(a). There, 

the initial chemisorption of a mobile precursor CO molecule causes migra­

tion of the relatively mobile (~) hydrogen atoms away from its vicinity 

due to the repulsive hydrogen-CO interaction. Other mobile precursor CO 

molecules adsorb preferentially near a chemisorbed CO, minimizing the CO­

hydrogen interaction and initiating island formation. As more CO adsorbs, 

statistically some nucleation sites will fail to develop. Pockets of CO, 

either lone molecules or small clusters, will then be trapped in regions 

of high hydrogen density. Similarly, some hydrogen atoms may be trapped 

in the growing CO islands. These trapped species are not shown in Fig. 10. 

The p(2x2) island is shown at maximum size in Fig. lO(b). At this point, 

when a mobile precursor CO encounters the island, addition of the molecule 

at the edge of the island, which would cause either a decreased CO-H dis­

tance or a decreased H-H distance, becomes energetically less favorable 

than addition of a CO to the interior of the island causing a decreased 

CO-CO distance. Transformation of the island to the /3 structure begins 

and is possibly accompanied by additional adsorption of CO into the 
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hydrogen region. The completion of the transformation is shown in 

Fig. lO(c). At this point, the energy balance changes in favor of island 

growth. The /3" island increases in size until, in Fig. IO(d), the increase 

in CO-H repulsive energy and the compression of the hydrogen layer become 

too unfavorable to allow further growth. Addition of CO into the island 

is still energetically feasible, and CO adsorption into the hydrogen 

region with displacement of hydrogen may take place also. Adsorption of 

CO continues until the island is completely transformed to the high cov­

erage (2x2) structure, shown in Fig. lO(e). 

B. Relationship to Catalytic Behavior 

The segregation of CO and hydrogen observed at 100 K, of course would 

not persist at high temperatures where effects of entropy dominate. Thus, 

there would not be an appreciable effect on the catalytic behavior of 

rhodium due to segregation. However, the repulsive interaction between 

hydrogen and CO is a microscopic, not a macroscopic, property and will 

occur regardless of the temperature or degree of segregation. This repulsion 

could decrease the probability of direct reaction of hydrogen and CO on Rh 

as compared to other metals for which the interaction is not repulsive. 

Few studies resulting in direct information on the nature of the 

CO-hydrogen interaction have been reported. There is apparently a weak 

attractive interaction between hydrogen and CO on Pd(llO) (~). On Ir(llO), 

there appears to be little or no direct interaction (26). Correlation of 

such studies with those concerning the fonnation of complexes of CO and 
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hydrogen (lQ - .lf., ~) may be useful in detennining the details of the reac­

tion mechanisms for the hydrogenation of CO over transition metals. 

5. Synopsis 

(1) Adsorption of CO on Rh(lll) proceeds via a physically adsorbed inter-

mediate, a mobile precursor to adsorption. 

(2) There is a strong repulsive interaction between co-adsorbed CO molecules 

and hydrogen atoms on rhodium. This results in partial segregation of 

hydrogen and CO following adsorption of CO onto an adlayer of hydrogen 
0 

at 100 K. The interaction is apparent at distances up to 2.7 -3.l A, 

indicating that it is a through-metal effect. At smaller distances, of 

course, orbital overlap may be important. 
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Appendix 

Derivation of Adsorption Kinetics Using the First-Order Mobile Precursor 

Model (20) 

Each molecule impinging upon the surface has a probability of enter­

ing a physically adsorbed state above either a filled or an empty site. Its 

subsequent behavior is governed by a set of probabilities: 

Pa _ The probability that a molecule, physically adsorbed above an 

empty site, chemisorbs in that site. 

Pb - The probability that a molecule above an empty site desorbs. 

P' b - The probability that a molecule above a f i 11 ed site desorbs. 

p -c The probability that the physically adsorbed molecule diffuses 

to a position above_ another site. 

On the clean surface, the frequency of encounter of empty sites is 1 - e; 
the frequency of encounter of filled sites is e. Thus, a newly physically 

adsorbed molecule has a probability pl = p (1 - e) of chemisorbing, a a 

Pbl = Pb(l - e) + Pbe of desorbing, and Pel = 1 - Pal - Pbl of diffusing 

to another site. If it diffuses, it then has probability, Pa2 = Pclpal of 

chemisorbing, etc. Summation of the probabilities of chemisorption, Pal' 

Pa2, .... , then leads to 

where 
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and E is the exposure. 

On a hydrogen covered surface, the frequency of encounter of empty 

sites is es - e, where es = 1 ~ aeH and a is a constant of proportionality. 

The frequency of encounter of filled sites is 1 - es+ e. Therefore, on 

a hydrogen covered surface, the newly physically adsorbed molecule has 

probability Pal = Pa(es - e) of chemisorbing, Pbl = Pb(es - e) + 

Pb(l - es + e) of desorbing, and Pel = 1 - Pal - Pbl of diffusing to 

another site. In this case, surrmation of the probabilities of chemisorption 

leads to 

where 
P' b 

P' b 

p + p - P' a b b 

A A 

e -s e 
" 

c2 + es - e 

This reduces to the clean surface equation in the limit of zero coverage of 

hydrogen. 



56. 

References 

1. M.A. Vannice, Catal. Rev . ..!i, 153 (1976). 

2. G. C. Bond, Catalysis by Metals, Academic Press, New York, 1962. 

3. J. A. Rabo, A. P. Risch and M. L. Pontsma, J. Catal. 53, 295 (1978). 

4. M. Araki and V. Ponec, J. Catal. 44, 439 (1976). 

5. R. D. Kelley, T. E. Madey and J. T. Yates, Jr., J. Catal. 50, 301 

( 1977). 

6. T. E. Madey, D. W. Goodman and R. D. Kelley, J. Vacuum Sci. Technol. 

]i, 433 {1979). 

7. R. D. Kelley, T. E. Madey, K. Revesz, J. T. Yates, Jr., Appl. Surface 

Sci . ..!_, 266 (1978). 

8. B. A. Sexton and G. A. Somorjai, J. Catal. 46, 167 (1977). 

9. D. J. Dwyer and G. A. Somorjai, J. Catal. g, 291 {1978}. 

10. K. Kraemer and D. Menzel, Ber. Buns. Ges. "]J_, 649 (1975). 

11. V. H. Baldwin and J. B. Hudson, J. Vacuum Sci. Technol. ~' 49 (1971}. 

12. J. C. Bertolini and ·s. Imelik, Surface Sci. 80, 586 (1979). 

13. J. T. Yates, Jr., P. A. Thiel and W. H. Weinberg, Surface Sci. 

84' 427 (1979). 

14. P. A. Thiel, E. D. Williams, J. T. Yates, Jr. and W. H. Weinberg, 

Surface Sci. 84, 54 (1979). 

15. D. G. Castner, B. A. Sexton and G. A. Somorjai, Surface Sci. Z1._, 519 

(1978). 

16. M. A. Vannice, J. Cata 1. l?_, 449 (1975). 

17. D. R. Sandstrom and S. P. Withrow, J. Vacuum Sci. Technol. 14, 748 

{1977). 



57. 

18. C.-M. Chan, P.A. Thiel, J. T. Yates, Jr. and W. H. Weinberg, 

Surface Sci. 76, 296 (1978). 

19. C.-M. Chan, R. Aris and W. H. Weinberg, Appl. Surface Sci. l, 360 

(1978). 

20. P. Kisliuk, J. Phys. Chem. Solids 1, 95 (1957). 

21. R. Gorte and L. D. Schmidt, Surface Sci. 76, 559 {1978). 

22. K. Christmann, R. J. Behm, G. Ertl, M. A. Van Hove and W. H. Weinberg, 

J. Chem. Phys. 70, 4168 (1979). 

23. T. B. Grimley and M. Torrini, J. Phys. C §_, 868 (1973). 

24. T. Einstein and J. R. Schrieffer, Phys. Rev. B ]_, 3629 {1973). 

25. H. Conrad, G. Ertl and E. E. Latta, J. Catal. 35, 363 (1974). 

26. D. E. Ibbotson, T. S. Wittrig and W. H. Weinberg, in preparation. 

27. J. T. Yates, Jr., S. D. Worley, T. M. Duncan and R. W. Vaughan, 

J. Chem. Phys. 70, 1225 (1979). 



58. 

Table Captions 

Table 1: Parameters for adsorption of CO onto hydrogen covered surface. 

eH is the initial coverage of hydrogen. es is the saturation 

coverage of CO. de/dE is the slope of the linear region of the 
A 

8CO - E curve. 

Table 2: Absolute coverages of CO at the points of maximum intensity for 

the three CO structures at different initial coverages of hy­

drogen. 

(a) Ratio of the coverage in the /3 structure to that in the 

p(2x2). 

(b) Ratio of the coverage in the (2x2) structure to that in 

the /3. 
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Table 1 

A 

A A de L-1 eH es dE ' 
0.0 1.0 0.30 

0.42 0.71 0.25 

0.58 0.57 0.23 

0.75 0.40 0.20 

0.92 0.28 0.16 

0.99 0.22 
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Table 2 

eH 6
p(2x2) 
co 

e/3 
co 6

(2x2) 
co [ -13 ] (a) R p (2x2) (b) Ru~2)1 

0.0 .231 
.346 .75° 1.52 2.13 

o.26 .147 
.60° 

0.42 .114 .247 .536 2.17 2.17 

o.58 .092 
.204 .43° 2.22 2 .11 

0.75 .069 
.143 . 302 2.07 2.11 

0.92 .o4° .075 .207 1.88 2.76 
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Figure Captions 

Fig. 1: Coverage-exposure behavior for adsorption of hydrogen at 

approximately 100 K. Circles correspond to adsorption onto 

the clean surface. (Open and closed circles represent data 

taken on two different crystals.) Triangles correspond to 

adsorption onto a surface with 0.21 monolayer of CO present. 

Fig. 2: Desorption parameters for hydrogen. Ed is the activation energy 

for desorption. v~2 ) is the pre-exponential factor of the de-

sorption rate coefficient. ns is the number density of hydrogen 

at saturation. Circles represent desorption from the clean 

surface. Triangles represent desorption from the surface with 

0.21 monolayer of CO present. Straight lines are drawn 

according to a linear least squares fit to the data. 

Fig. 3: Coverage-exposure behavior for adsorption of CO onto the 

surface with varying amounts of hydrogen present. Adsorption 

temperature is approximately 100 K. Data points at BCO < 0.5 

Fig. 4: 

for adsorption on the clean surface have been omitted for clarity 

(see Fig. 4). Open and closed circles represent data from two 

different crystals. 

Comparison of coverage-exposure data with curves predicted by 

first-order Langmuir and mobile precursor adsorption kinetics. 

Open and closed circles are data points for adsorption onto a 

clean surface as in Fig. 3. Stars are data points for ad­

sorption onto a surface precovered with 0.58 of the satura­

tion coverage of hydrogen. 
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Comparison of the apparent initial slope (see text) of the 

coverage-exposure curve for two models of adsorption with 

the experimental values. 

Fig. 6: LEED intensity as a function of exposure for the /3' structure. 

Dashed line shows the result of exposing the clean surface to 

CO. Solid lines show the results of terminating CO exposure at 

various coverages and initiating exposure to hydrogen. TRh is 

approximately 100 K. Intensities are normalized to unity at 

the maximum intensity of the /3' structure on the clean surface. 

Fig. 7: LEED intensity as a function of exposure to CO for the two (2x2) 

structures on a surface covered with varying amounts of hydrogen. 

(a) e = o H (d) eH = 0.58 

(b) 
A 

(e) SH = 0.75 eH = 0.26 
A 

(c) eH = 0.42 

Intensities are normalized to unity at the maximum intensity of 

the /3' structure on the clean surface. 

Fig. 8: LEED intensity as a function of exposure to CO for the /3" 

structure on a surface covered with varying amounts of hydrogen. 

Fig. 9: 

(a) 

(b) 

(c) 

e -H -

e = H 
e = H 

0 

0.42 

0.58 

(d) eH = 0.75 

(e) eH = 0.92 

Intensity as a function of coverage of CO for the p(2x2) structure 

on the clean (solid line) and hydrogen covered (points) surface. 

The points represent the intensity at the maxima of the p(2x2) 

curves in Fig. 7, normalized to the maximum intensity on the clean 

surface. Each point is the result of an average of two to five 

measurements. 
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Fig. 10: Schematic illustration of adsorption of CO onto a surface 

covered with hydrogen. Open circles are rhodium atoms with 
0 

d = 2.7 A. 
0 

Shaded circles are CO molecules with d = 3.1 A. 

Shaded circles with arrow are physically adsorbed, mobile pre­

cursor CO molecules. Solid circles are H atoms with d = 1.5 ~ 

(estimated). Adsorption sites shown have been chosen arbitrarily. 

Hydrogen and CO trapped in the "wrong" regions are not shown for 

clarity. See text for discussion. 
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An important and intriguing problem in surface science is the reconstruction of 
the surface layers of atoms with respect to the bulk structure. This phenomenon 
has been observed for the (110) surface of Ir, Pt and Au [1-3], which all recon­
struct into a (1X2) structure. Recently, experimental and theoretical work has 
been carried out to determine the structures of the clean (1 X 2)- and oxygen stabi­
lized (1 X I )-(110) surfaces of Ir [ 4-7]. As a complement to and an extension of 
this work, a study of the interaction of sulfur with the reconstructed Ir(l 10) sur­
face has been undertaken. The structural analysis of the clean reconstructed 
Ir(l 10)-(1 X 2) surface showed that the missing row model with a topmost inter­
layer spacing of 1.22 ± 0.07 A is the preferred structure [ 4,5, 7]. It is this surface 
on which the overlayers of sulfur were adsorbed. 

The experiments were carried out in a UHV system which has been described 
previously [6]. Sulfur was introduced onto the surface by exposure to H2S gas (cp. 
grade, 99.5% purity). The presence of sulfur on the surface was monitored by 
.Auger Electron Spectroscopy (AES). Even at saturation coverages of sulfur (expo­
sure ~35 L H2S, where 1L:i:10-6 Torr sec), the intensities of the Ir transitions in 
the Auger spectrum were nearly unattenuated. It was found that the sulfur could be 
removed from the surface by heating the crystal briefly in vacuum at 1600 K. As 
this treatment caused some carbon to migrate to the surface, the crystal was then 
cleaned by heating in 5 X 10 -s Torr of oxygen at 950 K, followed by flashing to 
1630 Kin vacuum. 

A series of Low-Energy Electron Diffraction (LEED) patterns was observed 
upon exposure of the crystal to H2S at 350 K. A (2 X 2) pattern with the (~(2n + 1) 

a Supported by the National Science Foundation under Grant No. DMR77-14976. 
b National Science Foundation Predoctoral Fellow. 
c American Vacuum Society Predoctoral Scholar. 
d Alfred P. Sloan Foundation Fellow, and Camille and Henry Dreyfus Foundation Teacher­

Scholar. 
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O) beams absent was observed at low exposures and reached its maximum intensity 
after an exposure of 4 L H2S. This pattern is illustrated in fig. 1. The intensity of 
this LEED pattern was not changed after heating to temperatures as high as 1200 K 
and then cooling back to 350 K. This indicates that either no hydrogen is left on 
the surface at 350 K, or that it is in a disordered state that does not affect the 
LEED pattern. As the exposure to H2S was increased above 4 L, the "extra" 
(2 X 2) beams disappeared leaving the original beams of the ( 1 X 2) structure. Mean­
while, a streaky, diffuse pattern developed between the rows of the (1 X 2) pattern. 
Heating the crystal to 950 K after an exposure to 8 L H2S caused the diffuse pat­
tern to transform into a weak c(2 X 4) one. At higher exposures to H2S (up to 
35 L), a more intense c(2 X 4) structure with streaks parallel to the y-axis and 
located at x = !(2n + 1) was observed after heating to 950 K. Comparison of the 
amplitude of the S transitions in the Auger spectra shows that the coverage at satu­
ration is approximately twice that at the maximum intensity of the (2 X 2) pattern. 
Work is in progress to determine quantitatively the relative coverages corresponding 
to these LEED patterns, as well as the adsorption and desorption kinetics using 
thermal desorption mass spectrometry. 

The observation that the (1 X 2) substrate beams remain bright and sharp 
throughout the growth and disappearance of the (2 X 2) pattern suggests that the 
adsorption of sulfur does not cause the Ir(l 10) surface to relax from the recon-

• 0 • 0 • (0~) 
2 

• 0 • 0 • (01) (11) 

• 0 • 0 • 
(0..!..) 

2 
(.!..!.) 

2 2 

• • • (00) (10) 

• 0 • 0 • 
• 0 • 0 • 

l~ 0 • 0 • 
x 

Fig. 1. plgl-(2 X 2) LEED pattern observed after exposure of lr(ll0)-(1 X 2) to 4 L H2S at 
350 K. Solid circles indicate substrate (1 X 2) beams, open circles the "extra" beams due to the 
(2 X 2) structure. 



77. 

E.D. Williams et al. /Adsorption of sulfur on Jr 

x=O 

Ir(llO)- (lx2) 
missing row model 

x=I x=2 

L311 

Fig. 2. Location of glide planes (- - -) for a plgl or p2mg-(2 X 2) unit cell on the Ir(l 10)­
(1 X 2) surface (missing row model). Open circles indicate first and third layer Ir atoms; shaded 
circles, second layer Ir atoms. 

structed (1 X 2) form. This, together with the occurrence of the missing beams in 
the (2 X 2) pattern, allows the structure corresponding to the (2 X 2) pattern to be 
delimited. 

The absence of certain beams at all incident electron energies indicates destruc­
tive interference due to equivalent scatterers within the (2 X 2) unit cell. Specifi­
cally, the extinction of the (!(2n + 1) O) beams indicates a surface structure of 
either Plgl or p2mg symmetry [8]. Both of these symmetries include glide planes* 
parallel to the x-axis and located at y = 0, 1 and 2 within the unit cell. Due to the 
low symmetry of the (1 X 2) surface, as illustrated in fig. 2 for the missing row 
model for Ir(l 10)-(1 X 2) [4], there is only one possible set of locations for these 
glide planes. This restriction is equally valid for any other model of the recon­
structed (1 X 2) surface. 

For the plgl symmetry, there are two atoms within the unit cell, located at 
(x, y) and (1 + x, ji), withx andy such that the glide planes are the only symmetry 
elements of the structure. A posssible plgl-(2 X 2) structure is shown in fig. 3. In 

* A glide plane indicates invariance under the operation: translation parallel to the plane by 
one-half the length of the [ (2 X 2)] unit cell, followed by reflection across the plane. 
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p1g1-(2X2) 
Son Ir(llO)- (lx2) 

I 
x=O 

I 
x= I 

I 
x=2 

Fig. 3. A possible plgl-(2 X 2) structure for sulfur on lr(ll0)-(1 X 2). Sulfur atoms (cross­
hatched) are shown with a hard sphere radius of 1.7 A [9]. The radius of an Ir atom is 1.36 A. 
Sulfur atoms are located at (x, y) and (1 + x, ji). Translating the S atoms to (x, y), (1 + x, ji) 
results in an equivalent (mirror image) domain of the structure shown. 

this illustration, the S atoms are prevented from occupying the sites on the "missing 
row" by S-S interactions. 

Either two or four atoms per unit cell are allowed for the p2mg structure. The 
four-atom structure (which would correspond to a fractional coverage of unity) is 
considered unlikely on the basis of the evidence that much higher coverages of S are 
possible than that required for the (2 X 2) structure without attenuation of the Ir 
Auger signals. In the case of two atoms per unit cell, the S atoms would be located 
so that a mirror plane parallel to the y-axis runs through each S atom. Two possible 
p2mg structures are shown in fig. 4. The structures depicted would arise if S atoms 
with a covalent radius of 1.0 A (9] were adsorbed in the threefold sites of the ter­
races of(l 11) planes exposed by the missing row. Other p2mg structures, generated 
by changing the y-coordinates shown in fig. 4a and b, are also plausible. For 
instance, a structure similar to that shown in fig. 3 but with a p2mg symmetry 
would be a reasonable hypothesis. 

In an attempt to distinguish between the possibility of a p lgl and a p3mg sym-
11J.etry., the intensity versus voltage (L..,J') profiles for two sets of corresponding 
beams in three quadrants were measured. As shown in fig. 5, the I-V spectra for 
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I I I 

x=O x= I x=2 
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p2mg-(2x2) structures 
S on Ir ( I I 0 )-(Ix 2) 
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L313 

Fig. 4. Two possible p2mg-(2 X 2) structures for sulfur on Ir(ll0)-(1 X 2). The inner circle on 
the S atoms shows the covalent radius of 1.0 A (9]. (a) S located in three-fold site formed by 
two top layer and one second layer Ir atoms. (b) S located in three-fold site formed by one top 
layer and two second layer Ir atoms. 
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Fig. 5. LEED I- V spectra showing the equivalence of corresponding beams in three quadrants. 
(a) The (!, !) beams. (b) The(~,!) beams. 
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the three beams of each set are identical. If the (n/2, ±m/2) beams had had differ­
ent I- V spectra than the (-n/2, ±m/2) beams, it would have shown that one do­
main of a plgl structure (see caption, fig. 3) predominated on the surface [10]. 
Since the 1-V spectra are the same, it is not possible to determine which of the two 
symmetries is present, as the observed equivalence could be due either to equal rep­
resentation of the two domains of a plgl structure or to a p2mg structure. 

Therefore, symmetry considerations allow the structure of the (2 X 2) sulfur 
overlayer on the reconstructed Ir(llO) surface to be limited to one of three pos­
sible types. The three types are the following: (1) a p lgl structure with sulfur 
atoms at (x, y), (1 + x, y), x =I= 0, ~ or 1, y =I= 0, ~ or 1; (2) a p2mg structure with 
sulfur atoms at 0, y ), (t, y), y i= 0, ! or 1; and (2) a p2mg structure with sulfur 
atoms at (0, y) (1, ji), y i= 0, ! or 1. Structures with reasonable values for the x (in 
the case of the plgl) andy coordinates of the sulfur atoms are shown for the three 
types in figs. 3 and 4. Of the three, the p 1 gl seems the least likely, as it would 
require unsymmetrical interactions of the S atoms with neighboring Ir atoms. The 
structures shown in fig. 4a and b seem quite plausible, as S is known to adsorb in a 
three-fold site on Ni(l 11) [ 11]. 

A determination of the correct model of the three described above and of the 
coordinates of the S atoms within that model, will be made by a dynamical analysis 
of the LEED I- V beam profiles [ 12]. 
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Abstract 

In an attempt to determine the influence of the presence of adjacent 

islands on LEED beam profiles, an excluded area model has been proposed to 

describe the relative positions of ordered islands on a crystal surface. On 

the basis of this model, overlayers of different island density have been 

created on a finite lattice using a simple computer algorithm. The LEED 

from these overlayers has been calculated kinematically. Although the 

placement of the islands is not random, this does not perturb the LEED beam 

profile observably. Therefore, the kinematically diffracted intensity depends 

solely on the distribution of island sizes. Using this result, the intensity and 

half-width as functions of coverage have been calculated for one model of 

island growth. 
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1. Introduction 

An attractive interaction between adatoms, • in combination with site­

specific bonding, will give rise to the formation of ordered islands of adsor­

bate at small coverages if the temperature is sufficiently low. Evidence for 

such island formation has been observed in many experimental systems 

(1 - 5). To understand the thermodynamics and the adsorption and 

diffusion kinetics in an overlayer that contains islands, it is necessary to 

know the degree of order and the size and distribution of the islands ( 8). In 

principle, this information can be obtained using Low-Energy Electron 

Diffraction (LEED). Specifically, the shape of the diffracted electron beam is 

determined by the size and distribution of ordered regions of scatterers on 

the surf ace ( 7 - 15). A great deal of recent work concerning the quantita­

tive analysis of LEED beam profiles has concentrated on the effects of sur­

f ace steps on the diffracted beam ( 1 0, 13, 14). 

It is easy to show that if the positions of ordered islands in an overlayer 

are random, then the fractional order beam profiles are equal to the 

weighted sum of the profiles of the individual islands on the surface ( 7, 15). 

(An alternative derivation of this result is presented in the Appendix.) How­

ever, if the island positions are not random, but correlated with one another, 

this simple result will not hold as shown by the well-known phenomenon of 

beam splitting and streaking due to antiphase domains in overlayers 

(8,9,11,15). For the correct determination of island size from LEED meas­

urements, it is imperative to understand the effect of the distribution of 

island positions on the beam profile. To this end, a model for island position 

distribution is developed, and one- and two-dimensional overlayers based on 

• The term "adatom" will be used to refer to any adsorbed species, atomic or molecular. 
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this model are generated. The LEED beam profiles for these overlayers are 

calculated kinematically to determine the effect that different degrees of 

correlation between island positions have on the profiles. 

2. :Uodel for Island Formation 

A detailed description of overlayer formation would require a full molecu­

lar dynamics calculation taking into account the adsorption mechanism, gas 

pressure, surface temperature, adatom diffusion rate and substrate defect 

concentration. However, a qualitative understanding of the overlayer struc­

ture is possible from simple physical considerations. Computations of the 

LEED behavior from model overlayers based on such a qualitative under­

standing can be used to determine the amount of information available via 

LEED concerning the structure of the overlayer. For this purpose, an 

excluded area model of overlayer formation is proposed for overlayers in 

which there is island formation due to attractive interactions between 

adatoms. 

During the early stages of over layer formation, it is reasonable to assume 

that the atoms adsorb into sites of random position, but identical environ­

ment with respect to one another (i.e. bridge, on-top, etc.). Exceptions to 

this assumption are molecules with an extremely small probability of adsorp­

tion, or those that adsorb via a mobile precursor. For islands to form, some 

mobility of the adatoms following adsorption is required. If the adatoms are 

sufficiently mobile, they will move randomly about the surface until each (a) 

encounters another adatom and forms a pair (due to an attractive interac­

tion) which has reduced mobility and will serve as a nucleus for an island; 

(b) is trapped at a defect, again forming an island nucleus; or (c) encounters 
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an already nucleated island and joins it. Statistically, those adatoms that 

adsorb initially near an island nucleus are more likely to join the preexisting 

island than to form a new nucleus. In a sense, then, once an island begins to 

form it acts as a sink for adatoms that adsorb nearby. For this reason, the 

distribution of island positions will not be random, but it will be governed by 

a weak excluded area effect. That is, there will tend to be a minimum dis­

tance between island centers. This minimum distance will be related to the 

mobility of the adatoms (which in turn may be limited by surface defects). 

Highly mobile adatoms may move long distances before joining an island and 

thus will form overlayers in which the islands are far apart. If the adatoms 

are of low mobility, small, closely-packed islands will result. 

A computer algorithm was formulated to create island position distribu­

tions based on this excluded area model. Initially, a large number of 

adatoms was placed on a lattice representing the substrate at coordinates 

chosen using a random number generator. A section of the lattice, with the 

initial positions represented by x's is shown in Fig. 1. To determine island 

positions, this initial set of random adsorption sites was treated as follows. A 

subset of the sites was chosen arbitrarily, and all adatom positions within a 

distance rmin of each chosen site were found. The average position of the 

sites in each group was taken as a new site, and the original adatom posi­

tions were eliminated. This procedure was continued until all sites were 

separated by a distance of at least rm.in· The "motion" of adatoms to a final 

nucleation site via this process is illustrated schematically by the arrows in 

Fig. 1. Once the island positions were fixed in this way, islands of any size, as 

shown by the circles in Fig. 1, could be placed on the lattice to form the over­

layer. This algorithm was not meant to simulate island nucleation 

rigorously, but to provide an overlayer conforming to the excluded area 
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concept discussed above. 

Island position distributions were created on 4000 x 4000 hexagonal lat­

tices for three different values of rm1n: 70, 35 and 21 substrate lattice spac­

ings. Each set of island positions is characterized by the values of distances 

between nearest neighbor islands, as shown in Fig. 2. The histograms 

represent the probability of finding the nearest neighbor island at a dis­

tance, r, in any direction. Each histogram shows the average results from 16 

to 36 independently created position distributions. Curve (a) is the result 

for a large value of rmin• which gives rise to a low density of islands. Curves 

(b) and (c) represent increasing densities of islands resulting from smaller 

values of r min· 

The rigid cutoff of the probability curves at rmin is nonphysical. In a real 

overlayer. a gradual tailing off at small values would occur. The use of this 

sharp cutoff causes a greater degree of long-range order in the island posi­

tions than would otherwise occur. Since the order of the island positions, as 

well as the order within the islands, determines the electron diffraction, the 

beam profiles for these caiculated overlayers will have a greater dependence 

on the island position distribution than would occur for a physical overlayer. 

3. Calculations of Beam Profiles 

To determine the effect of an excluded area type distribution of island 

positions on the electron diffraction, LEED beam profiles were calculated for 

infinite one-dimensional and finite two-dimensional overlayers with the 

island position distributions shown in Fig. 2. In the one-dimensional case, 

the ordered islands had a structure of one scatterer on every third lattice 
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site. A (""3 x ..J3)R30° structure was used for the islands in the two-

dimensional case. 

Given the probability distribution for nearest neighbor island positions, 

the LEED beam profile can be calculated for a one-dimensional overlayer as 

has been shown by Houston and Park (9,10). In the case where all the 

islands are the same size and structure, the relevant equation is 

(1) 

where Ir(K) is the beam profile for a single island of sizer; p 1(r) is the nor-

malized probability of finding the nearest neighbor island at a distance r; 

while F and F* refer to the Fourier transform and its complex conjugate. 

The LEED beam profile calculated in this way using the probability distri­

bution of Fig. 2(c) is shown in Fig. 3. The dashed line represents the beam 

profile for the overlayer, and the solid line shows the profile for a single 

island. It is apparent that placing the islands in the one-dimensional array 

has very little effect on the beam profile. The beam profiles for arrays based 

on the distributions of Fig. 2(a) and (b), showed even smaller (but higher fre-

quency) deviations from the single island beam profiles. These results are in 

contrast to results for islands separated by domain boundaries, where beam 

splitting was found for a similar distribution of nearest neighbor distances 

(9). The reason for the difference is that in this case the phase (domain) of 

each island is determined independently of the phase of adjacent islands. 

Only if adjacent islands are required to be out of phase does beam splitting 

occur for probability distributions of the width used here. 

For a two-dimensional overlayer, the effect of the island position distribu-

tion on the beam profile should be even weaker than in one dimension due to 
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the extra degree of freedom. In other words, the probability distribution for 

finding the nearest neighbor island in any one direction on a two-

dimensional overlayer will be broader and flatter than the distributions 

shown in Fig. 2. The beam profiles for two-dimensional arrays of islands were 

calculated directly using the island positions created as described in Section 

2. The calculations can be done quite efficiently using the fact that the posi-

tions of all the scatterers in the overlayer can be represented as the convolu-

tion product 

L (r) = Dr(r) • Lr(r) 
r 

(2) 

where L (r) is a net of delta functions at the position of each scatterer in the 

overlayer; jr(r) is a net of delta functions at the position of each scatterer 

within an island of size r; lr(r) is a net of delta functions representing the 

positions of all islands of size I'; and •represents the convolution product. 

The kinematic intensity is the absolute square of the Fourier transform of 

the positions of the scatterers. Using Eq. (2) and the property that the 

Fourier transform of a convolution product gives rise to a product of Fourier 

transforms, the intensity can be expressed as 
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I (K) = I 11' [ir(r)] x F [lr(r)] I 2 (3) 
r 

This equation shows that the total diffracted intensity results from two 

separable terms. One term arises from the positions of the scatterers within 

the individual islands. The second depends only on the absolute positions of 

the island centers. This separability is useful in understanding the physical 

effects that determine diffraction from overlayers with islands. 

Computations were first performed for overlayers in which all the islands 

were the same size. Somewhat surprisingly, it was found that the beam 

profiles calculated for individual 4000 x 4000 lattices were very noisy. The 

noise is believed to occur because a single lattice is not sufficiently large to 

represent a true statistical distribution of island positions. A similar effect 

has been seen in computer simulations of the LEED profile for a finite lattice 

with random displacements ( 12). To determine the beam profile, it was 

necessary to average the results for a large number (between 16 and 36) of 

overlayers. The criterion that beam profiles in different directions be the 

same was used to determ.ine the extent of averaging required. More exten-

sive averaging would reduce the noise level at the cost of greatly increasing 

the computational time. 

The results of the computations for overlayers with all islands the same 

size are shown in Fig. 4. The points in the curves show the calculated beam 

profiles for three overlayers of absolute coverage approximately 0.07, with 

island position distributions corresponding to Fig. 2. The solid curves each 

represent the beam profile for a single island of the size present in that over­

layer. The normalization factor for comparing the single island profiles to 

the overlayer profiles is the number of islands on the surface. To within the 

noise of the computation, the overlayer profile is identical to the single 
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island profile. This indicates that in spite of the excluded area constraint on 

the island positions, the island centers are acting as a randomly distributed 

set of scatterers that contribute a homogeneous background of constant 

intensity ( 12). The intensity profile due to a single island is then just multi­

plied with this background as in Eq. (3) to give the overall beam profile. 

Beam profiles were also calculated for overlayers containing islands of 

different sizes. For a chosen distribution of island sizes, the smallest islands 

were placed at positions that had the closest neighbor islands, and similarly 

for increasing island sizes. Representative results of these calculations are 

shown in Fig. 5. Again, the points show the result of the computation. The 

solid lines were calculated according to 

I (K) = N If(r) Ir(K) (4) 
r 

where N is the number of islands, and P(r) is the probability of occurrence 

of an island of size r. This equation can be derived rigorously, given the 

assumptions that the islands are distributed randomly ( 7, 15) and that the 

distributions for islands <?f different size are independent. As shown in the 

Appendix, the cross terms in islands of different size that arise from an 

expansion of Eq. (3) contribute intensity only in the specular direction, given 

these assumptions. It can be seen in Fig. 5 that, as before, the island distri-

bution does not affect the shape of the beam profile. As mentioned in Sec-

tion 2, the calculated island distributions used here should have a stronger 

influence on the beam profile than would a physical distribution. This result, 

therefore, can be extrapolated safely to physical systems. 

The peak intensity of a diffraction beam for an island containing Nr 

ordered scatterers is N/, Therefore, the largest islands will influence the 

shape of the beam profile most strongly. Empirically, it has been found that 
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the full-width at half-maximum, W, of a beam profile for an overlayer. of 

mixed island sizes can be approximated by 

°}f(r) NP Wrl 
r r 

°}f(r) NP (5) 

where Nr is the number of scatterers in an island of size r; and Wr is the 

FWHM for a beam profile from an island of sizer. Comparison of the FWHM 

calculated using this approximate expression and that determined from 

profiles calculated according to Eq. 4 has been carried out for twenty arbi­

trary distributions and ten ball-in-urn distributions (next section). The com­

parison was quite favorable with the values from Eq. (5) ranging from 1 to 

10% higher than those from Eq. (4), for values of the FWHM from 0.01 to 0.06 

1. s.-1. 

From Eq. (5), it is clear that an experimental determination of the FWHM 

will not refer to the mean island diameter on the surface but will be weighted 

heavily to the largest islands present. To the extent that the effects of multi­

ple scattering (13,16) and instrumental limitations (17,18) allow, a detailed 

analysis of the line shape according to Eq. (4) can provide more information 

concerning the size distribution. In particular, a distribution containing 

many small islands will give rise to broad wings on the beam profile. 

4. Coverage Dependence of Beam Profiles 

LEED intensity as a function of coverage is frequently measured experi­

mentally. Given a model for the island size distribution as a function of cov­

erage, Eq. (4) can be used to calculate the beam profile and relative kinemat­

ical intensity at different coverages. For comparison with experiment, the 

calculated profile must be convoluted with the appropriate instrument 



92. 

response function (17,18). 

A model for island nucleation and growth should account for the forma-

tion of new islands with decreasing frequency as coverage increases, and an 

increasing mean island size with coverage. These characteristics can be 

described to zeroth order with a ball-in-urn model. The ''urns" are island 

nucleation sites, of which there will be a characteristic number, M. depending 

both on the nature of the surf ace and the adsorbate. During adsorption, the 

adatoms will be distributed randomly among these sites. The number of 

ways that a given number of adatoms, n, can be distributed among the M 

sites is ( 19) 

0 (M,n) = (M - 1 + n)! 
(M - 1)! n! 

(6) 

The number of times that a nucleation site is occupied by an island contain-

ing l adatoms for all 0 (M,n) configurations is 

, _ (M - 2 + n - l )! 
0 (M,n,l) - M (M _ Z)! (n - l)!. (7) 

The frequency of observing an island of size l then is 

F(l) = 0' (M,n,l) IM 0 (M,n). (8) 

According to this model, the most frequently occurring single island size is 

l = 0. The most probable size island for a given adatom to be in, however, is 

lRi n/ M (for n >> M). 

To predict the coverage dependence of the LEED behavior according to the 

ball-in-urn model, a finite number of island sizes was chosen. The probability 

of occurrence of each size was calculated based on Eq. (B) for different 

values of n. The island site density was chosen to be M = 3800 sites on a 

4000 x 4000 lattice. Once the set of probabilities was determined, Eq. (4) was 
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used to calculate the beam profile. The calculations were carried out up to 

an absolute coverage of 0 = 0.137. The optimum coverage for the 

(..J3 x ..J3)R30° structure is 0 = 0.333, so at 0 = 0.137 somewhat less than 

half the surface is covered by islands. At this extent of coverage, experience 

from the computer calculations of Section 3 has shown that adjacent islands 

begin to coalesce. When this happens, neither the model for island growth 

nor the assumption of round islands is valid any longer. 

To simulate the effect of instrumental broadening, the calculated profiles 

were convoluted with Gaussian functions of different widths. The property 

that the beam is isotropic was used to carry out a full two-dimensional con­

volution (20). The values of the intensity at Ab•= 0 [the center of the 

..J3 x ..J.3)R30° beam] for different instrumental widths are plotted as a func­

tion of coverage in Fig. 6. Each curve has been independently normalized to 

unity at 0 = 0.137. In Fig. 7, the corresponding widths of the beams are 

shown. It is clear, as has been pointed out previously (17,18), that instru­

mental broadening is a major barrier to extracting information concerning 

the overlayer. Even without broadening, however, Eqs. (4) and (5) remain 

only two equations in many unknowns [the set P(r)]. Comparison of calcu­

lated curves, as in Figs. 6 and 7, with experiment can serve as a check on a 

proposed model of island growth but not as a proof of its correctness. 

The ball-in-urn model is a useful starting point for considering island 

growth due to its simplicity. There are two points in which the model fails to 

describe the island growth adequately, however. First, the model treats 

islands of all sizes (including "islands" with only one adatom) on an equal 

footing. In fact, very small islands will be less favorable energetically than 

larger islands, and they will be more likely to lose adatoms which may then 

migrate to larger islands. In addition, the model does not take into 
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consideration the greater probability of a migrating adatom encountering 

the more extensive edge of a large island than a small island. For both rea­

sons, the ball-in-urn model will predict distributions that are too heavily 

weighted toward small islands. The physical factors that must be considered 

in any attempt to model island growth quantitatively have been discussed by 

Lagally et a.l. (21). 

5. Conclusions 

For simulated island containing overlayers, no perturbation (streaking, 

splitting, etc.) of the shape of the diffracted beam profile occurs, even for 

overlayers for which the mean first neighbor distance between island centers 

is as small as thirty lattice spacings. This result, which is independent of any 

arguments concerning instrumental broadening, is valid so long as there is 

no correlation between the phases (domains) of different islands. Beam 

profiles for islands containing overlayers may be described as the sum of the 

profiles due to the individual islands present [Eq. (4)]. The mathematical 

derivation of this result requires the islands to be positioned randomly. 

However, the results of this study indicate that this is a weak requirement. 

Even overlayers with a relatively strong correlation between nearest neighbor 

island positions (see Fig. 2) appear to be random insofar as their effect on 

the beam profile is concerned. 

Since the intensity for the profile from an individual island scales as the 

number of scatterers in the island squared, the largest islands in a distribu­

tion will influence the beam profile far more heavily than the small islands. 

For this reason, the width of the overall profile will not reflect the mean 

island diameter. Determination of the mean size will be model dependent if 
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only the FWHM is known. Analysis of the shape of the beam profile, particu-

larly its wings, can provide additional information concerning the island size 

distribution. 

APPENDIX 

Beam Profiles for Random Arrays of Ordered Islands 

The overall LEED intensity is (to within a constant of proportionality) 

I(K) = I F[L(r)] I 2 (Al) 

where L (r) is the position distribution (a net of delta functions) of the 

scatterers. If the scatterers are arranged in islands of size r, 

L (r) = 2Zr(r) • lr(r) 
r 

(A2) 

where lr\r) is the position distribution of the island centers, ir(r) describes 

the positions of the scatterers within an island of size r with respect to the 

center of the island and • represents the convolution product. Combining 

Eqs. (Al) and (A2) gives 

/(K) = ~[ir(r)] x F[lr(r)] ! 2 . (A3) 
r 

Consider first the case where there is only one island size, r·. Then Eq. 

(A3) becomes 

I(K) = lr·(k) x I F[lr·(r)] I 2 (A4) 

where lr·(K) = I F[ir'(r)] 1
2 

is the intensity due to a single island of size r·. 

The second term on the right in Eq. (A4) is equal to the Fourier transform of 

the autocorrelation function of lr·(r) 

I F[lr·(r)] I 2 = F[lr-(r) -. zr·(r)] (A5) 
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where .. indicates the correlation product, 

lr.(r) .. lr·(r) = J lr{r)lr·(r + r)dr . 

Defining the positions of the islands as the set a1, 

N 
lr·(r) = l°9(r - iii) 

i=l 

where N is the number of islands, the correlation product is 

This equation simplifies to give 

N N N N 
lr·(r) .. lr·(r) = L: ~(r + iii - ii;) = N o(r) + r,,,; °29(r + ~ - ii;) (A6) 

i=l j=l 

Taking the Fourier transform gives 

F[No(r)] = N 

for the first term, and 

_ N N N N ~"'(II IJ) 

J ilc·,. ~ '0:(- + - - )d- - ~ 'Ow· t - 'J e u; C:J r a..: - a; r - u; ~ 

for the second. For N .... "", the second term will be zero fork -F 0, and N(N -

1) fork= 0. Therefore, 

I F[lr·('F)] 12 = N + N(N - 1)0(.i?) (A7) 

and 

I(K) = lr·(K) x [N + N(N - l)o(K)] (AB) 
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In the case where there are islands of different sizes present, expansion of 

Eq. (A3) will give a 'self' term like Eq. (A4) for each value of r. as well as cross 

terms of the form 

F[ir(r)F1ir·(r)]F[lr(r)]F1lr{r)] , 

which can be written as 

F[jr{r) .. ir(r)] x F[lr(r) .. lr·(r)] 

If each set of lr(r) represents a random distribution, then the 'self' terms 

give 

iseZ/(f) = Er(f)(Nr + Nr(Nr - l)o(f)) 
r 

(A9) 

where Nr is the number of islands of sizer. If, in addition to being random, 

the sets lr(r) are independent of one another, then the correlation product 

of lr and lr-. which appears in the cross terms, 

Nr· Nr 
lr(r) -. zr.(r) = ~ ~(r +a; - a,') 

i=l j=l 

has no special behavior at j = i. Therefore, no special term in o(r) arises and 

by the reasoning leading to Eq. (A 7), the cross terms have the form 

F[ir(r) .. ir·(r)] x [NrNr·o(K)] . 

and contribute intensity only in the specular direction as indicated by the 

factor c5(K). The total intensity is the sum of Eq. (A9) and all cross terms 

and thus is 

I(K) = '2l;lrlr(K) + specular scattering . 
r 

(A10) 

This result is the same as Eq. (4). It is valid for an island distribution for 
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which the distribution of positions of islands of each size is random and 

independent of the distributions of islands of other sizes. 
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Figure Captions 

Fig. 1: Creation of an overlayer with an excluded area about each island site. 

x's represent'intial random locations of adatoms. Arrows show motion 

of nearby adatoms to a mean site which becomes the island position. 

Circles show islands centered at the resulting locations. r... 

is the vector between nearest neighbor islands. 

Fig. 2: The probability of finding the nearest neighbor island at a distance, 

r, in any direction, for over layers of three densities created on 

4000 x 4000 lattices. (a) rmm = 70 substrate lattice spacings 

(Ls.), number of islands= 983 ± 15; (b) rmm = 35 l.s., number 

of islands= 3551 ± 25; (c) rmin = 21 l.s., number of islands = 

8953 ± 51. Each histogram has been normalized so that 
... 
J P1(r)dr = 1. 

0 

Fig. 3: Beam profile for a one-dimensional array of ordered islands based on 

the distribution of Fig. 2(c). All islands are the same size, 

containing six scatterers, one on every third substrate site. The 

approximate absolute coverage (number of adatoms per substrate atom) 

is 9 = 0.23, the approximate relative coverage {fully ordered 

overlayer corresponds to a = 1.0) is a = 0.69. 

Dashed line is the profile for the array, solid line is the profile 

for a single island. The reciprocal space vector, b", is 

in units of reciprocal substrate lattice spacings, (l.s.)-1. 

Fig. 4: Beam profiles for arrays of uniform island size, compared with the 

profile of a single island of the same size. (a) Average of profiles 

from 36 overlayers with position distribution as in Fig. 2(a). Islands 

are 62 substrate lattice spacings (Ls.) in diameter, 0 = 0.071; 

0 = 0.21. (b) Average of 36 as per Fig. 2(b), islands 31 
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1.s. in diameter, 0 = 0.066; 0 = 0.20. (c) Average of 

16 as per Fig. 2(c), islands 21 Ls. in diameter, 0 = 0.071; 

0 = 0.21 b•is the (..JS x ..J3)R3 

0° reciprocal space vector. The units are in terms of 

reciprocal substrate lattice spacings, (l.s.)-1• 

Fig. 5: Beam profiles for arrays of mixed island size. The position 

distributions correspond to those in Fig. 2(a). (a) Islands of 

diameter 35, 38, 42, 45 and 48 l.s. occurring with equal probability. 

(b) Islands of diameter of 48, 55 and 62 Ls. occurring with 

probabilities 0.2, 0.6 and 0.2, respectively. 

Fig. 6: Intensity as a function of coverage for island growth via a ball-in­

urn model. Circles, 0, no instrumental broadening; x's 

instrumental width 0.010 (l.s.)-1; squares,• , 

instrumental width 0.030 (1.s.)-1; triangles, D., 

instrumental width 0.050 (l.s.)-1. Each curve has been 

normalized independently to unity at 0 = 0.137. 

Fig. 7: FWHM as a function.of coverage for island growth via a ball-in-urn 

model. Symbols as in Fig. 6. 
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Section VI 

CO on Ru(OOl): Island Formation and Disordering 

1. Introduction 

2. Experimental Methods 
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C. Temperature Dependence of the CO Overlayer 

4. Analysis and Discussion 

A. Island Sizes 
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C. Comparison with Phase Diagrams 
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Abstract 

Low energy electron diffraction (LEED) has been used to study the 

influence of steps and of temperature variation on the formation of ordered 

islands of CO on the (001) surface of ruthenium. The clean surface was 

found to have steps two atoms (one hep unit cell) high separated by terraces 

0 0 

of average width 270 A or 135 A (depending on the model used for analysis). 

Widths of the beam profiles for the CO overlayer were measured as a function 

of coverage at 100 Kand 310 K. It was not possible to fit the coverage depen-

dence of the beam width using. a step limited model of island formation. The 

temperature dependence of the overlayer was measured also. The frequency 

of the frustrated translational motion of the CO admolecules parallel to the 

surface is estimated to be 45 cm-1. At fractional coverages up to 1/6, the 

ordered islands of CO begin to disorder below the desorption temperature. 

The disordering behavior is inconsistent with a step-limited model of island 

formation. For nonstep-limited islands, the disordering behavior depends 

strongly on the distribution of sizes of islands in the overlayer. The correct 

distribution was determined and used to calculate the mean size of islands 

on the surface as a function of coverage. 



115. 

1. Introduction 

The interactions among chemically adsorbed molecules are of both practi­

cal and theoretical interest. In practical terms, lateral interactions clearly 

affect the diffusion and reaction of chemically adsorbed molecules (1). The 

theoretical interest in lateral interactions arises because they represent a 

type of molecular interaction not observed in homogeneous systems. 

Interactions among chemically adsorbed molecules can arise as a result of a 

perturbation of the electrons of the metal near the surf ace or an elastic dis­

tortion of the surface by the adsorbed species (2-9). The effects of lateral 

interactions are manifest in vibrational spectra of chemisorbed overlayers 

(10,11), in thermal desorption mass spectrometry (12,13), and, most strik­

ingly, in low-energy electron diffraction (LEED) (14). Each of these measure­

ments offers a different potential for the determination of lateral interaction 

energies. Only qualitative information is available via vibrational spectros­

copies. Proper analysis of thermal desorption mass spectra allows the esti­

mation of net attractive and repulsive interaction energies in overlayers. 

LEED, however, offers the ·possibility of determining both the size and direc­

tional dependence of the microscopic lateral interactions between chem­

isorbed species. 

When molecules adsorb onto the regular array of binding sites of a single 

crystal surface, they often form ordered overlayers, observable by LEED, 

which have a periodicity greater than that of the substrate. This is a direct 

consequence of lateral interactions. The geometry of the overlayer provides 

immediate qualitative information concerning the interactions. Repulsive 

interactions tend to cause vacancies in sites adjacent to an occupied site, 

thus increasing the periodicity of the overlayer. Attractive interactions allow 

the molecules to cluster into islands of ordered structure even at very low 
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surface coverages if the temperature is sufficiently low. Increasing the tem­

perature causes the ordered superstructure to disorder, resulting in a disap­

pearance of the LEED pattern. This is a physical realization of the two­

dimensional order-disorder transition that has been employed widely in 

theoretical studies of phase transitions (15). The techniques and results of 

these studies therefore are directly applicable to an analysis of the ordered 

over layers that form as a result of lateral interactions at surf aces (16.17}. 

LEED studies of order-disorder phenomena in overlayers have been carried 

out for a limited number of chemisorbed systems. Among the most 

thoroughly studied systems have been oxygen adatoms on W( 110) (18-26), 

hydrogen adatoms on Ni( 111) (27-30) and oxygen adatoms on Ni(l 11) (31-

34). 

An additional effect of lateral interactions, island formation, is accessible 

to study by LEED. Results from the adsorption of oxygen on W( 110) 

(24,25,35) have shown that the oxygen adatoms cluster into many small 

islands, rather than forming one large island as would be expected from 

energetic considerations alone. It is reasonable to assume that the forma­

tion of small islands arises as the result of limitations on the diffusion of 

atoms or molecules across the surf ace. For the case of oxygen atoms on 

W(llO), it appears that steps on the surface may act as barriers to diffusion, 

isolating the adatoms on distinct terraces. In other systems, it is possible 

that islands form as a result of a limited mobility of the adspecies. In either 

case, the mechanism of island formation will determine the distribution of 

sizes of islands at any given coverage. Therefore, quantitative studies of the 

size of ordered islands can provide information on the limitations of 

diffusion of molecules across the surface. Furthermore, it is well known (36-

38) that finite size effects can influence strongly the nature of phase 
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transitions. Detailed information concerning the dimensions of ordered 

structures on the surfaces thus may be crucial to a thorough understanding 

of order-disorder phenomena in chemisorbed overlayers. 

In the following, we will discuss the results of a LEED investigation of the 

island formation and order-disorder behavior of CO on Ru(001). It is known 

that CO adsorbs molecularly in the on-top site on Ru(001) (10,40). At frac­

tional coverages up to 19- = 1 /3 (one CO per three surface Ru atoms, or 5.26 x 

1014 CO/cm2), the adsorbed molecules order into a (v'3 x v'3)R30° super­

structure (hereafter referred to as the ...13 structure) (40-4-2). The formation 

of the v'3 structure, in which nearest neighbor sites are unoccupied, indi­

cates a repulsive first neighbor interaction. Results of thermal desorption 

(43) and infrared spectroscopic (10) measurements on this system indicate 

that there is an attractive second neighbor interaction between CO molecules 

which gives rise to island formation at low temperatures. The v'3 structure 

with first and second neighbor interactions, J1 and J2 , is shown in Fig. 1. The 

experimental techniques used to study this system with LEED are described 

in the following section. In Section 3, we present experimental data concern­

ing island size, and change in island size with temperature. A detailed 

analysis of the data and the corresponding discussion are presented in Sec­

tion 4. Section 5 contains a summary of our major conclusions. 

2. Experimental Methods 

The experiments were carried out in an ion-pumped stainless steel 

ultrahigh vacuum system equipped also with liquid nitrogen cooled titanium 

sublimation pumping. The base pressure, following bakeout, was below 1 x 

10-10 Torr. The system contains a quadrupole mass spectrometer and a sin­

gle pass cylindrical mirror Auger electron spectrometer as well as four grid 
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LEED optics and a movable Faraday cup for beam intensity measurements. 

The Faraday cup contains an einzel lens which is negatively biased to accept 

only those electrons of energy within about 0.5 eV of the energy of the 

incident beam. It also has been modified by replacement of the original col­

lector cup by a channel electron multiplier (44,45). A 0.13 mm diameter 

aperture on the Faraday cup was used in these experiments. 

The Ru surface was oriented, cut and polished to within 1° of the (001) 

plane using standard methods. The polished crystal was spotwelded to two 

parallel 0.025 cm diameter Ta heating wires which were clamped in a Cu 

holder which was part of a rotary manipulator assembly. Thermocouple 

leads of 5% Re/95% Wand 26% Re/74% W were spotwelded together and then 

spotwelded to a small piece of Ta foil (approximately 1 mm2 surface area) on 

the surf ace to make the junction. The crystal could be cooled to 100 K using 

liquid nitrogen refrigeration, and it could be heated resistively to above 1600 

K. The thermocouple calibration of Sandstrom and Withrow (46) was used 

below 273 K. Cleaning procedures established previously (42) were used to 

keep the surf ace free of contaminants. 

LEED beam profiles were measured by positioning the Faraday cup on the 

center of the profile and varying the energy of the electron beam to sweep 

the profile across the cup aperture (47). Profiles measured in this way were 

corrected for the intensity variation of the beam with energy by division by 

the I-V curve. It was assumed in making this correction that there was no 

variation in beam width over the energy range of the beam profile. The 

energy width (FWHM) of the substrate beams ranged from approximately 1.5 

eV at 37 eV to 3.4 eV at 95 eV. The FWHM of the (v'S x v'3)R30° overlayer 

beams ranged from 1.5 eV for the most narrow beam measured to 2.7 eV for 

the widest. Transformation of the beam profiles as functions of energy to 
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functions of wave vector was done using 

Bk 1 sin1' E"""* 
oE l-o = 2 ..Jf5D.4 (1) 

where 1' is the angle of the diffracted beam with respect to the surf ace nor-

mal, E is the electron energy in eV and k is the parallel component of the 

o-1 o 
wave vector in A (47). The bulk value of 2.7058 A was used for the nearest 

neighbor Ru-Ru distance on the surface in calculating the values of k at the 

center of the diffracted beam profiles(48}; 

The overlayers of CO were prepared by adsorption at 350 K followed by 

cooling to either 100 K or 310 K. This procedure was followed since it has 

been shown that direct adsorption at low temperature leads to a large den-

sity of defects (domain boundaries) in the overlayer at 1' = 1/3 (49). To cali-

brate the coverage, the LEED intensity due to the v'3 structure was measured 

as a function of exposure to CO at 330 K. The exposure at which a maximum 

in intensity occurs represents optimum ordering of the v'3 structure and 

thus a coverage of 1' = ~ / 3. The known constancy of the probability of 

adsorption of CO at room temperature up to 1' = 1 /3 (41,50,51) was then 

used to relate lower coverages to exposure. 

Measurements of the v'3 beam profiles were carried out at an incident 

energy of 28 eV. One set of measurements was duplicated at an energy of 49 

eV to confirm that multiple scattering effects did not change the measured 

width (52). Incident beam :fluxes of 1-10 nA/mm2 were used to minimize 

electron stimulated desorption or dissociation of the CO (53). Variation of 

intensity of the v'3 beam with temperature was measured by monitoring the 

intensity of the beam while cooling from 400 K (desorption of CO begins 

above 400 K). Ordering and disordering of the over layer with temperature 
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was completely reversible: the intensity and width of the beam profile at 100 

K remained unchanged following multiple heating and cooling cycles. The 

widths of the beam profiles are quite sensitive to the presence of oxygen on 

the surface. Even small amounts of oxygen contaminant cause substantial 

beam broadening. Care therefore was taken to keep the surface rigorously 

free of oxygen by techniques established previously (42). 

3. Experimental Results 

Three distinct sets of experiments were performed in this study of the 

adsorption of CO on Ru(001). First. profiles of the first-order LEED beams of 

the Ru(001) surface were measured as a function of electron energy to deter­

mine the instrument response function and the step density of the surface. 

Then, beam profiles for the -J3 structure of the CO overlayer were measured 

for a variety of coverages at 100 Kand 310 K. Finally, the disordering of the 

-J3 structure at temperatures up to 400 K was studied at three coverages by 

monitoring the LEED intensity as a function of temperature. Each of these 

sets of experiments is described below. 

A. Instrument Response and Step Density 

The parameters determining the instrument response function are the 

energy spread of the electron beam, .6E, the diameter of the Faraday cup 

aperture, d, the effective width of the electron beam, D, and the angular 

spread (source extension) of the beam, -y (47,54). For this instrument, .6E 

was determined to be 1.2 eV, using the einzel lens in the Faraday cup as a 

retarding field energy analyzer. The cup aperture is 0.13 mm, and the true 

beam width is approximately 1 mm, as estimated by moving the crystal 

across the beam. However, this width may be modified to a different effective 
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width by a focusing action of the einzel lens. The source extension was not 

determined independently, but values of approximately 0.01 radian have 

been found for other instruments (47,54}. 

To determine the values of D and -y, and to measure the step density, the 

width of the first-order substrate beams was measured at energies between 

35 and 90 eV. For a surf ace with a distribution of terraces of different sizes 

separated by steps, the beam profiles will become broader and narrower with 

changing energy (54-57}. The smallest measured width corresponds to the 

instrumental width (54}. Henzler (55} has derived a relationship for the 

energies at which broadening and narrowing should be observed for the (001) 

surface of an hep lattice with steps of height equal to the lattice constant 

0 

along the hexagonal axis (4.28 A for Ru). These energies are indicated by 

arrows in Fig. 2 along with the experimentally determined values of the beam 

width. It is clear that the measured values are consistent with a model of 

0 

the surface containing a distribution of steps of height 4.28 A. 

The degree of broadening of the beam profile is determined by the average 

distance between steps. The relative reduced width (the deconvoluted FWHM 

divided by the value of k for the beam) of the broadened beams shown in Fig. 

2 is 1.0± 0.3 %. Depending on the model used for the distribution of terrace 

0 

sizes, this indicates either terraces of width 100 lattice spacings (270 A) (57} 

0 

or of width 50 lattice spacings ( 135 A) (58). 

The minima in the measured widths in Fig. 2 represent the width of the 

instrument response function. Using the known values of 6E and d, these 

minima were used to determine the values of D and -y. The optimized values 

for these parameters were found to be D = 0.05 mm and -y = 0.006 radian. 

The small value of the effective width indicates that the einzel lens in the 
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Faraday cup acts to discriminate against electrons not moving orthogonally 

to the detector. A collecting lens used by Park and co-workers (47) also 

reduced the effective beam diameter by essentially increasing the distance 

between the sample and the collector. For this instrument, the instrumental 

resolution is limited by the energy spread, 6E, at low electron energies and 

by the source extension, ""f, at higher energies. 

Because the "3 beam occurs at a smaller angle than the substrate beam 

for the same electron energy, the width of the instrument response is nar-

rower for the v3 beam. Using the experimentally determined values for 6E, 

d, D and -y, the width of the instrument response for the v3 beam is 0.0060 

o-1 o-1 o-1 
A at 28 eV and 0.0057 A at 49 eV. An uncertainty of ± 0.0006 A is 

assigned to these values by comparison with the uncertainties in the widths 

of the substrate beam profiles. 

B. Beam Profiles of the CO Overlayer 

Beam profiles of the v'3 structure formed by CO were measured at 100 K 

and 310 K for a range of coverages as described in Se.ction 2. Profiles meas-

ured at 100 K for coverages of~= 1/3 and~= 0.10 are shown in Fig. 3. At~ 

o-1 

= 1 /3, the FWHM of the beam profile is 0.064 A , only slightly broader than 

o-1 
the instrument response function. At~= 0.10. the FWHM is 0.0132 A . This 

increased width indicates that the CO molecules are present in ordered 

regions of limited extent called islands. 

The measured profiles were corrected for the broadening due to the 

instrument response by a Fourier transform deconvolution. Since the meas-

ured profile, Im(k), is the convolution product of the instrument response 

function, T(k), and the true beam profile, It(k) (47), the true profile can be 
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recovered from the measured profile using the equation 

) _ -i( F[Im(k)] 
lt(k - F F(T(k)] (2) 

where F and F-1 are the forward and reverse Fourier transforms, respec-

tively. The average of two -J3 beam profiles that had the correct FWHM (0.006 

o-1 

A ) was used for the instrument response function, T(k). The measured 

beam profiles were symmetrized by averaging about their center prior to 

deconvolution. The application of Eq. (2) was quite sensitive to truncation of 

the profiles and to noise. Therefore, profiles were smoothed and their wings 

extended prior to taking the Fourier transforms. 

The widths of profiles measured at 100 K for coverages from '19- = 0.10 to '19-

= 1 /3 are shown in Fig. 4 before and after deconvolution. The width 

increases steadily as the coverage decreases. This shows that, as might be 

expected, smaller islands form at lower coverages. Values of the widths 

shown in Fig. 4 as well as widths measured at 310 Kare listed in Table 1. The 

standard deviation in the widths of the deconvoluted profiles was calculated 

using the error propagation equation appropriate for the deconvolution of 

two Gaussians. 

At '19- = 1 /3, the optimum coverage for the "3 structure, there is no 

difference between the FWHM at 100 K and that at 310 K. For lower cover-

ages. '19- = 116 and '19- = 0.14, the FWHM increases with the temperature. This 

indicates a decrease in island size which must be due to loss of CO molecules 

from the islands. For '19- = 0.12. the beam profile is so weak and broad at 310 

K as to be unmeasurable. At lower coverages still, no intensity due to the -J3 

structure can be seen at all. The good agreement between the deconvoluted 

widths of the profiles measured at 28 eV and 49 eV indicates that the use of 
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the kinematic (single scattering) approximation is adequate for the present 

analysis. 

C. Temperature Dependence of the CO Overlayer 

Changes in the CO overlayer with temperature were first monitored by 

measuring the temperature dependence of the intensity of the beam profile 

at its center. The results for three different coverages are shown in Fig. 5. 

At~= 1 /3, there is only about a 20% decrease in intensity between 100 Kand 

400 K. At ~ = 1/6 and ~ = 0.14, however, there is a dramatic decrease in 

intensity with increasing temperature. 

Some decrease in intensity with temperature is expected due to the dis-

placement of the CO molecules from their optimum positions on the surf ace 

as a result of vibrational motion. The expected intensity variation is (59) 

where 

2W=(27r)2 Ths·uql 2 , 
q 

(3) 

(4) 

!J.s is the change in the electron beam wave vector, and Uq is the displace­

ment in the q direction. The vibrational frequencies of CO are 2021 cm-1 for 

the carbon-oxygen stretch (10), 445 cm-1 for the metal-carbon stretch (39), 

in the range of 400 cm-1 to 600 cm-1 for the frustrated rotational motion 

(60-61), and between 34 cm-1 and 126 cm-1 for the frustrated translational 

motion parallel to the surface (60-62). Of these, only the frustrated transla-

tional modes are sufficiently low in frequency to cause a measurable change 

in the mean displacement of CO between 100 Kand 400 K. Hosemann and 

Bagchi (59) have derived the mean square displacement with temperature of 

a three-dimensional harmonic oscillator. A similar derivation for a two-
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dimensional harmonic oscillator gives 

lu11l2= _h_(l + _l_J 
8?T2 vm 2 ~ 

(5) 

where u1 I is the displacement parallel to the surface, 11 is the vibrational fre-

quency and m is the mass of the CO molecule, which has been treated as a 

single particle. Equations (4) and (5) were used to calculate the intensity 

variation with temperature for a range of values of 11. The most satisfactory 

fit to the experimental data was obtained for 11 = 45 cm-1. The calculated 

intensity variation is shown by the solid curve in Fig. 5. Up to approximately 

220 K, the observed decrease in intensity at 19- = 1 /3 can be attributed to 

vibrational motion. Above that temperature, an additional type of disorder 

must occur. Site disorder, in which CO molecules occupy "incorrect" sites in 

the lattice with respect to the -VJ structure, is the obvious example. It seems 

likely that site disorder at 19- = 1/3 will begin at domain boundaries, only 

becoming prevalent throughout the overlayer at high temperature. 

From measurements at 310 K, it is known that the beam profiles at 19- = 

1/6 and 19- = 0.14 broaden with increasing temperature. To monitor this 

change in shape, the intensity at different points on the profile was meas-

ured as a function of temperature. As a profile broadens, the intensity in the 

wings of the profile will decrease less rapidly than the intensity at the center. 

This behavior is illustrated for 19- = 0.14 in Fig. 6. Three intensity-

temperature curves are plotted together: one was measured at the center of 

the profile, and the other two at quarter-maximum intensity. Each curve 

was normalized independently. The slower decrease in intensity at the 

quarter-maximum points, which indicates broadening, is apparent. The ratio 

of the intensity at quarter-maximum to that at the center, hereafter 

referred to as the width ratio, shows the broadening with temperature even 
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more clearly. The onset of an increase in the width ratio is abrupt, occurring 

at a temperature of 195 ± 5 K. The same type of behavior is observed at ~ = 

l / 6, with the onset of broadening at 240 ± 10 K. The temperatures at which 

the width ratio begins to change are indicated with arrows in Fig. 4. At ~ = 

1/3, the width ratio is constant up to 400 K. This conftrms the previous 

observation that the FWHM of the beam at~= 1/3 is the same at 100 Kand 

310 K. 

The abrupt onset of beam broadening, which occurs after the intensity 

has decreased by approximately 20%, is somewhat surprising. Intuitively, 

one would expect the proftle to begin to broaden gradually as the intensity 

decreases, as has been observed for oxygen adatoms on W(l 10) (24). An 

explanation of this behavior is presented in Section 4B. 

4. Analysis and Discussion 

An analysis of the results presented in the preceding section is divided 

into two categories that initially appear to be distinct. The ftrst category is 

the analysis of the widths. of the beam profiles to determine the size, and 

possibly the mechanism of formation of the islands. The second category is 

the analysis of the ordering and disordering of the islands with temperature 

to determine the CO-CO lateral interaction energies and to compare with 

theoretical phase diagrams. However, during the analysis, it will become 

apparent that the island size distribution and the order-disorder behavior 

are strongly related. In the following subsection, we shall describe ftrst the 

analysis of the island size distributions insofar as it can be carried out 

without reference to the order-disorder behavior. In the second subsection, 

the order-disorder behavior and its relationship to the island size distribu­

tion are discussed. Finally, the results are compared with theoretical phase 
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diagrams for the v'3 structure in the third subsection. 

A. Island Sizes 

In principle, the mechanism of formation of the islands determines the 

distribution of island sizes (63). There are two possible reasons for the for­

mation of small islands. The first is step-limitation of adatom diffusion (35). 

If steps act as a barrier to diffusion, then adatoms will be trapped on the ter-

race on which they initially are adsorbed. The size distribution of the islands 

thus will be determined by the size distribution of the terrace!;!. Except at 

extremely low coverages, this model requires that there be a constant 

number of islands which vary in size directly with coverage. A second possi-

ble reason for the formation of small islands is a limited adatom diffusion 

distance. In this model. adatoms which initially are adsorbed near one 

another merge to form small islands. Once formed, the configuration with 

many small islands may represent a local minimum in the free energy, with 

an activation barrier to the formation of a single large island. 

In practice, only for the step-limited model of island formation have size 

distributions been predicted (35,57). The experimental beam widths were 

analyzed using these distributions as well as three semi-empirical size distri­

butions. The relation (64) 

l(k) = N ~(M)Iy(k) I 

M 
(6) 

where N is the number of islands, P(M) is the probability of occurrence of an 

island containing M molecules, and ly(k) is the beam profile due to a single 

island with M molecules, was used to calculate beam profiles for comparison 

with experiment given a distribution of sizes, P(M). A set of 34 ly(k) was cal-

culated for values of M ranging from 59 to 4955, with the molecules arranged 
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in round islands. The 34 island sizes were chosen to represent constant 

increments in the value of the diameter of the islands. Thus, the increments 

in M are smaller at smaller values of M where the width of the beam profile 

varies more rapidly with island size. The summation in Eq. (6) was carried 

out over this set of values of M, with P(M) replaced by P(M)6M. The results of 

the analysis for each of the five size distributions is described below. 

(1) Geometrical Distributions 

Lu and co-workers (35,58) have developed a geometrical distribution for 

terrace widths I r I 

(7) 

where -y is the probability of encountering a step between two surface atoms 

in a given direction, and r is the width of the terrace in the number of sur-

face atoms. An analysis of the step distribution for the surface used in this 

study indicates that the mean terrace width is 50 Ru atoms (Section 3A). 

This corresponds to a value of -y = 0.02. If the islands are step-limited, the 

size of an island will be determined by the overall coverage and the size of 

the terrace on which it resides by 

M = 19-r2 (8) 

where M is the number of molecules in the island, and where it has been 

assumed that on the average, terraces will have uniform widths in two 

dimensions. Using this model, the calculated FWHM of the beam profile 

o-1 o-1 
varies only slightly (from 0.0040 A to 0.0042 A between ,j = 116 and ,j = 
0.10. It is apparent that using a constant average terrace width, this model 

cannot predict the rapid change in FWHM with coverage at intermediate cov-

erages that is observed experimentally. Only if the mean terrace width is 
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allowed to vary substantially with coverage can the experimental values be 

reproduced. Curve (a) in Fig. 7 shows the island size distribution (with -y = 

0.022) that gives the correct FWHM for 19- = 116 at 100 K. 

(2) Henzler's Distribution 

Henzler (57) has proposed a distribution for the terrace width distribution 

given by 

(9) 

where E ~ 0.8 and w is an adjustable parameter determining the mean ter-

race width. Based on this distribution, the mean terrace width on the Ru 

surface was found to be 100 Ru atoms, as discussed in Section 3A. A value of 

w = 40 in Eq. (9) gives this mean terrace width. Eq. (B) again was used to 

relate M to r, so that Eq. (9) could be used to predict island size distribu-

tions. As with the geometrical distribution, the requirement of islands lim-

ited by terrace size results in a very slow variation of FWHM with coverage 

between 19- = 1 /6 and 19- =· 0.10. (The range of the value of the FWHM was 

o-1 o-1 

0.0036 A at ,,_ = 116 to 0.0037 A at ,,_ = 0.10.) A fit to the experimental 

data requires a different mean terrace width at each coverage. The distribu-

tion that corresponds to the correct beam profile width at ,,_ = 1 /6 (w = 17 

and mean terrace width= 41 Ru atoms) is shown by curve (b) in Fig. 7. 

{3) Ball-In-Um Distribution 

If there is a fixed number of nucleation sites, N, for islands, then an island 

size distribution can be determined from the number of ways of distributing 

n adsorbates among those sites. The result is (64) 
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P(M) oc 0 '(N, n, M) 
NO (N,n) 

O (N ) = (N-1 +r;.)! 
,n (N-l)!n! 

'( ) _ (N-2+n-M)! 
0 N, n, M - N (N-Z)!(n-M)! 

(10) 

A different number of nucleation sites ha 1 to be used for each coverage to fit 

the experimental data with this distribution. This is consistent with the 

results of the prior two analyses, that the experimental values are incompa-

tible with a model that requires a fixed number of islands at all coverages. 

Curve (d) in Fig. 7 shows the ball-in-urn distribution (N = 2100 and n = 

2,666,667 for a 4000 x 4000 Ru atom surface) which gives the value of the 

FWHM measured for 19- = 1 /6 at 100 K. 

(4) Distance Distribution 

A computer simulation based on a very simple model of diffusion-limited 

island nucleation was used to generate probability distributions for the 

nearest neighbor distance between island centers, r, that are Gaussian in r 

(64). The width of the distributions increases approximately linearly with 

the mean distance r 0 . Assuming that the number of molecules in an island is 

related to the distance to its nearest neighbor by M = '197 2 , distributions of 

island sizes were generated using this model. A decreasing value of r 0 with 

decreasing coverage was required to fit the measured values of the FWHM. 

This rather unphysical result indicates that the model used to generate this 

distribution is too simple to describe the overlayer correctly. Curve (e) in 
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Fig. 7 represents the distance distribution (r 0 = 106 Ru atoms) for 19-= 1/6 at 

100 K. 

(5) Delta Function Distribution 

For comparison with the other distributions, a distribution in which there 

is only one island size was also considered. The delta function distribution 

for 19- = l /6 is shown by curve (f) of Fig. 7. 

Figure 7 amply demonstrates that knowledge of the width of a beam 

profile only is insufficient to determine the island sizes. In addition, use of 

the delta function distribution to analyze the size does not give the mean 

size in any sense. but at best an upper limit to the mean size as discussed 

elsewhere (64}. Knowledge of the coverage dependence of the beam width 

can be used to test specific models for the size distribution. In this case, 

models that require a fixed number of islands fail to fit the experimental 

data because they cannot generate the rapid change in full-width with cover­

age that is observed. This indicates that both a step-limited model and a 

def eel-nucleation model are not correct for this system. The distance­

distribution also seems to be incorrect since it requires larger diffusion dis­

tances at larger coverages. However, this distribution is the result of a 

rather crude simulation and hence cannot be used to rule out a diffusion­

lirnited model for island formation. 

B. Disordering and Island Size 

As shown in Figs. 5 and 6, no change in the width of the low coverage beam 

profiles with increasing temperature is observed until the intensity has 

decreased by approximately 20%. This seems a somewhat surprising result. 

The 1-T behavior at ~ = l /3 indicates that there is no site disorder within the 
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v3 structure below approximately 220 K. Thus the loss of intensity must be 

due to loss of CO molecules from the islands. But as CO molecules leave the 

islands, the islands become smaller and the FWHM larger. Therefore, it might 

be expected that changes in intensity and FWHM would occur simultaneously. 

This has in fact been observed for oxygen ad atoms on W( 110) (24). However, 

it is possible that the size distribution of the islands could modify this simple 

prediction. Since the height of a beam profile is proportional to the square 

of the number of molecules in the island, large islands overwhelmingly dom-

inate in determining the overall profile [Eq. (6)]. On the other hand, the 

FWHM is inversely proportional to the diameter of the island, so that the 

FWHM changes very rapidly with size for small islands and more slowly for 

large islands. Using these considerations, it can be seen that if small islands 

totally dissolve it will tend to decrease the FWHM. 1f at the same time large 

islands lose some fraction of their molecules, the intensity will decrease, and 

the FWHM will increase slightly. For the correct distribution of island sizes, it 

is possible that the two influences on the FWHM will cancel until the intensity 

has dropped appreciably .. To test this hypothesis, a simple model of the 

disordering process was considered for step-limited and nonstep-limited 

models of island formation. 

The disordered phase of CO was treated as a two-dimensional ideal gas, 

and the v3 structure as a 2-d solid. The chemical potentials of the two 

phases were calculated and equated to determine the number density of 

disordered CO molecules as a function of temperature. The partition func-

tion for the 2-d gas is 

(11) 

where Ng is the number of 2-d gas molecules, m is the mass, Ag is the surf ace 
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area available to the molecules (total area minus the area covered by 

islands), and ~nt is the internal partition function of a single molecule. In 

the 2-d solid, it is assumed that all the molecules are ordered in the v'3 

structure, i.e. there is no occupancy of nearest neighbor sites. If the vibra-

tional modes of the CO remain independent in the 2-d solid (the CO-CO dis-

0 

tance is 4.7 A), the partition function for an island for which the edge 

molecules are a negligible fraction of the total is 

(12) 

where Ns is the number of molecules in the 2-d solid, and J2 is the interaction 

energy for CO molecules in second nearest neighbor sites. In both Eqs. (11) 

and ( 12), the zero of energy has been taken as the minimum of the potential 

energy well for binding of a CO molecule to the surface. Equating the chemi-

cal potential for the solid and gas gives 

(13) 

The internal partition functions for molecules in the gas and solid were 

taken to be the same, except for a minor difference due to the different 

carbon-oxygen stretching frequencies (10). 

For a finite size island the energy will be less than 6J2N8 /2 since the 

molecules at the edge of the island have a coordination less than six. The 

number of molecules at the edge of the island will be proportional to the 

square root of the number in the island, so that the total energy is 

(14) 

where c is a constant taking into account the coordination of the edge 

molecules and the proportionality of '\IN; to the number at the edge. Using 
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this value of E in the partition function for the solid, the new value for the 

2-d gas phase density is 

(15) 

In a step-limited model of island formation, each island is located on a ter-

race, isolated from all other islands. Thus, Eq. (15) can be used directly to 

calculate the 2-d gas phase density on each terrace as a function of tempera-

ture. Once 1'g' is known, the change in size of the island follows immediately, 

and the beam profile can thus be calculated as a function of temperature. In 

comparison with experiment, the calculated profiles are numerically convo-

o-1 
luted with a Gaussian ''instrument response function" of width 0.006 A . 

This calculation was carried out for distributions (a), (c), (d), (e) and (f) in 

Fig. 7. The calculation was quite successful in duplicating the sudden onset 

of change in the width ratio. However, for none of the size distributions did 

the intensity drop by more than 10% before the width ratio began to change. 

In addition, only a 10 K difference between the intensity curves at '13 = 116 

and '13 = 0.014 was calculated, in contrast to the observed difference of 30 K 

or more (Fig. 4). 

If the islands are not step-limited, then all the islands in the overlayer 

should be considered in calculating the partition function for the 2-d solid. 

A direct approach to this problem was not attempted. Instead, an approxi-

mate method was used. The overall 2-d gas density was calculated using Eq. 

(13). It was then assumed that all islands lose CO molecules from their edges 

at the same rate, with a correction term for the higher energy of smaller 

islands as in Eq. ( 15), until the correct overall 2-d gas density was reached. 

Inclusion of the energy correction te.rm causes small islands to lose 

molecules from their edges at a greater rate than large islands. Omission of 
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this term causes a distribution to act like a distribution with a slightly larger 

mean island size. Beam profiles were calculated as for the step-limited 

model. It was found that for different distributions of island sizes the onset 

of change of the width ratio was shifted to higher temperatures as the mean 

island size became smaller. This is in agreement with our qualitative argu­

ment concerning the relative effects of a loss of CO molecules from small and 

large islands in the FWHM. For the ball-in-urn distribution, the intensity 

decreased by 10% before beam broadening was observed. For the geometri­

cal distribution, the profile actually became more narrow with increasing 

temperature as the large number of small islands in that distribution prefer­

entially disordered. Therefore, a distribution intermediate in shape between 

these two was sought. An empirical distribution of the form 

P(M) cc (1-b)y3A (16) 

where b is an arbitrary constant, was found to give the correct relative 

behavior of intensity and width with temperature. The distribution used at 19-

= 1/6 is shown in curve (c) of Fig. 7. The calculated intensity and width ratio 

for J2 = -1.28 kcal/mole is compared with the experimental data in Fig. 8. 

The calculation reproduces the delayed onset of broadening quite success­

fully, although the shape of the calculated intensity curve is not correct. 

Also, the more rapid increase in width with temperature at 19- = 0.14 than at 19-

= 1 /6 is predicted by the calculation. However, as for the step-limited 

model, the observed difference in temperature between the two intensity 

curves is not reproduced. The best tit to both sets of data ( 19- = 1I6 and 19- = 
0.14) therefore occurs with J = -1.20 kcal/mole which places the calculated 

curves for 19- = 1 /6 approximately 10 K too low and those for 19- = 0.14 approxi­

mately 10 K too high in temperature. 
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Three major approximations were made in deriving the partition functions 

for the 2-d gas and 2-d solid [Eqs. (11) and (12)]. The first two were 1) treat­

ing the disordered phase as an ideal gas and 2) equating the internal parti­

tion functions of molecules in the two phases. Modification of these two 

approximations causes the calculated intensity and width ratio curves to 

change mainly by a shift along the temperature axis. Thus, these two 

approximations affect the estimate of J2 most strongly. The third approxi­

mation, that site-disorder does not occur within the islands, is best at low 

temperature. Inspection of the intensity-temperature curve at '19- = 1 /3 (Fig. 

6) shows that this is a rather reasonable approximation over the tempera­

ture range for which the calculations were performed. The relative behavior 

of the intensity and the width ratio are not influenced greatly by these 

approximations. Therefore, conclusions based on calculations of these two 

quantities can be given a rather high degree of credence. 

It was not possible to fit the experimental intensity and width ratio curves 

using a step-limited model for island growth in which the density of the 

disorderd phase about an island is due to loss of CO molecules from that 

island alone. If the number of CO molecules lost from each island is propor­

tional to the number of molecules at the edge of the island (and this is a very 

reasonable approximation), it is possible to fit the experimental curves only 

with one model for the island size distribution. It is therefore concluded that 

the curve of Fig. 7(c) represents the physical distribution of island sizes, 

although Eq. (16), used to describe it, is only an empirical equation. There­

fore, the mean island sizes have been determined by varying the parameter b 

in Eq. (16) to produce profiles of the widths measured at 100 K. The results 

are compared with the values calculated using the delta function distribu­

tion in Table 2. In making these calculations, it has been assumed that the 
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width measured at 100 K is the most narrow width that will occur at each 

coverage. This has been shown to be correct experimentally for '19- = l /6 and 

'19- = 0.14. Extrapolating the behavior at '19- = 1I6 and '19- = 0.14, it appears that 

the onset of broadening at '19- = 0.12 is near 100 K, and at '19- = 0.10, it is prob­

ably below 100 K. Therefore, the calculated island sizes are correct for '19- = 

1/6, 0.14 and 0.12, and probably somewhat small for '19-= 0.10. 

Both the coverage dependence of the beam widths and the behavior of 

intensity and width with temperature show that a step-limited model for 

island growth is not correct for CO on Ru(001). In addition, analysis of the 

disordering behavior of the islands has shown that the size distribution must 

be of the shape of curve (c) in Fig. 7, which can be described by Eq. (16). 

C. Comparison with Phase Diagrams 

The dissolution of ordered islands into a disordered phase is a first-order 

transition. In these experiments, the disordering was monitored under con­

ditions of constant 2-d density (coverage). For these conditions, the disord­

ering will take place over a range of temperature, and the transition tem­

perature will be that at which the ordered phase disappears completely. This 

point is observable by LEED as the temperature at which the integrated 

intensity in the overlayer beam profile effectively goes to zero (26). Quantita­

tive measurements of these temperatures were not made in this study. How­

ever, they can be estimated from the experiments that were performed, in 

order to make a qualitative comparison with calculated phase diagrams. At '19-

= l /6 and 19- = 0.14 for CO on Ru(OOl), the transition temperatures have been 

estimated by extrapolating the intensity curves of Fig. 6 to the point of inter­

section with the background and the width ratio curves to unity. The transi­

tion temperatures are, very approximately, 650 K at '19- = 1 /6 and 550 K at '19- = 
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0.14. At 19- = 0.12, there is only a very weak profile observable at 310 K. 

Therefore an estimate of the transition temperature is approximately 400 K. 

At 19- = 0.10, no beam profile is observable at room temperature, so the tran-

sition temperature is ~ 300 K. The error bars on these estimates are at 

least ± 50 K. 

Phase diagrams have been calculated for overlayers on a triangular sub-

strate such as Ru(OOl), with attractive second and repulsive first nearest 

J J 
neighbor interactions in the ratios -J2 = -1 (65) and - 2

- = 0 (66-69). In the 
1 Ji 

case where the second neighbor interaction is zero, no ordered structure 

forms at any temperature below a coverage of about 0.28 (66,67). Above that 

coverage, an ordered structure does form and disorders with increasing tern-

perature via a second order phase transition. The maximum transition tern-

kT 
perature occurs at 19- = 1 /3 and has a value of Ji= 0.35 (60,69). When the 

attractive second neighbor interaction is added, the transition temperature 

at 'l9- = 1 /3 is increased to a value of ~~ = 1.4 (65). In addition, a coexistence 

region in which the ordered and disordered phases are in equilbrium is 

added to the phase diagram. The coverage range over which island forma-

tion has been observed for CO on Ru(OOl) falls within the theoretically 

predicted coexistence region. 

For CO on Ru(OOl), the magnitude of the second neighbor interaction 

should be considerably smaller than that, of the first. From thermal desorp-

J 
tion measurements, a value of J~ = -1/4 has been estimated (43). Therefore 

a direct comparison of the experimental transition temperatures with the 

calculated values is not feasible. However, a qualitative comparison reveals 

an interesting disparity between the theory and experiment. The 
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experimental values of the transition temperature, although determined 

only approximately, show a clear trend of rapidly decreasing transition tem­

perature with coverage. The experimental transition temperature appears to 

drop by a factor of approximately two between 11 = 1/6 and 11 = 0.10. In con­

trast, the theoretical transition temperature drops by only ten percent 

between the two coverages. 

This discrepancy may be the result of the small island sizes of the CO 

overlayer (see Table 2). Renormalization group calculations have shown that 

finite size effects can transform a flat phase boundary to one in which the 

transition temperature increases with coverage (36). While the boundary 

conditions used in the calculation are almost certainly not the same as those 

which determine island size in the experimental system, the results indicate 

that finite size effects have the potential to perturb the phase diagram as 

observed experimentally. 

5. Conclusions 

The major conclusions of this work are summarized below. 

1. The Ru(OOl) surface contains steps that are one hep unit cell (two Ru 

atoms) in height. The step density on the surf ace used in these experi­

ments is, depending on the model used for step distributions, either one 

step every 50 Ru atoms or one step every 100 Ru atoms. 

2. The temperature dependence of the fully ordered (v'S x v'3)R30° CO over­

layer indicates that the frequency of the frustrated translational motion 

of CO parallel to the surface is approximately 45 cm-1 . 

3. The coverage dependence of the widths of the v'3 beam profiles is incon­

sistent with a step limited model of island formation for CO on Ru(ODl). 
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4. The distribution of island sizes can have a pronounced effect on the 

change in the beam width during island dissolution. Using this effect, it 

was possible to determine the island size distribution for CO on Ru( 001) 

and thus the mean island size as a function of coverage [see Eq. ( 16) and 

Table 2]. 

5. The order-disorder behavior of CO on Ru(001) at low coverages appears 

to be affected strongly by the finite size of the islands. 
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Table Captions 

o-1 

Table 1: Widths of beam profiles in A for v'3 structure at different cover-

ages and temperatures. FWHMm and um are the measured width 

and standard deviation. FWHMt and Ut are the width and stan-

dard deviation following deconvolution to correct for the instru-

ment response. Values for~= 1/3 at 100 Kand 310 Kare com-

bined as they are identical. *Value measured at 49 eV incident 

energy. All other values measured at 28 eV incident energy. 

Table 2: Mean island size and diameter for the correct distribution 

described in Section 4B and the delta function distribution. b is 

the value of the parameter used in Eq. ( 16). 
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Table 1 

T FWHMm Um FWHMt Ut 

100 K 1/3 0.0064 0.0005 0.0028 0.0021 

1/6 0.0079 0.0002 0.0041 0.0008 

0.14 0.0088 0.0008 0.0046 0.0012 

0.14• 0.0090 0.0002 0.0049 0.0007 

0.12 0.0103 0.0007 0.0063 0.0010 

0.10 0.0132 0.0007 0.0090 0.0009 

310 K 0.20 0.0068 0.0006 0.0030 0.0017 

1/6 0.0089 0.0005 0.0058 0.0009 

0.14 0.0155 0.0015 0.0115 0.0016 
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Table 2 

Correct Distribution Delta Function Distribution 

0 0 

i7- b M d,A M d,A 

1/6 0.008 1020 138 2700 255 

0.14 0.014 515 96 1720 218 

0.12 0.019 325 77 1100 163 

0.10 0.032 160 54 560 115 
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Figure Captions 

Fig. 1: The ("'3 x "'3)R30° structure of CO on Ru(001). Arrows indicate 

the repulsive first neighbor interaction, J1, and the attractive 

second neighbor interaction, J2 . 

Fig. : FWHM of the first-order diffraction beams of the clean Ru(OOl) as 

Fig. 3: 

Fig. 4: 

Fig. 5: 

a function of energy. Error bars represent the standard deviation 

determined from repeated measurements. Arrows represent the 

energies at which maxima (down-arrows) and minima (up-arrows) 

are expected in the width [Ref. (55)]. The solid curve is the 

instrumental width. The dashed curve is drawn empirically to 

show the broadening. 

Averaged beam profiles for the "'3 structure at absolute coverages 

13- = 1/3and13-= 0.10 measured at 100 K. The profile for 13-= 1/3 is 

the average of nine measured profiles, that at 13- = 0.10 is the aver-

age of five. Measurements were made with an incident electron 

energy of 28 eY. 6k = 0 is the center of the -J.3 beam profile, at k 

o-1 
= 0.2464 A. 

FWHM of the "'3 beam profile as a function of coverage, at 100 K. 

Circles, Q ,measured widths at incident eletron energy of 28 

eY. Triangles, 6, widths corrected for instrument response by 

deconvolution. Error bars on FWHM are the standard deviation 

determined from repeated measurements. Error bars on the cov-

erage are estimated. 

The variation with temperature of the intensity at the center of 

the -J.3 beam profile for 13- = 1 /3, 1 /6 and 0.14. The variation of 

the background intensity at~= 116, x's and at~= 0.14, 0 



Fig. 6: 

Fig. 7: 

Fig. B: 
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is also shown. Arrows indicate the temperatures at which the 

beams begin to broaden. The smooth curve is the calculated 

decrease in intensity due to frustrated . translational motion of 

the CO parallel to the surface with a frequency of 45 cm-1. 

The variation with temperature of the intensity at three different 

positions on the beam profile. The position for each curve is illus-

trated schematically in the inset. Each curve has been normal-

ized independently to unity at 100 K. The ratio of the curves 

measured in the wings of the profile to the curve measured at the 

center is also shown for the same points. 

Probability of observing an island containing M molecules as a 

function of M for (a) geometrical distribution, (b) Henzler's dis­

tribution, (c) empirical distribution (described in Section 4B), 

(d) ball-in-urn distribution, (e) distance distribution, and (f) 

delta function distribution. Each distribution gives rise to a 

o-1 
beam profile of width 0.0041 A as observed for,,.= 116 at 100 K. 

Comparison of calculated (solid curves) and experimental (cir-

cles) intensity and width ratio as functions of temperature. An 

arbitrary size distribution (see text) and a value of J2 = -1.28 

kcal/mole were used in the calculation. The calculated intensity 

has been multiplied by exp(-2W) [see Eq. (4)]. 
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Figure 1 
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Conclusions 
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Low-energy electron diffraction has been used to study overlayer 

order in a variety of chemically adsorbed systems. Experimental studies 

have been performed for S/Ir(110), H + CO/Rh(111), and CO/Ru(001). Com­

putational studies have been performed for O/W(l 10) and for a generalized 

island-forming system. The results of each study are summarized in the fol­

lowing. 

A Monte Carlo simulation of the order-disorder behavior of oxygen on 

W(110) was performed. Oxygen forms a (2x2) overlayer beginning at very low 

coverages on W( 110). This indicates that ordered islands form as the result 

of an attractive interaction. The binding site of oxygen on this surface is 

known from dynamical LEED calculations. A set of three interaction ener­

gies, consistent with the symmetry of the overlayer and binding site and 

with.the observation of island formation, was chosen for the Monte Carlo cal­

culation. The simulation was performed to model the experimental order­

disorder behavior of 0/W(110) at coverages of 1/4 and 1/2. It was not possi­

ble to make a unique determination of the three interaction energies on the 

basis of the two experimentally determined transition temperatures. How­

ever, two equations relating the three interaction energies to the transition 

temperatures were derived. In addition, representative curves of the inter­

nal energy, the heat capacity and the entropy as functions of temperature 

through the transition were calculated. 

The co-adsorption of hydrogen and CO on Rh(l 11) was studied by LEED 

and thermal desorption mass spectrometry. CO forms a series of three LEED 

patterns with increasing coverage when it is adsorbed alone. Hydrogen 

adsorbed alone causes no observable changes in the clean surf ace LEED pat­

tern. Addition of hydrogen to a CO overlayer causes the LEED pattern to 

change to one corresponding to a higher coverage of CO. If CO is added to a 
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surface with a hydrogen overlayer, all the clean surface LEED patterns form, 

but at lower coverages of CO. These results, combined with the thermal 

desorption mass spectrometric measurements, indicate that there is a 

strong repulsive interaction between the adsorbed hydrogen atoms and CO 

molecules, and that CO adsorbs via a mobile, physically adsorbed intermedi­

ate state. The repulsion between hydrogen atoms and CO molecules is 

effective over distances up to 2.7 to 3.1 angstroms, indicating that it is a 

through-metal interaction. 

Overlayers of sulfur atoms were prepared on the reconstructed Ir(110)­

(lx2) surface by exposing the crystal to hydrogen sulfide. A (2x2) LEED pat­

tern with the ((2n+l)/2 0) beams missing was observed for low coverages of 

sulfur. More complex, and less well developed LEED patterns were observed 

at higher sulfur coverages. The missing beams in the (2x2) pattern indicate 

that the overlayer has either a plg1 or a p2mg symmetry. This symmetry 

requires a coverage of one sulfur atom per reconstructed substrate unit cell. 

A possible structure for the overlayer is one in which the sulfur atoms are 

located in alternating three-fold sites in the troughs of the surf ace. 

Calculations and computer simulations were performed to determine the 

effect on the LEED pattern of having a spatial distribution of small islands on 

the surface. It was shown that if the distribution of island positions is ran­

dom, interference of electrons scattered from different islands will only con­

tribute intensity to tne substrate beams. In this case, the overlayer beam 

profiles are the sum of the profiles due to the individual islands on the sur­

f ace. To determine the effect of a non-random distribution of island posi­

tions on the beam profile, computer simulations of island-containing over­

layers were performed. It was found that the result for a random distribu­

tion holds as long as there is no correlation between the domains of adjacent 
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islands. 

Experimental studies of island formation and disordering for low cover­

ages of CO on Ru(OOl) were performed. Measurements of the beam profile as 

a function of CO coverage were made at low temperature. The profiles 

increase in width rapidly with decreasing coverage. This indicates that 

smaller islands are present at lower coverages, as might be expected. The 

coverage dependence of the beam width is inconsistent with a step-limited 

model of island formation. This suggests that island formation is diffusion 

limited in this system. The disordering of the islands was monitored through 

changes in the LEED beam intensity and width. The disordering appears to 

be influenced strongly by the finite size of the islands. Through modeling of 

the island dissolution, it was found that only one distribution of island sizes 

is consistent with the observed behavior. Thus a unique determination of the 

island size as a function of coverage was possible. 
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Section VII I. 

Appendices 

1. Construction of an Ultraviolet Photoelectron Spectrometer. 

2. Installation of an Electron Multiplier for Detection of Small LEED 
Signals. 
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Appendix 1 

Construction of an Ultraviolet Photoelectron Spectrometer 
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An ultraviolet photoelectron spectrometer similar to that designed by 

Starbuck (1) has been constructed. It consists of a cold cathode noble gas 

resonance lamp with a differentially pumped, windowless light path into the 

VIN chamber. A standard Varian four-grid LEED optics will be used for 

measuring the energy distribution of the photoelectrons. With the addition 

of an electron multiplier to the Faraday cup which is mounted on the LEED 

optics (Appendix 2), it will also be possible to do angle-resolved UPS in this 

system (2). 

A. Components of the Spectrometer 

A cross sectional drawing of the lamp and the light path is shown in Fig. 1. 

A high voltage is applied between the anode and cathode using a CVC O to 

5000 volt DC power supply (model# SDC-100). The cathode is air cooled wth 

a small fan attached to the safety cage. The quartz discharge capillary is 

cooled by flowing water through a surrounding jacket as shown in Fig. 1. Two 

discharge capillaries were constructed, one with a 2 mm and the other with a 

1 mm diameter internal bore. This will allow a determination of whether 

variation of the bore diameter can be used to improve the photon flux from 

the lamp. The light path consists of the copper anode, the first pumping gap, 

a segment of precision bore capillary (1.D. = 2 mm), the second pumping gap, 

and a second segment of capillary which leads into the UHV chamber. Great 

care was taken in the machining of the components and in the glass blowing 

to make sure that all segments of the light path are aligned. Also, the capil­

lary that enters the UHV chamber was gold coated and connected to ground 

to prevent charging effects. 

A Varian 5/8" straight-through valve (model # 951-5052) is used so that 

the lamp can be sealed off from the UIN chamber when not in use. Other-
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wise the diffusion pumps would have to be kept running at all times. 

An overview of the lamp and the components of the differential pumping 

system is shown in Fig. 2. The diffusion pumps had to be located quite far 

from the pumping gaps to fit around other parts of the system. A Nupro 0-

ring sealed Butterfly Valve (model # 304-24VFO) is located between each 

pump and pumping gap to prevent vapor from the diffusion pump oil from 

getting into the lamp and light path when there is no liquid nitrogen in the 

traps. A Perkin-Elmer Ultek precision port aligner (model # 283-8510) 

between the straight-through valve and the UHV chamber allows the photon 

beam to be aimed precisely at the crystal. This is especially important in 

doing angle resolved photoemission. Two difficulties arose in installing the 

port aligner. The first was that the bolt holes on the aligner and on the sys­

tem ftange to which it is mounted are both tapped. This problem was sur­

mounted by the construction of special bolts. The bolts were threaded on 

one end to fit the port aligner. The other end was milled to a small enough 

diameter to tlt through the holes on the system ftange, and its end was 

threaded to accept a nut.· The port aligner thus was installed by threading 

the bolts into the port aligner, then bringing the port aligner to the system 

flange and sliding the six bolts through the ftange holes and installing the 

nuts on the system side of the flange. The second difficulty arose in instal­

ling the nuts. As shown in Fig. 2, the port aligner is immediately adjacent to 

the system ftange which holds the CMA. One of the nuts had to be installed in 

a very small space between the two. The use of a right angle wrench and a 

great deal of patience were needed to tighten the nut enough to achieve a 

vacuum tight seal. The same will be required (at least) if it is ever necessary 

to remove the port aligner. A support to keep the weight of the lamp off of 

the system ftange and the port aligner is located below the straight-through 
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valve. In addition, a clamp attached to the CMA :flange braces the straight­

through valve from above. This is to prevent the application of torque to the 

delicate port aligner when opening and closing the valve. Photographs of the 

components of the lamp and light path are shown in Fig. 3. 

The operation of this lamp has never been tested, however a similar lamp 

constructed at the same time has been used quite successfully (3). Experi­

ence with that lamp has shown it is necessary to install a metering valve in 

the He line to control gas :ft.ow into the discharge tube. A Nupro valve (parts 

B-4SG and NY-1S-S6) has been purchased for that purpose. Details of lamp 

operation are described in Ref. 3. 

B. Vacuum Calculations 

A calculation of the pressure rise in the vacuum chamber during opera­

tion of the lamp was done for several commercially available diffusion 

pump-liquid nitrogen trap combinations. As shown below, a Varian M2 

diffusion pump with a Varian 0325 cryotrap has sufficient pumping speed for 

this application. 

The equations for determining conductance depend on the :flow regime of 

the gas according to the equations (4) 

DIA> 110 viscous :flow 

1 < DIA< 110 intermediate :flow 

DIA < 1 molecular :flow 

where: 

D = diameter of the pipe 

( = diameter of the molecule 
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"A= (2.33 x 10-10)Tlt2P 

To obtain a He(I) line the lamp will be operated with less than one torr of He 

in the discharge region. The value of D/"A for the anode can thus be calcu­

lated. 

t(He) = 1.86 x 10-B cm 

D = 0.2 cm 

T !:!:! 500 K (estimate) 

DI}\ = 6 -+ intermediate flow 

The length of the anode is 1.9 cm. Therefore using a standard equation (4), 

the conductance can be calculated to be 

0.22 l/s <:. Canode ~ 0.29 l/s . 

If molecular flow is assumed in the rest of the pumping path, the conduc-

tances can be calculated using standard equations for pipes, rectangular 

pipes and pipes with elbows (4) for various segments of the pumping path. 

Ignoring pumping from the second pump through the short capillary, the 

pressure in the first pumping gap, P 1, can be calculated as below. The pump-

ing speed of the diffusion pump is 

SP = 175 l/s . 

The pumping speed in the discharge region is 

So= l/Sp + l/C6 + E1Ci = 0.29 l/s , 
i 

where Ci indicates the conductance of a segment of the path between the 

anode and the first pump, and where C6 = 0.29 l!s has been used as the 

worst case. 

The throughput is thus 

Q = SP= (.29 l/s)(1 torr)= 0.29 torr-l/s 

This is below the maximum throughput of the pump, 0.8 torr-l/s. 
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The pumping speed in the first pumping gap is 

S1 =1/Sp + n1ci = 31.3 l/s. 

Therefore the pressure in the first pumping gap is 

P1 = QIS1 = .0092 torr . 

Now the assumption of molecular ti.ow can be checked: 

A= 2.93 cm 

D = .64 cm 

(estimating T = 400 K) 

DIA= .217 -+ The assumption is good. 

The pressure in the second pumping gap,P2, can be calculated by ignoring 

any possible effect due to the pumps in the vacuum chamber pumping 

through the long capillary. The pumping speed in the first pumping gap due 

to the second pump is 

S1,2 = 0.04 lls. 

Therefore the throughput is 

Q = (0.4 l/s)(.0092 torr) = 3.7 x 1 o-4 torr-l/s. 

And the pumping speed in the second gap is 

S2 = 31.8 l/s 

So that 

P2 = Q/S2 = 1.2 x 10-5 torr 

The pumping speed of the ion pump in the UHV chamber for He is 

S = 48 l!s . 

The conductance of the long capillary is 

C = .014 l/s . 

The pumping speed in the second gap due to the pumps in the vacuum 

chamber is therefore 

S = .014 l/s . 
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The throughput is 

Q = (.014 l/s)(l.2 x 10-5 torr) = 1.6 x 10-7 torr-l/s . 

Therefore the pressure rise in the UHV chamber due to operation of the lamp is 

AP= Q/SP = 3.3 x 10-9 torr 

C. Energy Analysis 

As shown in Fig. 4, the UV lamp is positioned so that the beam of photons 

strikes the crystal when it is located at the center of curvature of the LEED 

optics. The modification of a standard Varian four-grid LEED optics to allow 

measurement of Auger electrons is a standard procedure (5-B). A very simi­

lar modification allows the LEED optics to be used for energy analysis of the 

lower energy (0 to 35 eV) electrons generated in UPS {1). The only major 

difference is that the retarding potential applied to the grids is swept over 

the small energy range needed for UPS rather than the large one needed for 

AES. 

All the components necessary for a preliminary test of the spectrometer 

are available. The Varian· CMA sweep generator can be used to supply the 

retarding voltage to the LEED grids. A Heath kit sine wave generator is avail­

able to apply a perturbing voltage to the crystal (1). A PAR lock-in amplifier 

can be used to take the first derivative of the photoelectron current. For 

preliminary tests the lock-in can be operated with a long time constant, and 

the data recorded on an x-y recorder. 

For actual acquisition of data, it will be necessary to obtain a good pro­

grammable power supply to provide a computer controllable retarding vol­

tage. The signal-to-noise in the spectra could then be improved by averaging 

many energy scans using the laboratory computer. 



171. 

The method of data acquisition when using the Faraday cup .as a detector 

in angle-resolved photoemission has been discussed by Weeks et al. The 

Faraday cup is equipped with an einzel lens that can be used as a retarding 

field analyzer in the same way as the LEED grids. 



172. 

References 

1. James Edgar Starbuck, Masters Thesis, Cornell University, 1974. 

2. S. P. Weeks, C. D. Ehrlich and E. W. Plummer, Rev. Sci. Instrum. 48, 190 

(1977). 

3. P.A. Thiel, PhD Thesis, California Institute of Technology, 1981. 

4. A. Roth, Vacuum Technology, North Holland Publishing Company, New 

York, 1976. 

5. P. W. Palmberg, J. Appl. Phys. 38, 2137 (1967). 

6. R. E. Wever and W. T. Peria, J. Appl. Phys. 38, 4355 (1967). 

7. P. W. Palmberg, Appl. Phys. Lett. 13, 183 (1968). 

8. N. J. Taylor, Rev. Sci. Instrum. 40, 792 (1969). 



173. 

Figure Captions 

Fig. 1: 

Fig. 2: 

Fig. 3: 

Fig. 4: 

Cross sectional view of resonance lamp, light path and straight­

through valve. 

Top view of the lamp and differential pumping system. 

Photographs of components of the lamp and light path. 

a. Support pieces for water cooled discharge capillary, water 

cooled discharge capillary and cathode. 

b. Cathode and water cooled discharge capillary assembled, with 

phenolic rods in place. 

c. T-piece with copper anode visible. 

d. T-piece, discharge capillary and cathode assembled, with 

thermistor gauge in place. 

e. Modified straight-through valve, with the inset piece that 

holds the short capillary. Rods attached to inset piece are for 

insertion and removal. 

f. End-on view of the straight-through valve showing the long 

capillary, with the port aligner, and special bolts for installa­

tion of port aligner. 

Schematic drawing of the UHV chamber showing the positions of 

the LEED optics, crystal and beam of photons. 
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(a) 

(b) 

Figure 3 
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(c) 

(d) 

Figure 3 
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(e) 

(f) 

Figure 3 



~--~----------~--------~~~. 
,_..---- .--

- ~·---~- --

_____ .... _r_,---

- - .,.. __ ..,,. ~ . -

179. 

, . 
- -1! --'t 

. . 
\.~~-~~v-~~ . 

~"'\). b~' \<:.}. 
.. ' 

_.,, .. ~-~ 
~~~·:,.~-\~-~.·\ 
.. 

. I 

' . 

Figure 4 



180. 

Appendix2 

Installation of an Electron Multiplier for Detection of 
Small LEED Signals 
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I. Introduction 

A standard Varian LEED system is equiped with a movable Faraday cup 

which can be used to measure the intensity of diffracted electron beams. 

For an incident electron beam current of 1 o-6 A, a typical diffracted beam 

will have an intensity of about 10-9 A. Such currents can be measured 

directly with a picoammeter without difficulty. However, for molecular over­

layers, incident beam currents of about a microamp are sufficient to cause 

electron stimulated desorption (ESD) (1), and thus destruction of the system 

being observed. At lower incident beam currents ESD is reduced, but detec­

tion of the diffracted beam becomes difficult. Therefore some type of signal 

amplification becomes necessary if quantitative studies of molecular over­

layers are to be done using LEED. 

Weeks et al. (2) modified a Varian LEED system by installation of a chan­

nel electron multiplier (CEM) in the Faraday cup to do angle resolved pho­

toemission. A similar modification is the obvious solution to the problem of 

detection of small currents in LEED. In the following two sections are dis­

cussed first the details of the installation of the CEM and second the meas­

urement of diffracted beams using the CEM. 

n. Installation of the CEM: 

A drawing of the unmodified Faraday cup is shown in Fig. 1. The cup is 

mounted on two arms, through each of which runs an electrical connection. 

One connection is used to supply a retarding voltage to an einzel lens in the 

Faraday cup. The other carries the current from the collector cage in the 

cup. To install the CEM, it was necessary to remove the collector cage and 

enlarge the Faraday cup by addition of a "housing". Also, a third electrical 

connection had to be made to supply the high voltage to the CEM. 
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A side view of the· modified Faraday cup is shown: in: Fig. 2. The new hous­

ing extends above the original Faraday cup and is held in place by the screws 

that held the original back plate of the cup. The side plates of the new hous­

ing are clamped on with two brackets fastened by set screws, and thus .are 

easily removable. One of the side plates contains a hole in which is mounted 

a Macor ceramic insulator. This is the electrical feedthrough for the signal 

from the CEM. The signal is collected on a piece of tantalum foil which is 

supported by a copper wire. The wire runs through the ceramic insulator. 

Outside the housing, the wire ·is insulated with ceramic beads and shielded 

electrically with a copper sheath taken from an RG-59 cable. This cable is 

tied to the arm of the Faraday cup and run out to a high voltage feed through 

(Ceramaseal model II 808B8880-1) on a port to one side of the LEED optics. 

The cable hangs loose to allow motion of the Faraday cup. 

A hole was cut in the top of the original Faraday cup to accommodate the 

CEM. The multiplier is held in position by its two electrical connections. A 15 

mil tantalum wire is attached to the tab at the back of the CEM and 

grounded by a spotweld to the top of the original cup. A second wire, insu­

lated with ceramic beads, runs from the high voltage tab at the end of the 

CEM through the hole in the original housing to the f eedthrough originally 

used for carrying the current from the collector cage. A top view of the 

modified Faraday cup is shown in Fig. 3. The electrical connection to the 

einzel lens was left unchanged. The other feedthrough was surrounded by a 

painfully machined ceramic insulator, so that a stainless steel "hairpin" 

could be positioned for electrical contact by a pressure fit. (The ceramic 

insulator cracked during installation and will probably disintegrate if it is 

ever removed.) The tantalum wire from the high voltage tab of the CEM was 

spotwelded to the "hairpin". Finally, the original aperture plate was replaced 
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with a plate with a 0.005" diameter aperture. This allows greater spatial 

resolution in the measurement of diffracted beams. Shop drawings of all new 

parts are in the ''System Modifications" notebook in the laboratory. 

Two initial difficulties were encountered in operating the CEM. The first 

was arcing in some of the Varian connections running back through the 

LEED optics when the high voltage was applied. This problem was circum­

vented by replacing some of the original insulators with larger ones. No arc­

ing now occurs for voltages up to at least 2000 V. At the higher voltages that 

would be required for angle resolved photoemission (2), it is possible that the 

insulators would fail again. If this occurs, the best solution would be to 

abandon the original connection all together, and make a new connection 

through the other side plate of the new housing. The second difficulty was 

the pickup of stray electrons in the system by the collector circuitry which is 

also at high positive voltage. A piece of tantalum foil was spotwelded over the 

gap between the old and new housing of the Faraday cup shown in Fig. 2. In 

addition, a cap with a hole in it was pressure fit into the port holding the col­

lector feedthrough and the collector cable was passed through the hole. 

These two electrical shields reduced the background currents to quite 

acceptable levels. 

Ill. Operation of the CEM 

The channel electron multiplier (Galileo, part# 3556182) is of an unusual 

shape because of space limitations, but otherwise conforms to the 

specifications of the standard Galileo CEM. The multiplier is operated by 

grounding its front end and applying a high positive voltage, V, to the back 

end. A collector plate, biased to about V +200, is positioned 1 mm behind the 

CEM. The gain of the CEM is determined by the value of V. The maximum 
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output current is V / 1010 0 for a linear response. 

Measurement of the signal from the CEM was done in simple analog mode 

using a floating electrometer (Keithley, model 601). A diagram of the circui­

try (3) used to apply the high voltage, V, to the CEM, and V +200 to the collec­

tor through the electrometer, using only one high. voltage power supply is 

shown in Fig. 4. The UHV feedthrough for the CEM is on the flange holding 

the LEED optics. The feedthrough for the collector is on a 2 J" flange 

immediately to one side of the LEED optics. When using the elecrometer in 

the configuration of Fig. 4, the case ground and low must be connected using 

the pins on the back of the electrometer. A lucite. box was constructed to 

hold the electrometer, which is floating at V +200 during measurements. An 

isolation amplifier (Analog Devices model'# 273J) is used so that the 0-1 V 

output of the electrometer can be monitored with an x-y recorder, or by the 

laboratory computer. The electrometer is a well-designed instrument that is 

very easy to operate. Only two modes of failure have been observed: (1) Bat­

tery failure (this is easy to confirm using the battery check switch), and (2) 

Failure of the low current 'ranges while the high (µA) current ranges remain 

accurate. This is due to degradation of the precision mega-ohm resistors. 

These resistors are quite inaccessible, so return to Keithley for repair is 

recommended. The repair is inexpen'Sive (less than $100 in 1979) and rela­

tively fast (2-3 weeks). 

The incident electron beam current from the Varian LEED gun can be 

reduced by adjusting the filament voltage. The current monitor on the con­

trol unit is not useful below currents of 0.1 µA, so the current-to-ground 

through the crystal was measured to determine the gun current. At a 

filament voltage setting of about 1~ turns, the gun current is about 1 nA. 

Lower currents are possible, but with increasing noise levels, so 1 nA was the 
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lowest current used for experiments. At this incident beam current, with a 

0.005" aperture, about 0.1 pA maximum of current can be expected to reach 

the CEM. To avoid overloading the CEM at this incident current, it is neces­

sary to work at rather low gains. For work on overlayers of CO, voltages of 

1500 V to 2000 Vat the collector were used, giving a collector current of 1-10 

nA. An approximate curve of gain versus collector voltage is shown in Fig. 5. 

IV. Conclusion 

The modified Faraday cup: has been used successfully in quantitative 

measurements of LEED beams as described in an earlier chapter. In addi­

tion, it could be used with the photoemission lamp described in Appendix 1 

for angle resolved photoemission. This would only require minor 

modifications of the apertures (2). 
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Figure Captions 

Fig. 1: 

Fig. 2: 

Fig. 3: 

Fig. 4: 

Unmodified Faraday cup. 

Side view of the modified Faraday cup. Scale 5:1. The top piece 

and one of the side plates of the new housing can be removed 

without breaking any electrical connections. 

Top view of the modified Faraday cup. Scale 5:1. The position of 

the new insulator at the high voltage f eedthrough is indicated by 

the dashed lines. 

Circuit used for measurement of signal from CEM (Ref. 3). 
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Figure 1 
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