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Abstract 

This thesis presents a unique view on radio systems that can simultaneously function at 

multiple frequency bands. These radios offer a higher data-rate and robustness in addition 

to the added functionality in the performance of wireless systems. Our treatment includes 

the definition of such novel radios, formulation of their singular characteristics, 

proposition for transceiver architectures, and invention of circuit blocks. 

Various transceiver architectures for this new class of concurrent multi-band radios 

are proposed. The results for an integrated concurrent dual-band receiver operating at 2.4 

GHz and 5.2 GHz frequency bands for wireless networking applications are presented. 

Meticulous frequency-planning results in a high level of integration and a low power 

design for the concurrent receiver. Several new circuit concepts including the concurrent 

multi-band low-noise amplifier are demonstrated in this design. A general class of these 

concurrent multi-band amplifiers is investigated with numerous implementations of 

integrated concurrent dual-band and triple-band amplifiers. 

A theoretical treatment of nonlinear oscillators with multi-band resonator structures 

is also offered. It is shown that given certain nonlinearities these oscillators can generate 

multi-frequency outputs. The phase-noise of such negative-resistance oscillators with 

general resonator structure is addressed. By providing a link between the stored and 

dissipated energies of a network and its associated circuit parameters, useful 

interpretations of resonator quality factor are derived. With the aid of this analysis and 

the previously developed phase-noise models, dependencies of phase-noise on the 

resonator structure are derived. Based on our theoretical results, enhanced resonators with 

higher quality factor providing a superior oscillator phase-noise are proposed. 



 viii 
Finally, in order to enhance the performance of wireless systems by exploiting the 

spatial properties of the electromagnetic wave, multiple-antenna radios in phased-array 

configuration are investigated. The phased-array technology results in higher immunity to 

unwanted interference and therefore achieves a superior overall system capacity in a 

shared environment. The first fully integrated multiple-antenna receiver targeting the 24 

GHz ISM band using silicon technology is presented. The phased-array radio at 24 GHz 

is a cheap solution for high data-rate WLAN, as well as for fixed wireless broadband 

access applications. 
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Chapter 1  

Introduction 

Achieving the highest possible performance of wireless devices, irrespective of cost, was 

the primary focus of early radio engineers. The advent of commodity wireless appliances 

has gradually shifted the emphasis towards the most affordable solution. With the increase 

in demand, and rapid improvements in the semiconductor technology, the cost of wireless 

devices has considerably reduced. Additionally, the complexity of operations performed on 

Integrated Circuits (ICs) has grown exponentially [1]. In this environment of decreasing 

cost and increasing complexity, acquiring more functionality and flexibility is the best 

objective for future integrated wireless devices. This thesis presents such an approach 

towards increased functionality and performance of integrated wireless systems. 

1.1 Motivation 

As a result of the shared medium in wireless communications, the valuable frequency-

spectrum has been divided to serve a diverse range of applications. Conventionally, 

wireless devices operate at a frequency band allocated for a particular application. Since 

received signals from other wireless devices act as undesirable interference, radio 

transceivers are often designed for a narrow frequency bandwidth. The limited operation 

bandwidth of these systems makes them incapable of functioning at frequency bands other 

than their own. 

On the other hand, wireless systems capable of operating at multiple frequency bands 

are useful in numerous applications. Oftentimes, within a given application space, different 

modes of operation demand the operability at more than one frequency band. A good 
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example of such a multi-mode system is the common household radio that has to cover, at 

least, the AM and FM frequency bands. Additionally, radio transceivers that can be used for 

more than one application are of a great interest. Multi-band mobile phone terminals with 

capability of wireless connection to the Internet are examples of the latter case. 

In this thesis, we will present a unique view on multi-mode and multi-band radio 

systems that can simultaneously function at multiple frequency bands. These novel radios 

offer a higher data-rate, robustness, and improvement, in addition to the added 

functionality, in the performance of wireless systems. Our treatment comprises of the 

definition of such novel radios, formulation of their particular characteristics, proposals for 

potential transceiver architectures, and invention of circuit blocks. Throughout the 

discussions, our theoretical findings are verified with experimental implementations of the 

developed concepts. 

The performance of wireless systems can be further enhanced by exploiting the spatial 

properties of the electromagnetic wave. The combination of signals extracted from (or 

inserted to) different physical points of a propagated wave increases the energy of the 

signal. Using multiple-antenna systems is a natural way of collecting and generating signal 

energy at different points in space in order to achieve higher data-rate wireless 

communications. 

With the goal of demonstrating a significant improvement in the performance of 

traditional wireless devices, and in order to bridge the scientific gap between the 

conventional integrated-circuit designs and microwave techniques, the design and 

implementation of an ultra high-frequency multiple antenna radio system will be presented. 

Of particular interest is the integration of the complete system on a commercially available 

silicon technology that paves the way for a low-cost alternative for high-performance 

wireless communication schemes. 

The contributions of our study include the development of original concepts and new 

theoretical findings together with practical implications in the area of integrated multi-

mode, multi-band, and multiple-antenna radio systems. 
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1.2 Organization 

After describing the traditional narrow-band radio design from a historical basis, the 

motivations behind advancing to multi-band and multi-mode wireless systems will be 

explained in Chapter 2. We will then present a brief overview of existing multi-band and 

multi-mode radio architectures. 

Traditional multi-band transceivers that will be discussed in Chapter 2 are incapable of 

a simultaneous operation at multiple frequency bands. In Chapter 3 we will introduce the 

new concept of concurrent multi-band radios and will show their benefits in many cases. 

Receiver and transmitter architectures for this new class of radios will be revealed, many of 

which relying on the novel building blocks that will be described in detail throughout this 

thesis. Furthermore, upcoming challenges particular to concurrent multi-band radios, as 

well as new metrics for characterizing those systems, will be discussed. 

Chapter 4 covers the theory, design, and implementation of concurrent multi-band 

amplifiers that serve as key parts in concurrent radio architectures. A general class of 

concurrent low-noise amplifiers that can achieve minimum noise-figure, input matching, 

and narrow-band gain at multiple frequency bands are introduced and analyzed 

comprehensively. Based on the results of our general treatment, a number of integrated 

concurrent dual- and triple-band amplifiers are designed and implemented. The validity of 

our theoretical predictions is confirmed through successful measurements of the concurrent 

amplifiers. 

The implementation of the first experimental concurrent dual-band receiver is 

presented in Chapter 5. The complete cycle of system realization, starting from radio 

specification and receiver architecture down to the building block level design and 

extensive measurements is described. A meticulous frequency-planning results in a high 

level of integration and a low power design for the concurrent receiver. Several new circuit 

concepts, including current-sharing two-stage concurrent low-noise amplifiers and injection 

locked analog divide-by-three circuits, are demonstrated in this design. The implemented 

concurrent receiver can significantly increase the functionality, robustness, and bit-rate of 

wireless networking schemes. 
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In Chapter 6, we will present a theoretical treatment of multi-frequency oscillators. 

Nonlinear oscillators with multi-band resonator structures, under certain conditions, are 

capable of generating tone at distinct frequencies. A thorough analysis of one such 

oscillator with a dual-band resonator is carried out, providing the conditions of 

simultaneous multi-frequency oscillations. In the second part of this chapter, the phase-

noise of negative-resistance oscillators with general resonator structures is addressed. By 

providing a link between the stored and dissipated energies of a network and its associated 

circuit parameters, useful interpretations of resonator quality factor are derived. With the 

aid of this analysis and the previously developed phase-noise models, dependencies of 

phase-noise to the resonator structure are derived. Inspired from our theoretical findings, 

enhanced resonators with a higher quality factor that can provide a superior oscillator 

phase-noise are proposed. 

In Chapter 7, integrated multiple-antenna radios in phased-array configuration are 

investigated. A brief overview of different types of multiple-antenna systems is presented in 

order to demonstrate their effectiveness in high data-rate and reliable wireless 

communication schemes. A comparison of various architectures for such systems is 

followed by a practical design of an ultra high-frequency phased-array radio receiver on a 

conventional silicon technology. The successful implementation of this radio is achieved by 

a collection of innovative integrated-circuit and microwave techniques in addition to 

simulation, modeling, and characterization of such high-frequency designs. 

The summary of the presented results as well as suggestions for future work are offered 

in Chapter 8. 
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Chapter 2  

Multi-Band/Multi-Mode Radio Systems 

Electromagnetic waves are used for wireless transmission of information in a variety of 

applications. The majority of radio transceivers are designed for a particular purpose; for 

example, a TV tuner converts the received electromagnetic wave into picture and sound, 

while a mobile phone uses these waves for wireless voice and data communications. Often, 

these wireless devices have different modes of operation. For instance, one can use a single 

radio tuner to listen to either AM or FM radio broadcast stations. The multi-standard mobile 

phone terminal is a more recent illustration of a multi-mode radio. Radio systems with 

different modes of operation are the subject of this chapter. After explaining the 

fundamental reason behind the historical application-specific radio design, motivations for 

evolving to multi-mode radios will be discussed. A few instances of existing multi-mode 

radio architectures will be followed by the discussion of the role of such systems in the 

future of wireless communications. 

2.1 Frequency Spectrum and Narrow-Band Communications 

A generic radio uses propagating electromagnetic waves in a common medium, air, for 

information transmission. Unlike copper twisted-pair wires in wireline telephony 

applications or a glass fiber for optical communications, air in wireless applications is not 

an inherently directional medium for electromagnetic waves. In other words, at any 

location, one could listen to all the transmitted information in all directions through the air. 

Without any provision, it will be virtually impossible for any radio receiver to detect its 

signal of interest among all the other unwanted interfering signals. Several users can share 
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the common medium for transmitting and receiving signals using any of the multiple access 

schemes such as Time-Division (TDMA), Frequency-Division (FDMA), or Code-Division 

(CDMA) [3]. 

At the same time, this common medium has to be used for numerous applications that 

are very dissimilar in nature. For instance, a broadcasting TV station sends a powerful 

signal in all directions so that the received signal quality in the entire neighborhood is 

sufficiently high. Meanwhile, a satellite receiver extracts its intended data of a tiny signal 

emitted from a distant location. Consequently, a government agency called the Federal 

Communications Commission, FCC, was established in 1934 and is responsible for 

allocating and regulating radio communications in the United States. Similar regulating 

agencies have been established elsewhere in the world. In order to allow different 

applications to coexist and function simultaneously, the frequency-spectrum has been 

divided into numerous narrow sectors, each allocated for a particular application. A very 

limited selection of FCC frequency-allocations from 1 MHz to 100 GHz is shown in Table 

2.1. The distinction in the nature of these applications has resulted in various restrictions 

such as maximum allowable emitted power or modulation type for each of these narrow 

frequency bands. A number of often conflicting factors, many of them historical, 

economical, and political, have been considered in the frequency spectrum planning. A 

number of the common trade-offs considered among data rate, range, and frequency of 

operation are briefly described below. 

Based on Shannon’s theorem, the maximum data-rate of a communication channel, 

known as channel capacity, C, is related to the frequency bandwidth of the channel, BW, 

and the signal-to-noise ratio, SNR in the following manner [2]: 

)1(log. 2 SNRBWC +=  (2.1) 

As we move to higher frequencies, more bandwidth becomes available for communication. 

However, signal power of a propagating wave decreases rapidly with frequency [3] and 

lowers the overall SNR term in (2.1). Additionally, due to technological limitations, 

communicating at higher frequency bands has been traditionally more expensive. Even 
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based on the overly simplistic and limited discussion above, we can appreciate the subtlety 

in the planning of the frequency spectrum. 

 

Table 2.1: Selected portions of FCC-allocated frequency-spectra for narrow-band 
communications 

As a result of the frequency allocation (e.g., Table 2.1), the majority of communications 

though air is essentially narrow-band1 where the ratio of center frequency of the utilized 

band to its bandwidth is often between 100 and 10,000 (Table 2.2). In order to 

                                                                 1 MHz                                           1 GHz                                    10 GHz                               100 GHz 
 

Broadcast    

     FM Radio 88-108   

     Television 
54-88 , 174-216 , 470-608 , 

614-806 
  

Cellular Telephone 824-849 , 869-894   

Personal Communications    

     Broadband  1.850–1.990  

     Narrowband 901-902 , 930-931 , 940-941   

     Unlicensed  1.910-1.930 , 2.390-2.400  

RFID (Radio ID Devices) 902-928 2.400-2.500  

Industrial, Scientific & Medical 
(ISM) 

40.66-40.7 , 902-928 2.45-2.50 , 5.725-5.875 24-24.25 , 59-64 

Unlicensed National Information 
Infrastructure (UNII) 

 5-5.35 , 5.65-5.85  

Paging and Radiotelephone Services 
35 , 43 , 152 , 158 , 454-455 , 
459-460 , 929-930 , 931-932 

  

Local Multipoint Distribution Service 
(LMDS) 

  27.5-29.5 , 31-31.3 

Satellite Services    

 Direct Broadcast / Direct to Home  
11.7-12.2 , 12.2-12.7 ,      

17.3-17.7 
 

 Digital Audio Radio Service (DARS) 2.320-2.345   

 Global Positioning System (GPS) 
1.215-1.240 , 1.35-1.40 , 

1.559-1.610 
  

Vehicle Anti-Collision Radar/ 
Stolen Vehicle Recovery Systems 

162.0125-173.2  45.5-46.9 , 76-77 , 95-100 
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communicate effectively and achieve a high performance, every radio transceiver is highly 

selective around a particular frequency band and rejects all the other present signals. 

Several radio architectures such as heterodyne, homodyne and regenerative can achieve the 

necessary selectivity at high frequencies. However, due to the selective nature of narrow-

band communications and the distinction in specifications of various systems such as 

bandwidth, modulation type, power levels, etc., none of the conventional radio transceivers 

is capable of supporting multiple applications, simultaneously. 

The issue of narrow-band radios that are able to function for multiple applications is the 

topic of next section. 

 

Table 2.2: Selectivity of selected narrow-band communication receiver systems 

2.2 Why Multi-Band/Multi-Mode Radio? 

As previously mentioned, narrow-band communication and spectrum allocation have 

enabled the coexistence of multiple standards and applications in an efficient fashion. 

Accordingly, every wireless radio is designed and optimized to operate for a particular 

application at its allocated frequency band. At the same time, oftentimes various frequency 

                                                                                                                                               
1 Recently, wide-band communication for low-power, short-range and high data-rate commercial applications 
is receiving more attention [4]. 

 Channel BW (MHz) Frequency Band (MHz) Selectivity 
(fcenter / BW) 

Radio Broadcast    
   AM 0.01 0.54-1.60 ≈ 54-160 
   FM 0.2 88-108 ≈ 500 
TV Broadcast    
   VHF 6 54-88 , 174-216 ≈ 10-35 
   UHF 6 470-806 ≈ 80-135 
Global Positioning System    
   L1 Commercial Band 2 1575 ≈ 750 
Cordless Phone    
   DECT 0.7 1880 - 1897 ≈ 2700 
Mobile Phone     
   PCS 1900 (GSM) 0.2 1930-1990 (Rcv) ≈ 10,000 
   IS-95 (CDMA) 1.250 1930-1990 (Rcv) ≈ 1600 
Satellite Broadcast    
   DirecTV 24 12,200-12,700 ≈ 500 
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bands with distinct specifications such as modulation type and power emission ratings are 

allocated for the same application. Mobile phone communication is a common case where 

multiple frequency bands with a variety of specifications are used. Due to the diversity of 

these radio specifications at different frequency bands, a conventional mobile phone 

terminal can only operate under one standard at a particular frequency band. Some of 

today’s mobile-phone standards are listed in Table 2.3, as a demonstration of this concept2. 

 

Table 2.3: Today’s predominant mobile-phone standards 

These diverse sets of standards have prompted the design and manufacturing of multi-

standard mobile phone terminals. These multi-mode systems can operate at different 

standards in various regions of the world and eliminate the need to carry more than one 

phone while traveling. 

                                                
2 The brief description of mobile-phone standards is only to demonstrate one instance of an application with 
multiple designated frequency bands. These examples do not limit our general discussions and treatments of 
the multi-mode and multi-band wireless systems. 

 GSM CDMA 

 E-GSM 
DCS1800 

(PCS1900) 
IS-95 W-CDMA 

Downlink Band 925-960 MHz 
1805-1880 MHz 

(1930-1990) 
869-894 MHz 
(1930-1990) 

2110-2170 MHz 

Uplink Band 880-915 MHz 
1710-1785 MHz 

(1850-1910) 
824-849 MHz 
(1850-1890) 

1920-1980 MHz 

Channel Bandwidth 200 kHz 1.25 MHz 1.25/5/10/20 MHz 

Downlink Data-Rate 22.8 kbit/s 1.2/2.4/4.8/9.6/14.4 kbit/s 2n kbit/s (n=5..11) 

Uplink Data-Rate 22.8 kbit/s 1.2/2.4/4.8/9.6/14.4 kbit/s 2n kbit/s (n=4..10) 

Modulation GMSK BPSK QPSK 

Multiple Access TDMA Direct Sequence CDMA 

Duplexing FDD FDD 

Maximum Output 
Power 

30 / 33 dBm 24 dBm 23-30 dBm 

     
GMSK: Gaussian Minimum Phase Keying  TDMA: Time Domain Multiple Access 
QPSK: Quadrature Phase Shift Keying  CDMA: Code Division Multiple Access 
BPSK: Binary Phase Shift Keying  FDD: Frequency Division Duplexing 
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Perhaps the most common multi-mode system is the common household radio receiver 

itself, which usually receives both AM and FM broadcast signals, one at a time. In addition 

to radios and mobile-phones, there are other types of applications where multi-mode 

systems have received a lot of attention. Wireless networking is another example of 

numerous standards prompting the creation of multi-mode transceivers. Different aspects 

for wireless networking applications will be discussed in Chapter 5. 

There is also an increasing interest in radio systems that support more than one 

application. For instance, adding wireless networking ability to the existing mobile phone 

terminals might be realized in the near future. Radio architectures for mobile-phones with 

global-positioning-system (GPS) capability have already been discussed in the literature 

[6]. Such multi-mode systems that simultaneously support various applications operating at 

different frequency bands are the subject of Chapter 3. 

There is a subtle distinction between multi-mode and multi-band in existing 

publications. Multi-band systems operate for several standards occupying different 

frequency bands. For instance, a dual-band GSM mobile-phone usually refers to a system 

that can operate at 900 GHz and 1800 GHz frequency bands (refer to Table 2.3). More 

generally, multi-mode transceivers can function for various standards residing in the same 

frequency band or in disjointed ones3. 

In the next section, some of the proposed and implemented transceiver architectures for 

multi-band systems, mostly in mobile-phone and wireless networking applications, are 

briefly reviewed. 

2.3 A Review of Existing Multi-Mode/Multi-Band Radio Architectures 

A complete radio transceiver consists of two separate paths, radio receiver and radio 

transmitter (Figure 2.1). In the receiver chain, the collected signal from the antenna is 

amplified, filtered and down-converted in frequency for reliable detection and 

demodulation in the following signal-processing stages. In the transmitter section, the 

modulated signal has to be up-converted to the appropriate radio frequency and amplified 

                                                
3 A dual-mode mobile phone for DCS1800 and IS95 standards is an example of a system that supports two 
standards at the same frequency band (refer to Table 2.3). 
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before entering the antenna for proper propagation. Therefore, sections that are closer to the 

antenna operate at the higher frequency in the transceiver chain. In particular, the first 

active block in the receiver, a low-noise amplifier (LNA), increases the level of the received 

signal without adding a significant amount of noise. On the transmitter side, a power 

amplifier (PA) provides the desirable amount of signal energy to the antenna. 

 

Figure 2.1: Simplified illustration of single-band radios (a) time-duplex (b) full-duplex 

Regardless of the radio architecture, the connection of the transceiver’s front-end to the 

antenna is a function of the duplexing method. Both the output of power-amplifier (PA) and 

the input of low-noise amplifier (LNA) have to be connected to the antenna with a high 

isolation between them. The isolation is required to protect the sensitive receiver front-end 

circuitry from the large signal levels at the PA output and to minimize the leakage of the 

transmitted signal energy to the receiver path. In full-duplex systems, such as CDMA 

standard in mobile-phones, where the receiver and transmitter are simultaneously on, bulky 

duplex filters that separate receive and transmit bands are usually unavoidable (Figure 2.1 

b). In time-duplex schemes such as the GSM standard for mobile-phones, there is a time 

gap between receive and transmit frames. In these schemes, a transmit/receive (TR) switch, 

followed by bulky surface-acoustic-wave (SAW) filters in receiver chain in many cases, 

separates the antenna connection to each path (Figure 2.1 a). For multi-band systems, more 

duplexers, TR switches, and SAW filters are needed to accommodate all of the desired 

frequency bands. 
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2.3.1 Multi-Band Receiver Architectures 

In practice, the high selectivity required in narrow-band communications (Table 2.2) can 

hardly be achieved with any practical filter at radio frequencies. Therefore, the desired 

selectivity is often achieved in multiple stages. The carrier frequency of the received signal 

is lowered in one or more steps allowing for filtering and demodulation at lower 

frequencies. In a common process known as down-conversion, the carrier frequency of a 

modulated signal can be reduced by multiplying (or mixing) it with a constant tone signal 

of a local oscillator (LO)4. Unfortunately, in a multiplier, the image of the main signal with 

respect to the LO frequency is down-converted along with the main signal to the same 

frequency causing an unwanted cross-talk (Figure 2.2). Usually, distinct receiver 

architectures vary in the number of down-conversion stages, the method to remove the 

unwanted image signal, as well as the choice of placement and value of gain and filtering 

stages. 

 

Figure 2.2: Illustration of cross-talk caused by the image signal in the receiver 

Most of today’s wireless receivers use any of these general architectures: heterodyne, 

homodyne, low-IF, and image-rejection receivers such as the ones originally proposed by 

Weaver [8] or Hartley [7]. Similarly, all these architectures have been employed in the 

multi-band receivers for various applications. In the following sections, advantages and 

disadvantages of each of these architectures for multi-band and multi-mode systems are 

briefly discussed. 

                                                
4 Similarly, the carrier frequency can be increased in a mixing process (up-conversion). 
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2.3.1.1 Heterodyne Architecture 

Heterodyne receivers achieve a large selectivity by down-converting the received RF signal 

in multiple steps (usually two), and by extensive filtering at each intermediate-frequency 

(IF) section before converting the analog baseband signal to a digital one for demodulation 

and further signal processing. Filtering at RF and IF stages is usually achieved via external 

SAW filters that attenuate the energy at the image frequency band for reduced cross-talk. In 

a multi-band heterodyne system, there will be a larger number of external image-rejection 

filters resulting in a larger footprint, higher power consumption, and a higher overall cost 

for the system. A simplified schematic of a triple-band receiver for CDMA phone standards 

integrated with GPS capability (quad-mode radio) that uses a heterodyne architecture is 

shown in Figure 2.3 ([6]). 

 

Figure 2.3: A multi-band / multi-mode receiver based on Heterodyne architecture [6] 

2.3.1.2 Homodyne/Low-IF Architectures 

The cross-talk caused by the image signal can also be eliminated if a pair of multipliers 

with in-phase and quadrature-phase LO signals are used in the down-version stage. 

Homodyne (also known as zero-IF or direct-conversion) receivers perform the radio 

frequency down-conversion in only one step using a pair of high dynamic-range in-phase 
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and quadrature mixers. Image-frequency and interference rejections as well as amplitude 

control are performed at dc for the most part. Unfortunately, several sources of noise, 

including self-mixing of the LO signal due to leakage, component mismatches, and low-

frequency noise of devices contribute to an undesired amount of signal energy at the zero 

frequency [17],[18]. A direct-conversion scheme requires extra circuitry for the removal of 

the so-called dc-offset signal. 

The aforementioned problem of dc-offset can be eliminated in a low-IF architecture, 

where the received RF signal is down-converted to a very low frequency instead of zero 

frequency. However, low-IF architectures necessitate low-frequency building blocks such 

as filtering and gain stages with a higher bandwidth to further process the signal. A higher 

bandwidth in many of these blocks including analog-to-digital converters is usually gained 

at the price of larger power consumption. Final down-conversion to zero frequency that 

might be necessary in some of the low-IF implementations can be done at the digital 

domain. 

Many prefer the added expense of baseband signal-processing in these systems for the 

benefit of reduced number of off-chip components which usually translates to a cheaper 

overall cost compared to heterodyne architectures. Figure 2.4 shows a simplified schematic 

of a quad-band mobile-phone receiver for GSM standards that uses a direct-conversion 

architecture [15]. Note that in-phase and quadrature-phase paths can be generated by phase 

shifting the RF signal (Figure 2.4), or more commonly, the LO signal [5]. 
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Figure 2.4: A direct-conversion multi-band receiver for mobile-phone applications [15] 

2.3.1.3 Image-Reject Architectures 

The required high-selectivity in most standards is achieved through bulky SAW filters in 

heterodyne receivers or through high dynamic-range wide-band baseband circuits in direct-

conversion and low-IF architectures. Hence, architectures that select the narrow-band 

channel of interest while rejecting the image-frequency before baseband without the use of 

any IF SAW filters are desirable. Down-converting the RF signal in orthogonal phases (in-

phase and quadrature) and combining the outcome constitutes the basis for image-reject 

architectures [7]-[8]. Usually, the image-rejection of these architectures is limited to the 

matching of integrated components and can be enhanced with digital calibration [16]. An 

example of such an image-reject receiver for a dual-band system, where clever frequency 

planning allows for sharing of many circuit blocks, is shown in Figure 2.5 ([9]). The 

propagation of the one of the desired inputs and its corresponding image signal along the 

receiver chain is also depicted to illustrate the image rejection principle of the Weaver 

down-converter. 
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Figure 2.5: Dual-band receiver based on Weaver’s image-rejection scheme [9] 

2.3.2 Multi-Band Transmitter Architectures 

Multi-step up-conversion (heterodyne), direct up-conversion (homodyne), and image-reject 

up-conversion architectures, as well as direct modulation of the transmit VCO for constant-

envelope modulation signals has been used in the design of multi-band transmitters. We 

will briefly review these approaches in the following subsections: 

2.3.2.1 Multi-Step Up-Conversion 

Up-conversion of the baseband signal to an RF carrier in multiple steps allows for a more 

uniform distribution of gain and gain-control which, for instance, could be as large as 90dB 

in CDMA standards for mobile-phones, between the IF and RF stages. However, external 

IF filters add to the system complexity, power consumption, board area, and cost. A 

simplified schematic of a dual-band/tri-mode transmitter for the two CDMA standards 

mentioned in Table 2.3 that uses a two-step up-conversion is shown in Figure 2.6 ([10]). 
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Note that if different IF frequencies are chosen for each RF band as in this case, multiple 

off-chip filtering are used at the IF stage. 

 

Figure 2.6: Dual-band transmitter using dual up-conversion for CDMA standards [10] 

2.3.2.2 Direct Up-Conversion 

Among other transmitter architectures, direct up-conversion of the baseband signal to the 

desired RF frequency uses the fewest number of off-chip components. Eliminating the 

unwanted DC-offset from up-conversion and achieving a large range of amplitude-control 

at RF are the design challenges in this architecture. Also if the local oscillator operates at a 

very close frequency to the transmitted signal band, its output frequency could be 

modulated or even changed (i.e., frequency pulling [17]) in the presence of strong signal 

coming from the power amplifier output. The relatively low requirement for the gain-

control in WLAN standards has led to a large number of multi-mode designs based on 

direct-conversion architecture [11]-[13]. The simplified schematic of a dual-band tri-mode 

transmitter for CDMA standards in [14] is shown in Figure 2.7. 
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Figure 2.7: Dual-band direct-conversion transmitter for CDMA standards [14] 

2.3.2.3 Up-Conversion via Direct VCO Modulation 

By varying the frequency of a voltage-controlled-oscillator (VCO), we can directly up-

convert the modulated baseband signal into the desired radio-frequency. The constant 

amplitude of the VCO output limits the use of this scheme to constant-envelope signal 

modulations, such as GMSK used in GSM mobile-phone standard. Moreover, due to the 

nonlinear control-voltage to output frequency transfer function, the baseband signal should 

be preconditioned prior to applying to VCO control-voltage. A feedback loop stabilizes the 

output frequency of VCO. A dual-band transmitter based on the direct modulation of VCO 

frequency in a frequency-translation loop is illustrated in Figure 2.8 ([15]). 
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Figure 2.8: Dual-band transmitter based on direct-modulation of VCO frequency [15] 

2.3.3 LO Generation in Multi-Band Transceivers 

Building blocks that generate the local-oscillator (LO) signal necessary for signal up/down-

conversion consume a significant portion of the overall radio area and power. Naturally, in 

multi-band systems a number of LO signals at different frequencies should be generated. 

Most multi-band architectures use a delicate frequency planning in order to share as many 

of the LO generation building blocks as possible. 

For instance, in direct-conversion multi-band mobile-phone transceivers operating around 

900 MHz and 1800 MHz frequency bands, a single oscillator in conjunction with a divide-

by-two can generate both necessary LO signals [14]. Even for multi-band systems without a 

integer ratio of RF frequencies, a single oscillator at the proper frequency can generate all 

the necessary LO signals with the help of a frequency divider and multipliers [6], [15]. 

These added blocks eliminate the use of two separate frequency synthesizer loops that 

consume a substantial chips area. 

2.4 Summary 

Evidently, the demand for wireless terminals that can support more standards and 
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band multi-mode capability that allows universal operation. Addition of other features, such 

as GPS, to these terminals mandates the coverage of extra frequency bands. Similarly, 

multiple standards and frequency bands allocated for wireless networking applications have 

resulted in a substantial need for multi-band multi-mode WLAN systems. 

In summary, the spectrum allocation for wireless communication results in narrow-band 

radios optimized for a particular frequency band. Additionally, the increasing demand for 

terminals with more functionality requires the design of wireless systems that can operate at 

multiple frequency bands. Therefore, novel architectures and systems with multi-

band/multi-mode features are deemed promising for high-performance communications in 

the future. In this chapter, we reviewed some of the existing non-concurrent transceiver 

architectures for multi-mode and multi-band systems. 
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Chapter 3  

Concurrent Multi-Band Radio 

In the previous chapter, the role of multi-band and multi-mode systems as an integral part 

of radio communications was demonstrated. These systems add the possibility to operate in 

one of different standards or frequency bands at any given time. In this chapter, the novel 

concept of concurrency is introduced for multi-band systems. Concurrent multi-band 

systems, by definition, are capable of simultaneous operation at multiple frequency bands at 

any given time. In this chapter we explain the benefits of such radios, followed by a few 

proposed transceiver architectures. Some of the novel architectures benefit from the new 

building blocks that will be introduced in later chapters. 

3.1 Benefits of Concurrency 

Simultaneous operation at multiple frequency bands in the traditional applications of non-

concurrent multi-band radios may not appear very advantageous. After all, the mobile 

phone user will be using only one frequency band for his/her voice communication at any 

given time. However, there are numerous cases where concurrent multi-band operation is 

highly desirable. Some of the potential benefits of concurrent radios can be categorized as 

follows: 

A) More Functionality 

There seems to be a large demand, and in some cases mandates, to add more functionality 

to the existing wireless devices. One example of this is the desire to add positioning 

capability to the mobile phone. In fact, the FCC’s wireless Enhanced 911 (E911) rules seek 

to improve the effectiveness of wireless 911 service by providing 911 dispatchers with a 
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very precise location estimation of the call, within 50 meters in most cases [19]. One 

method to achieve this accuracy is to integrate a Global Positioning System (GPS) 

capability to the mobile phones (e.g., [20]). At the same time, adding an interface for 

connecting the device to the wireless local area networks (WLAN) for data transmission is 

desirable. With a concurrent radio, a person can talk on his mobile phone while data is 

being downloaded from the Internet to his device using the WLAN receiver and the GPS 

receiver maintains track of his location at any time. 

B) Higher Data Rate 

Simultaneous access to multiple frequency bands increases the effective bandwidth of the 

system and hence allows for a higher communication data rate. Imagine a concurrent 

receiver that supports different WLAN standards (e.g., IEEE 802.11a and 802.11b). This 

receiver can simultaneously use channels at both frequency bands for faster communication 

and more flexibility5. 

C) System Robustness 

Using multiple frequency bands simultaneously not only increases the communication data-

rate, but also makes the system more robust by providing additional frequency diversity. 

Since the wave propagation and channel fading properties at different frequency bands (i.e. 

different wavelengths) are different (e.g., [3]), in case of failure at one band, an 

uninterrupted communication on the other band will be maintained in the concurrent radio. 

D) Performance Improvement 

In a few circumstances, especially in remote-sensing applications that use electromagnetic 

waves, more data can be collected at various wavelengths. Multi-frequency Synthetic-

Aperture-Radar (SAR) and multi-band/multi-channel radiometry are examples of systems 

where multiple frequency bands are used to acquire more information remotely. 

3.2 Concurrent Receiver Architectures 

In the following sections a few potential concurrent transceiver architectures are studied. 

On the receiver side, desirable architectures are those with a smaller chip area and/or 

                                                
5 It is already assumed that the environment in our hypothetical case does support both standards and channels 
at both frequency bands for our single user. Just recently, single wireless network access points that can 
simultaneously support multiple standards at 2.4GHz and 5.2GHz have been introduced to the market [40]. 
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consume less battery power. It is worth mentioning that in the following description of 

various concurrent transceiver architectures, only signal-path designs are presented. As 

discussed in the previous chapter, a proper frequency planning can be applied to most of 

these architectures to reuse some of the resources (e.g., frequency synthesizers) in LO-

generation sections. 

3.2.1 Parallel Single-Band Receivers 

Probably the most trivial solution for a concurrent multi-band receiver is to have a number 

of single-band receivers in parallel and use each for one particular frequency band. Figure 

3.1 shows examples of the aforementioned implementation where each single-band receiver 

is using a standard heterodyne architecture in (a), and direct down-conversion architecture 

in (b). More generally, different architectures for each of the parallel receivers can be 

conceived. 

Despite the fact that this scheme is general and can be expanded to any number of 

frequency bands, it is not the most efficient architecture. Later, we will show architectures 

that share the valuable resources (i.e., battery power, chip area) by introducing novel and 

unconventional building blocks. 
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Figure 3.1: Concurrent receiver implementations using multiple parallel single-band, 
receivers in (a) heterodyne (b) direct down-conversion architectures 

3.2.2 Parallel Receivers with a Wide-Band Front-End 

A receiver with a wide-band front-end consisting of an antenna and low-noise amplifier 

(LNA) that can collect signal power at a large range of frequencies followed by appropriate 

down-converters can be used to receive any number of frequency bands within that range. 

In Figure 3.2, a broadband front-end is followed by separate down-conversion paths for 

each frequency band. This scheme might have some advantage in terms of chip area and/or 

power consumption over the previous method, depending on the implementations of wide-

band LNA6. The direct down-conversion architecture of Figure 3.2 (b) is fairly versatile in 

that by controlling the local oscillator frequency, the operation bands of the concurrent 

receiver can be varied. 

Broadband front-end nevertheless suffers from a serious shortcoming: it not only 

receives the frequency bands of interest, but also all the other undesirable frequencies get 

amplified by it. These unwanted signals might have a large signal power and can potentially 

                                                
6 It is also noteworthy that normally antenna size increases with its bandwidth. 
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limit the dynamic range of the receiver due to the nonlinearities inherent to any 

implementation. 

 

Figure 3.2: Concurrent receiver implementation using a wide-band front-end in (a) 
heterodyne (b) direct down-conversion architectures 

3.2.3 Parallel Receivers with a Multi-Band Front-End 

The shortcoming of the previous architecture can be improved by replacing the wide-band 

front-end with one that has a multiple narrow-band response at frequency bands of interest 

(Figure 3.3). This multi-band front-end consists of a multi-band antenna (e.g., [28]-[30]), 

followed by a multi-band filter (e.g., [31]) and a concurrent multi-band LNA that provides 

simultaneous gain and matching with a low added noise at multiple frequency bands [26]. 

More discussions on the design of a concurrent multi-band front-end will be provided in 

section 3.3. 
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Figure 3.3: Concurrent receiver implementation using a multi-band front-end in (a) 
heterodyne (b) direct down-conversion architectures 

3.2.4 Multi-Band Sub-Sampling Receiver 

According to Shannon’s original statement of sampling theorem, any signal that contains no 

frequencies higher than BW [Hz] can be completely determined by discrete samples of the 

signal spaced (1/2 BW) [sec] apart [21]. Sampling of band-limited signals has been 

extended to bandpass signals that have energy in the frequency interval (fL, fU) where 

BW=fU-fL [22]. The classical bandpass theorem for uniform sampling states that the signal 

can be reconstructed if the sampling rate is at least fs
(min)=2fU/n, where n is the largest 

integer within fU/BW. A graphical representation of bandpass sampling in the frequency 

domain can be seen in Figure 3.4. In the frequency domain, the effect of uniform sampling 

is equal to repeatedly shifting the signal by integer multiples of the sampling rate, fs. If 

these shifted versions of the signal can not be superimposed on one another, the original 

signal can be recovered easily with appropriate filtering. Using this graphical 

representation, the aforementioned condition for permissible sampling rates can be derived. 

There are two important observations in the bandpass sampling scheme. First, note that the 

sampling rate can be much lower than the center frequency of the signal. Second, we not 

only can recover the signal in its original form by filtering at the correct center frequency, 
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but also can filter any other replica of the signal and effectively shift the center frequency of 

the signal without disturbing its frequency contents. This point has instigated schemes that 

use the so-called sub-sampling to down-convert the RF signal to a lower frequency 

[23],[24]. Subsampling receivers traditionally have a good linearity performance, but have 

the disadvantage of noise-folding and hence a lower SNR at the output. As shown in Figure 

3.4, both the signal and the wide-band background noise are shifted several times, the latter 

resulting in an increased total in-band background noise. Filtering the bandpass signal prior 

to sampling can lower the noise and increase the receiver sensitivity. 

 

Figure 3.4: Frequency domain representation of down-conversion using bandpass 
subsampling 

Bandpass subsampling can be further expanded to bandpass signals. Similar to the previous 

case, expressions for permissible sampling rates can be derived (e.g., [25]). Once again, 

Figure 3.5 shows the essence of this concept without any mathematical details and can be 

used to find the allowable rates for any set of discrete signals. In practice, the frequency 

bands of interest might not have the same bandwidth and most likely are not equally spaced 
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in frequency domain. This may result in very low sampling rates which will consequently 

increase in-band noise due to noise-folding. Therefore, a multi-band filtering scheme is 

desired at the front-end to limit the effect of out-of-band noise. Additionally, using the 

multi-band filtering instead of a wide-band front-end is required to reduce the undesirable 

interferences that limit the dynamic range of the receiver as previously discussed. 

 

Figure 3.5: Frequency domain representation of multi-band subsampling 

3.2.5 Direct Digitization (Digital Radio) 

Most modern wireless radio receivers down-convert the input RF signal to a lower 

frequency (intermediate frequency, IF, or baseband) and then convert the low-frequency 

analog signal to a digital one for further processing. With the rapid improvement in device 

technology providing faster, smaller, and cheaper active elements, digital circuits are now 

capable of operating at GHz range frequencies. Hence, there is a large interest in moving 

the analog-to-digital conversion to higher frequencies (Figure 3.6). Versatile digital 

circuitry can then process the high-frequency signal (e.g., filter, demodulate). Ideally, such 

a digital processor can be programmed to process signals at different frequency bands and 

standards (software defined radio), as well as multi-band signal structures. In theory, direct 

digitization of a radio-frequency signal is an intriguing idea, but there are extremely 

difficult challenges in practice with the current technologies. High resolution analog-to-

sampling 
rate 

f 

f 

fs 

filter 



 29 

digital converters (ADC) that can operate at multiple Gsamples/sec range with the tough 

dynamic-range requirements of radio standards are still not on the horizon for 

implementation. At the same time, the dynamic-range of these ADCs usually comes at the 

price of increased power consumption. As power consumption of digital circuitry increases 

in proportion to the frequency of operation, justifying the direct digitization for low-power 

portable radio receivers becomes more difficult. Upon availability of the desired ADC, the 

clear advantages of such implementations in the future are their performance scaling with 

technology improvements, ideally automated and faster design cycles, programmability, 

and extreme versatility in architectures and applications. In the following section we 

introduce an alternative approach that does not suffer from these deficiencies. 

 

Figure 3.6: Generic architecture of a direct digitization radio 

3.3 A Concurrent Dual-Band Receiver 

In this section, a new concurrent dual-band receiver architecture is introduced which is 

capable of simultaneous operation at two-different frequencies without dissipating twice as 

much power or a significant increase in cost and footprint [26]. The concurrent operation is 

realized through an elaborate frequency conversion scheme in conjunction with a novel 

concurrent dual-band low noise amplifier (LNA). These new concurrent multi-band LNAs 

provide simultaneous narrow-band input matching and gain at multiple frequency bands, 

while maintaining low noise. Figure 3.7 illustrates the conceptual evolution of a dual-band 

receiver, starting with two totally independent heterodyne receiving paths, and leading to an 

efficient concurrent dual-band receiver. 

The first gain stage in a concurrent dual-band receiver is its LNA. Traditional single-

band LNAs use a single or cascode transistor stage to provide wide-band transconductance 
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and combine it with proper passive resonant circuitry at the input and output, as discussed 

briefly in the previous section. This approach shapes the frequency response, ensures 

stability, and achieves gain and matching at the single band of interest [27]. 

 

Figure 3.7: Evolution process of two parallel receivers to a concurrent dual-band receiver 

A very important observation is that the transconductance of the transistor is inherently 

wide-band and can be used to provide small-signal gain and matching at other frequencies 

without any penalty in the power dissipation. This leads to a compact and efficient front-

end for a concurrent dual-band receiver which consists of a dual-band antenna [28]-[30], 

followed by a monolithic dual-band filter [31] and a concurrent dual-band LNA that 

provides simultaneous gain and matching at two bands. This is illustrated in the lower part 

of Figure 3.7. A detailed approach to the design and analysis of such a multi-band LNA will 

be described in Chapter 4. It should be noted that the concurrent dual-band receiver does 

not use any dual-band switch [32] or diplexer [33], since simultaneous reception at both 
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bands is desired. A dual-band down-conversion scheme is subsequently needed to translate 

different information-carrying signals to baseband with as few local oscillators (LO) and 

external filters as possible, while maintaining isolation between the two bands. This can be 

achieved in numerous ways (e.g., heterodyne, homodyne). Figure 3.8 shows a simplified 

block diagram of one such receiver that evolves from the single-band image-reject 

architecture proposed by Weaver [34]. 

 

Figure 3.8: Concurrent dual-band receiver architecture 

The frequency of the first local oscillator (LO) that appears after the LNA and performs 

the first down-conversion determines the image frequency(ies) and plays an important role 

in the performance of the system. For a non-concurrent receiver, it has been proposed to 

choose the first LO frequency halfway between the two frequency bands and select the 

band of interest by choosing the appropriate sideband produced by an image-separation 

mixer [9]. Although this method is sufficient for the non-concurrent approaches, it will 

suffer from serious shortcomings if used for a concurrent receiver, where the LNA 

amplifies the signal in both of the desired bands. This is due to the fact that one band is the 

image of the other and there is no attenuation of the image by either the antenna or the 

filter. The situation is exacerbated by the LNA gain in the image band. In this scenario, one 

is solely relying on the image rejection of the single sideband receiver, which is limited by 
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the phase and amplitude mismatch of the quadrature LOs and the signal paths [35],[36], and 

is usually insufficient in a concurrent receiver. 

An alternative approach, which does not suffer from the above problem and in fact 

significantly improves the image rejection, is to use an offset LO, as shown in Figure 3.9. 

The LO frequency is offset from the midpoint of the two bands of interest (fA and fB) in 

such a way that the image of the first band at fA falls at the notch of the front-end transfer 

function at fIA. The attenuation at fIA is determined by the compounded attenuation of the 

dual-band antenna, filter, and LNA. Similarly, the image of the second band at fB will fall 

outside the pass-band of the front-end at fIB and will be attenuated accordingly. Using a 

quadrature first LO makes the stage fit to act as the first half of any single-sideband image-

reject architecture, similar to that proposed by Weaver [34]. Since the receiver has to 

demodulate two bands concurrently and independently, two separate paths must be used 

eventually. Each path is comprised of the second half of the image reject architecture, as 

shown Figure 3.8, which provides further image rejection (Figure 3.9). This architecture 

eliminates an extra antenna, a front-end filter, an LNA, and a pair of high-frequency mixers, 

which in turn results in power, footprint, and area savings. In addition, large image rejection 

in excess of that of the single-sideband receiver is achieved through this diligent frequency 

planning and proper usage of stop-band attenuation. A concurrent dual-band receiver based 

on this proposed architecture is implemented and will be discussed in detail in Chapter 5. 
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Figure 3.9: Operation principle of the proposed concurrent dual-band receiver in frequency 
domain 

3.4 Concurrent Transmitter Architectures 

Concurrent transmission at multiple frequency bands is very different from the receiver 

case, both in definition and in implementation. From the definition point of view, there are 

two possibilities. The first is to send the same signal over multiple frequency bands to 

achieve frequency diversity. The second scenario is to send different data over multiple 

frequency bands. Transmitter architectures can vary drastically depending on the 

aforementioned situations. It should also be noted that in the majority of standards, the 

overall power consumption of the transmitter is dominated by the power-amplifier (PA) 

efficiency and output power. In future chapters we will argue that unlike a concurrent low-

noise amplifier, a concurrent multi-band power-amplifier does not offer major savings in 

power consumption. Hence, the most desirable feature in concurrent architectures is chip 

area savings and package size reduction. Additionally, concurrent multi-band transmitters 

face important questions concerning linearity and undesired cross-band intermodulation 

products. We will elaborate on these issues in Section 0 and Chapter 4. 

The transmitter architecture for each of these scenarios in a dual-band case is proposed in 

the following sections and is subject to further investigation for future implementations. 
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3.4.1 Scenario 1: Same Data for All Frequency Bands 

In some instances, data is transmitted simultaneously at multiple frequency bands for more 

reliable communication due to the added frequency diversity7. In such systems, the same 

baseband signal has to be up-converted to two higher frequency bands at the same time. 

In this case, two-step up-conversion schemes are usually advantageous over homodyne 

solutions due to their immunity to frequency pulling and LO leakage to the output. As 

mentioned in Section 3.3, by placing the first LO in the middle of frequency bands, the two 

desired bands become the image of each other. With the second LO at the average 

frequency of the two bands, both baseband signals will now be up-converted to the desired 

location (Figure 3.10). 

 

Figure 3.10: Proposed concurrent dual-band transmitter in scenario 1 

At this stage, a concurrent dual-band power amplifier is required to submit the large-

amplitude signal to the dual-band antenna for propagation. As will be briefly discussed in 

Chapter 4, the design of such a block is completely different from the design of concurrent 

LNA that mainly deals with signals with relatively smaller amplitude. 

                                                
7 The added reliability gained by frequency diversity comes at the expense of precious frequency spectrum. 
Hence, frequency diversity is only foreseeable in rare instances such as ultra-reliable satellite or military 
communications [3]. 
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3.4.2 Scenario 2: Different Data for Each Frequency Band 

In most commercial cases, it is likely to have situations in which different data has to be 

transmitted simultaneously at different frequency bands. Transmitting voice and data at two 

different bands is just one example of such a case. 

We can exploit the same frequency planning scheme as before in a two-step up-

conversion of data to the two desired frequency bands. As before, LO generating frequency 

synthesizers are shared in both transmitter paths. If a concurrent dual-band power amplifier 

is available, signal powers at the two frequency bands can be combined and fed to a single 

concurrent PA (Figure 3.11). 

 

Figure 3.11: Proposed concurrent dual-band transmitter in scenario 2 

The design and implementation of concurrent multi-band transmitters is an open area for 

future investigations. In the next section, we will discuss some of the limitations of 

concurrent multi-band designs and will define new metrics to quantify those adverse 

effects. 
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3.5 Adverse Effects and New Metrics in Concurrent Radios 

The new concept of concurrency in multi-band radios result in additional concerns and 

constraints in the design of these systems. Some of these issues, such as chip area and 

power consumption savings are architecture dependent; however, the issues that deal with 

the presence of more signal tones in the radio chain are more fundamental and have to be 

dealt with in a systematic manner. Therefore, new metrics to characterize these issues are 

defined in this section.  

Most of the new concerns in the design of concurrent radios trace back into linearity 

issues of active devices. Linearity is an important measure in the receiver as it determines 

the size of the largest signal that can be handled by the receiver and controls its dynamic 

range. At the same time, nonlinearities in the transmitter causes the generation of out-of-

band signals, a phenomenon referred to as spectral regrowth. Leakage of the transmitted 

signal into neighboring frequencies limits the sensitivity of other receivers intending to use 

those frequencies and hence is strongly prohibited by the FCC.  

The linearity of single-band radio blocks such as amplifiers is often described using its 

nth order intercept point, IPn, and 1-dB compression point, CP1. By definition, CP1 is the 

signal power at which the small-signal gain drops by 1dB from its small-signal value. 

Another adverse effect caused by nonlinearity in radio systems is the intermodulation 

between different frequencies. If tones at different frequencies are applied to the input of a 

nonlinear block, multiple tones with linear combinations of input frequencies will appear at 

the output. With certain nonlinearities and input tones, these unwanted intermodulation 

terms appear at the frequency band of interest and lower the performance of the receiver. 

For instance, the output of a system with a 3rd order nonlinearity given two input tones at ω1 

and ω2 includes tones at 3ω1, 3ω2, 2ω1±ω2, ω1±2ω2. For close ω1 and ω2, the latter two 

nonlinear terms appear very close to the input tones. By definition, a third-order intercept 

point, IP3, is the signal power at which these nonlinear terms at 2ω1-ω2 and ω1-2ω2 have 

the same magnitude as the linear terms at ω1 and ω2. In a concurrent multi-band radio, the 

IP3 and CP1 in each band with no significant signal in the other bands are still important 

and will be referred to as IP3inband and CP1inband, respectively. However, due to the 

concurrent multi-band nature of the radio, other non-linearity measures should also be 
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considered. A strong signal in any band can compress the gain at all frequencies. A cross-

band compression measure can be defined as the signal power in band A that causes a 1 dB 

drop in the gain in band B compared to its small-signal value which will be denoted as 

CP1A>B (Figure 3.12). In addition to this cross-band compression, in-band signals from 

different desired bands can mix due to non-linearity and cause in-band undesired signals, as 

shown in Figure 3.13. We denote the input intercept point associated with this cross-band 

intermodulation as IPncrossband, where n is the order of non-linearity leading to this effect. 

We will use these measures to characterize the concurrent LNA designs in Chapter 4. 

 

Figure 3.12: Depiction of cross-band compression 

 

Figure 3.13: Depiction of (n+m) order cross-band intermodulation 
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in oscillator core, the output spectrum of any real oscillator shows signal power at 

frequencies around the oscillation frequency as well. As a result, the oscillator output shows 

noise skirts around oscillation frequency until it reaches a constant noise floor [39]. In the 

mixing process, the input signal is convolved with the local-oscillator signal and is down- 

or up-converted to a desired frequency band. More signals can be down- or up-converted to 

the same frequency band due to the convolution of undesired frequency bands with the non-

ideal oscillator power spectrum (Figure 3.14). Blocking requirements specified by the 

standard usually set the spectral mask for local oscillator phase-noise performance in 

single-band receivers. 

 

Figure 3.14: Illustration of reciprocal mixing caused by local oscillator phase-noise 

In case of a multi-band signal at the mixer input, reciprocal mixing causes an unwanted 

leakage of all the input frequency bands to the intended down- or up-converted frequency 

for each of them (Figure 3.14). Hence, a large signal at one of the frequency bands can 

deteriorate the reception of a weak signal at another frequency band. In a concurrent dual-

band receiver intended for mobile-phone and GPS applications, the mobile-phone received 

signal can dominate the GPS received signal by more than 110dB. A more positive point is 

that in almost all practical cases, frequency bands of interest are separated enough, so that 

reciprocal mixing is caused by noise floor of local-oscillator spectra. This noise floor 

should be minimized by careful design of a low-noise PLL and its subsequent LO 

buffers/drivers. 
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3.6 Summary 

We introduced the novel concept of concurrent operation of multi-band radios that could 

constitute a significant portion of future wireless communication. In this chapter, several 

practical architectures for these radios, including some that use novel building blocks, were 

shown and their related issues were discussed. 
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Chapter 4  

Concurrent Multi-Band Amplifiers 

The diverse range of modern wireless applications necessitates communication systems 

with more bandwidth and flexibility. More recently, dual-band transceivers have been 

introduced to increase the functionality of such communication systems by switching 

between two different bands to receive one band at a time [9],[41]-[43],. While switching 

between bands improves the receiver’s versatility (e.g., in multi-band mobile phones), it is 

not sufficient in the case of a multi-functionality transceiver where more than one band 

needs to be received simultaneously (e.g., a multi-band mobile phone with a global 

positioning system, GPS, receiver and a Bluetooth interface).  

Radio architectures capable of simultaneous operation at multiple frequency bands 

were discussed in Chapter 3. It was shown that thanks to novel building blocks such as 

concurrent multi-band amplifiers, it is possible to design compact transceiver with minimal 

overhead for simultaneous operation. The concurrent multi-band low-noise amplifiers 

provide simultaneous narrow-band input matching and gain at multiple frequency bands, 

while maintaining a low noise level. Multi-band power-amplifiers can significantly reduce 

the active die area and hence reduce the cost. The theory and design of such concurrent 

multi-band amplifiers is the subject of this chapter. 

Section 4.1 reviews the current advances of single-band LNAs from technological and 

architectural points of view. After a brief review of existing non-concurrent multi-band 

amplifiers, the general design methodology of concurrent multi-band LNAs with design 

examples and experimental implementations are described in Section 4.2. Multi-band 
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power-amplifiers are briefly addressed in Section 4.2.2.2 followed by the summary in the 

final section. 

4.1 A Review of Single-Band LNA Design Issues 

Being the first active element in the receiver chain, the noise figure, NF, of an LNA plays a 

significant role in the overall NF of the receiver, which controls its sensitivity and output 

signal-to-noise ratio (SNR) [46]. Before exploring the design details of concurrent multi-

band LNAs, it is helpful to review some of the existing technological and topological 

choices for single-band LNAs. 

4.1.1 Technology 

The bipolar junction transistor was the first solid-state active device to provide practical 

gain and noise figure at microwave frequencies [47]. In the seventies, breakthroughs in the 

development of field-effect transistors (FET) (e.g., GaAs MESFET), led to higher gain and 

lower NF than bipolar transistors for the frequencies in the range of several gigahertz [48]. 

Currently, advanced FETs and bipolar transistors still compete for lower NF and higher 

gain at frequencies in excess of 100 gigahertz. Examples are the high-electron-mobility-

transistors (HEMT), such as Pseudomorphic-HEMT (PHEMT) [49], Metamorphic-HEMT 

(MHEMT) [50], as well as  heterojunction-bipolar-transistors (HBT) [51] [52], built using a 

variety of semiconductor materials (e.g., GaAs, InP, Si, and SiGe). 

Traditionally, low-noise amplifiers at high frequencies have been made using 

transistors with high electron-mobility and high saturation velocity on high-resistivity 

substrates for the following principal reasons: 

1) Higher carrier mobility and peak drift velocity result in a higher transistor 

transconductance and shorter carrier  transit time [48] for a given current. Thus 

allowing for the reduction of the dc current for the same transconductance (gain) in 

transistors which lowers the input-referred noise and hence the NF. This gives 

compound semiconductors a significant advantage over silicon, as for instance, the 

electron mobility and the peak drift velocity are typically six and two times larger, 

respectively, for GaAs when compared to silicon [48]. 
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2) Higher carrier mobility also results in lower parasitic drain and source series resistors. 

The parasitic source resistance can be a major contributor to the overall noise figure 

of certain low noise amplifiers, such as those used for satellite communications. 

3) Due to mostly technological limitations, the series input resistance of silicon-based 

transistors is usually higher than those of compound semiconductors. In particular, the 

lower resistance of the metal gate of GaAs MESFETs compared to higher resistance 

of the poly-silicon gate in MOSFETs and thin bases in bipolar transistors, result in a 

lower NF for GaAs transistors. 

4) The loss properties of on-chip passive components can have a significant effect on the 

noise and gain performance of the LNAs. High resistivity substrates minimize the 

substrate loss components. As the loss and noise are closely related through the 

fluctuation-dissipation theorem of statistical physics [53] [54], the energy loss 

reduction translates to a lower noise figure for the amplifier.  

Despite the abovementioned limitations of silicon technologies, several silicon low-noise 

amplifiers have been reported. Meyer, et al., reported one of the early low-noise amplifiers 

made on a low resistivity (i.e., lossy) silicon substrate using bipolar junction transistors for 

commercial cellular applications [55], where very low NF is not needed. Recently, a large 

number of efforts have been reported to use the advanced digital CMOS processes for 

single-chip implementation of the complete radio transceiver [55] [56] [57]. Significant 

progress in CMOS LNA design has been made during the last several years where more 

recent results, such as [58] demonstrate significant improvements over the earlier works  

[59] [60] [61] and show that CMOS LNAs can be a worthy competitor for compound 

semiconductor implementations in many portable applications. 

4.1.2 Topology 

Although several different topologies have been proposed to implement LNAs, we will 

only focus on two most common single-stage8 LNAs in CMOS processes, namely, the 

common-gate topology [60] and inductively-degenerated common-source stage [62] [61] 

shown in Figure 4.1. 

                                                
8 This discussion is also valid for the first stage of multi-stage LNAs. 
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Figure 4.1: Commonly used single-band CMOS LNAs  (a) common-gate (b) common-
source with inductive degeneration  

The common-gate configuration uses the resistive part of the impedance looking into the 

source of the transistor to match the input to a well-defined source impedance (e.g., 50Ω). 

This impedance is  1/(gm+gmb) in the case of a MOSFET, where gm and gmb are 

transconductances of the top-gate and back-gate transistors, respectively. However, it can 

be shown that the NF is lower bounded to 2.2 dB for a perfectly matched long-channel 

CMOS transistor [60] unless a transformer is used at the input [63]. 

In a common-source LNA, inductive degeneration is used to generate the real part of 

the input impedance needed to match the LNA input to the preceding antenna or filter. 

Strutt and Van der Ziel first noticed that inductive degeneration can enhance the output 

signal-to-noise ratio [64]. The ideal lossless inductive feedback moves the source 

impedance for optimum noise figure towards the optimum power match with a minor 

increase in the minimum noise figure [65]. Unfortunately, in silicon implementations the 

loss associated with inductors will degrade the NF. It should be mentioned that in these 

cases, cascode configuration can be used to enhance the stability and reverse-isolation of 

the amplifier. 
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While the problem of achieving the lowest noise in an amplifier has been solved for a 

general case through a mathematical treatment [66], this general approach still does not 

provide the necessary insights into the design. 

An alternative approach is to use Smith-charts to find the optimum impedance for noise 

and power matching at the input of the amplifier for given active device [67],[68],[27]. 

Although, the Smith-chart is a very convenient tool for seeing how close we are to the 

minimum NF and the maximum gain of a given device, it does not show the effect of 

individual noise sources on the total NF. This is particularly important for a concurrent 

multi-band LNA, since different noise sources behave differently at different frequencies. 

Unlike bipolar transistors whose dc current sets the transconductance and minimum 

noise-figure, MOSFETs offer extra degrees of freedom in choosing the device width and 

length. These extra degrees of freedom can be used to improve the noise figure and the gain 

of the amplifier. Recently, some work has been done to calculate and minimize the NF of a 

single-band common-source CMOS LNA with inductive degeneration using a more 

systematic approach [61]. In the next section, we present a general approach for the design 

of concurrent multi-band LNAs which are important building blocks in concurrent receivers 

introduced in Chapter 3. 

4.2 Concurrent Multi-Band Low-Noise Amplifiers 

Today’s multi-band amplifiers are designed to operate at one of the multiple supported 

frequency bands at any given time and are therefore non-concurrent. Such amplifiers are 

suitable for non-concurrent multi-band receivers such as dual-band mobile phones or dual-

standard WLAN receiver cards. A typical multi-band amplifier is a combination of separate 

amplifiers, each designed for a particular frequency band. Transistor sizing, input/output 

matching circuitry, and bias current for each single-band amplifier are selected 

independently. The input and output of these amplifiers may be combined depending on the 

transceiver architecture. However, switches in the bias and/or signal path guarantee that at 

any given time, only one amplifier is operational in the radio chain. A generic block 

diagram of the existing multi-band amplifiers is shown in Figure 4.2. 
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Figure 4.2: Generic schematic of existing multi-band amplifiers 

If the switches are eliminated, this scheme can potentially be used as a concurrent multi-

band amplifier. In the next section, concurrent amplifier topologies that are more area- and 

power-efficient will be introduced. 

4.2.1 Concurrent Multi-Band LNA Design Methodology 

In a single-band LNA, passive networks are used to shape the response of the wide-band 

transconductance of the active device in the frequency domain to achieve gain and 

matching at the frequency of interest. This concept can be generalized to multiple frequency 

bands noting that the intrinsic transconductance of the active device is inherently wide-band 

and can be used at multiple frequencies, simultaneously. 

It is crucial to note the fundamental differences between the concurrent and the existing 

non-concurrent approaches. In conventional dual-band LNAs, either one of the two single-

band LNAs is selected according to the instantaneous band of operation [70], [71], or two 

(three) single-band LNAs are designed to work in parallel using two (three) separate input 

matching circuits and two (three) separate resonant loads [9],[72]. The former approach is 

non-concurrent, while the latter consumes twice (three times) as much power if used in a 

concurrent setting. The other existing approach is to use a wide-band amplifier in the front-

end [73]. Unfortunately, in a wide-band LNA, strong unwanted blockers are amplified 

together with the desired frequency bands and significantly degrade the receiver sensitivity.  
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In this section, we present an analytical approach to the design of a general class of 

integrated concurrent multi-band LNAs. The concurrent LNA is proposed as a solution to 

the aforementioned problems in a concurrent receiver.  

4.2.1.1 General Amplifier in Common-Source Configuration 

In this subsection, we use a general model for an amplifier in the common-source 

configuration to obtain an equivalent circuit for the input impedance and a general 

expression for the gain at multiple frequencies. This equivalent circuit will be used to 

achieve simultaneous power and noise matching in a concurrent multi-band LNA. Figure 

4.3 shows a transistor9 with arbitrary gate impedance, Zg, gate-source impedance, Zgs, 

source impedance, Zs, gate-drain impedance, Zgd, and load impedance, ZL. The impedances 

shown in Figure 4.3 also include the transistor's inherent passive components (e.g., Cgs, 

Cgd). General expressions for input impedance and voltage-gain of this amplifier are found 

in Appendix A. 

 

Figure 4.3: General model for a single-stage amplifier in common-source configuration. 

                                                
9 While the general active device discussed here is a MOS transistor, a similar analysis applies to other active 
devices (e.g., BJT, GaAs MESFET.) 
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4.2.1.2 Input Matching 

The input of an LNA is either fed directly by the antenna or is connected to the antenna 

through a band-pass filter, a diplexer/duplexer, or both. In any case, the impedance looking 

into the input of the LNA should be power matched (i.e., in matched complex conjugate 

fashion10) to the impedance of the preceding stage for maximum signal power transfer. 

Additionally, it is essential to provide the correct impedance to the preceding stage to 

satisfy its nominal specifications (e.g., bandpass filter characteristics, such as roll-off, etc. 

depend on filter loading). 

The expressions in Appendix A can be further simplified if we assume that Zgd is much 

larger than the other impedances. This assumption neglects the effect of the transistor's 

intrinsic Cgd and its associated miller-effect. Then, the input impedance expression of (A.1) 

simplifies to: 

)1( gsmsgsgin ZgZZZZ +′++=  (4.1) 

In (4.1), gm is the small-signal transconductance of the transistor and Zs
’ is the overall 

impedance at the transistor source including the source-bulk impedance. This expression 

will be used in the following section to design multi-band input matching networks. 

Theoretically, the input impedance of any stable amplifier with a non-zero real part can 

be perfectly matched to any arbitrary source impedance (with positive real part) for a single 

frequency using lossless passive components at the input of the amplifier [74]. Equation 

(4.1) can be used to generalize this power match concept to multiple frequencies. It can be 

used to generate numerous topologies to achieve simultaneous impedance matching at 

multiple distinct frequencies. 

In an LNA, it is also necessary to achieve a noise match at the input for the 

frequency(ies) of interest to minimize the noise figure. In the following section on noise 

matching, we will demonstrate that one way to minimize the noise figure of the amplifier of 

Figure 4.3 is by designing the passive network so that it satisfies 0=′++ sgsg ZZZ  at 

                                                
10 In large-signal devices, power match does not necessarily correspond to the complex conjugate matching. 
However, since the LNA design is based on small-signal principals, we can use two terms, synonymously. 
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multiple frequencies of interest. However, this can only be achieved using lossless passive 

components. Therefore, in practice, one should minimize sgsg ZZZ ′++ , to its smallest real 

part, Rmin, at these frequencies. Having satisfied the above condition, the input impedance 

will be 

minRZZgZ sgsmin +′=  (4.2) 

Theoretically, a large number of passive topologies for Zgs and Z's can provide input 

impedance matching at multiple frequency bands. One particular example which is of great 

practical value is when Zgs is just the intrinsic gate-source capacitance, Cgs, and hence Z's 

has to be an inductor as in the single-band common-source LNA in [64] [62] [61]. For 

negligible passive loss ( 0min ≈R ) and a real-value impedance Zin, Rin (e.g., 50Ω for most 

practical cases), the source inductor is given by 
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≈=  (4.3) 

This will result in a passive network for Zg that will minimize sgsg ZZZ ′++  for all the 

frequencies of interest. One example of such design can be found in subsection 4.2.2. 

The optimum source inductance depends on the cut-off frequency, ωT, and hence 

process parameters, as (4.3) suggests. Ignoring Cgd, in a deep short-channel MOS transistor 

biased in the velocity saturation region, ωT is approximately given by 
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where µn is electron mobility in the channel, EC is the critical field, vsat is the saturation 

velocity, and Leff is transistor's effective channel length. Therefore, for a given deep sub-

micron CMOS technology with constant channel length where carriers are velocity 

saturated, the value of Ls is almost fixed and is independent of the bias current and the 

device size. For a bipolar transistor, ωT generally has a current dependency. However, if 

junction capacitors are negligible for a transistor biased with a high collector current, this 

current dependency is small and again the value of Ls is independent of bias current. In a 
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long-channel MOS transistor, ωT depends on the bias current and the device width and so 

will Ls. 

4.2.1.3 Noise Matching 

An important design parameter in receiver design, which is the measure of receiver noise, is 

the noise factor, F, (also known as noise figure, NF, when expressed in dB). The definition 

of noise factor of any transducer (e.g., LNA, mixer, filter, etc.) given by [75] is 

source

total

N

N
F =  (4.5) 

where Ntotal is the total noise power per unit bandwidth available at the output port11 at a 

corresponding output frequency when the noise temperature of its input termination is 

standard 290K at all frequencies and Nsource is that portion of Ntotal engendered at the input 

frequency by the input termination at the standard noise temperature12, 290K. 

Any noisy 2-port network can be represented by a noiseless 2-port network with input 

equivalent voltage, en, and current sources, in, [78], as shown in Figure 4.4. Then, the noise-

factor, F, will be given by: 

2

22
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nsns

i

eYii
F

++
=  (4.6) 

Where Ys is the reference source admittance (e.g., Ys=1/50Ω) for the noise-figure and is is 

the noise current associated with it. 

                                                
11 Actually, noises can be referred to any other node, e.g., input node, in the circuit. 
12While noise figure is a useful parameter in practice, it is an incomplete measure of an LNA’s performance, 
as it is desirable to have a low noise figure while maintaining a high gain. For example, feedback can be used 
to reduce F as close to unity as possible, at the price of lowering the gain in the process [66],[76]. Cascading 
multiple stages of such feedback amplifiers to recover the original gain will result in a noise factor larger than 
or equal to the noise factor of the original amplifier without feedback [77]. A more accurate measure of an 
amplifiers noise performance, called the noise measure, M, is defined in [66] to take the effects of both gain 
and NF into account. 
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Figure 4.4: General representation of any noisy 2-port (a) and its equivalent circuit (b) 

In general, equivalent input voltage and current sources are correlated. The effect of adding 

components in series or parallel to the input of the network on the equivalent input voltage 

and current noise sources can be easily modeled by the noise-source transformations 

(Appendix B). 

Now, we will find an expression for the noise figure of the general single-stage 

common-source amplifier of Figure 4.3. While it is possible to include all the different 

noise sources in the calculations, we will make certain simplifying assumptions to keep the 

expressions tractable. In the following calculations, we assume that the only dominant noise 

sources are the drain and gate-induced current source, ind and ing [79] for the MOS transistor 

and collector and base shot noise currents, inc and inb, for the bipolar transistor. It is also 

assumed that passive impedances shown in Figure 4.3 do not contribute any noise. The 

noise of any physical input resistance, rg, at the input appears as an additional term, rg/Rs, in 

the expressions for F. Practically, rg and rb are very important in determining the NF, as 

well as input impedance of the LNA. They determine the minimum noise-factor (Fmin) of a 

transistor [67]. 

Using these simplifying assumption, the equivalent input current and voltage sources for 

the amplifier in Figure 4.3 can be calculated to be 
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combining (4.6) and (4.7) results in the following expression for the noise factor, F, 
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where the second term is due to drain current noise, the third term is caused by gate-

induced current noise and the last term is the result of the correlation between the two noise 

sources (a similar correlation term exists between the collector and base shot noise of a 

bipolar transistor [79]).  

Note that (4.9) is quite general and can be used for the design of broad-band, narrow-

band, or concurrent multi-band LNAs using any kind of transistor, as long as the small-

signal noise model of the transistor is known. We will use this expression to compare the 

effect of various noise sources in different topologies. 

In the case of a MOS transistor, noise current densities are known to be [79] 
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where k is the Boltzman constant, T is the absolute temperature, γ is the excess noise-factor 

of MOS transistor, δ is the gate-noise coefficient, gd0 is the zero-bias drain conductance, gg 

is the gate conductance, and c* is the complex conjugate of the correlation coefficient 

between gate and drain noise currents. 

We can simplify (4.8) if we ignore Zgd (setting ∞=gdZ ), assuming it is dominated by 

the small gate-drain capacitor, Cgd (i.e., high impedance compared to other impedances in 
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the circuit at the frequency of interest). Also, we can use the noise transformation of (A.1) 

to include the effect of an arbitrary gate series impedance, Zg. Under these assumptions the 

coefficients in (4.7) will become 
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which can be used in (4.9) to estimate the noise figure of the LNA. 

To gain more design insight, for the time being let us focus on the effect of the drain 

current noise, which is often the most dominant noise source in the amplifier. In this case, 

the noise factor is given by 
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Since Zg, Zgs and Zs' are assumed to be passive networks, and Ys is a real admittance in all 

the practical cases (e.g., 1/50Ω), the minimum value of the first term of the product above 

occurs when 

isgsg ZZZ ω∀=′++ ,0  (4.13) 

for all frequency bands, ωi. For this to be possible, all three passive networks should be 

lossless. Therefore, in practice, one should choose the passive networks, Zg, Zgs, and Z's to 

minimize Zg+Zgs+Z's at each center frequency of interest, ωi. We will refer to this minimum 

real value at each center frequency as Rmin(ωi). This is the same constraint that we referred 

to in the previous subsection on the input matching of concurrent low noise amplifiers. 

The abovementioned general constraint for a concurrent multi-band LNA should also 

work in the special and more straightforward case of a single-band LNA. In this case, if Zgs 

is simply the gate-source capacitance, and if Zg and Z's networks consist of single inductors, 

we can satisfy (4.13) by setting 
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1)( 2
0 =+ ωgsgs CLL  (4.14) 

where ω0 is the center frequency of interest in the single-band LNA. This is the same design 

equation derived and used in [61]. 

In addition to minimization of Zg+Zgs+Z's at each center frequency of interest, (4.12) 

suggests that using higher Zgs and higher device gm can lower the NF further. One simple 

way of obtaining a large Zgs is to keep the Zgs network as simple as the intrinsic gate-source 

capacitance, Cgs, i.e., using no explicit component between the gate and the source. 

Different transistor technologies result in different noise performances. To compare 

different technologies, we can rewrite the NF expression of (4.12) as the following general 

expression valid for both MOS and bipolar transistors 
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where ωT is the small-signal unity frequency of the transistor13 and I is the drain (or 

collector) current. The characteristic voltage, Vchar, is defined as qkTVchar 4=  for a bipolar 

transistor, and γ)(
T

V
GS

V
char

V −=  and γLEV Cchar =  for a long-channel and short-

channel velocity-saturated MOS transistor, respectively.  

Keeping in mind that to arrive at (4.15) we ignored the effect of the gate-induced 

current noise (or base shot noise), as well as the gate (base) series resistance noise, we can 

use (4.15) to make approximate comparison between the noise performance of bipolar and 

MOS transistors. It can be seen from (4.15) that NF decreases with increasing Vchar, 

assuming constant ωT. Table 4.1 shows the values of Vchar and ωT for a bipolar junction 

                                                
13 Note that ωT is a fixed value for a given deep short-channel MOS transistor biased in velocity saturation 
region, but it depends on current and device width in a long-channel MOS transistor. ωT is current dependent 
in bipolar transistor, but the dependency is smaller for large collector currents and smaller junction capacitors. 
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transistor as well as a few typical short-channel MOS transistors14. It is also noteworthy that 

under these assumptions, a CMOS LNA will have a smaller NF compared to its bipolar 

counterpart because of its higher Vchar
15. Nevertheless, this simplistic analysis is not 

completely adequate and hence a more accurate comparison will be performed next. 

 

Table 4.1: Comparison of Vchar, and ωT in different sub-micron CMOS processes 

Taking the effect of the input resistance, gate-induced noise or base-shot noise into account, 

the following expression can be derived for the NF 
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(4.16) 

Note that no assumptions about the single-band operation of the amplifier were made and 

hence these equations are valid in the general case of a concurrent multi-band LNA. 

                                                
14 The EC values in Table I are derived from curves of gm-Vgs and gd0-Vgs obtained from simulation using 
BSIM3v3 models and assuming gd0/gm=2(Vgs-Vth)/ECL (i.e., deep velocity saturated device). Also we assume 
a γ of 2 ([80],[81]) and use (4.4) to obtain ωT of MOS transistors. 
15 It should be noted that the same Vchar appears in the phase-noise expressions of ring oscillators resulting in a 
similar argument suggesting that ring oscillators in current CMOS technologies offer lower phase noise than 
their bipolar counterparts [82]. 

Process Technology EC (V/m) Vchar (V) ωT (rad/s) 

Silicon Bipolar 
(τF = 3.67 ps) 

N/A 0.140 2π × 37-GHz 
@ 10 mA 

0.35-µm CMOS 
(Leff = 0.27 µm) 

5.46 × 106 0.74 2π × 42-GHz 

0.25-µm CMOS 
(Leff = 0.21 µm) 

4.27 × 106 0.45 2π × 59-GHz 

0.18-µm CMOS 
(Leff = 0.16 µm) 

3.02 × 106 0.24 2π × 63-GHz 

0.15-µm CMOS 
(Leff = 0.13 µm) 

3.57 × 106 0.26 2π × 102-GHz 
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Figure 4.5 (a) shows plots of the noise figure and ωT vs. collector current for a bipolar 

transistor using (4.16). The contributions of different noise sources to the overall noise 

factor, F, are shown in Figure 4.5 (b). 

Now we can make a few observations in this common emitter configuration. First, at 

low frequencies compared to ωT, NF is dominated by the base shot-noise, while at higher 

frequencies, the collector shot noise is the primary noise contributor. Second, for large 

collector currents, collector shot noise dominates the NF and therefore increasing the 

collector current deteriorates the noise factor, F, in a linear fashion. For smaller collector 

currents, the effect of base shot noise on the NF increases and the total NF degrades again. 

Third, a reduction in the collector current will lower the cut-off frequency16, ωT, and hence 

increases the NF. As can be seen, this is similar to the well-known behavior of a single 

bipolar transistor amplifier where the Fmin reaches a minimum for a certain collector current 

[67]. 

In the case of MOS transistors, there are more degrees of freedom in the design, such 

as finger width, Wf, and the number of fingers, nf. It is clear that the fingers should be as 

short as the technology allows to minimize rg for any given overall device width, W. Of 

course, we can control W by adjusting nf (W=Wf.nf). A larger W results in a smaller rg and 

hence a smaller gate-resistance noise contribution. However, while a larger W increases 

transistor’s transconductance, gm, it also increases the drain current consumption and has a 

negative overall effect on drain noise current contribution to amplifier’s NF. Therefore, 

there's an optimum W and hence an optimum nf resulting in the lowest NF in this topology 

(Figure 4.6). This approach does not compromise the voltage gain significantly, as it is 

shown in the next section that the voltage gain of this amplifier is independent of device 

transconductance and the number of fingers to the first order. 

                                                
16 More accurately, ωT is  given by mmjeFTT gCgC µττω ++==−1  
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Figure 4.5: (a) NF and ft for a bipolar transistor with τF=3.67ps (b) Different noise 
contributions to the total NF from (4.16) (NF numbers for 5.8 GHz) 
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Figure 4.6: NF of a 0.18 µm CMOS transistor at 5.8 GHz with finger width of 2 µm vs. nf 
and Vod 

The other parameter of interest is the gate-source overdrive voltage, Vod=Vgs-Vth of the MOS 

transistor. For small values of Vod, gd0 and gm increase linearly with Vod until velocity 

saturation occurs and then gm becomes constant. Meanwhile, gd0 and consequently the 

device noise keep increasing with Vod. As can be seen from (21-2), the drain noise 

contribution to F is proportional to gd0 and inversely proportional to the square of gm. 

Therefore, NF drops with Vod in the beginning and then rolls back up, as can be seen in 

Figure 4.7(a). It also shows graphs of Id, gm and gd0 vs. Vod for the same transistor in a 

typical 0.18 µm CMOS process. As can be seen from the figure, further increase of Vod 

beyond the optimum NF point will degrade the noise factor and increase the power 

dissipation. The individual contributions of different noise sources of the same transistor to 

the total NF are shown in Figure 4.7(c). 

Vod (V) nf 

N
F

 (
d

B
) 



 58 

 

Figure 4.7: (a) NF, fT of a 20 x 2.5 µ / 0.18 µ CMOS transistor. (b) ID, gm, gd0 of the 
transistor. (c) Different noise contributions to the total NF from (4.16) (NF numbers at 5.8 

GHz) 
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In practice, passives and substrate resistance noise add to the NF, specially in high 

frequency circuits where their relative contributions can be substantial [83]. Also, it is 

noteworthy that the noise of the equivalent channel-resistance, rgs,
17 in series with Cgs at 

high frequencies is already taken into account in the gate-induced noise expressions in 

(4.10). Some authors (e.g., [84]) consider the channel resistance noiseless while others (e.g., 

[63]) modeled it as a noisy resistor. However, it should be noted that channel resistance and 

gate-induced noise originate from the same distributed gate effect (or non-quasistatic effect) 

in MOS transistors and the complete noise expressions similar to (4.10) should be used 

[79]. Although its noise is already taken into account, channel resistance, rgs, will affect the 

expressions for input matching and should be considered in the design process [85] [84]. 

Once again, we would like to remind the reader that the above discussion is equally 

valid for concurrent multi-band LNAs, as well as single-band implementations, as no 

explicit assumptions regarding the number of frequency bands have been made. 

4.2.1.4 Load Circuit, Output Matching and Gain 

While the input and output of a stand-alone LNA usually need to be matched to 50Ω to 

transfer the power efficiently using transmission lines, the output of an LNA in an 

integrated front-end does not necessarily have to be matched in a similar way. Usually an 

integrated LNA drives the capacitive input of the first down-conversion mixer in the 

receiver chain and hence it is not desirable to match the output to a real impedance. This 

difference also explains why it is more common to report some form of power gain (e.g., Gp 

or S21) for stand-alone LNAs, and the voltage gain, Av, for the LNAs in integrated front-end 

circuits. The NF expression for the receiver using voltage-gain and input-referred voltage 

sources can be derived when the output of the LNA is not impedance matched [56]. 

Assuming no body-effect (gmb=0) and a small Cgd ( ∞=gdZ ), the voltage gain expression of 

(A-2) simplifies to 

                                                
17 It should be noted that this channel-resistance is different from ron of MOS transistor in linear(ohmic) 
region. 
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which can be used to calculate the gain at all frequencies. At the frequency bands of interest 
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If Zs is implemented as an inductor to provide the real part of the input impedance, its value 

is given by (4.2) which is almost independent of the bias current in a deep velocity-

saturated short-channel MOS transistor and also in a bipolar transistor as mentioned in 

subsection 4.2.1.2. Therefore, voltage gain given by (4.18) will be independent of current to 

the first order. In this case, increasing the bias current will only increase the NF with no 

significant improvement in Av. 

To achieve the highest gain and selectivity at the frequencies of interest, it is desirable 

to use a multi-resonant load at the output whose impedance is maximum at the frequencies 

of interest. An example of such load networks will be shown in the subsection 4.2.2. 

4.2.1.5 Practical Considerations 

The derivations in previous sections were general and in theory can be applied to design 

concurrent low-noise amplifiers supporting any number of frequency bands. However, in 

practice, the number of bands can not be arbitrarily large due to a number of principal 

reasons. 

As the amplifier operates for a higher number of bands, the large-signal behavior at 

each band deteriorates. Fundamentally, this can be traced back to the fact that the total dc 

current and the allowable voltage swing across the transistor remain unchanged, however 

the device needs to amplify more signals added together. From the basic illustrations in 

Figure 4.8, we can observe that the addition of signals at different frequency bands results 

in a signal with larger peaks, demanding a more linear design for the amplifier. This latter 
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generally comes at a cost of reduced gain, reduced voltage-swing, and a larger current 

consumption. The penalty in linearity is more critical in the design of multi-band power-

amplifiers as will be discussed later in Section 4.2.2.2. 

 

Figure 4.8: Basic illustration revealing that the combination of multi-frequency signals 
requires a more linear amplifier design 

Using the newly defined metrics for the characterization of nonlinearity in concurrent 

multi-band systems in Chapter 3, the aforementioned penalty can be formally derived. The 

derivations of nonlinearity measures of these systems in terms of device nonlinearity are 

similar to those of single-band versions [38]. We can also relate these cross-band 

nonlinearity measures to the single-band ones. Assuming the concurrent block (e.g., 

amplifier) output has a third polynomial dependence on the input, 
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When signals at both bands possess the same amplitude, we can calculate the in-band and 

cross-band 1-dB compression points defined in Section 3.4, 
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As can be seen from equations (4.20), the cross-band 1-dB compression occurs 3 dB earlier 

than the in-band one. This suggests that for the same amount of nonlinearity, a concurrent 

multi-band block needs to be 3 dB more linear than its single-band counterpart to 

demonstrate the same amount of linearity in each band. If different applications at various 

a 

a 

a 

a 

in 

out 



 62 

bands have different maximum signal powers, the concurrent multi-band block has to be 3 

dB more linear for the strongest signal when compared to its single-band counterpart. 

In the analysis above, the nonlinearity was assumed to be memoryless. In other words, 

it is implicit in equation (4.19) that nonlinearity terms are equal for all frequencies. In 

practice, this includes effects such as nonlinearities in device transconductance and 

resistors. Frequency dependent nonlinearity terms arising from nonlinear capacitors can not 

be modeled in this manner and need to be treated differently. Extensions to the simple 

model of (4.19) such that it also includes frequency dependent terms should be developed 

in a similar fashion to the case for single-band radios (e.g., [38]). 

Additionally, as the number of frequency bands increases, more passive components are 

required to shape the input and output characteristic of the amplifier. In practice, these 

passive components (especially inductors) are lossy and a larger number of them can 

degrade the amplifier performance considerably. More lossy passive components in the 

input matching circuitry correspond to a higher loss at the input port that directly adds to 

the total noise of the amplifier. For instance, input return-loss of a dual-band and a triple-

band matching circuitry for two values of inductor quality factor are shown in Figure 4.9. 

As inductors’ quality factor decreases, the input matching suffers due to the increase of 

resistive loss (i.e., larger Rmin(ωi)) in the matching circuitry. Although the added resistive 

part can be considered as a part of input matching design (e.g., (4.2)), the loss associated 

with it degrades the noise-figure of the amplifier. 

 

Figure 4.9: Simulated return-loss of a dual-band (dotted-curve) and a triple-band (solid-
curve) input matching circuitry (a) Qind=100   (b) Qind=10 
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At the output, a larger number of lossy passives correspond to a lower equivalent 

impedance at each band that usually results in a slightly lower gain. A small voltage-gain 

reduction is generally not as harmful to the system performance as the noise-figure 

degradation that was previously mentioned. As a case in point, impedance-functions for a 

triple-band load is compared to a dual-band version at the same center frequencies and for 

the driving capacitive load in Figure 4.10(a). The results have been derived using a realistic 

frequency-dependent Q for on-chip inductors, as shown in Figure 4.10(b). Note the slight 

difference in the peak value of these curves. The frequency of notch (i.e., zero in impedance 

function) is adjusted in both cases to achieve equal peak values. In the inductively 

degenerated amplifier that was discussed before, the load impedance should increase with 

frequency if a constant gain at all bands is desired, since the gain is inversely proportional 

to frequency-increasing value of Zs (4.18). 

The single-band load’s impedance at those frequencies is also plotted for comparison. 

The large difference between the value at single-band and multi-band loads, in particular at 

lower frequencies, is due to unrealistically large inductors to tune the fixed load 

capacitance. In practice, the value of the on-chip spiral inductor is smaller and hence the 

single-band impedance gain values are lower than those shown in Figure 4.10(a). 

 

Figure 4.10: (a) Simulated results comparing the value of triple-band (solid-curve), dual-
band (bold dotted-curve) and single-band (dotted-curve) impedance functions   (b) Typical 
curve for the quality factor of on-chip spiral inductors that is used to generate impedance 

function curves 
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To summarize, although the concurrent ideas can be used in theory for any number of 

bands, designing circuits for an excessively larger number of bands might result in 

intolerable penalties in the performance of those systems due to practical considerations. 

4.2.2 Concurrent LNA Design Examples and Measurement Results 

Having established the theoretical framework for the design of concurrent multi-band 

LNAs, in this section we demonstrate a few examples of dual- and triple-band versions with 

different topologies. 

While (A-1) and (A-3) provide numerous ways to design the input matching network 

for any number of frequency bands, we can use the more simplified expressions in (4.1) and 

(4.13) to achieve simultaneous input matching and minimum noise figure at two 

frequencies. We note that (4.2) can also be satisfied for multiple frequencies if Zgs and Zs 

are dual circuits, i.e., ZgsZs=k , where k=Rin/gm is constant. However, as expected from 

equation (4.13), the choice of passive networks for Zgs affects the noise-figure of the 

amplifier considerably. Experimental results of various implemented concurrent amplifiers 

will be presented to verify the theoretical claims of this Chapter. 

4.2.2.1 A High-Performance Concurrent Dual-Band LNA 

In this subsection, the design and implementation of a concurrent dual-band low-noise 

amplifier operating at 2.45 GHz and 5.25 GHz, will be presented. 

As mentioned earlier, we need to maximize Zgs in order to minimize the NF. One way 

to obtain a reasonably large Zgs is to use a transistor with minimum channel length and no 

extra passive elements between the gate and the source. The condition set by (4.2) can be 

satisfied using a single on-chip source degeneration inductor similar to the single-band 

cases of [61] and [62]. Since passive components realized on silicon substrate are normally 

very lossy, having them at the input of the amplifier seriously degrades the NF of the LNA. 

To fulfill (4.13) at both frequencies, a parallel LC network in series with the inevitable 

inductance of the bonding wire and package lead is used as shown in Figure 4.11. The 

parallel LC network of Zg is designed to resonate with Zgs+Zs at both frequency bands of 
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interest. Neglecting pad capacitance, gate-drain capacitance, and other parasitic effects, 

values of input matching components can be derived from 
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(4.21) 

For a fixed value of wirebond inductance and assuming gm/Cgs≈ωT, the above set of 

equations provides unique solutions for Lg, Cg and Ls. 

 

Figure 4.11: Concurrent dual-band CMOS LNA (biasing circuitry not shown) 

The drain load network should exhibit high impedance only at frequencies of interest in 

order to achieve concurrent multi-band gain. This requirement can be fulfilled by adding a 

series LC branch in parallel with the parallel LC tank of a single-band LNA, as shown in 

Figure 4.11. Each series LC branch introduces a zero in the gain transfer function of the 

LNA at its series resonant frequency that determines the frequency of the notches in the 

transfer function. This notch is used to enhance the image rejection of the receiver, as 
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discussed in subsection 3.2.6 and shown in Figure 3.8. Equation (4.16) was used to obtain 

the optimum device size and the dc current. 

A concurrent dual-band CMOS LNA was implemented in a 0.35 µm BiCMOS 

technology using only CMOS transistors and operates at 2.45 GHz and 5.25 GHz. The 

input parallel resonator is made using a 0.9 pF porcelain multi-layer capacitor and a 2.7 nH 

chip inductor. 

Figure 4.12 shows the measured voltage gain, Av, and input reflection coefficient, S11, of 

the amplifier up to 10 GHz. The LNA achieves narrow-band voltage gains of 14 dB and 

15.5 dB, input return losses of 25 dB and 15 dB, and noise figures of 2.3 dB and 4.5 dB at 

2.45 GHz and 5.25 GHz, respectively. In the course of noise-figure measurements, special 

attention was paid to avoid methods outlined in [86]. The designed LNA draws 4 mA of 

current from a 2.5-V supply voltage. The notch due to the LNA is about 40 dB deeper than 

the peaks, which directly translates to the same amount of improvement in image rejection. 

Due to the large difference between the notch and pass-band frequencies, no elaborate 

tracking loops such as those proposed in [87] are necessary to obtain extra image rejection. 

The single-ended nature of the LNA makes external Baluns unnecessary. Measurements of 

6 different chips with 3 different boards and off-chip components show good repeatability 

without using the sliding capacitor input matching adjustment commonly-used in a single-

band case [88]. 
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Figure 4.12: Voltage-gain and S11 in concurrent dual-band CMOS LNA of Figure 4.11 
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This concurrent dual-band LNA demonstrates input-referred in-band IP3s of 0 dBm and 5.6 

dBm, and in-band CP1s of -8.5 dBm and -1.5 dBm at 2.45 GHz and 5.25 GHz bands, 

respectively. For this particular frequencies, two tones at 2.50 GHz and 5.15 GHz can 

combine through the fourth-order nonlinearity to produce an in-band signal at 2.35 GHz 

(i.e., 3x2.50 - 1x5.15 = 2.35). The measurements show that this input referred IP4crossband is 

7.5 dBm. The LNA exhibits a CP12.4>5.2 of -11.5 dBm and a CP15.2>2.4 of -5.7 dBm. Note 

the 3 dB difference in in-band and cross-band compression points, as predicted by (4.20). 

Table 4.2 summarizes the measured performance of the fabricated concurrent dual-band 

LNA depicted in Figure 4.13. The chip occupies an area of 0.8 mm x 0.8 mm including 

pads and ESDs.  

 

Figure 4.13: Chip micrograph for the concurrent  dual-band CMOS LNA in Figure 4.11 
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Table 4.2: Performance summary of the concurrent dual-band CMOS LNA 

Table 4.3 compares the performance of this concurrent dual-band LNA with previously 

published single-band LNAs working in one of the same frequency bands. The NF, S11 and 

power dissipation are comparable or better than previously published non-concurrent 

single-band CMOS LNAs. 

 

Table 4.3: Comparison of existing single-band CMOS LNAs and the concurrent multi-band 
LNA at the same frequency bands (S-band and C-band) 

Ref. Tech. Freq. NF(dB) Gain (dB) S11 (dB) IP3 (dBm) CP1dB(dBm) Power 

[89] 0.25-µm 
PHEMT 

5.4GHz 0.76 16 -15 N/A N/A N/A 

[91] 0.4-µm 
GaAs 

5.2 GHz 1.7 14.5 N/A 
-10 

(Input) N/A 
3 mA 
(3 V) 

[90] 
GaAs 
HBT 

5.7 GHz 2.9 16.2 -7 
7 

(Output) 
21 

(Output) 
21 mA 
(3.5 V) 

[92] 
SiGe 
HBT 

5.8 GHz 1.6 17 N/A N/A N/A 
7.5 mA 
(4.5 V) 

[93] 0.6-µm 
CMOS 

2.4 GHz 2.3 17.5 (Av) -19 
1.8 

(Input) 
-9 

(Input) 
8 mA 

(3.3 V) 

[87] 0.24-µm 
CMOS 

5 GHz 4.8 18 (Av) -12 N/A N/A 
3.6 mA 
(2 V) 

[94] 0.25-µm 
CMOS 

5 GHz 2.5 16 (Gp) -9.5 N/A N/A 
16 mA 
(3 V) 

2.45 GHz 2.3 14 (Av) -25 0 
(Input) 

-8.5 
(Input) This 

Work 
[45] 

0.35-µµµµm 
CMOS 

5.25 GHz 4.5 15.5 (Av) -15 5.6 
(Input) 

-1.5 
(Input) 

4 mA 
(2.5 V) 

Frequency 2.45 GHz 5.25 GHz 

Voltage Gain 14 dB 15.5 dB 
S11 -25 dB -15 dB 
NF 2.3 dB 4.5 dB 

Input IP3in-band 0.0 dBm 5.6 dBm 
Input CP1in-band -8.5 dBm -1.5 dBm 
Input CP1A>B CP12.4>5.2 = -11.5 dBm CP15.2>2.4 = -5.7 dBm 

Input IP4cross-band 7.5 dBm 
DC Current 4 mA 

Supply Voltage 2.5 V 
Active Device 0.35-µm CMOS transistors 
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4.2.2.2 A Fully Integrated Concurrent Dual-Band Amplifier18 

As mentioned in the introduction to 4.2.2, one simple method to achieve impedance 

matching at the input is by using a pair of dual networks for Zgs and Zs. In the design 

depicted in Figure 4.11, the intrinsic gate-source capacitor of the input transistor, Cgs, 

together with an inductor at the source, Ls, form the dual pair. More passive components 

were used at the transistor input (i.e., Lg, Cg, and Lb) so as to satisfy the minimum noise-

figure condition given in (4.13). 

Other dual-network pairs for Zgs and Zs can be employed such that the condition in 

(4.13) is satisfied at multiple frequency bands without the need for extra passive 

components at the input. In subsections 4.2.2.2 and 4.2.2.3, concurrent dual- and triple-band 

amplifiers that realize the input matching condition without the use of Zg, will be presented. 

Note that the networks of Zgs and Zs have the same order because of duality. Therefore, 

given a zero value for Zg, in order to satisfy the condition in (4.13) at n frequency bands, 

both Zgs and Zs should be of order n (i.e., each comprises of n passive components). For a 

dual-band amplifier, an inductor in parallel with the intrinsic gate-source capacitance, Cgs, 

form a parallel second-order system. The dual network can be implemented as a series LC 

combination at the source of transistor. The schematic of a dual-band amplifier with the 

described input matching circuitry is shown in Figure 4.14. A large coupling capacitor, 

Ccoup, is used to separate the dc bias of gate and source of the transistor for proper biasing. 

For a given value of bias current, the values of gm and Cgs can not be set independently. 

Hence an extra capacitor, Cgs1, is connected between the gate and source of input transistor 

to assist in satisfying the input matching conditions. The dc current is supplied through the 

current source Ibias and the dual-resonance tank is similar to the one described previously in 

subsection 4.2.2.1. Assuming ideal lossless passive components, design equations for input 

matching circuitry in this case are: 

                                                
18 This section summarizes the design details of an earlier attempt towards fully integrated concurrent LNAs. 
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Figure 4.14: Schematic and layout of an integrated dual-band CMOS amplifier 

Based on the described topology, a concurrent dual-band amplifier at 2.45- and 5.25-

GHz frequency bands is implemented in the 0.35 µm BiCMOS technology using only 

CMOS transistors (Figure 4.14). The voltage-gain and input return-loss of the fabricated 

amplifier using on-chip probing measurement system are shown in Figure 4.15. The 

concurrent amplifier provides a voltage-gain of more than 10dB at each frequency band, 

while consuming 3mA from a 3V supply. The in-band third order intermodulation points of 

this amplifier, IIP3in-band, are 5- and 7-dB at the two frequency bands, respectively. 
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Figure 4.15: Voltage-gain and return-loss of concurrent dual-band amplifier of Figure 4.14 

Noise measurements of this amplifier show that noise-figure at the two frequency bands is 

larger than 10dB. The large value of noise-factor can be traced back into a decrease in the 

value of Zgs in the architecture of Figure 4.14. In fact, by applying the matching conditions 

of (4.2) and (4.13) and assuming a Zg=0, a simplified noise-figure expression for this type 

of concurrent multiband amplifier can be derived. From (4.13) and assuming lossless 

passive components for Zgs and Zs, we find that Zgs and Zs have the same magnitude at all 

the frequency band of interest, ω i. 

)()()(0)()( igsisigssgs jZjjZjZjZjZ
i

ωωωωω
ωω

±=−=⇒=+
=

 (4.23) 

By using (4.2) and (4.23), the magnitude of Zgs can be obtained as following. 

m

s
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R
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Therefore, for each of the desired frequencies, ω i, the simplified noise-factor expression of 

(4.12) can be reduced to the following: 









+=

m

d
L g

g
kF 01 γ  (4.25) 

where kL is defined in (4.15). Compared to (4.15) that was derived for the amplifier 

architecture of Figure 4.11, the noise-factor in this case is higher by (ω Τ/ω)2. Note that the 

frequency-independent noise-factor in this case resembles the one in common-gate 
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architectures [60]. Finite quality factor of inductors Lg and Ls increases kL and deteriorates 

the amplifier noise-figure further. Also the noise contributions of gate and source 

resistances as well as the cascode transistor, M2, add to the total noise-figure considerably. 

As previously mentioned, the increase of noise-factor for the amplifier showed in Figure 

4.14 is validated by measurements as well. The measurements match closely with 

simulations for an increased value of MOS transistor excess noise factor, γ=2, and quality 

factor of about 6 for spiral inductors. It should be mentioned that (4.25) can be used for a 

design that uses bipolar transistors by replacing gd0=gm and γ =0.5. Hence, comparing to the 

CMOS design where gd0/gm>1 and γ ≈2, a lower noise-figure for the bipolar design can be 

expected. 

4.2.2.3 Fully Integrated Concurrent Triple-Band Amplifiers 

Similar to the case described in 4.2.2.2, higher-order dual networks for Zgs and Zs can be 

employed to satisfy the input matching conditions in (4.2) and (4.13), without the need for 

Zg, at a larger number of frequency bands. A triple-band amplifier design using three 

passive components for each of Zgs and Zs is shown in Figure 4.16. The value of input 

matching components can be derived from the following design equations 
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where M, P, and S are defined as 
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At the output, a triple-resonance load is formed by adding another series LC branch in 

parallel with the dual-band load of previous designs. As a special case, expression (4.25) 

can also be applied for the concurrent triple-band amplifier in Figure 4.16. 

 

Figure 4.16: Schematic and layout of an integrated triple-band CMOS amplifier 

Using the architecture of Figure 4.16, concurrent triple-band amplifiers at 0.9-, 2.45-, 

and 5.25 GHz ISM frequency bands were designed and fabricated in a 0.35 µm BiCMOS 

technology. Two versions of the same topology using different transistor technologies were 

fabricated for comparison purposes. The first design uses CMOS transistor and consumes 

3mA from a 3V supply, while the second version uses bipolar junction transistors and 

draws 0.5mA from a 1.5V supply. The voltage-gain and input return-loss of the fabricated 

amplifiers using on-chip probing measurement system are shown in Figure 4.17. The higher 

gain in the second version can be attributed to a larger output impedance of bipolar 

transistors. The measured noise-figure in the middle frequency band is about 6.5dB and 

10dB in bipolar and CMOS versions, respectively. The noise-figure at the other two bands 

Vin 

Vout Vbias 

Vdd 

Ls1 

Cs1 
Lp Cp 

Lsp 

Pad 

M2 

M1 

Cgs1 

Ls2 

Cs2 

Lg Cg 

Lss 

Csp 



 74 

is about 1-2dB higher. These values are consistent with simulation results for a quality 

factor of about 6 for spiral inductors. Note that although the simplified expression of (4.25) 

predicts the same noise-figure in all frequency bands, the amplifier noise-figure will have 

frequency dependent terms due to other contributions to the total noise such as passive 

losses. The larger value of noise-figure in the CMOS design compared to the bipolar 

version is consistent with (4.25) and simulations as well. 

 

Figure 4.17: Voltage-gain and return-loss of concurrent triple-band amplifiers using the 
topology in Figure 4.16. (a) CMOS version (b) Bipolar version 

4.3 Multi-Band Power Amplifiers 

Many of the existing multi-band power-amplifiers follow the generic architecture of Figure 

4.2, where a band-select switch picks the appropriate signal path (e.g., [95]). Each path 

consists of a power transistor and matching elements that are optimized for the designed 

single frequency band. Power transistors use a substantial part of the, usually expensive19, 

semiconductor area in order to generate a large amount of power. Also there would be a 

considerable requirement in the linearity of band-select switch, particularly if the signals of 

interest have a non-constant envelope. Therefore, as a modification to the scheme in  Figure 

4.2, power transistor can be shared among all frequency bands while band-select switches 

                                                
19 Chip area in the case of power-amplifiers is more valuable as the substrate material and process is normally 
based on an expensive compound semiconductor. 
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pick the appropriate passives at the input and output (e.g., [96]). Other designs use 

diplexers/combiners or employ electronically tunable components [97] to cover more 

frequency bands. 

In order to remove the band-select switch and save the active area, Bohn et al. [98] 

have demonstrated a switch-less dual-band power-amplifier that uses dual-resonance input 

and load matching passive networks for impedance transformation and harmonic 

termination. Besides removing the switch and/or diplexer, this solution saves on the active 

area as a single pair of power transistors serves both bands. Similar designs can be done at 

higher frequencies and using integrated components. 

Nevertheless, there is no report of a concurrent power-amplifier yet. Since, power-

amplifiers have to handle large-amplitude signals, in a concurrent scenario there may be a 

significant penalty in the linearity of these blocks, as shown in Figure 4.8. On the other 

hand, if we opt to operate the power-amplifier in linear regions only (e.g., Class-A), the 

maximum efficiency of these amplifiers will be limited. It should be noted that in a linear 

concurrent power-amplifier, the maximum efficiency per frequency band is half of that in a 

linear single-band case. Driving the concurrent power-amplifier into nonlinear regions, will 

cause intermodulation products, in-band as well as out-of-band, that are highly undesirable. 

Schemes that employ pre-distortion at multiple frequency bands might serve as a useful 

solution for the mentioned problem. 

In summary, the design of multi-band power-amplifier is an open field of research. 

Adding concurrency requirement to these blocks creates more challenges in the design from 

circuit as well as system viewpoints and can serve as a potentially valuable future research 

direction. 

4.4 Summary 

The new concept of concurrent multi-band LNA with the intention of its use as the essential 

part of a concurrent multi-band receiver is introduced. A general methodology is provided 

to achieve simultaneous narrow-band gain and input matching while offering a low noise 

figure in concurrent multi-band LNAs. The efficacy of the proposed methodology is 

demonstrated through measurement results of a CMOS implementation of the integrated 
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concurrent dual-band LNA that achieves a superior NF, S11, and power dissipation over 

previously published non-concurrent and/or single-band LNAs. Multi-band power-

amplifiers, in particular the concurrent versions, are still open for further investigation. 
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Chapter 5  

An Experimental Concurrent Dual-Band 

Receiver 

After looking into concurrent multi-band radios from architectural and circuit building 

block viewpoints in the last two chapters, it is time to put the pieces together to design a 

complete system. As a case study, the design and implementation of a concurrent dual-band 

radio receiver for potential use in wireless networking will be discussed in the following 

sections. This chapter starts with the derivation of some of the RF requirements in the radio 

for the intended applications. Fully integrated concurrent receiver architecture to fulfill 

these requirements will be introduced. The novel concurrent image-rejection scheme, 

previously mentioned in Chapter 3, benefits from a number of original building blocks 

resulting in a low-power and reduced-area implementation. Details of receiver circuit 

building blocks and experimental results of the implemented chip will be explained later in 

the chapter. 

5.1 Top-Level Radio Design 

As mentioned in Chapter 3, there are many applications where concurrent multi-band radio 

is beneficial. As a reminder, some of these benefits are to increase the effective bandwidth 

of the system and to have a more reliable wireless communication due to the added 

frequency diversity. Recently, wireless communications has become a fast-growing 

technology that enables convenient and inexpensive network solutions. However, the 

wireless network specifications vary considerably, as dictated by their target applications 
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(e.g., short vs. long range, high vs. low data-rate) and even their advocates and sponsors. As 

a case in point, in the following, we will briefly describe some of these specifications and 

the way in which they affect the design of radio. A concurrent receiver architecture will be 

described that can be used as the radio backbone of wireless network receivers at two 

distinct frequency bands. 

5.1.1 WLAN Standards and System Analysis 

Currently, there are a number of frequency bands allocated for WLAN applications and 

standards. Our target frequencies for this implementation are the bands of 2.4 GHz (ISM) 

and 5.2/5.8 GHz (UNII/ISM) currently being used for the majority of employed WLAN 

standards. It should be noted that the description of WLAN standards in this section is 

merely intended for a comprehensive design cycle, from specifications to implementation. 

Clearly, the concurrent multi-band design can also be used for other applications with 

different specifications. 

The Institute of Electrical and Electronics Engineers (IEEE) has developed technology 

specifications for both frequency bands under the family of 802.11 standards. IEEE 802.11 

standards are mainly intended for high-speed wireless local-area networks (WLAN) 

applications. Some of the heavyweights in the telecommunications industry introduced 

another standard at 2.4 GHz called Bluetooth which is mainly intended for short-range and 

low data-rate communications. This results in very low power radios that, for instance, can 

connect home appliances and devices in a network. The European Telecommunications 

Standards Institute (ETSI) has made standards under the family High Performance Radio 

Local Area Networks (HIPERLAN), Broadband Radio Access Networks (BRAN), at the 5 

GHz frequency band intended for high-data rate multimedia LANs such as High Definition 

TV (HDTV). Table 5.1 summarizes some of the specifications of these standards that 

mainly set the requirements for radio design and architecture. As the table indicates, the 

radio requirements for these standards, as intended for short-range applications, is more 

relaxed than other standards such as the ones used in cellular phones. This will allow for 

low-power implementations of the radio as will be seen later in this chapter. 
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To gain a better understanding of standards and our target performance numbers, we 

will show how the numbers in the table are translated into radio specifications. In particular, 

in the design of radio receivers, dynamic range and selectivity are among the most 

important specifications. 

Dynamic range is the difference between the maximum and maximum signal levels the 

receiver can handle without exceeding the intended bit-error-rate (BER). The maximum 

input signal level, directly mentioned in standard, is limited by receiver nonlinearities. The 

minimum level, known as sensitivity, is mostly limited by multiple sources of noise in 

receiver. It can be shown (e.g., [99]) that the receiver’s overall noise-figure (NF) has to be 

limited to the following bound 

NF[dB]  ≤  sensitivity[dB] – 10log[C/(I+N)] - 10log(kBTB) (5.1) 

In (5.1), sensitivity is usually given as a part of radio specifications; C/(I+N) is the ratio of 

carrier signal power to the combined power of interference and noise that for any given 

modulation can be derived from the required BER specification; and kBTB is the total 

thermal noise in signal bandwidth, B.  
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Table 5.1: Summary of a few wireless networking standards at 2.4 GHz and 5 GHz 

Additionally, the receiver should be able to detect the signal in the presence of out-of-

band strong interferences, referred to as blockers. The ability to recover the weak narrow-

band signal among all the blockers is a measure of receiver selectivity. The maximum level 

of blockers that might be present in the receiving environment is a function of frequency 

and is often specified for the given application. Receiver selectivity is limited by 

nonlinearities and another phenomenon known as reciprocal mixing, the result of the down-

conversion of the blockers with oscillator phase-noise into the intended signal bandwidth 

(Chapter 3). Hence, there will be an upper bound on the local oscillator phase-noise at 

certain offsets determined by such requirements on the blocker rejections (e.g., [99]) 

Band Name ISM UNII, HIPERLAN 

Frequency 2400 – 2483.5 MHz 5250 ± 75 MHz 5250 ± 100 MHz 

Standards Bluetooth 802.11b HiperLAN/1 802.11a 

Multiple Access FHSS,TDD DSSS, FHSS NPMA OFDM 

Modulation GFSK 
(BT=0.5) DPSK, CCK GMSK 

(BT=0.3) 
BPSK, QPSK, QAM 

(16, 64) 

Sensitivity -70dBm -76dBm -70dBm -82 .. -65dBm 

Max. Input Level -20dBm -10dBm -20dBm -30dBm 

Channel BW 1MHz 5MHz 23.5MHz 16.6MHz 

Max. Data Rate 1Mbit/s 11Mbit/s 23.5Mbit/s 54Mbit/s 

Max. Output 
Power (mW) 100 (class 1) 1000 (USA) 

100 (Europe) 1000 40 (5.15-5.25 GHz) 
200 (5.25-5.35 GHz) 

Range 100m 100m 100m (?) 50m 

Application Short-range cable 
replacement 

High-speed 
WLAN 

High-speed 
multimedia LAN High-Speed WLAN 

 DSSS: Direct Sequence Spread Spectrum 
 FHSS: Frequency Hopping Spread Spectrum 
 TDD: Time Division Duplex 
 NPMA: Non-preemptive Priority Multiple Access 
 OFDM: Orthogonal Frequency Division Multiple Access 

  

 BPSK: Binary Phase Shift Keying 
 QPSK: Quadrature Phase Shift Keying 
 QAM: Quadrature Amplitude Modulation 
 GFSK: Gaussian Frequency Shift Keying 
 GMSK: Gaussian Minimum Shift Keying 
 DPSK: Differential Phase Shift Keying 
 CCK: Complementary Clock Coding 
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PN(foffset)[dBc/Hz]   ≤   C[dBm] – 10log[C/(I+N)] – I[dBm] – 10log(B) (5.2) 

In (5.2), C is the signal level that has to be recovered in the presence of interference level I 

at frequency foffset. 

The target receiver dynamic-range, NF, and VCO phase-noise of the standards in Table 

5.1 are derived in Table 5.2. For comparison purposes, the numbers for the more stringent 

GSM standard for mobile-phone communication are also mentioned in Table 5.2. 

 

Table 5.2: Receiver target numbers for standards in Table 5.1 

Once again, it should be noted that the implementation of the concurrent receiver is most 

valuable in demonstrating the new concept than in satisfying the application-specific radio 

requirements. Nonetheless, Table 5.2 provides realistic performance goals in designing the 

radio. 

5.1.2 Receiver Architecture 

The implemented concurrent dual-band receiver architecture uses the same principal 

structure as the one explained in Section 3.2.6 (Figure 3.7). Two different versions of the 

receiver have been fabricated. In the first version, all the blocks are integrated on the chip 

except that the second down-conversion local oscillators (LO2 and LO3) are provided from 

outside. The second version is fully integrated and all the local oscillators are generated 

using one on-chip phased-locked loop (PLL), as will be described in the following section. 

The input frequency as well as the LO frequencies are the same in both cases. The complete 

architecture of the fully integrated receiver is shown in Figure 5.1. 

 Bluetooth 802.11b HiperLAN/1 802.11a GSM 

Dynamic Range (dB) 50 66 50 52 87 

Overall NF(dB) 26 19 18.3 15 10 

VCO Phase-Noise 
(dBc/Hz) 

 
-114 @ 

foffset=25MHz 
-85.7 @ 

foffset=23.5MHz 
-93 @ 

foffset=20MHz 
-138 @ 

foffset=3MHz 
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Figure 5.1: Complete schematic of the fully integrated concurrent dual-band receiver 

The received signals at two frequency bands are first amplified by a concurrent dual-

band low-noise amplifier. The narrow-band response of the LNA around each of the desired 

frequency bands prohibits the amplification of strong out-of-band signals that might 

deteriorate the performance of later stages in the receiver chain due to nonlinearity. In a 

receiver, the gain of each block suppresses the effect of noise of the following stages in the 

overall performance [46] 
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In (5.3), Foverall is the overall noise-factor of the receiver, and Fi and Gi are noise-factor and 

available gain of the ith stage in the receiver chain. 

However, as the signal is amplified along the receiver, its amplitude gets larger and is more 

likely to drive the following stages into undesired nonlinear region of operation, i.e., 
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In (5.4), IIP3overall is the input-referred intercept point of the complete receiver, and IIP3i 

and Gi and the input-referred intercept point and linear gain of the ith stage in the receiver 

chain. 

Therefore, the gain of LNA should be large enough to suppress the noise of later stages and 

low enough not to sacrifice the linear behavior of following stages. In order to relax the 

dynamic-range requirements of the receiver, two gain modes for the concurrent dual-band 

LNA are devised. When the received signal strength is low (close to sensitivity level) the 

amplifier has a larger gain. In the case of a large received signal, the amplifier gain is 

reduced to provide a reasonable level to next stages. In the concurrent case, it is desired to 

have an independent control of gain for all the desired frequency bands. However, in this 

implementation of concurrent LNA a single gain-control is applied for both frequency 

bands. 

Assuming symmetric in-phase and quadrature-phases signal paths, the down-

conversion scheme proposed by Weaver [8] rejects the image signal completely. 

Nevertheless component mismatches inherent to any actual implementation, lowers the 

image-rejection of Weaver architecture considerably. In fact, it can be shown that a 

mismatch of ∆G and of ∆Φ in the gain and phase of in-phase and quadrature paths sets the 

following limit on the image-rejection (IMR) of the receiver [35],[36]. 

( )
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2 




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 ∆+∆Φ
= G

G

IMR  (5.5) 

In order to reach a higher on-chip image-rejection, quadrature mixing in the radio 

frequency (RF) mixers followed by the use of double quadrature downconversion scheme 

([100]) at the intermediate frequency (IF) stage is pursued. The use of complex mixing 

enhances the image-rejection by an order of magnitude [100]. Furthermore, an even larger 

on-chip image-rejection is achieved by a combination of frequency planning and the best 

use of the notch in the dual-band front-end transfer function, as mentioned in Section 3.2.6. 

The complete frequency planning of the receiver with the frequency details is illustrated in 

Figure 5.2. As evident from this figure, since the received RF signals are down-converted 

into two different intermediate frequencies, a dual-band response at the IF stage is 

considered as well. 
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Figure 5.2: Frequency planning of the concurrent dual-band receiver in Figure 5.1 

Since high-frequency PLLs consume a considerable amount of battery power and chip area, 

it was decided to generate all the local oscillator frequencies out of one PLL and high-speed 

dividers. Channel selection can be achieved at baseband with substantially smaller power 

consumption. 

Compared to other dividers, divide-by-two circuits are generally considered to be 

easier to design. Additionally, both in-phase and quadrature-phase signals can be extracted 

from the outputs of divide-by-two and divide-by-four circuits [102]. Hence, a frequency 

planning scheme in which all the local-oscillator signals are generated from a single 

oscillator and divide-by-two blocks was conceived (Table 5.3). 

 

Table 5.3: Concurrent receiver frequency planning that uses only divide-by-two 

fLO1 fLO2=fLO1/2 fLO3=fLO1/4 
3.42GHz 1.71GHz 0.855GHz 

 
fRF1 fIF1=fLO1-fRF1 fimg1=fIF1+fLO1 fBB1=fIF1-fLO3 

2.45GHz 0.97GHz 4.39GHz 115MHz 
 

fRF2 fIF2=fRF2-fLO1 fimg2=fLO1-fIF2 fBB2=fIF2-fLO3 
5.25GHz 1.83GHz 1.59GHz 120MHz 

f 

0 f 

A 

0 
f 

B 

Desired Bands 
Image Bands 

Dual-Band Front-End Transfer Function 

3.85 2.45 3.15 GHz 5.25 1.05 

f 
0.70 2.10 GHz 

Dual-band Mixer/IF 

 6.3-GHz 
PLL 

÷2 ÷3 

÷3 3.15-GHz 

0.7-GHz 

2.1-GHz 
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The downfall of the aforementioned frequency planning is the closeness of image frequency 

of each band (e.g., fimg1) to the center frequency of the other band (e.g., fRF2). 

Consequentially, dual-band transfer function of the front-end can not attenuate the image-

signals as much20. 

Improved frequency planning schemes can be considered that utilize frequency 

divisions by an integer factor other than two21. A frequency planning scheme that exploits a 

divide-by-three and two divide-by-two blocks to generate all the necessary local-oscillator 

signals from a 6.6 GHz source is presented in Table 5.4. 

 

Table 5.4: Concurrent receiver frequency planning that exploits divide-by-three and divide-
by-two circuit blocks 

Compared to the previous case, the image frequency of each band is farther away from the 

center frequency of the other band that allows for a better image-rejection due to the dual-

band front-end transfer function. The final down-converted signals are centered at 250 MHz 

that will necessitate a wide-band digital circuitry for final channel selection and 

demodulation. 

The frequency plan of Figure 5.2 was selected for the implemented receiver for a 

variety of reasons. A single PLL at 6.3 GHz and its divided versions can generate all the 

frequencies required in the receiver. Since the first local oscillator is generated by a divide-

by-two, we will have access to both in-phase and quadrature phases of the LO. A passive 

polyphase filter ([100]) further corrects for any phase imbalance between the two that could 

                                                
20 It should be mentioned that placing the front-end notch very close to either of the frequency bands results in 
a lower gain and bandwidth for that band. 
21 In many cases, analog frequency multiplication can be exploited instead of frequency division. 

fVCO fLO1= fVCO/2 fLO2=fLO1/3 fLO3=fLO2/2 
6.6 GHz 3.3 GHz 2.2 GHz 1.1 GHz 

 
fRF1 fIF1=fLO1-fRF1 fimg1=fIF1+fLO1 fBB1=fIF1-fLO3 

2.45 GHz 0.85 GHz 4.15 GHz 250 MHz 
 

fRF2 fIF2=fRF2-fLO1 fimg2=fLO1-fIF2 fBB2=fIF2-fLO3 
5.25 GHz 1.95 GHz 1.35 GHz 250 MHz 
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be due to the potential asymmetric duty-cycle of the 6.3 GHz oscillator. The second and 

third local oscillator signals are generated with divide-by-threes and are passed through 

passive polyphase filters for quadrature generation. Generation of in-phase and quadrature-

phase signals using polyphase filters will be further discussed in subsection 5.2.4. The 

image frequencies are located far enough from the frequency bands of interest and will be 

attenuated by the front-end transfer function substantially. Additionally, the desired signals 

are down-converted to dc or a very low-IF and can be further processed in digital domain. 

The strength of the received signal can be measured at baseband and a feedback circuitry 

can change the gain of low-noise amplifier and other low-frequency variable-gain 

amplifiers that are not a part of described implementation. In summary, a large dynamic-

range at both frequency bands should be expected from the concurrent dual-band receiver 

in Figure 5.1. 

5.2 Receiver Building Blocks 

The design of individual building blocks in the receiver is described in the following 

sections. 

5.2.1 Concurrent Dual-Band LNA 

The simplified schematic of the concurrent dual-band LNA together with all on-chip 

component values is shown in Figure 5.3. The values of off-chip input matching 

components, Lg and Cg, depend on the placement of the chip inside the package and the 

length of wirebond. In our case, their values were 2.7 nH and 0.5 pF, respectively. Lbond-s at 

the source of M1 is implemented using a downbond to the package bottom that is grounded 

and its value is approximately 0.9 nH. 
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Figure 5.3: Simplified schematic of the concurrent dual-band LNA 

In this implementation, the LNA uses a two-stage design where both stages use a cascode 

structure. With a 3V of power supply, stacking of four transistors does not degrade the 

performance noticeably and hence a current reuse technique is used in the design, i.e., both 

stages share the same dc current [101]. At RF, the two stages are separated using a Cbypass at 

the source of M3 and the output of the first stage at the drain of M2 is connected to the input 

of the second stage at the gate of M3. The design of both stages followed the guideline of 

Chapter 4 with the exception that the second stage does not need input matching to 50Ω. 

Since the LNA is single-ended, all the package and wirebond parasitics at the Vdd node will 

be a part of load and can create unwanted resonant modes. Therefore, this node has been 

bypassed with a lossy capacitor22. 

The LNA is designed to work with 4mA of current from a 3V of supply. Simulations 

predict a gain of 20dB and 15dB and a noise-figure of 3dB and 4.7dB at 2.4 GHz and 5.2 

GHz, respectively. 

                                                
22 A capacitor at Vdd node combined with the wirebond inductor can cause a low-frequency resonant pole. By 
placing a small series resistor (≈5Ω), we can effectively reduce the gain of that mode. 
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5.2.2 Concurrent Dual-Band RF Mixer 

The RF mixers use a current commutating fully-differential Gilbert-type architecture with a 

dual-band load tuned at IF frequencies (Figure 5.4). 

 

Figure 5.4: Simplified schematic of the dual-band RF mixer 

Input transistors, M1 and M2, that convert the RF voltage signal into current have a 

grounded source for a higher-linearity in MOS technology [107]. The differential structure 

guarantees a lower signal leakage from the LO to the IF port and makes the circuit 

insensitive to parasitics at common-mode nodes such as Vdd. Each RF mixer draws 1mA 

from the 3V supply voltage. Simulations predict a mixer gain and noise-figure of about 

10dB and 15dB at each band, respectively. 

5.2.3 IF Image-Rejection Mixers 

Fully balanced mixers in a Gilbert-type configuration are used at the IF stage for the final 

down-conversion. Addition and subtraction of baseband signals in the double quadrature 

down-conversion scheme has been done in the current domain and the signals are converted 

to voltage using active loads with common-mode feedback resistors, RCMFB (Figure 5.5). 

Each IF mixer pair draws 4mA from the 3V supply voltage. Simulations predict a gain of 

about 10dB at each IF band. 
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Figure 5.5: Simplified schematic of IF one pair of image-rejection mixers 

5.2.4 Local Oscillator Frequency Generation 

As previously mentioned, all the necessary LO frequencies are derived from a single PLL 

that generates a frequency of 6.3 GHz23 (Figure 5.6). Our implementation is a third-order 

loop that employs a series of flip-flop based divide-by-two to provide a signal of about 12.3 

MHz to the input of phase-frequency detector (PFD). The VCO uses a cross-coupled 

differential pair core with a center-tapped inductor for the resonator. MOS capacitors are 

used as varactors and, based on simulations, provide the VCO with more than a 10% of 

tuning range. The complete loop, including the loop filter, has been integrated on the chip 

with the receiver and uses 35mA of current. 

                                                
23 The PLL in this chip has been designed by Roberto Apacircio of Caltech and is only highlighted here for 
completeness. 
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Figure 5.6: Simplified schematic of the 6.3 GHz PLL 23 

Two-stage passive polyphase structures are used to generate in-phase and quadrature-

phase LO signals necessary for the image-reject architecture [100]. The output phase of a 

first-order low-pass/high-pass structure (e.g., RC/CR filter) lags/leads the input phase by 

45° at the frequency of its pole (e.g., ω0=1/RC). Additionally, the outputs of first-order 

high-pass and low-pass RC filters at the pole frequency have equal amplitudes. A first-order 

passive polyphase structure uses the 90° phase difference in the output of high-pass and 

low-pass filters to create the in-phase and quadrature-phase signals at the pole frequency. In 

a complex frequency domain [100], each stage puts a notch in its pole frequency 

determined by the product of RC. However, changes in center frequency due to variations 

in the integrated technology processing as well as component mismatches limit the 

accuracy of quadrature generation of a first-order poly-phase filter. Higher-order poly-phase 

structures can generate the in-phase and quadrature signals in a wider frequency span and 

hence are less affected by process variations [100]. A second-order poly-phase filter is 

created by cascading two first-order poly-phase filters. Two center frequencies are slightly 

off-tuned (stagger-tuned configuration) in order to provide a larger range of quadrature 

generation, as shown in Figure 5.6. 
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Figure 5.7: (a) Two-stage stagger-tuned poly-phase structure for LO quadrature generation; 
(b) its frequency response in complex domain 

5.2.5 Analog Frequency Dividers 

As Figure 5.1 and Figure 5.2 demonstrate, the second down-conversion LOs are generated 

from the 6.3 GHz signal using a couple of divide-by-three circuits. At first, flip-flop based 

digital divide-by three was attempted. The basic idea of that design is to have a cascade of 4 

D-type flip-flops with alternating clocks which are able to count up to 4 and then reset it 

each time the counter reaches 3 with a feedback loop (e.g., [102]). However, the timing 

becomes crucial as the feedback has to respond just in time to reset the signal before the 

states of flip-flops have changed. 6.3 GHz proved to be too high of a frequency to allow 

these types of dividers to operate reliably without consuming a large amount of current in a 

0.35 µm CMOS technology. Hence, analog implementation of frequency dividers based on 

injection locking is pursued in this design. 

Injection locking, in general, is synchronizing a free-running oscillator with an injected 

input signal. In injection-locked frequency dividers (ILFD), the frequency of input signal is 

close to one of the harmonics of the oscillator’s free-running frequency. As the input signal 

gets closer to the harmonic of the oscillator or as its power increases, the oscillator 

frequency will change to synchronize it with the input signal. ILFDs are advantageous over 
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the standard flip-flop based design due to a number of reasons. Flip-flop (digital) dividers 

usually operate well below the cut-off frequency of the active device and consume 

significant power as their operation frequency increases. Both these issues are attributed to 

their wide-band operation. In contrast, ILFDs are based on narrow-band oscillators and 

therefore can operate as close as possible to the device’s maximum operation frequency 

(fmax) with smaller power consumption.  

Injection locked frequency dividers based on ring oscillators [103],[104] as well as 

resonator-based oscillators [105],[106] have been reported. Between the mentioned 

oscillator topologies, the latter can operate at higher frequencies due to the extra phase shift 

provided by the resonator. Resonator-based divide-by-two ILFDs have been analyzed and 

designed [105], and tested up to frequencies close to device cut-off frequency [106]. 

However, there has not been any reported high-speed resonator-based ILFD 

implementations of divide-by-three in the literature. Ring oscillators have been used in the 

core of ILFDs to implement these odd-dividers [104] as well as even dividers [103]. A 

resonator-based divide-by-three will be described in the following. 

Figure 5.8 shows the simplified schematic of the divide-by-two ILFD that uses a cross-

coupled differential pair as the oscillator core [105],[106]. The input signal at twice the 

oscillation frequency is injected at the common source node. Due to the circuit symmetry, 

odd harmonics of current in the differential pair swing back and forth between the 

transistors while even harmonics are added up in the common source node and get absorbed 

by the circuitry at that node. That provides as explanation as to why the common source 

node is the best node to inject the signal current at even harmonics of the oscillation 

frequency, especially in the divide-by-two case. Based on this argument, it is clear that in 

the case of divide-by-three (or other odd harmonics of oscillation frequency) this structure 

is not optimum. Note that under hard switching condition, each of the transistors in the 

oscillator core still carries all the even and odd harmonics of the oscillation frequency. An 

alternative approach is required to combine the desired odd harmonic (e.g., third harmonic 

in the case of divide-by-three) without disturbing the oscillator functionality at the 

fundamental frequency. 
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Figure 5.8: Simplified schematic of the divide-by-two ILFD in [105] and [106] 

Figure 5.9 illustrates the simplified schematic of the proposed divide-by-three based on the 

ILFD technique. The top part consisting of cross-coupled pair M1 and M2 together with 

resonance load forms a free-running oscillator as before. However, in this implementation 

the sources of cross-coupled pair transistors are not connected to a common node as in the 

previous case. Instead, they are fed by another differential pair that injects the input signal 

current. The series LC branch of Ls and Cs form a short circuit at the oscillation frequency 

which in effect causes the sources of cross-coupled pair M1 and M2 to be connected together 

at the fundamental frequency for a large loop gain and therefore a reliable oscillation. With 

no input signal, the circuit behavior is similar to a standard cross-couples oscillator at fosc 

with one minor difference. All the harmonics of the transistor’s current expect the 

fundamental pass through M3 and M4. The fundamental current has a shorter return path 

through Ls and Cs as shown in Figure 5.10. The series LC branch of Ls and Cs behaves 

inductively at higher harmonics. At odd harmonics, there would still be a current through 

this finite impedance path. In order to make this current smaller and consequently get a 

better coupling of injected signal to the oscillator core, the value of Ls should be increased 

while the product of LsCs is fixed. 
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Figure 5.9: Simplified schematic of the proposed divide-by-three ILFD 

 

Figure 5.10: Divide-by-three principle of operation under no input signal at (a) fundamental 
oscillation frequency (b) odd harmonics of oscillation frequency (c) even harmonics of 

oscillation frequency 
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by-three (finj=6.3 GHz) under no input signal power are shown in Figure 5.11. As expected, 

most of the fundamental components of the current at 2.1 GHz pass through the LC series 
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also confirms that a smaller portion of odd harmonics of the current, rapidly dropping with 

frequency, passes through the series branch. 

 

Figure 5.11: Simulated results of the ILFD in Figure 5.9 with no injected input power and 
for fosc=2.1 GHz: (a) frequency contents of current in M3,4 , (b) frequency contents of 

current in the LC series branch of Ls and Cs 

Since the current in an ordinary differential pair has a similar direction to the oscillator 

current in Figure 5.10 (b), it can be used to inject any of the odd harmonics to the oscillator 

core. Therefore, in principal, the structure of Figure 5.9 can be used as an odd frequency 

divider. However, as we move up to higher odd harmonics, the magnitude signal in the 

oscillator core decreases and the workable frequency range of the divider degrades as well. 

It is also worth noting that the divide-by-three ILFD in Figure 5.9 has the advantage of 

differential input over the divide-by-two circuit of Figure 5.8. 

Compared to wide-band flip-flop based dividers, the general disadvantage of ILFDs is 

their limited tuning range. For instance, the simulated locking-range of the implemented 6.3 

GHz ILFD divide-by-three versus the divider current consumption is shown in Figure 5.12. 

One can remedy the limited locking-range by adding a tunable part in the load capacitor Cd 

which can be tuned simultaneously with the VCO capacitor in the PLL. Subsequently, the 

center frequency of divider and the VCO change together. 
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Figure 5.12: Simulated locking-range of the implemented ILFD-based 6.3 GHz divide-by-
three versus divider’s current consumption 

 

Table 5.5: Component values of the implemented divide-by-three ILFDs in Figure 5.9   (a) 
6.3 GHz to 2.1 GHz divider   (b) 2.1 GHz to 0.7 GHz divider 

Component values of the two implemented divide-by-threes are mentioned in Table 5.5. 

ILFDs are promising alternatives for high-frequency low-power dividers. In this subsection, 

we demonstrated an ILFD-based divide-by-three circuit an important block of the 

frequency generating section in the concurrent dual-band receiver. 
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5.3 Experimental Results 

Both versions of the concurrent dual-band receiver were implemented in a 0.35 µm 

BiCMOS technology only using CMOS transistor as active devices (Figure 5.13 and Figure 

5.14). Each chip employs an area of 2.4mm x 2.4mm and incorporates 48 pads mainly 

placed for test purposes. In the fully integrated revision of the chip fabricated later, certain 

parts of the layout were also changed in order to minimize line parasitics and to boost the 

overall dynamic range of the receiver. The designs were intended for a 3-metal layer 

version of the process with the thick top metal of 3µm. Unfortunately, the fully integrated 

version was fabricated in a 4-metal version of the process due to an oversight by the 

foundry. The thickness of the third layer that is used to implement all inductors and other 

high-frequency routings in this process is about a fifth of the original one and hence the 

quality factor of all inductors is dramatically reduced. Therefore, the fully integrated 

version of the chip could not be measured successfully despite effort taken to this effect. 

 

Figure 5.13: Die micrograph of the first version of concurrent receiver (off-chip LO) 
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Figure 5.14: Die micrograph of the second version of concurrent receiver (fully integrated) 

In order to measure the earlier version of the chip, it was packaged in a 48-pin Thin Quad 

Flat Package (TQFP) and mounted on a custom-made high-frequency Printed Circuit Board 

(PCB) (Figure 5.15). Several jumpers and SMA connectors on the PCB allowed for 

separate control and monitoring of power-supply and signals in different parts of the 

receiver chip. The on-chip VCO that generated the first LO signal was locked to a reference 

signal using an off-chip PLL programmed via the serial port of a laptop. The other two LO 

signals were fed by sweep signal generators. To emulate the concurrent signal reception, 

output signals of two sweep generators, one for each band, were combined before feeding 

the receiver input with a low-loss cable. A typical measurement setup is shown in Figure 

5.16. 
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Figure 5.15: Test board to measure the performance of concurrent receiver 

 

 

Figure 5.16: Typical measurement setup for the concurrent receiver 

The measured gain of the receiver at the two bands of interest is illustrated in Figure 5.17. 

The gain is almost 10dB lower that the designed value. Post-processing of the simulation 

results revealed that lossy long ground lines in the LNA block are responsible for the loss of 
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gain. The slight change in the position of the second frequency band is attributed to the 

same layout issue. The layout has been fixed in the new fully integrated version of the 

concurrent receiver. 
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Figure 5.17: Measured gain of the concurrent receiver at two bands of interest. 

The linearity performance of the receiver has to be evaluated in a method similar to that 

mentioned in the concurrent LNA case (Section 4.3.1.5). As a sample, the large-signal 

behavior of the receiver at the higher frequency band is shown in Figure 5.18. 
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Figure 5.18: Large-signal gain characteristic of the receiver at the higher frequency band 
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The performance of the receiver is summarized in Table 5.6. The concurrent receiver yields 

a NF of better than 10dB at both bands that is an acceptable number for WLAN standards. 

In fact, the NF has been deteriorated due to the loss of LNA gain caused by layout issues. 

The on-chip image-rejection for the low band is about 69dB owing to the combination of 

image-reject architecture and the notch in concurrent LNA transfer function. The image-

rejection at the high band is smaller (around 30dB) due to several factors. First, the LNA 

transfer function does not have a notch at that image frequency. Second, the second peak is 

slightly lower than the design value. Also, despite all the effort in the layout, path 

mismatches determining the image-rejection of this architecture demonstrate their effect 

more severely at higher frequencies. Moreover, this amount of image-rejection will be 

improved further due to the selectivity of the dual-band antenna and the consequent dual-

band bandpass filter. 

 

Table 5.6: Concurrent dual-band receiver performance summary 

The fully integrated version of the concurrent dual-band receiver, which could not be 

measured due to the unfortunate mistake in the process run, was designed to alleviate the 

layout problems of the first chip and was expected to achieve a better gain, NF and image-

rejection. 

Frequency 2.45 GHz 5.25 GHz 

Receiver Gain 23 dB 19 dB (peak: 23dB @ 4.9GHz) 
S11 < -12 dB < -12 dB 
NF < 10 dB < 10 dB 

Input IP3in-band -8 dBm -12 dBm 
Input CP1in-band -17 dBm -20 dBm 
Input CP1A>B CP12.4>5.2 = -20 dBm CP15.2>2.4 = -16 dBm 

Image Rejection ≈ 69 dB ≈ 30 dB 
DC Current signal path (LNA + mixers):   28 mA 

LO path (VCO + buffers):      30 mA 
Supply Voltage 3 V 
Active Device 0.35-µm CMOS transistors 

Die Area 2.4mm x 2.4mm 
Package 48-pin TQFP 
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5.4 Summary 

The design and implementation of the first concurrent dual-band receiver were described in 

this chapter. The receiver operates at 2.4 GHz and 5.2 GHz WLAN frequency bands 

simultaneously and can be used to enhance the data-rate and robustness of the wireless 

communication. In addition to the novel concurrent image-reject architecture, diligent 

frequency planning allows for the use of only one frequency synthesizer in the entire 

receiver, thereby reducing chip area and power consumption. Moreover, the concurrent 

receiver benefits from a number of novel building blocks such as concurrent dual-band 

amplifiers, mixers, and analog divide-by-three circuitry. 
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Chapter 6  

Oscillators with Multi-Band Resonators 

Oscillators are essential building blocks in many electrical systems, such as radio 

transceivers and digital electronics circuitry. When placed in a frequency-stabilizing 

feedback loop (such as a PLL), voltage- or current-controlled oscillators are used to 

generate an accurate frequency or time reference. Therefore, time waveform as well as 

frequency components of oscillators output are two major characteristic of such systems. In 

radio transceivers, local oscillators typically generate periodic waveforms that are used for 

the up- / down-conversion or sampling of the main information signal. As discussed in 

Chapters 2, in multi-band and multi-mode radio architectures, in order to process the 

information in various frequency bands, a number of local-oscillator (LO) frequencies are 

usually needed. More importantly, in concurrent radios described in Chapter 3, numerous 

LO frequencies are required at the same time. Since oscillators consume a substantial part 

of the chip area and battery power, methods to generate all these necessary LO waveforms 

in a compact design are very appealing. In Chapters 2, 3 and 5, we gave examples of radio 

architectures where elegant frequency planning allowed for the use of one oscillator core in 

addition to frequency dividers for the whole (concurrent) multi-mode systems. In this 

chapter we will discuss the simultaneous generation of two frequencies by an oscillator. 

A large number of the electrical oscillators can be modeled by a nonlinear second-order 

differential equation. In these systems, the frequency of periodic oscillation is determined 

by a second-order resonator (e.g., a series or parallel LC) connected to a nonlinear active 

core. In non-concurrent multi-band and multi-mode systems, where the LO tones for 

different modes/bands of operation are not simultaneously needed, the appropriate LO tone 
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can be selected by switching among multiple resonators all connected to a single active core 

[133]. 

In this chapter, we will focus on a special class of electrical oscillators with higher-

order nonlinear differential equations. As will be shown, multi-resonance networks (e.g., 

higher-order LC configurations) connected to a nonlinear active core, belong to this class of 

oscillators. These oscillators are capable of oscillations at either of their resonance 

frequencies as well as simultaneous oscillations at more than one frequency under certain 

conditions. As it will be shown with a few examples, multi-resonant oscillators can be used 

in the future novel multi-mode and multi-band radio systems. 

In the rest of this chapter, an analysis of phase-noise (frequency fluctuations due to 

noise) in oscillators with general types of resonator load (i.e., multi-band) will be presented. 

The analysis is based on a physical interpretation of quality factor (Q) in resonator-based 

oscillators and will lead to the design of low-phase noise oscillators using enhanced 

resonator structures. 

6.1 Time-Domain Response of Multi-Frequency Oscillators 

The output of most of the oscillators that are used in radio systems has a periodic waveform 

with a general form 

( ) ( )∑ +=
n

nn tnAtx ϕω0cos  (6.1) 

Hence, the oscillator output can have energy at the fundamental frequency, ω 0, and its 

harmonics. In resonator-based oscillators with a low resonator loss, the amplitude of 

harmonic terms are often substantially smaller than the amplitude of fundamental term. 

However, in many radio architectures, particularly in multi-mode and multi-band 

systems, the required local-oscillator tones are not harmonically related. With the goal of 

designing efficient architectures for such systems, we would like to investigate the 

possibility of generating all the desired LO tones in one oscillator. The output waveform of 

such an oscillator would be 
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( ) ( )∑ +=
n

nnn tAtx ϕωcos  (6.2) 

where in (6.2), the angular frequencies, ωn, are not necessarily harmonically related. More 

generally, the ratios of these frequencies might be irrational resulting in a non-periodic 

waveform. 

Oscillators that can simultaneously generate multiple frequencies have been studies in 

the literature [121]-[129]. After reviewing some of the previous work on multi-frequency 

oscillators, we will perform an analysis on an oscillator with a dual-resonance load. The 

analysis will show that simultaneous oscillations at two frequencies in that oscillator are 

indeed possible, making it suitable as a unique building block in multi-mode and multi-

band radio architectures. As an introduction, we will initially review some of the features of 

the widely used second-order oscillator. We will demonstrate that these oscillators are 

incapable of generating non-periodic waveforms of the type expressed in (6.2). Therefore, 

we will focus on higher-order resonators to generate a set of non-harmonically-related 

frequencies. 

6.1.1 A Brief Overview of Second-Order Oscillators 

As mentioned before, a large class of practical oscillators can be sufficiently represented 

with a second-order nonlinear differential equation. A second-order passive resonator 

connected to a nonlinear active device often serves as an accurate model for second-order 

electrical oscillators (Figure 6.1). 

 

Figure 6.1: A simple model for a second-order electrical oscillator 
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In Figure 6.1, f(Vp) represents the current generated by the active device as a nonlinear 

function of voltage across resonator. This nonlinearity is essential in maintaining a stable 

oscillatory waveform after an oscillation grows up. The effect of loss terms that are present 

in every real oscillator are captured in the parallel resistor, Rp. By defining the normalized 

capacitor voltage and inductor current as independent state variables, the nonlinear 

differential equation of the second-order oscillator can be formed in the following canonical 

representation 
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where 

[ ]Tpppp iLvC=X  (6.4) 

We can easily show that if f '(vp).Rp>1 a periodic oscillation with the angular frequency 

given by ppCL10 =ω  will start up24, where f '(vp) is the time-derivative of f(vp). The exact 

solution to the above differential equation depends on the form of nonlinearity function 

f(Vp). However, a number of general results apply to the two-dimensional (i.e., second-

order) nonlinear differential equations. In particular, a powerful theorem by Poincaré and 

Bendixson states that any solution for the nonlinear differential equation in two dimensions 

converges to either a periodic waveform, a fixed-point (i.e., no transient) or a combination 

of the two [134]. 

Interestingly, based on the Poincaré-Bendixson theorem, generation of multiple tones 

with irrational ratios in second-order systems resulting in non-periodic waveform is 

prohibited. More specifically, oscillators with second-order resonators are generally 

incapable of providing all the necessary LO signals that might be needed for a (concurrent) 

multi-band system. In the next sections, we will discuss the possibility of generating non-

                                                
24 Intuitively, the inequality f'(vp).Rp>1 can be derived by finding the condition in which the closed loop-gain 
of the oscillator becomes larger than one, i.e., gm.Rp>1 where gm is the small-signal transconductance of the 
active device with the nonlinear function f. 
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periodic waveforms similar to the ones expressed in (6.2) with higher-order resonators in an 

oscillator. 

As an example of a second-order nonlinear system, we will consider the oscillator in 

Figure 6.2. The cross-coupled differential-pair configuration with a simple LC resonant 

load along with its variations have become a popular choice for integrated high-frequency 

oscillators [132]. Intuitively and in circuit terms, an effective negative resistance is formed 

by the cross-coupled differential pair and the passive resonator makes the necessary phase 

shift of 360° at the appropriate frequency to maintain an oscillation. Later, we will analyze 

an oscillator that has the same active core (i.e., negative-resistance), but uses a higher-order 

resonator structure. 

 

Figure 6.2: Cross-coupled pair oscillator with a simple second order LC resonator and the 
plot of resonator’s impedance magnitude 

Assuming that during the entire oscillation cycle, the current of MOSFET transistors, M1 

and M2 are governed by a square-law equation with respect to their gate-source voltage, i.e., 

( )2
2,1 TGSM VVkI −=  (6.5) 

Then the nonlinear function, f(Vp), can be simply written as25 

                                                
25 Note that usually transistors M1 and M2 enter the triode and cut-off region during the oscillation cycle and 
hence the nonlinear function f(Vp) is more complicated and can not be expressed in a simple form of (6.6). 
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If bipolar junction transistors, Q1 and Q2 are used instead, the nonlinear function will then 

be 
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where Vth=4kBT/q is the thermal voltage that has a value of about 25.8mV at room 

temperature. 

6.1.2 A Brief Review of Previous Work 

Oscillator with higher-order nonlinear differential equations and the possibility of 

simultaneous multi-frequency oscillations have been studied for a long time. In one of the 

early works, van der Pol analyzed a certain triode oscillator with two degrees of freedom 

created by two coupled resonators26 (Figure 6.3) [121]. Similar to the second-order case of 

(6.3), the fourth-order nonlinear differential equation for this case can be formed, revealing 

two resonant modes. Van der Pol showed that if the nonlinear function, f, can be modeled 

with a third-order polynomial27, simultaneous oscillations at two frequencies is unstable. 

In his approach, a hypothetical solution similar to (6.2) that is the sum of both resonant 

modes is inserted into the nonlinear differential equation. After simplifying the problem 

based on physical intuition, he proves that under no condition both resonant amplitudes can 

be nonzero. The underlying assumption in his derivation was the non-existence of higher 

harmonics and intermodulation terms in the solution for highly selective tanks. 

                                                
26 Interestingly, this particular type of oscillator that uses coupled inductors show a better phase-noise 
performance compared to the resonators without coupling terms and will be covered later in this Chapter. 
27 The current in the triode as a function of grid voltage represents the nonlinear function in Figure 6.3. 
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Figure 6.3. Triode oscillator with two degrees of freedom analyzed in [121] 

Schaffner showed that an oscillator with two-degrees of freedom, under certain 

conditions, can oscillate simultaneously at two different frequencies [122]. The ratio of the 

frequencies may either be rational (synchronous oscillation) or irrational (asynchronous 

oscillation). Asynchronous solutions are not periodic and are referred to as “almost-

periodic” or “quasi-periodic” solutions in the literature [131]. Schaffner needed a 5th order 

nonlinear term in the power series expansion of current-to-voltage characteristic of the 

active part to achieve stable simultaneous oscillations. A method of equivalent linearization 

of the nonlinear differential equation is pursued in his paper. In this approach, formally 

known as averaging method, the structure of the solution is determined by the unperturbed 

linear equation. Then, the average amplitudes are established by a linearized equation that 

is equivalent to the original nonlinear equation in power (i.e., the difference between the 

original non-linear equation and the linearized one shrinks with a certain power). This 

method has been pursued by others in analyzing simultaneous multi-frequency oscillations 

in other cases such as Class-C oscillators [123] and coupled-resonator oscillators similar to 

Figure 6.3 [124]. 

Endo and Mori have used the same linearization principal in analyzing simultaneous 

multi-mode solutions in ladder networks of nonlinear oscillators with van der Pol dynamics 

[125]. Their matrix-based analysis method, referred to as mode-analysis method, has been 

used by others to investigate simultaneous oscillations in coupled van der Pol oscillators 

that models the myoelectrical activity in the human large intestine [126]. 

M 



 110 

More recently, Chua and Endo provided a rigorous mathematical foundation for the 

mode-analysis method using integral manifolds to analyze the periodic and quasi-periodic 

oscillations in various types of coupled oscillators [127],[128]. 

Finally, it should be mentioned that in a number of multi-frequency oscillators, 

synchronous or asynchronous, linear combination(s) of the resonant frequencies might 

appear in the solution as well [129]. 

6.1.3 Problem Formulation of a Fourth-Order System 

In this section, we will perform an analysis on a fourth-order oscillator that is formed by 

connecting a dual-band resonator to a nonlinear active network (Figure 6.4). Once again, 

f(Vp) is the active network’s non-linear current characteristic and Rp represents the 

equivalent resistance of the entire tank28. 

 

Figure 6.4: The simple model used to analyze the oscillator in Figure 6.6 

In the following, in order to analyze the fourth-order oscillator of Figure 6.4, the 

nonlinear differential equation describing the system will be formed as a combination of a 

linear section and a nonlinear perturbation component. The structure of the solution of the 

complete nonlinear system is then hypothesized by means of the solution to the linear 

                                                
28 The physical sources of this resistance in the resonator include the ohmic loss of the inductors and 
capacitors, the loss in semiconductor substrate, and the finite output resistance of active devices. Derivation of 
an analytical solution to the problem with the consideration of all these individual sources, although straight 
forward and similar to the simplified case, is more tedious and does not offer any fundamental difference in 
the final conclusions. For instance, the nonlinear differential equation including some of these individual 
sources of loss is briefly described in Appendix C. In any case, the exact numerical solution, even with 
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section. Then, similar to averaging methods that were briefly mentioned in subsection 6.1.2, 

assuming slowly varying amplitude for the solution and using a polynomial expansion for 

the nonlinear terms, nonlinear differential equations for the slowly-varying (i.e., average) 

amplitude will be derived. Finally, the steady-state solutions of interest are found and their 

stability is checked via standard methods used in analyzing nonlinear dynamical systems 

[134]. 

The impedance function of the resonator of Figure 6.4 reveals two resonant peaks at ω 1 

and ω 2 with a notch at a frequency, ω s, in between the two (Figure 6.5). As shown in 

Figure 6.5, by placing the notch frequency closer to either of the resonant frequencies, the 

impedance magnitude at the other frequency increases. 

 

Figure 6.5: Impedance magnitude of the fourth-order resonator of Figure 6.4 when ω s is 
closer to: (a) ω 2, (b) ω 1 

The dual-band resonant load has four independent energy storing elements resulting in a 

fourth-order system. By defining normalized inductor currents and capacitor voltages as 

independent state variables and applying Kirchoff’s current and voltage laws, the circuit in 

Figure 6.4 can be described using the following set of nonlinear equations in matrix form 

                                                                                                                                               
complete models for each component, can always be found using circuit simulators. The solution to the 
simplified case captures all the essence intended here. 
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where 

[ ] T
sssspppp vCiLvCiL=X  (6.9) 

and where ωp and ωs are resonance frequencies for the parallel and series LC branches, 

respectively, and ωc is a frequency term associated with the coupling between the series and 

parallel branches. More specifically,  

ps
c

ss
s

pp
p

CLCLCL

1
,

1
,

1 === ωωω  (6.10) 

Also, the nonlinear function, ft, consists of the current flowing through the active network, f, 

and the current through resistor Rp. 

ppppt Rvvfvf −= )()(  (6.11) 

Basic circuit theory can be used to show that oscillation starts to build-up from a zero 

condition if the small-signal loop gain is greater than one, i.e., gm.Rp > 1, where gm is the 

transconductance of the active device. More systematically, we can obtain the same result 

by looking at the location of the eigenvalues of the Jacobean matrix of the zero solution of 

(6.8) [134] 
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The characteristic equation of the Jacobean can be written as 
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By applying Ruth-Hurwitz method to the characteristic equation of (6.13), we will find that 

gm.Rp > 1 is the necessary condition to have right-hand plane (RHP) roots leading to an 

amplitude growth and possible oscillation. 

The matrix formulation of the problem as in (6.8) is useful for applying a variety of 

techniques to find the solutions of this system [134]. With a little bit of algebraic 

manipulation, a single equation for one of the state variables (e.g., normalized tank voltage, 

x2, in this case) can also be derived as, 
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where x2
(n) represents the nth derivative of x2 with respect to time. As a reminder, x2 is the 

normalized tank voltage and g(x2) is the normalized current characteristic of the active 

device and tank loss. We assume that g(x2), a nonlinear function of x2, is analytic and can be 

expressed as a converging Taylor series expansion with respect to x2, i.e., 

∑
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The first coefficient in the above series, k1, will be a part of linearized differential equation 

and is equal to 

p

pm

C

Rg
k

1
1

−
=  (6.17) 

which is the effective negative conductance divided by the total tank capacitance. 
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For instance, if the cross-coupled pair showed in Figure 6.2 is used as the nonlinear 

function for the discussed fourth-order system (Figure 6.6), the Taylor expansion 

coefficients of the nonlinear function, f, based on (6.6) and (6.7) are 
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where 

ssm kIg 2=  (6.19) 

and 
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for a bipolar junction transistor where 

th

ee
m

V

I
g

2
=  (6.21) 

Note that gm is the small-signal transconductance of each transistor for a balanced 

differential pair. Clearly, even order terms in the above series are zero because of the 

symmetric differential structure. 
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Figure 6.6: Cross-coupled pair oscillator with the fourth-order dual-resonance tank depicted 
in Figure 6.4 

6.1.4 Multi-Frequency Oscillations in Fourth-Order System 

To analyze the multiple responses of the oscillator, an approximate averaging method based 

on linearized differential equation, similar to the methods that were discussed in subsection 

6.1.2, will be used. Using (6.15), the nonlinear differential equation in (6.14) can be split 

into a linear differential equation and nonlinear perturbation terms. 
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The solution to the linear differential equation (left-hand side of (6.22)) has the general 

form of 
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=
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1
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i
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where the values of α can be found from the following fourth-order polynomial equation: 
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In an oscillatory solution, the roots of (6.24) appear in complex conjugate pairs, i.e., 

11 ωτα i±=  and 22 ωτα i±= . For oscillation start-up, the values of τ 1 and τ2 have a positive 

sign showing an amplitude growth. As the amplitude grows up, the nonlinear terms in 

(6.22) should also be considered to calculate the steady-state response of the solution. The 

oscillation frequencies, ω1 and ω2 are derived from 
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Based on the above arguments for the linear equation, the general solution for the nonlinear 

differential equation (6.22) is postulated as 

)cos()()cos()()( 2221112 φωφω +⋅++⋅= ttattatx  (6.26) 

Plugging (6.26) in (6.22), using the nonlinear power series of up to a 3rd order, and 

assuming that high order derivatives of a1 and a2 are negligible (slowly varying amplitudes) 

results in the following set of equations 
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In the postulated solution in (6.26), harmonic and cross-coupling terms between two modes 

have been neglected because of the highly-selective resonator and hence have not been 

considered in (6.27) either. 

In steady-state, the amplitudes would be fixed and 021 == aa && . Applying this condition to 

(6.27) and solving the corresponding equations results in 4 different solutions for (a1 , a2): 
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To check the stability of each of the steady-state solutions in (6.28), we form the Jacobean 

matrix of the final two equations in (6.27) 
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where 
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Each set of the solutions in (6.28) is stable only if the eigenvalues of the Jacobean have 

negative real part. For the first set of solutions when both amplitudes are zero (i.e., no 

oscillation occurring), the characteristic equation of the Jacobean can be written as 
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As once showed before, if k1>0 (or equivalently gmRp > 1) both roots of the characteristic 

equation will have positive signs proving the instability of this solution. 

The second and third sets of solutions in (6.28) correspond to cases where oscillation 

takes place at one of the resonant frequencies: ω 1 or ω 2. The characteristic equation when 

oscillation at ω 2 occurs is 
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In this case, with k1>0 and k3<0, the roots of the characteristic equation of (6.32) have 

negative signs showing a stable solution. Clearly, the same conclusion can be derived for 

the case where oscillation occurs at ω 1. In other words, the nonlinear fourth-order system is 

capable of producing stable oscillation at either of its resonant modes. 
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It is worth mentioning that the oscillation amplitude in these cases can also be derived 

based on energy arguments. Assuming an oscillation at one of the resonant modes, i.e., ω 1, 

the total stored energy in the resonator can be written as 
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where the normalized variables defined in (6.8) were used to derive the second line of 

(6.33). Using the differential equations in (6.8), we can show that the rate of energy change 

in resonator can be simplified to 
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which is not surprisingly equal to the total power entering into (or flowing outward of) the 

resonator. For a steady-state stable oscillation, the rate of resonator energy change in every 

period is zero. Hence 
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Assuming that the oscillator is generating only one of its resonant modes in steady-state, we 

may write 

)cos()( 111 φω +⋅= tatv p  (6.36) 

For a known nonlinear function, ft(vp), the oscillation amplitude, a1, can then be derived by 

replacing the steady-state solution of (6.36) in the expression (6.35). For a third-order 

nonlinear function of ft(vp), we can easily show that the amplitudes will be the same as 

predicted by (6.28) proving consistent results29. 

The fourth solution in (6.28) corresponds to simultaneous oscillations at both resonant 

frequencies, ω 1 and ω 2. The characteristic equation in this case is 

                                                
29 The derivation of oscillation amplitude based on energy arguments is a general method and can be applied 
to any other higher-order resonator as well. In particular, for any oscillator that, similar to Figure 6.4, can be 
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As (6.37) indicates, eigenvalues of the Jacobean matrix have opposite signs showing a 

saddle point (Figure 6.7). In other words, for the fourth-order system of discussion and 

assuming a third-order nonlinear expansion, simultaneous multi-frequency oscillations is 

not a stable response. 

 

Figure 6.7: Graphical representation of the stability of multiple solutions to (6.14) for a 3rd 
order power expansion of the nonlinear voltage-current characteristic 

While this results shows that it is not possible to maintain two simultaneous 

asynchronous tones in a third-order oscillator, it should not be generalized to higher-order 

systems. Following the same procedure for higher order nonlinearities does result in 

simultaneous oscillations under certain conditions for the coefficients in the power series. 

The results for a fifth order nonlinearity expansion is presented in Appendix D. We will not 

                                                                                                                                               
modeled with a parallel combination of a resonator and a nonlinear current source as a function of resonator 
voltage, the steady-state resonator amplitude is identical to what we derived using (6.35). 
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show the same algebraic analysis in this chapter for the brevity and will limit ourselves to 

the simulation results showing the possibility of such simultaneous oscillations. 

Practically, the steady-state response of oscillators depends on the bias conditions as 

well as its initial conditions. In Appendix D, we show a set of bias conditions for the 

generation of stable simultaneous oscillations in a particular example. In addition, if a 

nonlinear system has multiple attractors or sinks in the state-space (i.e., two in Figure 6.7), 

the steady-state solution will depend on the initial conditions [134]. Loosely speaking, by 

setting the initial conditions closer to one of the stable points, the output will converge to 

that solution. The basin of attraction for the stable points depends on the nonlinear function 

[134] and often is found numerically. Through a number of circuit simulations of multi-

frequency oscillators such as the one in Figure 6.6, we observed that by increasing the loop-

gain at one of the possible output frequencies, the oscillator tends to oscillate at that mode. 

This observation might correspond to an increase in the size for the region of attraction of 

that stable mode. Note that for the same resonant frequencies and passive quality factors, by 

changing the position of zero (ωs in Figure 6.5) in the resonator impedance magnitude 

function, the value of loop-gain can be modified. 

As an example, consider a cross-coupled oscillator of Figure 6.6 with a dual resonance 

load at frequencies ω 1=1.26 GHz and ω 2=7 GHz. The zero in dual-resonator impedance 

function, ω s, is set at 3.8 GHz. For a given load capacitor, Cp, the values for other tank 

passives can be calculated from (6.25) to be: Cp=2.63 pF, Lp=1.77 nH, Cs=5.6 pF, and 

Ls=0.31 nH. From our circuit simulations it was revealed that for moderate nonlinearity, 

this circuit will oscillate at the lower resonant frequency with a higher loop gain (Figure 6.5 

(a)). However, if we move ω s closer to ω 1, the oscillation will happen at the higher 

frequency, ω2 (Figure 6.5 (b)). The predicted simultaneous oscillations for higher-order 

nonlinearity terms in the power series expansion (e.g., Appendix D) can be observed in 

circuit simulations too (Figure 6.8). As previously mentioned, in most cases the 

nonlinearity terms can be modified by simply changing the bias condition. Notice the quasi-

periodic nature in the time-domain response of the oscillator confirming an asynchronous 

oscillation. 
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Figure 6.8: Simulation results showing asynchronous oscillations in Figure 6.6 

As another example and in order to illustrate the occurrence of synchronous 

simultaneous oscillations in a different oscillator topology, a Colpitts-type oscillator with a 

fourth-order resonator is shown in Figure 6.9. The dual-band resonator is tuned at two 

harmonically related frequencies of 500 MHz and 7.5 GHz. Simulation results reveal the 

possibility of synchronous oscillations under certain bias conditions in addition to a 

response at either of the frequencies. A small presence of cross-coupling terms between the 

two modes is apparent in frequency spectrum of this example. Synchronous oscillations can 

be studied using the general methods discussed in subsection 6.1.2. 

In summary, oscillators with multi-band resonators are capable of generating 

oscillations at either of their resonant frequencies as well as simultaneous synchronous or 

asynchronous oscillations at a combination of those frequencies. In this chapter, we 

performed analysis on one class of these oscillators with a dual-band resonator and 

demonstrated the possibility of simultaneous asynchronous oscillations under certain 

conditions. Simultaneous oscillations can also be observed in circuit simulators with more 

complete and realistic nonlinearity functions. Some of the potential applications of multi-

frequency oscillators will be discussed in the next subsection. 
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Figure 6.9: Dual-band Colpitts-type oscillator generating synchronous oscillations 

6.1.5 A Few Potential Applications of Multi-Frequency Oscillations 

In many instances, the observed simultaneous oscillations are parasitic and undesirable. 

However, synchronous oscillation may be used in generating power at high frequencies 

which are exact multiples of a lower frequency of oscillation [122]. For example, power at 

a higher harmonics can be extracted while the oscillation at lower frequency is possibly 

synchronized to an outside source (harmonic loading). 

Another traditional application of simultaneous oscillations is in touch-tone phones 

where a system known as dual-tone multi-frequency (DTMF) is used to represent each key 

on the touch pad. Dual-frequency oscillators, capable of generating any one of 16 

combinations of two frequencies, have been used in such systems [130]. 

Multi-band and multi-mode systems can benefit from a single oscillator that generates 

multiple unrelated frequencies simultaneously. For instance, a potential architecture of a 

single-chain concurrent receiver that uses a multi-band oscillator is shown in Figure 6.10. 
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In this scheme, all the desired channels from multiple frequency bands are down-converted 

to a low frequency (low-IF or DC) for further processing in digital domain. 

 

Figure 6.10: A potential single-chain concurrent receiver using a multi-band oscillator 

There are still quite a number of remaining issues in the context of multi-band 

oscillators that needs to be addressed in the future. The phase-noise formulation of multi-

band oscillators is still an open research topic. Also the behavior of asynchronous oscillator 

in frequency-locking loop(s) is another open aspect for later investigations. 

6.2 Phase-Noise of Oscillators with a Generalized Resonator Structure 

As it was mentioned in the introduction to this chapter, time waveforms and frequency 

components are two major characteristic features of oscillators. However, both of these 

features tend to fluctuate due to different sources of noise present at the core of oscillators. 

The mentioned frequency and time instability of oscillators deteriorates the performance of 

the systems that use them. As a result, predicting the oscillator frequency and time 

instabilities as well as developing methods to minimize them are active areas of research 

[110]-[112]. 
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With a few exceptions, most of the recent literature has focused on achieving a better 

performance in a limited number of oscillator topologies, such as the one shown in Figure 

6.2, with similar principal guidelines: superior integrated technology (i.e., transistors with 

improved frequency response), enhanced inductors, and more power of the resonator 

improve the performance. Little attention has been paid to other resonator structures that 

can potentially improve the operation of such oscillators. At the same time, there have been 

a few reports of improvements in oscillators that use other forms of resonator structures 

[113]-[114]. It is hence reasonable to consider other oscillator topologies with the same 

active core that use a different resonator structure (Figure 6.11). In particular, we are 

interested in the general behavior of higher-order passive resonators. We will investigate 

whether oscillators with other resonator structures can have a better performance, i.e., lower 

power consumption for a given phase-noise or a lower phase-noise for a given power as 

compared to the more conventional circuit topology of Figure 6.2. Also we will verify the 

validity of prior claims of improvements from a broader perspective. 

 

Figure 6.11: General model of a negative-resistance oscillator with a resonator 

An example of a fourth-order system that uses 4 energy-storing elements (i.e., inductors and 

capacitors) is shown in Figure 6.6. As we showed earlier, oscillators that use higher-order 

resonator structures (i.e., with multi-band frequency response) can generate stable 

simultaneous multi-frequency oscillation waveforms at multiple frequencies, as well as 

oscillation at a single frequency. In this section, we focus on the case of an oscillator 
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generating an output at only one of its possible resonant frequencies and simultaneous 

oscillation at multiple frequencies in not considered for our phase-noise analysis30. 

Since phase-noise dependency on the resonator quality factor for a second-order 

system has been shown in various publications [39]-[112], we will start by analyzing the 

quality factor of a general resonator. Using circuit theory and physical arguments, we will 

show the effect of resonator topology on the quality factor and will demonstrate methods to 

improve it. We’ll also derive general expressions that relate the quality factor to the 

resonator impedance function at the oscillation frequency without detailed knowledge of 

the resonator structure. Phase noise analysis of oscillators with a general resonator structure 

is carried out in Section 6.2.2. In particular, we will explain how we can apply the already 

developed phase-noise models for second-order systems in a general resonator structure. 

Multiple examples that are discussed in Section 6.2.2 confirm the claims of this chapter. At 

the same time, phase-noise improvements in oscillators that use enhanced resonators based 

on discussions of Section 6.2.1 will be illustrated. 

6.2.1 Resonator Quality Factor 

Previous approaches to the analysis of the oscillator phase-noise conclude that the phase-

noise of a second-order oscillator improves with the resonator quality factor, Q [39]-[112]. 

We will extend this claim to general passive resonators consisting of multiple energy-

storing elements. After deriving simple forms for a physical definition of quality factor in a 

general passive resonator structure, we will show that phase-noise depends on Q similar to 

the second-order system. 

The term quality factor has been used with several definitions in the literature (e.g., 

[115],[116]). One, particularly useful in filtering applications, defines the quality factor of a 

                                                
30 As we will show in the coming sections, the developed phase-noise models for second-order oscillators can 
also be used to evaluate the phase-noise of oscillators with higher-order resonator structures, if they oscillate 
at only one of their resonant frequencies. However, multi-frequency oscillations are governed by higher-order 
nonlinear differential equations (subsection 6.1.4), and hence their phase-noise performance can not be 
analyzed with the models derived for second-order oscillators. Constructing concepts and theories for the 
analysis of phase-noise of multi-frequency oscillations is an open and interesting topic for future 
investigation. 
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second-order system as a measure of broadness of its frequency-domain transfer function 

around the center of its bandpass characteristic [115] 

dB
filterQ

3

0

−∆
=

ω
ω

 (6.38) 

where ∆ω-3dB is the difference of two frequencies at which the magnitude of frequency-

domain transfer function drops by 3dB (i.e., one-half the power) from its value at the center 

frequency, ω 0. Based on this definition, a higher-quality factor implies a narrower spectrum 

around ω 0. In the time-domain, a higher quality factor means a slower exponential decay 

rate of the impulse response due to loss. 

A physically more meaningful definition of quality factor in resonance is given as [116] 

cyclenoscillatiooneindissipatedenergy

resonatortheinstoredenergytotal
Qenergy ⋅= π2  (6.39) 

The definition in (6.39) is more general and can be applied to resonators as well as single 

energy-storing elements such as inductors and waveguides. 

For a second-order resonator one can easily show that these two definitions are 

interchangeable. This equality of definitions for a second-order system might prematurely 

lead one to believe that a narrower frequency spectrum in general implies a higher ratio of 

stored-to-dissipated energy for all resonators. 

One can increase the order of resonator by adding more energy-storing elements in a 

way that forces the resonator frequency spectrum to roll off faster resulting in a narrower 

spectrum. In general, peaks in the resonator frequency-domain transfer function are due to 

the presence of poles close to (or on) the imaginary axis and dips are due to zeros. Hence 

adding zeros close to ω 0, in the resonator transfer function is one way of forcing it to roll-

off faster close to ω 0, as graphically illustrated in Figure 6.12. Zeros can be easily 

implemented by adding series LC branches in parallel to the familiar second-order resonator 

(parallel LC). As an example, we can form a sixth-order resonator by adding two zeros to 

the second-order parallel LC (Figure 6.13). The impedance magnitude of this sixth-order 

resonator is plotted in Figure 6.12 together with a second-order resonator with the same 

peak frequency. Although the frequency roll-off appears faster farther away from the center 

peak frequency, the same is not quite obvious for the roll-off close to the center frequency. 
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We will show that the energy-based quality factor, Qenergy, of the resonator cannot be 

enhanced using this technique and no improvement in close-in phase-noise for the oscillator 

using the improved resonator can be achieved31. However, we will demonstrate the 

possibility of using mutual inductances in order to increase the Qenergy of a resonator and 

hence improve the oscillator phase-noise 

 

Figure 6.12: Frequency spectrum magnitude of a sixth-order and a second-order resonator 
(a sixth-order resonator structure is shown in Figure 6.13) 

 

Figure 6.13: A sixth-order triple-band resonator 

                                                
31 Although close-in phase-noise can not be improved using this technique, one might anticipate lowering of 
the far-out phase-noise at frequencies close to the null in the impedance transfer function of the resonator. 
However, in practice the phase-noise is usually limited by flat thermal noise of active elements outside of 
unaffected by the resonator (e.g., output buffers), at these far frequencies. Therefore, no major improvements 
can be expected. 
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6.2.1.1 Resonator Quality Factor without Coupling Terms 

In this subsection, first we will derive an upper bound on the quality factor of a passive 

resonator structure consisting of inductors and capacitors without any magnetic coupling 

terms between the inductors. Let’s start from the total dissipated power in such a resonator 

where each element has a certain quality factor. At a single frequency of oscillation, ω 0, the 

total dissipated power in resonator, Pd,total, is the sum of dissipated power in each of its 

component. 

∑∑ +=
capacitors

capd
inductors

inddtotald PPP
,,,  (6.40) 

where Pd,ind and Pd,cap represent the dissipated power of each inductor and capacitor, 

respectively. Using (6.39) for each element, we can further write 
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where (Qind, EM,ind) and (Qcap, EE,cap) represent the quality factor and the average stored 

magnetic/electric energy of each individual inductor and capacitor, respectively. Denoting 

the highest quality factor of all the inductors and all the capacitors in the resonator with 

Qind,MAX and Qcap,MAX, respectively, and using (6.41) we can write 
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that can be further simplified to 
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where EM and EE are the average stored magnetic and electric stored in the resonator, 

respectively. The equality will hold when all of the quality factors of inductors are equal 

and so are the quality factor of capacitors. 

Later section 6.2.1.3, we will show that for a resonator at each single resonance frequency, 

the total stored magnetic and electric energy per cycle are equal, i.e., 
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Then (6.43) can be simplified to 
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Replacing (6.43) in the energy-based expression for resonator quality factor in (6.39) results 

in an upper bound for the energy-based quality factor, Qenergy, of any high-order passive 

resonator consisting of inductors and capacitors without coupling terms in resonance 

1

,,

11
2

−














+≤

MAXcapMAXind
energy QQ

Q  (6.46) 

It is noteworthy that this upper bound on Qenergy is equal to the quality factor of a second 

order resonator achieved using the inductor and capacitor with the highest Q in the set. This 

result has very important practical implications: no combination of inductors and 

capacitors without coupling terms can achieve a higher quality factor than that of a single 

inductor element in parallel with a capacitor forming a second order resonator. 

In the following section, we will show that the phase-noise of any oscillator using a 

general passive resonator depends on the Qenergy of the resonator. Hence, no improvement in 

the phase-noise can be expected beyond what is offered by a second-order system under the 

above conditions. Reported improvements in resonator quality factor and oscillator phase-

noise by means of more complicated resonator structures such as the ones in [114] can only 

be attributed to the use of better passive components (i.e., bondwire inductors with a higher 

quality factor) and not to the topology of the specific resonator used. 

6.2.1.2 Resonator Quality Factor Including Coupling Terms 

A higher quality factor can indeed be obtained if we use passive structures that can 

fundamentally store more energy per cycle. Coupled inductors are one such example, where 

magnetic energy is not only stored in the self-inductance of the inductors, but also in their 

mutual inductance. Compared to separate inductors in a resonator structure, closely-spaced 

inductors with similar individual quality factors can result in a higher overall stored 
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magnetic energy due to the coupling while having the same loss. So resonators that use 

coupled inductors (e.g., transformers) can in principal have a higher quality factor if 

designed properly. To better understand this effect, let us write the total magnetic stored 

energy, EM, in a resonator in the presence of coupling terms between inductors 

mutualMselfMM EEE ,, +=  (6.47) 
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and where Ln is the self-inductance of nth inductor carrying current in and Mmn is the mutual 

inductance between inductors m , n carrying currents im , in, respectively, and N is the total 

number of inductors. The ratio of stored-energy to the dissipated power in this system is 

higher if the total energy stored in coupling terms, EM,mutual, is positive. Note that the total 

stored energy will be lowered if the coupling terms add with a negative sign. In summary, 

the quality factor of a resonator using coupled inductors can be higher or lower than that for 

the non-coupled case depending on the sign of EM,mutual, i.e., 
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where, for simplicity, we have assumed an identical quality factor, Qind, for all the 

inductors. 

To have the maximum improvement in the stored coupled energy in (6.48), the currents 

through different inductors should be in-phase, bearing in mind that in steady-state inductor 

currents can be represented using phasors. If they are in opposite phases, they will have a 

destructive effect by reducing the total stored energy. To show the aforementioned effects 

in real circuits, consider two resonators in Figure 6.14. If we assume perfect coupling 

between the coupled inductors (k=1), the same voltage appears across both of them. In the 



 131 

resonator of Figure 6.14 (a), the current through both inductors will be in-phase and equal 

because of the symmetry of the circuit and thus the overall quality factor of the resonator 

increases (exactly twice its uncoupled value). In the resonator of Figure 6.14 (b), the current 

through coupled inductors will have opposite phases because capacitor current leads the 

resonator voltage by 90° and inductor current lags the same voltage by 90°. Therefore, the 

overall quality factor of this structure is lowered compared to the uncoupled case. From this 

illustrative example, it is clear that quality factor enhancement is not a universal property of 

all resonators using coupled-inductors and depends on the resonator topology as well. The 

improved phase-noise performance in transformer-based oscillators [113] is due to an 

increase of Qenergy of such structures, as described above. 

 

Figure 6.14: Two examples of resonators that use coupled inductors: (a) Quality factor 
increases, since coupling energy adds to total stored energy (i1 and i2 in-phase). (b) Quality 
factor decreases, since coupling energy subtracts from total stored energy (i1 and i2 out-of-

phase) 

6.2.1.3 Useful Expressions for Resonator Quality Factor 

We will conclude this section by deriving the oscillation condition based on energy 

arguments that will lead to approximate, yet practical, expressions for the quality factor in a 

general resonator structure. From basic circuit or electromagnetic theories we know that in 
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any linear one-port passive network in steady-state, the driving-point impedance at a 

specific frequency, Z(jω), can be expressed as [115],[116] 32 
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where Pd,total, EM(ω), and EC(ω) are total dissipated power, magnetic and electric stored 

energy of the passive network, respectively, and I is the current phasor of at the port (Figure 

6.15). 

 

Figure 6.15: Impedance definition of a one-port network 

Using (6.51), we can see that the dissipated power in such a system is proportional to the 

real part of driving point impedance, as anticipated physically 
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For an oscillator in steady-state, the loss in the resonator is compensated with the energy 

delivered by the active part and the resonator provides a 360° (or zero) phase shift at the 

oscillation frequency. In other words, the resistive part of resonator is compensated by an 

effective negative resistance of the nonlinear active device at the fundamental frequency 

while the imaginary part of the resonator impedance should be zero33 [117]. So based on the 

                                                
32 The circuit theory proof of (6.51) uses the application of Tellegen’s theorem in electrical networks at 
steady-state. Based on Tellegen’s theorem, for any set of branch currents, Im, satisfying ∑Im=0 at every node 
and any set of branch voltages, Vn, satisfying ∑Vn=0 for every loop, we will have ∑VnIn=0. Note that in a 
physical network, Tellegen’s theorem is a statement of conservation of energy. 
Similarly, by applying the complex Poynting theorem, valid for the power flow of an electromagnetic wave 
into any isotropic medium, to the one-port circuit network of interest in Figure 6.15, the input impedance of 
(6.51) can be derived. 
33 In the discussion above, we assumed that all the dynamics in the active device (e.g., intrinsic capacitors, 
etc.) are absorbed in the passive resonator (Figure 6.4). 
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above argument and using (6.51) for any general passive resonator in an oscillator, at the 

resonance frequency, ω 0, we have 

00
)()( ωωωω ωω == = EM EE  (6.53) 

which proves our previous claim in (6.44). We are already familiar with this expression for 

the second-order systems: energy oscillates back-and-forth between magnetic stored energy 

of the inductor and electric stored energy of the capacitor. Expression (6.53) can be used as 

a simple physical definition to calculate the oscillation frequency for any resonator. 

At the same time, one can show that the overall stored energy in a lossless network is 

proportional to the derivative of the imaginary part of its driving point impedance with 

respect to the angular frequency [115],[116], i.e., 
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Where X(ω) and B(ω) are imaginary parts of the driving-point impedance and admittance 

functions, called reactance and susceptance, respectively, and V is the phasor of steady-state 

voltage across the one-port network. Different proofs of (6.54) using circuit theory (e.g., a 

variation of Tellegen’s theorem) or electromagnetic theory (e.g., a variation form of 

Poynting theorem) exist in the literature [115],[116] 34. For general low-loss resonators 

where the resonant frequencies are far apart, (6.54) is still a reasonable approximation at 

each resonant frequency. We will explain these conditions more rigorously in the next 

subsection. 

Now using (6.52) and (6.54), the energy-based definition of the quality factor can be 

written as 
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34 In the variation form of Tellegen’s theorem, the summation discussed in 32 is applied to the derivatives of 
currents and voltages in the network that still satisfy the kirchoff's laws, i.e., ∑dVn/dt=0 and ∑dIn/dt=0 and 
hence from Tellegen’s Theorem ∑In(dVn/dt)=0 and ∑(dIn/dt)Vn=0. 
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Since at the resonant frequency or at a very close frequency to it, the derivative of 

impedance magnitude and its real part is zero35, the expression in (6.55) can be further 

simplified to 
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Φ⋅≅  (6.56) 

where Φ(ω) is the phase response of the resonator impedance function. The form of (6.56) 

was suggested before [118] in the context of feedback model of second-order oscillators. 

Here, we show its generality for all passive resonator structures using energy arguments. 

Note that (6.55) and (6.56) are general expressions for all passive structures at 

resonance and should be used instead of the widely used definition for one-port networks 

where the quality factor is defined as the ratio of imaginary to the real part of impedance 

function. 

6.2.2 Phase Noise 

The power spectrum density of an ideal oscillator consists of delta-functions at the 

oscillation frequency and its harmonics. However, the spectrum of any real oscillator will 

have skirts around these delta-functions due to the noise present in the oscillator core. 

Phase-noise quantifies this spectral impurity by comparing the oscillator power at the 

oscillation frequency to the power at its vicinity (Figure 6.16) 
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35 The impedance magnitude function has peaks/nulls at parallel/series resonant frequencies. 
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Figure 6.16: Illustration of phase-noise definition per unit bandwidth 

Hence oscillators with a smaller phase-noise number will have a purer power spectrum 

density around the oscillation frequency. Despite its deceptively simple look, calculation of 

oscillator output spectrum in the presence of noise is not always easy and many efforts has 

been dedicated to this task for over half a century [39]-[112]. The linear time-invariant 

analysis of the problem given by Leeson in [39] provides a simple expression for phase-

noise that has been used extensively by designers for decades. Probably, it is due to the 

simplicity of the expressions in [39] that the more concrete analysis by Lax in [109] has not 

been given the same attention by the circuit design community. Since oscillators are a 

major building block in most communication circuits and their phase-noise affects the 

sensitivity of the radio system, attention has been given to accurate analysis of phase-noise 

in integrated oscillators recently [110]-[113]. Approaches vary quite a bit, with [110] 

emphasizing on the time-varying aspect of the nonlinear problem, deriving a phase-noise 

expression that can help in designing oscillators with a lower phase-noise number. The 

exact solution of the stochastic nonlinear problem is possible and the results can be 

integrated into a circuit simulator [111]. More recently the problem of noise in integrated 

oscillators has been once again traced back in its physical origin of diffusion processes via 

the concept of virtual damping [112]. 

In this section, we will first argue that many resonator structures can be modeled with a 

second-order resonator for frequencies close to resonance and the conditions that allow us 

to do so. Then, using the well-known models to calculate phase-noise for second-order 

systems, we will show a general link between the phase-noise of an oscillator and Qenergy of 

its resonator. 
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From the early works of Foster [119], we know that for any lossless network, the reactance 

function can be represented as 
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where ωn are the poles of the network and an is the residue of the pole ωn. The capacitor C0 

models that pole at zero frequency while the inductor L∞ model the pole at infinity. If ωns 

are not very close, for frequencies close to any of the poles, say ωk, the kth term in the sum 

dominates and (6.58) simplifies to 
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Differentiating the susceptance (inverse of (6.59)) and use of (6.54) gives 
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From comparing (6.58)-(6.60) to the results for a second order parallel LC resonator, we 

can derive the equivalent capacitor and inductor for a complex network in resonance 
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If the poles of the network are low-loss36, the effect of loss can be lumped into a single 

resistor in parallel with the equivalent second order resonator 
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The quality factor of this equivalent second order system is the same as one expects from 

(6.55). The equivalent model derived above can be used to calculate the phase-noise in 

oscillators using the previously developed theories for second order systems. 

First, we want to show how the results obtained in this section can be applied to the 

phase-noise model in [110]. This model starts with calculating the effect of injected noise to 

                                                
36 This assumption is along the same line that led us to deriving (6.56). Both assumptions are to assure that in 
the neighborhood of resonance that we are interested in, the dominant effect comes from the corresponding 
pole and not from other poles of the resonator. If these conditions are not satisfied, the null in the impedance 
transfer function becomes shallower due to loss as the poles get closer. 
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phase displacements for a resonator at oscillation. According to [110] the transfer function 

of injected impulse current at different times to excess phase in the oscillating output is a 

periodic function of time, called the impulse sensitivity function (the ISF is shown with 

Γ(ω0t) hereafter) and directly affects the phase-noise expression of oscillators. Although 

direct calculation of ISF in general is possible, it gets more difficult for higher-order 

resonators. An example of the direct calculation of ISF for a fourth-order resonator is given 

in the Appendix E. 

For a general resonator with impedance function Z(s) that is already oscillating at 

ω=ω0, the effect of impulse current at t=t0 on its output can be calculated using 

})({)()( 01 st
dunperturbe esZLtVtV −− ⋅+=  (6.63) 

In (6.63) Vunperturbed(t) is resonator’s oscillating output before injecting the impulse current 

and L-1 is the inverse Laplace transform. Clearly the effect of the second part of (6.63) is 

also oscillation at ω=ω0 which combined with the pre-injection term yields an oscillation 

with a different phase shift37. Since the effect of passive resonator is only to shape the ISF 

through (6.63), the derivations and discussions in [110] will remain valid for a complicated 

resonator structure by merely using the equivalent values of (6.61)-(6.62). The link to the 

physical resonator stored energy is still preserved through those expressions. 

The phase-noise model of [109] starts off by the Taylor expansion of the impedance 

function around the resonance frequency of a second-order system. Similarly we can write 
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The standard procedure for second-order systems in [109] can be followed to derive the 

Langevin equation for the phase of the oscillator. In the standard second-order LC system 

dX(ω)/dω at resonant frequency is simply the value of inductor, L. The result will be the 

familiar phase-noise dependency on ω0L/R that is called the tank quality factor. However in 

the general case of (6.64) the phase-noise will depend on )(
)(

2 0
0

0
ω

ω
ωω

ω R
d

dX⋅  which is the 
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familiar energy-based definition of quality factor (expression (6.55)). This result agrees 

favorably with [112] where the phase-noise treatment is based on the physical phase 

diffusion model. There, it is showed that for the second-order LC system, the phase-noise is 

directly related to the total stored energy in the tank and inversely proportional to the 

thermal energy stored in the system. 

In summary, we first argued that any complex resonator structure with multiple poles 

(resonant frequencies) that are sufficiently far apart, behaves similar to a second order 

system close to its resonant frequency. This link has been made based on energy arguments. 

Hence, phase-noise models that are expressed for second order systems can be further 

expanded to higher-order systems for frequencies close to the oscillation frequency38. 

6.2.3 Circuit Examples 

A cross-coupled pair oscillator with different resonator topologies has been investigated to 

verify the claims in this chapter. A simple second-order LC resonator is compared with 

more complicated fourth- and sixth-order systems in Figure 6.6 and Figure 6.13. Also a 

resonator formed by transformers, as suggested in [113], has been investigated (Figure 

6.17). It can be shown that the transformer-based resonator in [113] also forms a fourth-

order system. The values of component are chosen so that the peak resonance frequency of 

the second-order system is the same as other resonator structures. Also the zeros in the 

impedance transfer function of resonators are picked so that the oscillators have the highest 

loop-gain at the desired frequency. We have also assumed that all the inductors used have 

the same quality factor. 

                                                                                                                                               
37 More accurately, the second term can have multiple oscillations for a general resonator (for an example in a 
fourth-order system, refer to Appendix D). However, since the resonator is in the oscillation loop and the 
injected current noise is small, other oscillation modes will not be triggered. 
38 This argument is not necessarily correct for far-out phase-noise that can have peaks and nulls due to other 
poles and zeros in the resonator. However, if the poles are sufficiently far apart, these peaks will be within the 
thermal-noise floor of phase-noise. 
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Figure 6.17: Cross-coupled pair oscillator with a fourth-order resonator implemented using 
transformers 

For each resonator structure, the magnitude of the impedance function is compared with 

that of the second-order LC resonator in Figure 6.18. The stored and dissipated energies 

have been accurately calculated for each structure using a custom Mathematica [120] 

routine. The quality factor calculated by this method agrees very accurately with 

expressions given in (6.55) and (6.56)39. The phase-noise of oscillators using all these 

resonators has been simulated using SpectreRF (that uses a method similar to [111]). All 

results give the same number confirming the previous claim that phase-noise only depends 

on the resonator quality factor and is independent on resonator structure details. In the 

transformer-based structure, the quality factor can be as high as twice that of a single 

inductor for perfect coupling (k=1) and decreases as the coupling is lowered. Figure 6.18 

shows the result for k=0.9 that corresponds to the overall resonator quality factor of 19 

when inductors have quality factor equal to 10. A summary of the quality factor of these 

structures is shown in Table 6.1. 

                                                
39 For these structures and for inductor quality factors as low as 5, only an error of less than 3% is introduced 
in the calculations. For inductor quality factors of 10 and higher, the error is less than 1%. 

M1 M2 

Vdd 

L2 

C2 

Iss 

L1 

C1 

k 



 140 

 

Figure 6.18: Impedance magnitude of the higher-order resonators (solid-curves) compared 
to the second-order LC resonator of Figure 6.2 (dotted curves) (a) fourth-order resonator 
used in oscillator of Figure 6.6 (b) sixth-order resonator used in oscillator of Figure 6.13  
(c) fourth-order transformer-based resonator used in oscillator of Figure 6.17  [Coupling-

factor k=0.9 is assumed in this figure] 

1 

100 

10 

2.4 5.2 f (GHz) 

|Z(jωωωω))))| 

3.5 

2.4 5.2 f (GHz) 

|Z(jωωωω))))| 

10 

100 

1 
8 

3.5 7.5 

|Z(jωωωω))))| 

5.2 f (GHz) 22.7 

10 

100 

1 

(a) 

(b) 

(c) 



 141 

 

 

Table 6.1: Quality factor comparison for different resonator structures 

Based on the arguments of Section 2, one can store more energy in the coupling terms for a 

larger number of inductors in the resonator to achieve an even better phase-noise for the 

oscillator. As one example, a resonator using three identical coupled inductors is shown in 

Figure 6.19. We can show that for this structure, the quality factor reaches three time the 

quality factor of each inductor as the coupling factor gets closer to one. Following the 

discussions of this chapter, it should not come as a surprise that the phase-noise of an 

oscillator based on this structure is better than previously discussed oscillator that have the 

same oscillation amplitude and use inductors with a similar quality factor in their resonator. 

Simulated phase-noise performance of oscillators at 5 GHz with an identical core using the 

abovementioned resonator structures are presented in Figure 6.20 for comparison. 

SpectreRF is used to simulate the phase-noise and the oscillators are designed in a 0.35 µm 

CMOS technology. Inductor quality factor of 10 and coupling coefficient of k=0.95 is 

assumed in all cases. The improvement in phase-noise is consistent with a similar increase 

in the energy-based quality factor that is the direct result of storing more energy in coupling 
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terms. Further improvements in oscillator phase-noise are still possible by storing more 

energy in a system of coupled elements in a resonator. 

 

Figure 6.19: A proposed combination of three coupled inductors in a resonator structure to 
achieve a higher energy-based definition of quality factor that results in an enhanced phase-

noise performance if inserted in an oscillator core. 

 

Figure 6.20: Simulated phase-noise of three cross-coupled oscillators at 5 GHz having a 
common core with different resonator structures in Figure 6.2, Figure 6.17, and Figure 6.19. 

Oscillation amplitude is 0.830 V, 0.805 V and 0.795 V for these cases, respectively. 
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6.3 Summary 

In this chapter, we analyzed the performance of nonlinear oscillators with multi-band 

resonator structures. At first, we proved the possibility of simultaneous multi-frequency 

oscillations under certain conditions in a fourth-order nonlinear oscillator that uses a dual-

band resonator. These simultaneous multi-frequency oscillations will have a variety of 

applications, particularly in the design of efficient multi-band and multi-mode radio 

systems. 

In the second part of this chapter, a noise analysis of negative-resistance oscillators 

with general resonators is performed. By observing energy relations in a general resonator 

and following the steps of prior literature on phase-noise, it is shown that the oscillator 

phase-noise depends only on the energy-based definition of quality factor. The results not 

only can explain the phase-noise improvements in previously reporter oscillators, but also 

can be used to design low phase-noise oscillators. One particular result of the analysis 

shows that no combination of inductors and capacitors without coupling can achieve a 

lower phase-noise than a second-order LC resonator with the same quality factor. However, 

by storing more energy in the coupling terms between elements in a properly-desired 

configuration, one can increase the resonator quality factor and hence enhance the phase-

noise of oscillator using that resonator. 
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Chapter 7  

A Multiple-Antenna Phased-Array Radio 

Based on Shannon’s capacity theorem [2], the maximum data-rate of any communication 

system increases with bandwidth and signal-to-noise ratio (SNR) enhancement. Due to the 

finite available frequency spectrum and numerous wireless users and applications, 

increasing the data-rate by using more bandwidth is often an unattractive solution. At the 

same time, there are a few practical limitations to increasing signal-to-noise ratio at the 

receiver: in addition to the conventional sources of additive noise and loss in signal power, 

multi-path fading and co-channel interference also degrade the received signal-to-noise-

and-interference ratio, SNIR, substantially. The loss of the received signal in a fading 

environment can be compensated by a substantial increase in the power of the transmitted 

signal that in turn raises the interference level to other receivers and lowers their SNIR. 

However, multiple-antenna systems can result in an effective increase of data-rate for 

the wireless communication system by battling against channel fading and/or co-channel 

interference. By properly combining the signal power of multiple antenna elements, we can 

simultaneously increase the level of the desired signal and decrease the interference level. 

Consequently, the SNIR of multiple-antenna systems is higher than single-antenna systems 

leading to a higher data-rate for the former. 

In this chapter, after a brief discussion of the effectiveness of multiple-antenna systems, 

an implementation of a phased-array system at 24 GHz in a silicon-based technology will 

be described. 
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7.1 Brief Overview of Multiple-Antenna Systems 

In this section, we will show a few schemes that use multiple antennas to enhance the 

effective data-rate of communication. At this point, a distinction between line-of-sight 

(LOS) communication and communication in multi-path fading channels will be made. In 

the case of line-of-sight communication, the signal travels from the transmitter to the 

receiver in a straight line (Figure 7.1 a). In a multi-path fading channel, multiple replicates 

of the transmitted signal that are reflected from various scatterers reach the receiver at 

different times with different amplitudes and phases (Figure 7.1 b). Radio astronomy is an 

example of LOS communication while most indoor communication schemes such as 

wireless local area networks (WLAN) are conducted in a predominantly fading channel. 

Due to the statistical nature of fading channels, the properties of the received signal might 

change significantly with small variations40 in the position of transmitter and/or receiver 

(e.g., [3]). 

 

Figure 7.1: Wireless communication channels (a) line-of-sight (b) multi-path fading 

Spatially separated antennas can be used to enhance the performance of wireless 

communication in both cases. For a single antenna element, a pattern identifying the 

(a) (b) 
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direction of the transmitted (received) signal power is called the antenna pattern [135]. The 

shape of the antenna pattern is a function of antenna shape and size and usually consists of 

a main lobe and several side-lobes. As depicted in Figure 7.2 a, an antenna with a wide 

main lobe is more susceptible to transmitting (receiving) interference signals. As will be 

discussed in the following sections, an array of antennas can be used to form an effective 

narrow beam in a LOS communication scheme (Figure 7.2 b) in order to minimize the 

interference levels and hence increase system’s overall efficiency (i.e., higher capacity for 

the same power). 

 

Figure 7.2: Narrower antenna beams using multiple-antenna elements 

In a statistically fading environment, due to multiple reflections in the surroundings, 

the received signal level varies rapidly as the distance between the transmitter and receiver 

is altered by only a fraction of a wavelength [136]. Figure 7.3 depicts the characteristic of a 

received signal envelope in a typical fading channel [137]. Hence, spatially separated 

antennas can be used to extract more information from these large amplitude fluctuations in 

a fading channel, leading to an effectively higher data-rate [136]. 

                                                                                                                                               
40 These small alterations could vary from a fraction to multiples of the signal wavelength depending on the 
size and type of scatterers. 
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Figure 7.3: Characteristic of a received signal envelope in a typical fading channel 
(courtesy of [137]) 

7.1.1 Spatial Diversity 

Spatially separated antennas at the receiver and the transmitter can enhance the 

performance of the communication system (i.e., higher data-rate) in a fading channel. 

Performance improvement using spatial diversity can be achieved at the receiver, the 

transmitter, or both, simultaneously. In the following subsections, we will address these 

possibilities. 

7.1.1.1 Receiver Diversity 

If multiple receiving antennas are sufficiently spaced apart from one another, their received 

signal levels are almost independent in a statistically fading channel (Figure 7.3). A 

decision circuit can simply pick the antenna that offers the highest signal-to-noise ratio 

(selection diversity) or more optimally it can combine the weighted signals from different 

antennas in a manner that achieves the highest possible SNR (maximal ratio combining) 

[136]. Figure 7.4 shows a simplified schematic of a diversity receiver based on the latter 

method where the signal from each antenna element is weighted by the complex number 

ij
ieA φ  prior to combining. In later sections, we will discuss the various receiver architecture 

possibilities that exist for signal weighting and combining in the context of phased-array 

receivers. 
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Figure 7.4: Simplified scheme of a maximal ratio combining receiver using spatial diversity 

7.1.1.2 Transmitter Diversity 

Similarly, in a statistically fading channel transmitted signals from spatially separated 

transmitting antennas experience independent fades as they reach the receiver [136]. If 

channel properties from the transmitter array to the receiver are known, the transmitter can 

shape the signal fed to each antenna element in such a way that after propagation in the 

fading environment all signals combine constructively at the receiver end. Multiple 

transmitting antennas in this configuration effectively create a signal that arrives at receiver 

with the best possible “form” (i.e., highest SNIR ) without increasing the overall 

transmitted power (e.g., [138]), hence the name beam-forming. 

Even in the case where the communication channel is unknown to the transmitter, by 

transmitting different signals from various antennas over time, a larger signal-to-noise at 

the receiver can be achieved which increases the overall capacity and performance. In these 

systems, the information is coded using different symbols, Si, that are transmitted via 

multiple transmitting antenna elements at consecutive time frames41, hence the name space-

time coding [139],[141] (Figure 7.5)42. 

                                                
41 The channel properties are usually assumed constant during each time frame.  
42 Interestingly, the same coding scheme can be applied by transmitting the coded symbols in multiple 
frequency carriers instead of consecutive time frames (space-frequency coding). Multi-band radio systems 
that were discussed in previous chapters are a useful platform for this type of coding. Additionally, one can 
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As a more general case, we can imagine multiple-input multiple-output, MIMO, 

systems with m transmitting antenna elements and n receiving antenna elements. Assuming 

independent communication channels from each transmitting antenna to a receiving 

antenna, it can be shown [140] that besides the achieved diversity gain, the capacity of a 

MIMO system increases with the number of antenna elements. Space-time coding has been 

extensively used for MIMO systems to achieve a higher overall capacity for the 

communication channel [141] (Figure 7.5). 

 

Figure 7.5: Illustration of a MIMO system and space-time coding at the transmitter 

7.1.2 Phased Array 

One way to make the most efficient use of transmitted signal power and to battle against the 

interference simultaneously is to form a directional communication link. Phased arrays are 

multiple-antenna systems that can electronically change the direction of signal transmission 

and reception. Naturally, one of the first applications of the phased-array systems was to 

form electronic radar in the military for airborne, space, and other applications [142]. 

Imagine a plane-wave that reaches a linear array of antennas, as shown in Figure 7.6. 

The general propagation expression for a plane electromagnetic wave is 

                                                                                                                                               
imagine systems that use all of the three dimensions: time, frequency, and space for a high-performance 
communication. 
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where t is time, r is the distance the wave has traveled, ω is the angular frequency, and k is 

the propagation vector with the magnitude given by 

µεω=k  (7.2) 

In (7.2) µ and ε are permeability and permittivity of the propagation medium, respectively. 

The argument of the exponential in (7.1) (i.e., rk.±tω ) is the phase difference of the 

received signal at multiple antenna elements and is proportional to the angular frequency. 

Since the distance that the incidence wave has traveled at each antenna port is different 

depending on the incidence angle, θ, there will be a corresponding phase shift in the 

received signal for each received path43. From Figure 7.6, it can be seen that if d is the 

distance between two adjacent antenna elements44, the phase difference between adjacent 

paths is proportional to d.sin(θ ). For a single-frequency signal, the phase different of the 

paths can be compensated by providing an appropriate phase shift of φm in each of the 

receiver chains. Additionally, the amplitude at each path can be individually controlled via 

an adjustable gain of Am. Therefore, for an array size of n, the array output is 
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Based on the phase shifts that are provided at each receiver path, the final combined 

signal can be amplified or rejected. More generally, if both signal phase and amplitude can 

be controlled at each path, signal amplification and rejection in multiple directions is 

                                                
43 Although the discussions are regarding phased-array receivers, most of the arguments are applicable to 
phased-array transmitters as well. 
44 In a phased-array system, the distance between adjacent antenna elements affects the equivalent antenna 
pattern of the whole array [135]. Usually in a linear array, the elements are separated by half a wavelength, 
λ/2. Antenna separation for the spatial diversity schemes discussed in subsection 7.1.1 depends on the fading 
environment that is in turn a function of size, number, and location of the scatterers in the proximity of 
receivers/transmitters. To achieve uncorrelated signals at the antennas for a maximum spatial diversity gain, 
the antenna separation should be about 2-3 wavelengths for small-size scatterers and in the order of 10 
wavelengths for large-size scatterers [139]. 
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possible (e.g., [143]). By proper adjustments of the weights, a large immunity to undesired 

interference signals coming from certain directions can be achieved in the so-called 

adaptive arrays (e.g., [143]). 

 

Figure 7.6: Phased-array concept (gain control block is only necessary when controlling 
multiple peaks and nulls is desired) 

Phased arrays provide system advantages for a number of reasons: The combination of 

a higher signal power due to signal combining and a lower interference level due to nulling 

results in a higher signal-to-noise and interference ratio, SNIR. A higher SNIR can be used 

to increase the communication data-rate or reduce the transceiver’s power-consumption. At 

the same time, more directionality opens the possibility of more efficient frequency re-use 

when a large number of users share limited frequency resources, such as cellular-phone 

applications. It is worth reminding the reader that phased-array techniques can be employed 

in the receiver, transmitter, or both. 
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Before discussing various radio architectures for the implementation of a generic 

phased-array system, we will show how the signal-to-noise ratio of a phased-array system is 

increased compared to a single chain receiver. For a single-chain receiver assume that the 

signal and noise power levels at the antenna input are SIN and NIN, respectively. Therefore, 

the input signal-to-noise ratio, SNRIN is 

IN

IN
IN N

S
SNR =  (7.4) 

Since each receiver provides the same gain for the input signal and noise, assuming that the 

input referred noise power of each receiver chain is represented as NRX, the output signal-

to-noise ratio of each receiver, SNROUT can be calculated from 

RXIN

IN
OUT NN

S
SNR

+
=  (7.5) 

Clearly in a single-chain receiver, the ratio of signal power to the noise power degrades as 

we move from the input to the output. In other words, a single-chain receiver is incapable of 

improving the SNRIN without any signal processing. We will now show that the input 

signal-to-noise ratio can be improved in a multiple-antenna phased-array receiver. 

Assume that the signal and noise power levels at the input of ith antenna are SIN,i and 

NIN,i, respectively. Also suppose that the input referred noise power and the power-gain of 

each receiver chain are NRX,i and Gi, respectively. For the desired incidence angle, the n 

signal paths in the receiver change their corresponding phases, Φi, so that their outputs add 

coherently (Figure 7.6). In other words, since the signals at all antenna inputs are merely 

phase shifted versions of each other, they are all correlated and they are added in phase at 

the array output. Consequently, the output signal is a voltage summation of the signals of all 

the paths. Assuming identical input signal power levels, SIN, and equal receiver gains, G, 

the total output power, SOUT, will then be 

INOUT SnGS ⋅⋅= 2
 (7.6) 

However, the noise sources at the antenna inputs are generally white and uncorrelated 

with one another for any reasonable antenna separation44. In addition, the noise generated in 
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each receiver path comes from physically different sources and hence are uncorrelated and 

dominantly white. Therefore, the output noise power is a power summation of uncorrelated 

noise sources 

( ) ( )RXIN

n

i
iRXiINiOUT NNnGNNGN +⋅⋅=+= ∑

=1
,,  (7.7) 

where the second equality is derived assuming equal noise power levels and gains for each 

receiver path. From (7.6) and (7.7) the output signal-to-noise ratio for n identical paths is 
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Compared to the result for the single-chain receiver (7.5), we conclude that the output 

signal-to-noise ratio of the phased-array multiple-antenna system is higher by the array size, 

n. Also, for negligible receiver noise (NRXáNIN), the input signal-to-noise ratio is improved 

by the array size, n, at the output. 

 

Figure 7.7: Schematic of a phased-array receiver used for SNR calculations 

If the input noise sources, NIN, were fully correlated, the output noise power would be 
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 (7.9) 

The output signal-to-noise ratio in this case is: 
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which asymptotically reaches SNRin for large n. The improvement in the output signal-to-

noise ratio in this case is not as high as in the case of uncorrelated input noise sources. By 

comparing (7.4), (7.5), and (7.10) it can be seen that in the case of fully-correlated input 

noise sources, NIN, the array reduces the effect of receiver noise, NRX, making the output 

signal-to-ratio as good as the input for an infinite-size array. 

7.1.2.1 Phase Shift vs. Time Delay 

At this point, the difference between phase shift and the time delay in the signal, that has a 

subtle impact on the performance of phased-array systems, should be made clear. The 

arguments of the exponentials in the expression for electric and magnetic fields in (7.1), 

rk.±tω , represent the total phase shift of the propagated wave. Therefore, signals with the 

same argument, rkt
r

r

.±ω , undergo the same phase shift. In a phased-array system, for an in-

phase addition of the signals at the outputs of all paths, the difference between the phases of 

input signals at different antenna elements is compensated within the receiver chains 

(Figure 7.6). In other words, in-phase signals are resulted if path difference and time delay 

compensate each other (i.e., constant rk.±tω  for different paths)45. Therefore, in a 

phased-array system, one should ideally control the time delay for each receiver chain. For 

instance, a lossless dispersion-less transmission line can approximate an ideal time delay 

element over a wide range of frequencies. However, in a narrow-band communication 

system where the energy bearing signal is confined to a limited frequency, ∆ω, around a 

center frequency, ω 0, where ∆ωáω 0, the angular frequency of the signal can be 

approximated with its center frequency. Note that for a single frequency, there is a one-to-

one correspondence between signal phase shift and time delay. Therefore, a phase shifter 

around ω 0 provides an almost-constant time delay for a narrow window of frequencies. In 

general, the phase shifter block should behave like a delay element across the entire range 

of operation frequencies as much as possible to avoid signal distortion. 

                                                
45 Amplitude loss is ignored for closely spaced antenna elements in a LOS communication. 
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In the following section, multiple radio architectures for the implementation of phased-

array systems are discussed. 

7.2 Phased-Array Radio Architectures 

Controlling the signal time delay (or phase shift for a narrow-band signal) in each path of a 

phased-array radio can be achieved by various methods involving multiple trade-offs in the 

performance of phased-array systems. 

7.2.1 Phase Shifting and Signal Combining in Signal Path 

The most straightforward method of adjusting the signal time delay, TD, is by providing a 

variable phase shifter, φi, at the bandwidth of interest in each signal-path, as shown in 

Figure 7.8. These phase shifters should have a relatively low loss across the bandwidth of 

received signal so that they don’t attenuate the received signal and degrade the overall 

signal-to-noise ratio. A variable low-loss and wide-band phase shifter is a challenging 

building block to implement in an integrated setting and is a source of active research [144]. 

By phase shifting and signal combining at RF, more radio blocks are shared resulting in 

reduced area and power consumption. Additionally, since the unwanted interference signals 

are cancelled after signal combining, the dynamic-range requirement of the following 

blocks is more relaxed allowing them to trade this with other system requirements such as 

power consumption. If amplitude control is needed, it can be achieved by variable-gain 

low-noise amplifiers before or after the phase shifters at RF. 

Phase shifting and signal combining can also be performed after down-converting the 

received signals to an intermediate-frequency, IF. Due to the additional signal amplification 

at the RF stages, phase shifter loss will have a less deteriorating effect on receiver 

sensitivity in case it is performed at the IF stage. However, some of the aforementioned 

advantages, including a lower dynamic-range requirement for the RF mixer, become less 

effective. Moreover, the value of passive components (e.g., inductors, capacitors) needed to 

provide a certain phase shift is inversely proportional to the carrier frequency. Since the 

value of integrated passive components is directly related to their physical size (i.e., area), 

passive phase shifters at IF consume a larger area compared to the ones at RF. 
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Figure 7.8: Phased-array receiver using signal-path (RF or IF) phase shifting 

7.2.2 Phase Shifting in Local-Oscillator Path 

As an alternative approach, one can indirectly vary the phase of the received signal by 

adjusting the phase of local-oscillator signal used to down-convert the signal to a lower 

frequency. This is due to the fact that the output phase of a multiplier (or mixer) is a linear 
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Figure 7.9 shows a simplified phase-array receiver that uses LO phase shifting. Phase 

shifting at the LO port is advantageous in that the phase shifter loss does not directly 

deteriorate the receiver sensitivity. Additionally, the nonlinearity and loss of active phase 

shifters such as phase-interpolating implementations (e.g., [145]) can be more easily 

tolerated in the LO path compared to the signal path. However, since the undesired 

interferences are only rejected after the combining step at the IF, RF amplifiers and mixers 

need to have a higher dynamic range than the ones in the signal-path phase shifting scheme 

of subsection 7.2.1. The increased number of building blocks might also increase the chip 

area and power consumption of the receiver. The control of signal amplitude can be made 

possible more easily with IF variable-gain amplifiers (VGA). 
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Note that since the frequency of the local oscillator is fixed, as mentioned in subsection 

7.1.2.1 the exact path delay can be maintained for only a single RF frequency. In other 

words, LO phase shifting is not an efficient solution for wide-band RF signals. 

 

Figure 7.9: Phased-array receiver using LO phase shifting 

7.2.3 Digital Array Implementation 

The delay and amplitude of the received signal can be adjusted at the baseband using a 

digital processor (Figure 7.10). Digital array architecture is very flexible and can be adapted 

for other multiple antenna systems that were previously mentioned. Despite its versatility, 

baseband phased-array architecture uses a larger number of components compared to the 

previous two systems, resulting in a larger area and more power consumption. At the same 

time, since the interference signals are not cancelled before baseband processing, all the 

circuit blocks, including the power-hungry analog-to-digital converters, need to have a 

large dynamic range to accommodate all the incoming signals without distortion. Above all, 
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handling and processing a large amount of data coming from multiple parallel receivers is 

not inexpensive even for today’s advanced digital technology. 

 

Figure 7.10: Phased-array receiver using baseband signal processing (digital array) 

For instance, imagine a digital array of 8 receivers where each has a 6 bit analog-to-digital 

converter that samples the signal with a 10 MHz channel bandwidth at twice the Nyquist 

rate46. These numbers are on the low end of the acceptable range for this system. 

Nevertheless, the baseband data-rate of the whole system can be calculated as 

sGbbitssMSRateDataBaseband QIRX /92.16/2028 & =×××=−  (7.12) 

As a comparison, the fastest way to send the data into a personal computer using today’s 

PCI standard is 32bits x 33MHz = 1.056Gb/s. This rate is almost halved when notebook 

computers are used (e.g., IEEE1394 standard supports 400Mb/s). Alternatively, a very 

powerful digital signal processing (DSP) core can be used to process this huge data, but it is 

going to be bulky, power-hungry, and expensive in today’s technology. 

                                                
46 These numbers are typical of today’s WLAN single-antenna receivers. 
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In short, unless faster and more efficient digital data processing becomes available at a 

lower price, digital implementations still seems to be a more expensive solution for 

multiple-antenna systems. 

7.3 A 24 GHz Phased-Array Radio 

To exploit the advantages of phased arrays, a multiple antenna phased-array radio system 

has been designed and its receiver has been fabricated. 

First, we will discuss the choice of operation frequency for this implementation. One of 

the drawbacks of multiple-antenna systems compared to single-antenna ones is the 

excessive chip area and footprint used by many circuit blocks and antenna elements. 

Roughly speaking, the size of antennas and their spacing is proportional to the wavelength 

and hence inversely proportional to the carrier frequency. Additionally, a large portion of 

area used by RF integrated circuits is dedicated to passive components whose size and area 

scale down with frequency. In other words, moving to higher frequencies helps in designing 

more compact multiple-antenna systems. Moreover, higher frequencies will have more 

available bandwidth resulting in a higher system capacity. In multi-path fading 

environments (Figure 7.1 (b)), the received signal comprises of multiple time delayed 

copies of the transmitted signal. Therefore, the channel impulse response consists of a 

series of pulses. Delay spread quantifies the total time that the received signal has a 

significant energy due to the multi-path reflections [147]. Indoor channel measurements 

[146] show that for a constant bandwidth the average delay-spread at higher frequencies is 

smaller, pointing to the possibility of higher data-rate communication at higher carrier 

frequencies. 

However, operating at higher frequencies poses several challenges from various 

perspectives: system, propagation, antenna, and circuit. Assuming constant antenna gains, 

the free-space attenuation of a propagated signal is proportional to the square of carrier 

frequency [3], indicating higher path-loss at higher frequencies. Also, the transmissibility of 

most materials is lower at higher frequencies, resulting in a higher signal loss caused by 

obstructing the line-of-sight (LOS) communication. Indoor channel measurements in a 

typical office building indicate a significantly higher path-loss between the floors at higher 
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frequencies [146]. Although antennas at higher frequencies are smaller, due to antenna 

theorem the total collected power at the receiving antennas also reduces with the increase of 

frequency [147]. Furthermore, active devices have less gain at higher frequencies. Issues 

such as unwanted coupling, signal loss in substrate, as well as modeling and simulation at 

these frequencies add to the challenge of higher frequency designs. 

Considering all these points, while trying to take a substantial leap in the design of 

ultra-high-frequency radio systems, the ISM band at 24 GHz with 250 MHz available 

bandwidth was chosen for the implementation of phased-array transceiver. 

In the next subsections, the architecture and implementation of this radio will be 

discussed. 

7.3.1 Receiver Architecture 

Our transceiver employs an LO phase shifting architecture for several principal reasons. 

Phase shifting and signal processing at baseband (i.e., digital arrays) was eliminated due to 

the much larger chip area, power consumption, and the high demand on the baseband 

digital interface, particularly for the high data-rates of interest. 

Variable phase shifters at 24 GHz radio-frequency will have a relatively higher loss 

due to the substrate loss, loss in passive components (especially inductors and varactors) 

and their limited self-resonance frequency. This loss in the signal path deteriorates the 

receiver’s overall sensitivity and can be minimized by providing more gain at the low-noise 

amplifier preceding them. More importantly, the phase shifter’s loss usually changes 

significantly with its phase shift that necessitates the use of RF variable-gain amplifiers 

with fine resolution to compensate these variations. 

In comparison, the loss in the LO phase shifting networks can be easily compensated by 

high gain amplifiers (e.g., limiters) without the need for any amplitude tuning. The reason 

for this is that many RF mixer implementations (e.g., Gilbert-type) perform better when 

driven to switch with a large amplitude at the LO port making their gain independent of the 

LO amplitude. Also, generating multiple phases of an LO signal can be achieved in ways 

other than using phase shifters. Different methods for generating LO multiple phases will be 

discussed in subsection 7.3.2.3. 
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The aforementioned considerations led to the design of phase-array radio that uses 

different phases at the LO path. The block-diagram schematic of the 24 GHz phased-array 

receiver consisting of 8 paths is shown in Figure 7.11. The receiver uses a two-step 

downconversion architecture with an IF of about 5 GHz for three main reasons. Firstly, 

compared to single downconversion schemes such as homodyne, a heterodyne-type 

receiver achieves more selectivity and gain-control at multiple stages (refer to Chapter 2). 

Secondly, by choosing 5 GHz for IF frequency it will be possible to use the receiver as a 

dual-mode system. If the environment propagation properties at 24 GHz are acceptable, the 

system operates in the normal mode of high-data rate transmission. If high-data rate is not 

required, the receiver can bypass the 24 GHz front-end and operate at the existing 5 GHz 

wireless LAN frequencies discussed in Chapter 5 in a low-power mode. In the second 

scenario, IF amplifier and image-reject mixer act as the front-end LNA and RF mixer for 

the 5 GHz frequency band. Additionally, with the mentioned frequency planning, both LO 

frequencies can be generated in one synthesizer loop with the use of a divide-by-four block 

as shown in the lower part of Figure 7.11. 
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Figure 7.11: Block-diagram schematic of the 24 GHz phased-array receiver 
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A single oscillator core generates 16 discrete phases (i.e., 4-bit resolution) that are used 

to control the phase of each path.  A set of 8 phase-selectors (i.e., analog phase multiplexer) 

provide the appropriate phase of LO to the corresponding RF mixer for each path, 

independently. In other words, the LO phase for each path is controlled irrespective of the 

phase of the other paths. The phase-selection data is serially loaded to an on-chip shift-

register using a computer interface. In Figure 7.12, we show that using discrete LO phases 

does not sacrifice the beam-forming accuracy by a substantial amount. In fact, in the worst 

case the signal loss is less than 1dB in this 4-bit phase shifting scheme. 
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Figure 7.12: Relative gain of the array with 4-bit discrete phase shifting 

The image-frequency of the first downconversion at 14.4 GHz is attenuated by the 

narrow-band transfer function on the front-end (i.e., antenna and LNA). Since 

communication schemes around the image-frequency band are mainly low-power satellite 

services, no image-rejection architecture is used at the RF stage. The final down-conversion 

to baseband or very low-IF is done by a pair of quadrature mixers. The divide-by-four block 

that is used to generate the second LO will naturally produce in-phase and quadrature-phase 

signals to drive these mixers. 
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7.3.2 Receiver Building Blocks 

The phased-array receiver has been designed and fabricated in a SiGe BiCMOS process 

with the maximum cut-off frequency (ft) of 90 GHz for bipolar devices and the minimum 

channel length of 0.18 µm for the CMOS transistors. The process offers five metal layers 

where the top two layers are thicker and are used for on-chip routing of the high-frequency 

signals and for implementing on-chip spiral inductors. 

In the following section, details of each of the building blocks will be discussed. 

7.3.2.1 RF Front-End47 

Each RF front-end consists of a 2-stage LNA and a Gilbert-type mixer (Figure 7.13). The 

outputs of all 8 mixers are combined in the current domain and terminated with a tuned load 

at the IF frequency. The front-end has been designed to have about 20dB of gain and 5dB 

of noise-figure at 24 GHz. More information on the design of front-end can be found in 

[148]. 

 

Figure 7.13: Schematic of the 24 GHz front-end consisting of a 2-stage LNA and Gilbert-
type mixers in each channel 

                                                
47 The design of the signal path namely the 24GHz front-end, IF amplifier and mixer, as well as baseband 
buffers, has been done entirely by Xiang Guan from Caltech. These blocks are mentioned in this thesis merely 
to document the complete receiver design. 
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7.3.2.2 IF Circuitry47 

The IF stage consists of a tuned low-noise amplifier at an IF frequency of 4.8 GHz 

followed by a pair of in-phase and quadrature-phase double-balanced Gilbert-type mixer as 

shown in Figure 7.11 and Figure 7.14. The IF amplifier and mixer provide a combined gain 

of around 13dB and are followed by baseband differential-pair buffers as shown in Figure 

7.11. 

 

Figure 7.14: Schematic of the 4.8 GHz IF stage consisting of IF amplifiers and double-
balanced Gilbert-type mixers 
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is an integer number. A few of the common techniques that have been used to generate 

multiple phases of a narrow-band local-oscillator signal are described below. 

I. Phase Shifting with All-Pass Functions 

A common class of wide-band phase shifter design is based on the difference in the phase 

of two all-pass functions. The same principle can be used to create a narrow-band phase 

shifter with a low-sensitivity to component values. We will use the simple case of first-

order all-pass functions to show the abovementioned scheme. 

The transfer-function of a first-order all-pass filter can be generally represented as 

0
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ω

+
−=

s

s
sH AP  (7.13) 

As its name implies, an all-pass function, such as the one shown in (7.13), has a unity 

magnitude at all frequencies. The phase of the first-order transfer function in (7.13) at the 

angular frequency, ω, is given by 

( )0
1tan2)( ωωω −−=∠ jH AP  (7.14) 

Therefore, the first-order all-pass function is capable of providing the desired phase shift at 

any given frequency without disturbing the signal amplitude. However, the value of phase 

shift is very sensitive to the variations in ω0. A combination of familiar first-order low-pass 

and high-pass RC filters forms a first-order all-pass function suitable for varying the phase 

of a narrow-band input signal by any arbitrary value given by (7.14), where ω0=1/RC. The 

circuit with its phase transfer function is shown in Figure 7.15. 

 

Figure 7.15: A first-order passive all-pass filter and its phase transfer-function 
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Note the subtle difference in the well-known passive RC polyphase filter [155] and the 

configuration in Figure 7.15. In the latter, the output is taken as a difference voltage of the 

low-pass and high-pass filter outputs, whereas in the former, the output voltage is defined 

between each individual output port and ground48.  

The somewhat steep slope of the phase transfer function for phase values other than 0° 

or 180° shows the sensitivity of the design to the variations in ω0. A less sensitive design is 

achieved by subtracting two such all-pass functions. If the pole/zero frequencies of first-

order all-pass functions are ω1 and ω2, phase variations around the geometrical mean of the 

two, 210 ωωω = , is zero (lower curve in Figure 7.16). This general broadband phase 

shifting concept and the results for first-order all-pass functions are graphically depicted in 

Figure 7.16. 

 

Figure 7.16: Broadband phase shifting using all-pass functions 
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48 A passive RC polyphase structure provides a constant phase shift equal to 90° between the output ports at 
all frequencies with the same amplitude at only ω0=1/RC. 
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7.15) might affect the all-pass transfer function substantially and should be considered with 

cautious in the design process. 

II. Narrow-band Phase Interpolation 

Phase interpolation has been used to generate multiple phases of a digital clock in high-

speed signaling circuits [157], [158]. The output of a phase interpolator is a weighted sum 

of two out-of-phase periodic waveforms at its input. The phase of this signal can be varied 

by controlling the weight of signal paths. The block-diagram schematic of a generic phase 

interpolator and a vector diagrams for sinusoid input signals that are 90° out-of-phase are 

shown in Figure 7.17. 

 

Figure 7.17: A generic phase-interpolator and a vector-diagram for sinusoid input signals 

In theory, the input signals can have any arbitrary relative phase difference, except 0° 

and 180°. In most practical cases, a value of 45° or 90° is considered. An analog phase 

shifter based on interpolation for the locals-oscillator of an adaptive antenna application has 

been proposed and implemented [145]. As can be seen in Figure 7.17, by varying signal-

path weights, the amplitude of the interpolator’s output changes as well. However, for the 

local-oscillator signal, this amplitude can be clamped to any desired value in a later stage. 

Finally, it is worth noting that the variations and inaccuracies in the relative phase of input 

signals of a phase-interpolator directly affect the output phase as well. 
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such as transmission lines and discrete components [159], active elements [160], or even 

through magnetic coupling in the air [161]. The entire array of coupled oscillators can also 

be synchronized to a frequency- and phase-controlled source (e.g., generated within a 

phased-locked loop) using an injection locking mechanism [159]. Instead, for electrically 

tunable oscillators such as voltage-controlled oscillators, a common frequency control 

signal can be applied to adjust the frequencies of oscillators at once [160]. 

 

Figure 7.18: An array of coupled oscillators for multiple phase generation 
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Figure 7.19: Multi-phase oscillators in ring configuration (a) using delay elements (b) 
traveling wave oscillator with a transmission line 

7.3.2.4 A 19 GHz Multi-Phase Voltage Controlled Oscillator 

In our design, a ring connection of 8 fully differential CMOS amplifiers forms the 19 GHz 

voltage-controlled oscillator capable of generating 16 phases (Figure 7.20) [162]. By 

flipping one of the connections, the number of amplifying stages is cut into half in a fully-

differential structure (top left connection of Figure 7.20). 

If no inductors at the amplifier outputs were used (e.g., differential pair with resistive 

load, or CMOS inverters), each amplifier should have operated at a speed very close to the 

maximum operating frequency of transistors in the process and reliability could be 

sacrificed. To better observe this, imagine that each amplifier could be modeled with a 
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Each amplifier could produce a phase shift equal to tan-1(ω/ω0). In the case of a 22.5° phase 

shift for each amplifier at 19 GHz, the pole should be at least at 46 GHz. Since the gain of 

each stage should be more than one to guarantee oscillation start-up, the unity-gain 

frequency of each amplifier (≈A0xω0) approaches the device cut-off frequency. 

 

Figure 7.20: Schematic of the 19 GHz VCO that generates 16 phases of LO 

However, inductors can generate the necessary phase shift for each amplifier in the 
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where Q is the load quality factor and is equal to R/L.ωosc. For the Q≈15 at 19 GHz in this 

process, 
297.0 oscLC ω≈  or LCosc 99.0≈ω . In other words, each amplifier is almost tuned 

at the oscillation frequency. Each of the designed amplifier stages draws less than 3.2mA 

from a 2.5V supply resulting in a total power-consumption of 63mW for the oscillator. 

The center frequency can be tuned by changing the control voltage of differential MOS 

varactors. In order to make the high-frequency oscillator insensitive to loading, all the 8 

differential outputs are buffered prior to connection to other circuit blocks (Figure 7.21). 

Each emitter-follower and the differential-pair draw about 1mA and 1.9mA from a 2.5V 

supply that result in about 9.8mW of power-consumption for each buffer. 

 

Figure 7.21: Buffers after the oscillator core 

7.3.2.5 Phase-Selection Circuitry 

As previously mentioned, each receiver path has independent access to all 16 phases of the 

local oscillator. In order to minimize the complexity of the phase-selection circuitry, the 

appropriate phase of the local oscillator for each path is selected in two steps. Initially, an 

array of 8 differential pairs with switchable current sources and a shared tuned load are 

used to select one of the 8 output pairs of oscillator (Figure 7.22). A dummy array with 

complementary switching signals is used to maintain a constant load and prevent relative 

changes in phases while switching. In the next step, another pair of cross-couple differential 

pairs selects the sign-bit resulting in complete access to all LO 16 phases. The 
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abovementioned cascaded configuration reduces the necessary number of phase selectors 

(i.e., differential pairs in our case) from 24 to 23+2 for each path. The cross-coupled 

differential pairs at the output of each stage partially cancel the loss associated with the 

inductors and transistors’ outputs and hence increase the LO amplitude driving RF mixers. 
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Figure 7.22: Schematic of LO phase selection circuitry for each path (biasing not shown). 
(a) selecting one of 8 oscillator output pairs; (b) dummy array to maintain constant loading 

for all phases; (c) sign selector 
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7.3.2.6 LO Phase-Distribution Network 

The 16 generated phases of the voltage-controlled oscillator have to be fed into all the 8 

phase-selection circuitries of Figure 7.11 in the most symmetric manner possible. In 

particular, the phase delay of the traces connecting these blocks should be equal for all local 

oscillator phases. Usually, small mismatches in delivering the LO phases to different 

receiver paths deteriorates the side-lobe attenuation significantly. The array response of the 

8-path multiple-antenna system with a random LO phase mismatch of ±2.5° between the 8 

paths is plotted versus the ideal case (i.e., without phase mismatch) for comparison in 

Figure 7.23. As can be seen, this small mismatch can substantially deteriorate the nulls in 

the gain pattern. Note that based on electromagnetic simulations, the wavelength of a 19 

GHz signal in typical micro-strip line in our utilized silicon technology is about 6000µm, 

and hence a ±2.5° phase difference corresponds to the length difference of ±40µm. 
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Figure 7.23: Array response with ±2.5° of mismatch in LO phase distribution (thick line) 
compared to the ideal case (thin line) for 8-path receiver 

A symmetric tree structure for all 16 phases has been used to transfer the local-oscillator 

signal to the phase selection circuitry of each path with a minimal mismatch between the 

paths (Figure 7.24). The top two thicker metal layers in the process were used in 

constructing the signal distribution tree for a lower loss in LO signal. The process 

restrictions on the minimum width and spacing of these metal layers resulted in a relatively 

large size for the LO phase distribution network. 
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The LO phase distribution lines transform the input impedance of the phase selection 

circuitry to a new impedance at the LO buffer output node in Figure 7.21. This transformed 

impedance should be made equal to the complex conjugate of the output impedance of the 

LO buffer to achieve the maximum power transfer and hence the largest LO amplitude at 

the input of phase-selection circuitry. Under conjugate match condition and neglecting the 

loss in distribution lines, the theoretical maximum achievable differential signal swing at 

the input of each phase selection circuitry is 

inouttaildiff RRi
n

V ⋅⋅=
2

1
 (7.18) 

where ibias and Rout are the tail current and output resistance of the differential-pair buffer in 

Figure 7.21, respectively, Rin is the input resistance of each phase-selector and n=8 is the 

number of phase selectors that are connected to a single LO buffer. In our implementation, 

with Rout≈280Ω, Rin≈600Ω, and Itail≈1.9mA, the maximum swing based on (7.18) is about 

140mV. Due to the inaccuracies in prediction and modeling of LO distribution lines in 

addition to their insignificant loss at 19 GHz, we expect the amplitude to be smaller in 

practice. However, the phase selection circuitry is designed to maintain the required LO 

amplitude across RF mixers. 

 

Figure 7.24: Tree structure used for a symmetric distribution of 16 LO phases 

1st path 

2nd path 

3rd path 

4th path 

5th path 

6th path 

7th path 

8th path 

LO phases 

16 

16 

16 

16 

16 

16 

16 

16 

16 

16 

16 

16 

16 

16 

16 



 177 

7.3.3 Measurement Results of the Implemented Receiver 

The die micrograph of the fully integrated 24 GHz phased-array receiver is shown in Figure 

7.25. The complete receiver occupies 3.3x3.5mm2 of silicon area, of which about 5-10% is 

virtually unused. Special attention to a symmetric distribution of LO phases to each receiver 

path has resulted in a relatively large area being unused. The phase distribution network is 

made up of binary tree structures and takes up significant portion of the chip area by itself. 

The effect of these long lines at 19 GHz has been included in the design process. However, 

due to the lack of sufficient time before the fabrication deadline, optimum line structures 

for on-chip signal transmissions on silicon as well as coupling effects of close-by lines were 

not investigated. 

Except for receiver inputs (8 pads), differential in-phase and quadrature-phase baseband 

outputs (4 pads), and PLL reference (1 pad), all the other pads are either ground or 

biasing/control voltage pads, hence making a truly fully integrated receiver. 

 

Figure 7.25: Die micrograph of the 24 GHz fully integrated phased-array receiver 

An on-chip phased-locked loop (PLL) is designed to lock the 19 GHz LO signal to a 75 
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does not have a large enough amplitude and the PLL does not lock reliably. However, we 

can still adjust the frequency of VCO by changing the control voltage across varactors (a 

separate pad). In order to not disturb the symmetry of VCO output phases, none of them are 

connected to any pad for measurements. Nevertheless, we can verify the VCO performance 

by picking up the high-frequency signal via a loop antenna placed on top of the chip. 

The frequency of the VCO can be varied from 18.8 GHz to about 21 GHz (Figure 

7.26). The slope of this transfer characteristic is about 2.1 GHz/V at 19.2 GHz and reaches 

a maximum of 2.67 GHz/V close to 19.6 GHz. 

18.5

19

19.5

20

20.5

21

0 0.5 1 1.5 2 2.5 3

Vcntrl (V)

fo
sc

 (G
H

z)

 

Figure 7.26: Oscillation frequency vs. varactors’ control voltage 

The output spectrum and the phase-noise of the VCO at 18.70 GHz is shown in Figure 7.27. 

The VCO achieves a phase-noise of -103dBc/Hz at 1 MHz offset from the carrier. The 

measurement at higher offset frequencies is limited by the thermal noise floor (-

107.5dBc/Hz) of the spectrum analyzer used to measure the phase-noise. A variation of 

about 15dB is observed in the oscillator phase-noise with changes in the center frequency. 

The large variation can be attributed to two issues. A large tuning range and hence a large 

gain for the VCO results in an increase in phase-noise due to the common-mode noise from 

the control line [162]. Also, the quality factor of varactors varies as their value changes, and 

therefore the effective parallel resistance of the tank changes with the center frequency 

alterations. Consequently, the oscillator amplitude changes as it is designed to operate in 

the current limited region [112] in order to preserve power consumption. Increasing the 

VCO bias current results in a lower phase-noise variation that proves this hypothesis. 
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Reducing the unnecessarily large tuning-range by decreasing the size of varactors further 

lowers the phase-noise variations. 

 

Figure 7.27: Oscillator output spectrum and phase-noise at 18.70 GHz 

To compare the performance of this 8-phase oscillator to that of recently published 

oscillators on a silicon technology ([162]-[176]), the figure of merit defined in [112] has 

been used (Figure 7.28). The power-frequency-normalized (PFN) figure of merit is defined 

to normalize the performance of oscillators by taking the phase-noise and power-

consumption into account 
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In equation (7.19), k is the Boltzman constant, T is the absolute temperature and Psup is the 

oscillator power dissipation. Also, the oscillator phase-noise L{foff} is measured at an offset 

frequency, foff, from the oscillation frequency, fosc. 

As observed in Figure 7.28, the performance of the implemented 8-phase oscillator is 

comparable to the best results of other multi-phase versions ([162]-[169]) that generate 

fewer number of phases. The larger PFN of some of the single-phase oscillators is due to 

the fact that multi-phase oscillators use more active elements and thus their power 

consumption is larger. 
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Figure 7.28: PFN of various oscillators 

Receiver testing has been conducted in two steps. First, the performance of a single-chain 

24 GHz receiver has been characterized. Hence, the RF signal is only fed into one of the 

input pads while others are simply left open. Second, the behavior of the complete array has 

to be measured. Ideally, all the input paths have to be connected to on-board patch antennas 

[152] and the reception pattern of the array is measured. However, in order to separate the 

effect of antenna array from the receiver, phase shifters in the input path are used to 

emulate the phase difference of signals at each path. Since we only had access to 4 high-

frequency phase shifters at the time of measurement, array measurements have been 

performed with signal being fed to only four of the receiver paths. The setup used for array 

measurements is shown in Figure 7.29. 
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Figure 7.29: Measurement setup for 4-channel array characterization 

For all measurements, the silicon chip has been mounted on a gold-plated brass substrate to 

provide a good grounding. A high-frequency board by Rogers Corp (duroid 5880) 

surrounds the chip and is used to connect the input, bias and control signal lines using 

wirebonds (Figure 7.30). Special attention has been paid to minimize the length of 

wirebonds at RF input and ground lines. The estimated inductance value of less than 0.6 nH 

for these wirebonds has been considered in the design of input matching circuitry. All 

signal and bias lines are fed with standard SMA connectors attached to the brass membrane. 

The input return-loss of the receiver including an input SMA connector, an input 

transmission line on duriod board and a wirebond is shown in Figure 7.31. The input has a 

satisfactory match especially in the 21 GHz-23 GHz frequency range. 
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Figure 7.30: Close-up of the measured chip mounted on a brass substrate 

The transfer function of each receiver path has been characterized by varying the input and 

LO frequency (Figure 7.32). The latter has been achieved by changing the control-voltage 

of the VCO. Measurement results reveal that RF front-end and IF-stage maximum-gain 

frequencies occur at about 23 GHz and 4.4 GHz instead of the designed values of 24 GHz 

and 4.8 GHz, respectively. The 4% discrepancy in the RF center frequency (in both gain 

and input return-loss) can be attributed to inaccuracies in predicting the spiral inductor 

values and layout/PCB parasitics. The signal at the image frequency is attenuated by about 

35dB that seems to be sufficient, considering that no strong broadcaster exists within that 

band. 
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Figure 7.31: Input return-loss of the receiver 

Multiple factors have been identified in explaining the 10dB lower-than-expected 

maximum gain for the receiver. The first is the loss in input connectors, transmission lines, 

and their respective transitions at 24 GHz. The second factor is the lower quality factor of 

inductors than what was expected from simulations. This fact has also been confirmed by 

other structures (such as oscillators) that were fabricated in the same process. The third is 

that the effect of loss in the IF combining lines proves to be more than what was 

anticipated. Finally, more measurements revealed that the phase-selector output providing 

the 19 GHz oscillator signal to the LO port of RF mixers is slightly off-tuned. This in turn 

causes a drop in the LO amplitude and a corresponding reduced gain for RF mixers that 

cannot switch completely with a lower LO drive. The combined effect of all the mentioned 

factors can be included in post-simulations to reproduce the receiver’s measured transfer 

function. 
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Figure 7.32: Receiver small-signal transfer function for the main and image signals. 

In order to illustrate the receiver’s large-signal handling, the output power of the receiver 

for a constant frequency is measured as a function of a varying input power (Figure 7.33). 

The input referred 1dB compression point of the receiver is about -27dBm, at 15dBm of 

output power at 23 GHz. 
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Figure 7.33: Large-signal response of the receiver at 23 GHz input frequency 

A standard two-tone test was also performed for two RF inputs with the same power 

separated at 23 GHz by 5 MHz. A typical output spectrum of such a test is shown in Figure 

7.34. The output power of the main signals and the ones caused by intermodulation are 

plotted as a function of the input signal level in Figure 7.34. Although in a system 

dominated by third-order nonlinearity, one expects a slope equal to 3dB/dB for third-order 



 185 

intermodulation gain curve, the line is closer to 2.5dB/dB in this receiver. Higher nonlinear 

terms might be responsible for this difference. Extrapolated lines will meet at an output 

level of about 15.5dB. 

 

Figure 7.34: Intermodulation test of the receiver (a) Typical output spectrum when two 
large-signal input tones are applied (b) Results of two-tone test 

Array measurements have been performed using the setup of Figure 7.29 where the RF 

input is fed to the first and seventh receiver paths using a power-divider and two adjustable 

phase shifters. Unfortunately, an oversight in the design of digital shift-registers prohibited 

access to all 16 phases, simultaneously. Receiver pattern measurements at 8 different angles 

with only two operating paths are shown in Figure 7.35. The difference between the peak 

and the null is 10-20dB in all cases. This value is mostly limited by the mismatch in 

different paths and can be significantly improved with a gain control block in each receiver 

path for future implementations. In any event, using all 8-paths is expected to significantly 

improve this number as well as make the beam-width narrower (Figure 7.36). Theoretical 

receiver patterns and the measurements at 3 different angles are shown in Figure 7.37 for a 

four-channel setup. 
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Figure 7.35: Received pattern measurements of the phased-array system with two operating 
paths 
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Figure 7.36: Simulated beam-width comparison of the 8-channel phased array with the case 
when only 2 paths are working 

 

Figure 7.37: Received pattern measurements of the phased-array system with four operating 
paths compared with theory 
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A summary of the receiver’s measured performance is presented in Table 7.1. Table 7.2 

compares the recently published silicon-based receivers at around 24 GHz to the one 

discussed in this study49. 

                                                
49 In the comparison table, the numbers for the signal path in this work are for one-channel only. 
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Table 7.1: Summary of the measured performance of the 24 GHz phased-array receiver 

 

  
Signal Path Performance (per path)  
Peak Gain 43dB @ 23GHz 
Noise-Figure ≈ 8.0dB 
Input-Referred 1dB Compression Point -27dBm @ 23GHz 
Input-Referred 3rd-Order Intercept Point -11.5dBm (2 tones @ 23GHz, 23.005GHz) 
On-chip Image Rejection 35dB 
  
LO Path Performance  
VCO tuning range 18.79GHz – 20.81GHz   (10.2%) 
KVCO max: 2.67 GHz/V , @19.2GHz: 2.1GHz/V 
VCO Phase-Noise -103dBc/Hz @ 1MHz offset from 18.7GHz 
  
Nominal Power Dissipation @ 2.5V  
Each RF Front-end (LNA+RF Mixer) 31mW (≈12mA) 
IF Amplifier and Mixers (x2) 15mW (≈6mA) 
Baseband Amplifiers and Buffers (x2) 111mW (≈44mA) 
16-Phase VCO + LO Buffers 147mW (≈59mA) 
Divide-by-two (x2) 52mW (≈21mA) 
Each Phase-Selector 30mW (≈12mA) 
Biasing 92mW (≈37mA) 
  
Complete Receiver Performance (8 paths)  
Beam-Forming Resolution 22.5° (measured up to 45°) 
Beam-Forming Peak-to-Null Ratio 15-20dB measured for only 2 paths 
Power Dissipation @ 2.5V 909mW (≈364mA) 

718mW (w/o biasing and baseband buffers) 
  
Supply Voltage 2.5 V 
  
Implementation  
Technology SiGe, 90GHz HBT, 0.18µm CMOS 
Die Area 3.5mm x 3.3mm 
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Table 7.2: Comparison of recently published silicon-based receivers around 24 GHz 

7.4 Summary 

The first fully integrated multiple-antenna receiver targeting the 24 GHz ISM band using 

silicon technology is presented. The phased-array technology employed results in higher 

immunity to unwanted interference and therefore achieves a superior overall system 

capacity in a shared environment. The phased-array radio at 24 GHz is a cheap solution for 

high data-rate WLAN as well as for fixed wireless broadband access applications. The 

 This Work (‘03) [13] (‘03) [12] (’02) 
    
Signal Path    
Input Frequency 22.5GHz 23GHz 24GHz 
Peak Gain 30dB 27.5dB 16.3dB 
Noise-Figure 8dB 7.5dB N/A 
CP1dB -20dBm N/A -32.3dBm 
IIP3 N/A -19.5 N/A 
Power Consumption 58mW @ 2.5V 205mW @ 3.9V 204mW @ 3.6V 
    
LO Path    
VCO Frequency 19.2 GHz No On-Chip Oscillator 24GHz 
VCO Tuning Range 10.2% N/A N/A 
VCO Phase-Noise -103dBc/Hz @ 1MHz N/A -83dBc/Hz @ 1MHz 
Power Consumption 147mW @ 2.5V N/A 266mW @ 3.6V 
    
Technology SiGe BiCMOS (5M) 

Wemmiter=0.2µm 
LCMOS=0.18µm 

SiGe BiCMOS (5M) 
Wemmiter=0.4µm 
LCMOS=0.25µm 

SiGe HBT 
Wemmiter=1.2µm 

    
Comments - Fully Integrated 

- Phased-Array (x8) 
- Board Level 

- External LO 
- Single Path 
- Wafer Level 

- Single Path 
- Wafer Level  
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receiver can be made compatible with the existing lower data-rate WLAN standards (dual-

mode radio). 
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Chapter 8  

Conclusion 

This thesis presented a study of multi-band, multi-mode and multiple-antenna radio 

systems. The contributions of our study include the development of original concepts and 

new theoretical findings together with practical implications. As a result, integrated 

wireless devices with more functionality and versatility have been devised. 

8.1 Summary 

We have presented a unique view on multi-mode and multi-band radio systems that can 

simultaneously function at multiple frequency bands. These radios offer a higher data-rate, 

robustness, and improvement, in addition to the added functionality, in the performance of 

wireless systems. Our comprehensive treatment included the definition of such novel 

radios, formulation of their singular characteristics, proposition for transceiver 

architectures, and invention of circuit blocks. 

Various transceiver architectures for this new class of concurrent multi-band radios 

were proposed. In order to verify the practicality of the theoretical findings, we presented 

the results for an integrated concurrent dual-band receiver operating at 2.4 GHz and 5.2 

GHz frequency bands for wireless networking applications. Meticulous frequency-planning 

results in a high level of integration and a low power design for the concurrent receiver. 

Several new circuit concepts including the concurrent multi-band low-noise amplifier were 

demonstrated in this design. A general class of these concurrent multi-band amplifiers was 

investigated. Numerous implementations of integrated concurrent dual-band and triple-band 

amplifiers validated our theoretical predictions. 
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We also offered a theoretical treatment of nonlinear oscillators with multi-band 

resonator structures. It was shown that given certain nonlinearities these oscillators can 

generate multi-frequency outputs. The phase-noise of such negative-resistance oscillators 

with general resonator structure was addressed. By providing a link between the stored and 

dissipated energies of a network and its associated circuit parameters, useful interpretations 

of resonator quality factor were derived. With the aid of this analysis and the previously 

developed phase-noise models, dependencies of phase-noise on the resonator structure were 

derived. Inspired from our theoretical findings, enhanced resonators with a higher quality 

factor that can provide a superior oscillator phase-noise were found. 

Finally, in order to enhance the performance of wireless systems by exploiting the 

spatial properties of the electromagnetic wave, multiple-antenna radios in phased-array 

configuration were investigated. The phased-array technology results in higher immunity to 

unwanted interference and therefore achieves a superior overall system capacity in a shared 

environment. The first fully integrated multiple-antenna receiver targeting the 24 GHz ISM 

band using silicon technology was presented. The phased-array radio at 24 GHz is a cheap 

solution for high data-rate WLAN, as well as for fixed wireless broadband access 

applications. 

8.2 Recommendations for Future Work 

Several radio architectures for concurrent multi-band systems were proposed that need to be 

further explored for implementations. The multi-band subsampling radio and digital 

implementations of concurrent receivers are in particular interesting areas for future 

investigations. The design and implementation of concurrent multi-band transmitters is 

another open area of research. Important issues such as cross-talk in these systems have to 

be systematically addressed and verified experimentally. 

Concurrent and non-concurrent multi-band power-amplifiers are an open field of 

research that deserve further study. The issues of efficiency and linearity of these amplifiers 

in the concurrent operation should be studied theoretically. The analysis for a concurrent 

amplifier in a large-signal operation region should include general nonlinear time-varying 
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methods. Possibilities for the compensation of multi-band cross-talk and nonlinearity might 

include methods such as pre-distortion of signal or modifications in the modulating scheme. 

There are still several remaining issues in the context of multi-band oscillators that 

needs to be addressed in the future. The phase-noise formulation of multi-band oscillators is 

still an open research topic. Also the behavior of asynchronous oscillator in frequency-

locking loop(s) is another open aspect for later investigations. The application of 

simultaneous multi-frequency oscillations in a multi-band system has to be explored 

furthermore and verified experimentally. 

The design and implementation of multiple-antenna systems at ultra high frequencies 

might be a significant topic for future research. The well-developed methods of microwave 

engineering at such frequencies do not readily apply to the silicon implementations, where 

the conductive substrate is inherently different from compound semiconductor substrates. 

Investigation of efficient on-chip signal transmission at high frequencies seems to be one of 

the priorities in this regard. The powerful signal-processing capabilities of silicon 

technologies can be utilized in adjusting the unpredictable behavior at these frequencies, 

such as center frequency variations and component mismatch due to process variations. 

Various architectures for integrated phased-array implementations of radio transceivers 

should be explored further. The signal-path phase shifting is among the potential low-power 

solutions for high bandwidth modulations that highly depends on efficient and wide-band 

phase shifter design. 

In conclusion, our study has opened up numerous directions for future research in the 

area of multi-band, multi-mode and multiple-antenna integrated radio systems. 
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Appendix A  

General Small-Signal Expressions for a 

Common-Source Amplifier 

General expressions for a the input-impedance and gain for an amplifier in a common-

source configuration are given here. 

Figure A.1 is the equivalent small-signal model for the circuit in Figure 4.3 where the 

bulk is ac-grounded. To simplify this equivalent model, we define sbss ZZZ ||=′  and 

dbLL ZZZ ||=′ , where Zsb, Zdb are the source-bulk and drain-bulk impedances. 

 

Figure A.1: Equivalent small-signal model for the generic amplifier of Figure 4.3 

The transistor's output resistor, ro, can be neglected, because it is relatively large 

compared to relatively small impedances in an RF circuit. Then, the small-signal input 

impedance and the voltage gain of this circuit are given by 

Gate 

Source 

Drain Zg Zgd 

Zgs rO 

'
sZ  

gmvgs -gmbvs vgs ZL' 
+ 

- 
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The input admittance can also be written as the parallel combination of equivalent 

admittances that gives more intuition in the design of input matching circuitry. 
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Appendix B  

Noise Source Transformations 

Adding a noiseless50 1-port network with an impedance Z1 in series with the input of a 

given noisy 2-port network (Figure B.2 a) modifies its input referred equivalent current and 

voltage sources in the following way 

nnn

nn

iZee

ii

⋅+=′
=′

1
 (B.1) 

Similarly, adding a noiseless 1-port network with an admittance Y1 in parallel with the input 

of a given noisy 2-port network (Figure B.2 b) modifies its input referred equivalent current 

and voltage sources as follows 
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Figure B.2: Illustration of noise source transformation in (a) series (b) parallel cases 

                                                
50 In the case of a noisy Z1, its equivalent voltage noise source will be simply added to en. 
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Appendix C  

Nonlinear Differential Equation of a 

Fourth-Order System with Multiple 

Sources of Loss 

As it was mentioned in the footnote 28, ohmic loss of inductors, loss in the semiconductor 

substrate, and finite output resistance of the active device contribute to the resistive part of 

the dual-resonance tank of Figure 6.3. In this appendix, we will form the nonlinear 

differential equation of the same oscillator with multiple sources of loss shown in Figure 

C.3. 

 

Figure C.3: A second-order oscillator model with multiple sources of loss 
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Once again, since the dual-band resonance load has four independent energy storing 

elements, a fourth-order system is resulted. Similar to the derivations in Chapter 6, by 

defining normalized inductor currents and capacitor voltages as independent state variables, 

we will have the following nonlinear matrix equation 
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where 
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and where ωp, ωs, ωc and ft are as before, time constants τp and τs are defined with 
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Similar to the derivations in subsection 6.1.3, the characteristic equation of the Jacobean 

matrix of the zero solution of (C.1), can be written as 
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where 
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Applying the Ruth-Hurwitz method to the characteristic equation of (C.4) requires more 

algebraic manipulation than the case of equation (6.13). The oscillator start-up condition is 

found to be 
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The condition of (C.6) simplifies to the familiar one, i.e. gm.Ro>1, when inductive losses 

zero (τp,τs→∞). In a resonator, the value of capacitors is typically orders of magnitude 

smaller than the inductors and with any reasonable amount of inductor loss, the right-hand-

side of (C.6) should have a comparable or lower effect compared to 1/Ro. 

The general nonlinear differential equation in one of the state variables of (C.1) will look 

like 
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The linearized differential equation will then be 
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As we can note from (C.8), the presence of τp and τs changes the resonant frequencies from 

the ones given by (6.25). 

Using expression (6.14), different modes of oscillation including conditions for 

simultaneous oscillation can be derived in a similar way to Chapter 6. 

 



 201 

Appendix D  

Possibility of Simultaneous Oscillations 

with a Fifth-Order Nonlinearity Expansion 

In this appendix, we show the possibility of stable simultaneous oscillations for the system 

in Figure 6.4. In the case where the nonlinear function, g, in expression (6.14) is expanded 

up to a fifth power, assuming that high order derivatives of a1 and a2 are negligible (slowly 

varying amplitudes in transient) results in the following set of equations 
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where positive constants β1 and β2 are defined as 
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The steady-state solutions for the amplitudes of two modes are found by setting 021 == aa &&  

in (D.1) 
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To check the stability of each of the steady-state solutions in (D.3), we form the Jacobean 

matrix of the equations in (D.1) 
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Now, we’ll find the roots of the characteristic equation of the Jacobean matrix for each 

set of solutions in (D.3). In the case of zero amplitude for both modes 
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The roots in this case, λ i=βik1, have positive sign for k1>0 showing that the case where both 

amplitudes are zero (i.e., no oscillation) is unstable. Note that based on expression (6.17), 

k1>0 states the oscillator start-up condition gmRp>1. 

For the case, where only one of the amplitudes is zero, the other amplitude can be 

derived by solving the quadratic equation as a function of square of the amplitude in (D.3). 

Two cases should be considered depending on the sign of k5. For positive values of k5, the 

amplitudes are given by 
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where the following conditions should also hold for real amplitude values 
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For a negative k5, only the solution with the negative sign in (D.6) is valid for real 

amplitude values. The amplitudes in this case are 
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The characteristic equation in both cases is 
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As can be seen from (D.9), both roots have a negative sign that shows stable oscillation at 

frequency ω1, in this case. Clearly, the same result is valid for oscillation at the other 

frequency, ω2. 

If none of the amplitudes is zero (i.e., simultaneous oscillation case), the amplitudes 

can be calculated by solving the quadratic equation in (D.3) as a function of the square of 

amplitudes resulting in 














−±−
=

−±−
=

5

51
2

33
2

5

51
2

33
1

50

400819

50

400819

k

kkkk
a

k

kkkk
a  

(D.10) 

where the following conditions should hold for real amplitude values 
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The characteristic equation in this case is given by 
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For a stable simultaneous oscillation, both of the roots of the characteristic equation in 

(D.12) should have negative real sign. The necessary and sufficient condition for roots with 

negative real sign in the quadratic equation of (D.12) is to have d1<0 and d2>0. The 

conditions for simultaneous oscillation then can be simplified to 
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The stable oscillation amplitudes are then given by 
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As an example, let’s consider the case where the nonlinear function is realized with a 

cross-coupled differential pair using bipolar junction transistors. As we showed in Chapter 

6, the Taylor expansion of the nonlinear function can be written as (6.20). If only the terms 

up to a fifth power are considered, conditions (D.13) can be written as 

133

160

29

32
<< pm Rg  (D.15) 

And the amplitudes of simultaneous oscillations for the voltage across resonator, Vp, are 

given by 

thpth VVV 671.0387.0 <<  (D.16) 

From (D.15) it is clear that the bias range for a stable simultaneous oscillation is very 

limited in this example. Also based on (D.16), the amplitudes of simultaneous oscillations 

are very small. These facts make the observation of simultaneous oscillations difficult. 

It is reminded that the analysis here was merely intended to show the possibility of 

stable simultaneous oscillations when higher-orders, fifth-order in this case, are present in 

the power series expansion of the nonlinear function in the oscillator core. In practice, the 

nonlinear functions are more complicated than the ones in (6.18) and (6.20) and most likely 

include significant power at higher-order power terms. In any event, simultaneous 

oscillations are bias dependent (e.g., (D.15)) and can be more-or-less easily observed in 

simulation by changing the bias conditions of the circuit. 
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Appendix E  

Explicit Phase-Noise Derivation of a 

Fourth-Order Resonator Based on [110] 

Let’s follow the steps in [110] in detail to derive the phase-noise expression of a fourth-

order system, such as the one shown in Figure 6.6, when the oscillator in generating only 

one of its two resonance frequencies. 

As a first step, we’ll derive the transfer function of the injected impulse current magnitude 

to the excess phase in the output oscillating voltage at different times for a dual-resonance 

load. It has been shown in [110] that this normalized and periodic transfer function, called 

impulse sensitivity function (ISF represented with Γ hereafter) directly affects the phase-

noise expression of oscillators. Consider the dual-resonance load of Figure 6.6 in parallel 

with a source to model the injected noise current (Figure E.4). 

 

Figure E.4: Simplified model used to calculate ISF of an oscillator with a fourth-order 
resonator in Figure 6.6 
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Given arbitrary initial conditions for capacitor voltages and inductor currents, the output 

will have the general form of 

)cos()cos()( 222111 φωφω +++= tatatVp  (E.1) 

where ω1 and ω2 are the two resonant modes of the circuit. Suppose the initial conditions 

are set such that only one of the resonant modes is excited 

)cos()( 111 φω += tatVp  (E.2) 

Now imagine at t=t0 the current source injects a charge qinj into the tank. This sudden 

charge has to go to the parallel capacitor, Cp, completely causing its voltage to step up by 

qinj/Cp.
51 Now with the new initial condition, the voltage across the resonator can have both 

resonant frequencies simultaneously, i.e., 

)cos()cos()(: 2221110 θωθω +++=> tbtbtVtt p  (E.3) 

The current through Cp is simply the scaled derivative of it voltage, i.e., 
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Since the current through inductors doesn’t change at t=t0 and because of KCL, the current 

through Cp does not change at t=t0 either. 

Similarly for the voltage across Cs (i.e., Vs), we can derive 
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And for the current through Ls and Cs 

                                                
51 Any sudden charge into inductors will result a delta-function-type jump in their voltage. 
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By evaluating (E.2)-(E.6) at t=t0 we’ll get two sets of solution for the amplitude and phase 

of oscillation in (E.3) 
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(E.7) 

The first solution in (E.7) is similar to the solution for an oscillator with single resonance 

tank such as the one analyzed in [110]. The second one, which is the solution for a dual 

resonance mode, essentially has the same form with a subtle difference: the effect of 

injected current into the solution gets scaled by a factor less than one. We call this factor, 

ISF improvement factor. It should not come as a surprise that the same result would be 

obtained by using the general expression of (6.31) and (6.32). 

It is noteworthy that from (E.7) and as mentioned in [110], excess phase varies linearly with 

qinj for small injected noise currents and ISF has a sinusoid form for relatively high quality 

factor LC oscillators, i.e., Γ≈ qinj.sin(α) where α is the injected current angle. 

ISF derived from a Spice-type simulation for an oscillator with a fourth-order resonator and 

with a second-order resonator, both oscillating at the same frequency, is plotted in Figure 

E.5. Simulations show an ISF improvement factor within less than 5% of the predicted 

value using the direct expression in (E.7). 

The complete phase-noise expression of an electrical oscillator at offset ∆ω from center 

frequency in the 1/f 2 region as given by [110] is 
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where the sum is over multiple sources of noise and qmax is the maximum charge swing 

over the parallel tank capacitor in an LC oscillator. 

Assuming a given negative resistance structure and its generated noise (e.g., a fixed 

crossed-coupled pair with a given tail current source), the phase-noise according to (E.8) 

not only depends on the ISF, but also on the oscillation amplitude or the resonator 

maximum charge swing. If all the inductors have a quality factor, Qind,
52 the effective tank 

parallel resistance for the fourth-order resonator at the oscillation frequency ω0 can be 

approximated as 
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Remember that the same quantity for a second-order resonator would be 
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The ratio of overall tank resistances in the single- and dual-resonance loads is 
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Interestingly, this ratio is the very same ISF improvement factor that appeared in the 

injected current to phase expression of (E.7). 

Now, to have the same oscillation amplitude in both oscillators biased in the current limited 

region and since Vswing α Iss.Rp 
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52 For simplicity, we assume that the quality factor of optimized inductors with different values is more or less 
the same for a given process at a fixed frequency. 
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Due to the sinusoid waveform of ISF and from (E.7) 
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Plugging (E.12) and (E.13) into the phase-noise expression of (E.7) would then give 

)1( 2 regionfinLL sngledual =  (E.14) 

In other words, in the current limited region the improvement gained in ISF for a dual-

resonant tank will get cancelled by the decrease in tank’s equivalent parallel resistance. 

 

Figure E.5: Simplified model used to calculate ISF of an oscillator with a fourth-order 
resonator in Figure 6.6 

The lengthy derivation presented here, agrees with our findings for a general resonator in 

this subsection 6.2.2 and only serves as one particular example of a resonator with an order 

higher than two. 
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