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1.1  ELECTRON TRANSFER THROUGH PROTEINS 


 


 


 


Electron transfer (ET) reactions are involved in several biological functions, 


participating in processes such as photosynthesis, aerobic respiration, DNA damage and 


repair, drug metabolism, and enzymatic catalysis.1,2  ET is facilitated by conformational 


changes and nuclear motion in the protein and the surrounding solvent, bringing two 


electronic states close together for reaction to occur.3  Owing to the importance of 


electron transfer in metalloproteins, there has been extensive research on understanding 


electron transfer rates and pathways, characterizing high-valent intermediates, and 


studying electrochemical properties of these redox states.   


To study these electron transfer processes, the “wires project” in the Gray group 


introduces photoactive small molecules tethered to a substrate to probe heme enzyme 


active sites with a focus on binding and inhibition studies, characterization of short-lived 


intermediates, and protein conformational changes induced by substrate binding effects.   


We also focus on using these small molecules to modify the surface of proteins to study 


long-range electron transfer rates and pathways. 


 This thesis comprises the work done on the design and synthesis of sensitizer-


linked substrates (wires) to study the electron transfer processes of heme enzyme 


catalytic cycles.  Based on previous research describing electron transfer processes in 


terms of reorganization energies, electronic coupling and potentials, and protein 


environment and solvent effects of ruthenium-modified proteins, such as azurin,4,5 
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myoglobin,6,7 and cytochrome c,8,9 we were able to develop methods of probing enzyme 


active sites by tuning ruthenium/rhenium wires to facilitate direct electron transfer with 


the iron (Fe) heme. 


 


 


1.2  ELECTRON TRANSFER THEORY 


 


A great deal of work has been devoted to understanding the mechanism of long- 


range ET from an electron donor to an electron acceptor mediated by a molecular bridge 


in a donor-bridge-acceptor (DBA) assembly.  In this thesis, the donor is the metal 


complex of the wire, the acceptor is the Fe heme, and the bridge is usually considered the 


substrate tether of the wire or the protein active site environment.  This system is 


sometimes referred to as the donor-substrate-protein assembly (DSP). 


McConnell was the first to formulate that a polymethylene chain bridge mediated 


ET in terms of perturbation theory.10  In the tunneling regime of ET, McConnell theory 


states that the electronic factor can be explicitly related to the electronic structure of the 


bridging molecule.  When designing wires for a specific protein, the bridging molecule 


between the substrate and the metal center is chosen carefully to aid in fast electron 


transfer reactions. 


Long-range electron tunneling in proteins occurs where the electronic interaction 


between redox sites is relatively weak.  The transition states for ET must be formed many 


times before reactants are successfully converted to products.11  In this nonadiabactic 


process, the rate of ET, kET, decays exponentially with increasing distance, R, between 
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donor and acceptor sites (eq 1.0):   


kET ∝ exp(-βR).     (eq 1.0) 


Many synthetic molecules have been prepared specifically to study nonadiabatic ET, 


varying the geometries, energetics, and distances between the donor and acceptor.12  


Various research groups are working on theoretical descriptions of ET processes.13-16 


 


 


Electron and Energy Transfer Processes 


 


In a donor-bridge-acceptor (DBA), or in this case, donor-substrate-protein design 


(DSP), light excitation of the donor (eq 1.1) can be followed by energy (eq 1.2) or 


electron (eq 1.3) transfer processes:   


Excited state formation:         D-B-A + hν   →    D*-B-A ,                                   (eq 1.1) 


Energy transfer:              D*-B-A   →  D-B-A* ,                                     (eq 1.2) 


Electron transfer:                 D*-B-A   →     D+-B-A- .                                   (eq 1.3) 


Instead of going through an intermediate excited state, light excitation can also cause 


DSP complexes to undergo electron transfer directly: 


Optical electron transfer: D-B-A + hν   →    D+-B-A- .                           (eq 1.4) 


In the absence of interactions with other species (such as quencher), energy transfer will 


be followed by the radiative or radiationless decay of the acceptor excited state, 


        D-B-A*   →     D-B-A + hν or heat ,                                         (eq 1.5) 


while photo-induced and optical electron transfer will be followed by a thermal back 


electron transfer process: 
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  D+-B-A-  →     D-B-A .                                            (eq 1.6) 


These processes are schematized in Figure 1.1.  The process that is highlighted in this 


thesis involves the photo-induced excited state (Figure 1.1(2)) of the metal donor 


followed by either energy transfer with the protein or quencher, resulting in electron 


transfer with the Fe heme (Figure 1.1 (3)). 


 


 


Energy Transfer 


 


 As stated above, Förster energy transfer (FET) is a radiationless long-range 


resonance coupling between the donor and acceptor dipoles.17  In order for this to occur 


between two sites, the donor emission must overlap with the acceptor absorbance.    This 


process is defined by the interactions of the donor and acceptor dipoles with an inverse 


distance dependence of r6 in the equation below: 


6
0 )(


r
Rkk o


E =
 ,              (eq 1.7) 


where kE is the rate of energy transfer, ko is the intrinsic decay rate of the donor, r is the 


donor-acceptor distance, and Ro is Förster pair distance, defined as 


               )(108.8 4256 JnxR oo φκ −−= ,              (eq 1.8) 


where κ2 is the orientation factor of the donor relative to the acceptor (usually 2/3 value is 


used for freely rotating donor or acceptor), n is the index of refraction of the solvent, oφ  


is the donor luminescence quantum yield, and J is the overlap integral expressed as 
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where λ is the wavelength (nm), Fo is the donor fluorescence emission spectrum, and EA 


is the acceptor absorbance spectrum. 


 A typical Ro value for most macromolecules is within the range of 10 – 60 Å.18  


However, the Ro value will increase with increasing donor luminescence quantum yield 


and increasing J values, the overlap integral.  Therefore, the Ro value can be tailored by 


choosing the donor- acceptor pair with the most overlap and greater donor quantum yield. 


 


 


Marcus Theory 


 


According to Marcus Theory, the rate constant for ET processes between donor 


and acceptor can be expressed as 


     )/exp( RTGk NET
≠Δ−=  κν  ,                                   (eq 1.10) 


where νN is the effective nuclear frequency factor, κ is the electronic transmission 


coefficient, and 
≠ΔG  is the free activation energy.1,19  The 


≠ΔG  can be expressed by the 


Marcus quadratic relationship as 


2
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where ΔGo is the standard free energy change of the reaction, and λ is the nuclear 


reorganization energy (Figure 1.2A).  
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Figure 1.120:  Potential energy diagram of the relationship between (1) optical, (2 and 3) photo-induced, (4) 
thermal electron transfer processes, and (5) radiative / radiationless decay of DBA type systems. 
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Figure 1.2:  (A)  Profile of the potential energy curves of ET processes: I and F indicate the initial and final 
states, respectively.  The dashed curve indicates the final state of the self exchange (isoergonic) process.20  
(B) Driving force dependence of nonadiabatic ET rates.  Potential energy surface for the normal region 
(left), driving force optimized (middle), and inverted region (right).21 
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The Marcus equation predicts that for a homogenous series of reactions (for reactions 


having the same λ and κ values), a log (kET) vs. ΔGo plot is a parabolic curve (Figure 


1.2B).  At low driving force (λ > −ΔGo), called the “normal” region, rates increase with 


increasing driving force.  At high driving force (λ < −ΔGo), called the “inverted region,” 


rates decrease with increasing driving force.  At the top of the driving-force curve, there 


is an activationless maximum for λ = −ΔGo.22   


Introduction of quantum mechanical terms in eq 1.10, to account for the electronic 


coupling matrix element, yields the semiclassical ET equation1  
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⎦
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 .   (eq 1.12) 


The tunneling matrix element, HAB, is a measure of the electronic coupling between the 


reactants and the products at the transition state.  HAB is considered to decrease 


exponentially with increasing donor-acceptor separation (rAB), as shown by the following 


equation: 


( )[ ]2/exp o
ABAB


o
ABAB rrHH −−= β .                       (eq 1.13) 


o
ABH  is the electronic coupling matrix element when rAB is the closest distance ( )o


ABr  for 


effective contact between donor and acceptor.23  The parameter β is the distance coupling 


decay constant.  When β is small, the interaction between donor and acceptor does not 


vary much as distance between donor and acceptor increases; and in turn, HAB is not very 


sensitive to the distance.  In contrast, a large β is reflected in strong distance dependence.  


Therefore, the β value is important in ET reactions.   
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Electron Tunneling Timetable  


The timetable for activationless electron tunneling through various media is 


shown in Figure 1.3.24  In a vacuum system, the β values typically fall between 2.9 - 4.0 


Å.  Methyl-THF glass exhibits a β ~ 1.57 - 1.67 Å, aqueous glass a β ~ 1.55 - 1.65 Å, 


ruthenium modified azurin a β ~ 1.1 Å, saturated hydrocarbons β ~ 1.0 Å, xylyl bridges a 


β ~ 0.76 Å, and polyene and phenylenevinylene as low as β ~ 0.04 Å.  Research in our 


laboratory has focused on elucidating the distance dependence of electronic coupling 


between redox states for several ruthenium-modified proteins.  Our studies indicate that a 


large part of the reorganization energy and electron transfer rates are dependent on the 


nuclear reorientation of the protein.  Waldeck has suggested that the dynamics of these 


large scale movements could be slower than most direct electron transfer through bonds 


or solvents and that the solvent relaxation time could be on the order of 200 ns.25  


However, we have demonstrated that four of the ruthenium-modified protein exhibit ET 


time constants < 200 ns (Figure 1.3B).  This is an example of a situation where the ET 


rates exceed the proposed solvent-controlled adiabatic limit.  Reactions at low driving 


force, where ΔGo < λ, require substantial reorganization of the solvent, and ET rates are 


dependent on the solvent relaxation time.  However, in situations where the ET rates of 


activationless (ΔGo = λ) and inverted (ΔGo > λ) reactions, ET rates will be independent of 


the solvent relaxation time, such as the case for our ruthenium-modified protein 


experiments.      


 Electron tunneling times within a protein environment must be within 


milliseconds to microseconds for proteins to function properly, and as a result the 


maximum distance between redox states must not exceed 20 Å.   
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Figure 1.3.  (A) Activationless electron tunneling timetable for various media: vacuum (black, β = 2.9 - 4.0 
Å-1), methyl-THF (violet, β = 1.57 - 1.67 Å-1), toluene glass (green, β = 1.18 - 1.28 Å-1), xylyl bridge (red, 
β = 0.76 Å-1), alkane bridges (orange, β = 1.0 Å-1), and β strand bridges in ruthenium modified azurin 
(yellow, β = 1.1 Å-1).  (B) Tunneling timetable for intraprotein ET in ruthenium modified azurin (blue 
circles), cyt c (red circles), myoglobin (yellow triangles), cyt b562 (green squares), HiPIP (orange 
diamonds), and for interprotein ET Fe : Zn - cyt c crystals (fushia triangles).  Solid lines illustrate the 
tunneling pathway predictions for coupling along β - strands (β = 1.0 Å-1) and α-helices (β = 1.3 Å-1); 
dashed lines illustrates a 1.1 Å-1 distance decay.  Distance decay for electron tunneling through water is 
shown as cyan wedge.  Estimated distance dependence for tunneling through vacuum is shown as black 
wedge.24 
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However, crystal structures of several redox enzymes suggest distances greater than 20 


Å, exceeding a single step electron transfer limit.  One possible explanation is electron 


hopping, a multistep electron tunneling mechanism (eq 1.14):   


 


R H P
kRH


kHR


kHP


kPH .   (eq 1.14) 


With optimal positioning of redox centers and fine tuning of redox potentials, electron 


hopping can be realized.  Using the well-defined ET theory and the distance dependence 


of ET through protein based on the ruthenium-modified protein studies, it was calculated 


that electron transport via a hopping mechanism is 104 times faster than a single step 


tunneling mechanism over a distance of 20 Å.24    


 Energy transfer versus electron transfer (either single step or multi-step 


mechanism) will play a vital role in characterizing electron transfer processes in proteins.  


Choosing a donor-acceptor pair that will facilitate electron transfer over energy transfer is 


critical in studying electron transfer mechanisms.   


 


 


Flash Quench Methodology26,27 


 


In the dynamic reductive quenching mechanism, an organic compound, such as 


ascorbate or para-methoxy-N,N’-dimethylaniline (pMDA), is often used as the reductive 


quencher.  Upon irradiation, the donor complex transforms to the excited state (eq 1.15).    


The excited DBA complex collides with quencher (Q), whereby the complex is quenched 


(eq 1.16), and then intramolecular charge separation (eq 1.17) occurs, followed by 
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intermolecular back electron transfer (eq 1.18).   


 


Excited state formation:     D-B-A + hν    →     D*-B-A;  (eq 1.15) 


Excited state quenching:     D*-B-A + Q  →   D- -B-A + Q+ ;       (eq 1.16) 


Electron transfer:      D- -B-A  →     D-B-A- ; and       (eq 1.17) 


Back electron transfer: D-B-A- + Q+   →    D-B-A + Q. (eq 1.18) 


 


An electron transfer reaction for donor (wire) bound to the protein acceptor in the 


presence of quencher (Q) is schematized in Scheme 1.1.   


When a wire binds to protein with high affinity, laser experiments immediately 


follow for ET kinetic studies.  The metal sensitizer, rhenium in this case, is excited.  In 


the presence of reductive quencher, an electron is transferred to the quencher, reducing 


the rhenium and in turn oxidizing the quencher (Scheme 1.1, right half).  The reduced 


rhenium does electron transfer with the Fe heme, reducing the Fe(III) to Fe(II) and 


returning the rhenium to its original redox state.  The reduced Fe is then returned to its 


resting state by the oxidized quencher.  The transient species in this system are 


characterized by transient luminescence and absorption spectroscopy, which are analyzed 


by fitting to a series of exponential decay functions of the form 


 


Monoexponential:  
)(


1
1)( tk


o eccty −+=  ;                      (eq 1.19) 


Biexponential:   
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2
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Triexponential:  
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How many species are in the sample participating in electron transfer reactions depends 


on the number of decay fits that are necessary for each trace.  In general, a free wire in 


solution will exhibit a decay rate that is different from the wire-bound to protein.  If 


quencher is present, then its decay rate will present another parameter into the fitting 


process.  By utilizing the redox properties of the wire coupled with known ET rates and 


pathways in proteins, electron transfer reactions of a heme protein catalytic cycle are 


explored using the flash quench methodology with wires.     
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Scheme 1.1:  Electron transfer scheme between a rhenium wire, quencher, and Fe heme protein.  Rhenium 
is promoted to its excited state with 355 nm laser light, giving an emission intensity centered at 560 nm.  In 
the presence of a reductive quencher (left side), the rhenium excited state is quenched to its rhenium(0) 
oxidation state, followed by electron transfer into the Fe heme, reducing Fe(III) to Fe(II).  The oxidized 
quencher recombines with the reduced Fe to reach its ground state and closes the electron transfer 
mechanism.  The oxidative route is similar except the rhenium, and the Fe heme are oxidized while the 
quencher is reduced.    
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1.3 WIRES PROJECT 


 


Characterization of high-valent intermediates of Fe heme enzyme catalytic cycles 


has been a long standing goal in the Gray group.28-37  Short-lived intermediates present a 


major challenge for characterization, owing to their occurrence after the rate limiting 


steps of protein catalytic cycles.  Although ferryl intermediates for horseradish 


peroxidase38 and microperoxidase - 839 have been characterized, the analogous 


experiment was unsuccessful for cytochrome P450s,40 presumably owing to inefficient 


electron transfer reactions into the buried heme active site.  The P450 catalytic cycle41,42 


is shown in Scheme 1.2.  Intermediates after the slow electron transfer step have not been 


characterized, despite many efforts.43,44  If this electron transfer rate was increased, then 


there is a possibility of a build-up of these short-lived intermediates, where 


characterization might be possible. 


The wires project was then developed to address these inefficient electron transfer 


reactions by providing direct access to the heme active site via a substrate tethered to a 


photoactive metal complex (Figure 1.4).  The metal center (either ruthenium or rhenium) 


sits at the surface of the protein, probing the conformational states at the opening of the 


active site.  The substrate is tethered down the channel, closely interacting with the Fe 


heme (Figure 1.4, green).  When a reductive quencher is present, the metal is reduced, 


followed by electron transfer down the channel via the substrate tether to the Fe heme 


site.  With this method we were able to characterize several novel cytochrome P450 


redox states.33,34  This investigation revealed many key factors affecting substrate binding 


and inhibition.   







 15


S


H2O


S


S


S


O
O


S


O
O


S


O
OH


S


O


 


S


O
HR


H
+


Fe (III) R


Fe (III)


e-


Fe (II)


O2


Fe (II)


R


R


R


e-
slowFe (III)


R


Fe (III)


R


H+


H2O


Fe (IV)


R +


Fe (III)


ROH
H2O


 


Scheme 1.2.  Cytochrome P450 catalytic cycle. 
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The inorganic nature of the metal complex allowed for easy crystallization of the wire-


protein complexes, revealing interesting protein-substrate conformations.  Opened and 


closed conformations of the protein surface were identified upon substrate binding.32,45  


Wires were proven to be useful as fluorescent sensors for protein conformational 


changes, electrochemical sensors for protein redox states, and novel inhibitors of protein 


catalytic activity.   


 This thesis focuses on the wires work accomplished with inducible nitric oxide 


synthase (iNOS), a cytochrome P450-like heme thiolate enzyme.  The wires that were 


designed and synthesized for iNOS are shown in Figure 1.5.  All of the rhenium-based 


wires are active site channel binders of iNOS, characterized by UV-Vis spectroscopy.  


The one ruthenium wire (Figure 1.5E) is a surface binder, presumably at the oxygenase 


and reductase interface, characterized by UV-Vis spectroscopy and further supported by 


transient luminescence spectroscopy.  Wires D were previously designed for cytochrome 


P450 enzymes.29,30  Owing to structural and functional similarities between cytochrome 


P450 and iNOS, wires D were also tested for binding to iNOS.  Surprisingly, these wires 


bind to iNOS with high affinity.   


More substrate-based wires were designed, keeping the same rhenium metal 


complex (Figure 1.5A-C).  All of these wires bind to iNOS with high affinity.  


Intermediates of the NOS catalytic cycle were characterized by ultrafast electron transfer 


rates, leading to many new proposals for electron transfer pathways and protein domain 


interactions, which in turn have opened new doors for further wire designs for NOS 


catalytic mechanism investigations.  
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Figure 1.5.  Structures of wires discussed in this thesis. 
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1.4 NITRIC OXIDE SYNTHASE 


 


 


Nitric oxide (NO) is an important secondary signaling molecule that has diverse 


biological functions, such as neurotransmission, blood pressure regulation, and immune 


response.46  Isoforms of homodimeric nitric oxide synthase (NOS) (inducible, 


endothelial, and neuronal)47 catalyze the reaction between L-arginine and dioxygen to 


produce L-citrulline and NO via a five electron transfer process (Scheme 1.3).   
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Scheme 1.3.  Summary of NOS catalytic cycle. 


 


eNOS participates in the regulation of blood pressure, organ blood flow distribution, and 


inhibition of platelet aggregation.  nNOS produces low NO concentrations for 


neurotransmission; high concentrations of NO leads to neuropathology.  Both eNOS and 


nNOS are calcium/calmodulin (CAM) dependent.  iNOS produces high NO 


concentrations to counter pathogens and coordinate T-cell response.  CAM is 


permanently bound to iNOS; therefore it is not calcium/CAM dependent.  The three 


isoforms have 50% primary sequence homology and 81 – 93 % interspecies 


similarities.47,48  Designing inhibitors specific for each isoform has proven very difficult.   


A cartoon of NOS structure and composition is represented in Figure 1.6.   
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Figure 1.6.  Cartoon drawing of NOS structural composition. 


 


 


 


 


Figure 1.7.  Structures of NOS cofactors (a) BH4, (b) FMN, (c) FAD, and (d) NADPH. 
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The N-terminal oxygenase domain contains binding sites for an iron protoporphyrin IX 


(Fe heme), tetrahydrobiopterin (BH4), and substrate;49 is the site for NO synthesis; and is 


responsible for dimerization interactions.  The C-terminal reductase domain contains 


binding sites for flavin adenine dinucleotide (FAD), flavin mononucleotide (FMN), and 


nicotinamide adenine dinucleotide phosphate (NADPH) cofactors and is the source of 


electrons during the catalytic cycle.50  At the interface of the two domains is a binding 


site for calmodulin (CAM) which aids in NOS activity.  Without substrates or cofactors, 


NOS exists primarily in its inactive monomeric form.   


The structures of NOS cofactors are shown in Figure 1.7.  Upon binding of BH4, 


the NOS oxygenase domain dimerizes partially and shifts the Fe heme slightly high spin 


(λmax = 390 nm).  In the presence of arginine, the NOS oxygenase domain completely 


dimerizes and becomes active.  In the presence of NADPH, an electron is delivered to the 


FAD cofactor of one reductase domain, then is shuttled to the FMN cofactor where it gets 


delivered into the heme active site of another oxygenase domain.   


Electrons travel trans, from a reductase domain of one monomer to the oxygenase 


domain of the other monomer.51,52  The Fe(III) is reduced to Fe(II), completing the first 


electron transfer process.  The NOS catalytic cycle has two turnovers (Scheme 1.4).53  


The first turnover resembles the cytochrome P450 catalytic cycle.  The second turnover is 


mostly postulated.  Very little is known about the oxidation of the N-hydroxyarginine 


intermediate.  What we know for certain is that all NOS isoforms transform L-arginine 


and two moles of dioxygen into L-citrulline and NO via an N-hydroxyarginine 


intermediate.  The oxygen atom in both NO and L-citrulline are derived from dioxygen.  


The guanidinium nitrogen in L-arginine is the source of the nitrogen atom in NO.   
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Figure 1.8.  Docking of the oxygenase domain 
on top of the reductase domain (PBD code 
1MMV and 1TLL).  The FMN region is 
colored in red.  The arrow indicates the flipping 
direction of the FMN domain, and the circle 
indicates the hydrophobic patch of the 
oxygenase domain that interacts with the FMN 
domain.  The flexible linker that allows FMN 
to flip up and down is highlighted in green. 
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The second electron transfer is the rate-limiting step.  The mechanism of the 


second turnover, the roles of NOS cofactors during the catalytic cycle, and the specific 


structural interactions of NOS domains are all highly debated.   There are disputes on the 


role of BH4 during the electron transfer processes.54-56  The source of proton for the 


conversion of Fe(III) peroxide to Fe(III) hydroperoxide is not known.57-59  The 


conformational changes and the interactions between the oxygenase and reductase 


domains have led to an interesting argument involving the FMN domain flip.60,61 


The NOS reductase domain is similar to that of NADPH-cytochrome P450 


reductase, both containing essentially two domains: the N-terminal FMN portion and the 


C-terminal FAD and NADPH binding portion (Figure 1.8).62,63  The FMN portion of 


NOS reductase, however, is less positively charged than that of NADPH-cytochrome 


P450 oxidoreductase, indicating that the NOS FMN domain may have a different 


structural interaction with the other domains and even a different mode of regulation in 


the electron-transfer processes.64  There have been implications that the FMN domain 


controls NOS activity by a swinging motion of the entire domain as electrons are 


delivered to the oxygenase domain.61  The FMN domain can be locked in either its 


electron accepting or donating position as an auto-inhibitory method.  These 


conformational swinging motions of the FMN domain will affect the rate of electron 


transfer, which could be different for each of the isoforms.   


The surface-binding wire discussed in this thesis is proposed to dock in this 


hydrophobic patch of the oxygenase domain, where the FMN domain was proposed to 


dock.  A surface inhibitor of this kind has never been characterized before.  This surface-


binding wire has great potential as a structural and mechanistic probe for enzymes 
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containing multi-domains.   


 Both channel and surface binding inhibitors have given us many insights into 


substrate binding effects, electron transfer mechanisms, and protein-protein interactions 


in NOS. 
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