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The non-linear flexural vibrations of thin circular rings are analyzed by means of the appropriate "shallow shell" equations. These partial differential equations are reduced to non-linear ordinary differential equations by assuming vibration modes and applying Galerkin's procedure. Vibrations involving primarily a single bending mode are investigated for three distinct cases, and the results indicate that the basic features of the problem are exhibited by an inextensional analysis.

This information is then applied to simplify the analysis of vibrations in which several modes participate. A study of "self-coupled" bending modes shows that the single mode solution is valid only for certain combinations of amplitude and frequency: when the single mode exceeds a "critical amplitude", its companion mode is parametrically excited and participates in the motion.

The general inextensional case (involving an infinite number of modes) is examined for two important sets of forces, and possible solutions are shown to be the excitation of primarily one or two bending modes. Stability analyses of these solutions indicate that when certain restrictions are met, all other bending modes play only a minor part in the vibration.

An experimental study of the problem was also conducted. Theory and experiment both indicate a non-linearity of the softening type, the presence of ultraharmonic responses, and the appearance of the companion mode. Measurements of the steady-state response
are in good agreement with the calculated values, and the experimentally determined mode shapes agree with the form of the assumed deflection.

The analytical and experimental results exhibit several features that are common to the non-linear vibration of axisymmetric systems in general and to circular cylindrical shells in particular.
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NOTATION

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u, v, w$</td>
<td>Displacements of the mid-surface of the ring; Fig. 1</td>
</tr>
<tr>
<td>$x, y, z$</td>
<td>Coordinate directions; Fig. 1</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
</tr>
<tr>
<td>$\dot{}$</td>
<td>Derivatives with respect to time</td>
</tr>
<tr>
<td>$\ddot{}$</td>
<td></td>
</tr>
<tr>
<td>$\nabla^2, \nabla^4$</td>
<td></td>
</tr>
<tr>
<td>$\nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}$; $\nabla^4 = \nabla^2 \nabla^2$</td>
<td></td>
</tr>
<tr>
<td>$n$</td>
<td>Circumferential wave number; mode number</td>
</tr>
<tr>
<td>$E$</td>
<td>Young's Modulus</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Poisson's Ratio</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density</td>
</tr>
<tr>
<td>$R$</td>
<td>Radius of the ring</td>
</tr>
<tr>
<td>$h$</td>
<td>Thickness</td>
</tr>
<tr>
<td>$b$</td>
<td>Width of the ring</td>
</tr>
</tbody>
</table>

$$D = \frac{E I}{12 (1 - \nu^2)}$$ Bending stiffness

$N_y$ Circumferential force/unit length

$q(y, t)$ Load applied to the ring; see (1.4) - (1.6)

$A_n(t), B_n(t)$ Time dependent coefficients; see (2.1)

$\mathcal{F} = \frac{A_n}{h} = \mathcal{F}_c = \mathcal{F}_{cm}$ Non-dimensional amplitude of the $\cos \frac{ny}{R}$ mode

$\mathcal{F}_s = \frac{B_n}{h} = \mathcal{F}_m$ Non-dimensional amplitude of the $\sin \frac{ny}{R}$ mode
\[ \eta = \frac{\eta^2}{K} = \eta_n \]  
Non-Linearity parameters

\[ c = \eta^2 \]  
Non-Dimensional amplitude

\[ \tau = \frac{A^2}{K} = \eta_n \]  
Non-Dimensional time

\[ \omega = \text{Frequency, radians/sec.} \]  

\[ \omega_0^2 = \frac{E}{\rho R^2} \frac{m + \frac{1}{12} l^2}{12(1-\nu^2)R^2} = \frac{E}{\rho R^2} \frac{\eta^2}{12(1-\nu^2)} \]  

\[ \omega_n^2 = \frac{E}{\rho R^2} \frac{(m^2 - \nu^2) - \frac{1}{12} l^2}{12(1-\nu^2)R^2} = \frac{E}{\rho R^2} \frac{(1-\frac{1}{m^2}) \tau^2}{12(1-\nu^2)} \]  

\[ \Omega = \text{Non-Dimensional frequency} \]  

\[ Q_n(t) = \int_0^{2\pi R} g(y, t) \cos \frac{m y}{R} \, dy = \xi_n(t) \]  

\[ Q_0(t) = - \int_0^{2\pi R} g(y, t) \, dy \]  

\[ S_n(t) = \int_0^{2\pi R} g(y, t) \sin \frac{m y}{R} \, dy \]  

\[ \frac{1}{F} = \frac{(1-\frac{1}{m^2})^2}{12(1-\nu^2)} \]  

\[ \gamma = \frac{m c_n}{K} \]  
Non-Dimensional coefficients; see (2. 32)

\[ \delta_n = \frac{m D_n}{K} \]  

\[ E, F_n, G_n, G_c \]  
Amplitude of the loading; see (3. 1) and (3. 3)

\[ A(t), B(t), \phi(t), \psi(t) \]  
Slowly varying amplitudes and phase angles

\[ A, B, \phi, \psi \]  
Average values of \( A(t) \), etc. over one period

\[ \bar{\Delta} = \bar{\psi} - \bar{\phi} \]  
Average phase difference

\[ \beta, \beta_c, \beta_m \]  
Per cent critical damping in the \( \cos \frac{ny}{R} \) mode
\[ \beta_s, \beta_{sn} \quad \text{Per cent critical damping in the } \sin \frac{nY}{R} \text{ mode} \]

\[ \mathfrak{F}(\tau), \mathfrak{F}_n(t) \quad \text{Perturbation in the } \cos \frac{nY}{R} \text{ mode} \]

\[ r(\tau), \kappa_n(t) \quad \text{Perturbation in the } \sin \frac{nY}{R} \text{ mode} \]

Other symbols used are defined as they occur in the text.
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1. INTRODUCTION

The flexural vibrations of circular rings were first considered by Hoppe (Ref. 1) in 1871. In 1894, Rayleigh's "Theory of Sound" (Ref. 2) included calculation of the linear vibration modes and frequencies, making use of the approximation that the mid-surface of the ring was nextensional. Since that time, the effects of mid-plane extension (Ref. 3), shear deformation (Ref. 4), and rotary inertia (Ref. 5) have been investigated.

The first study of the elastic, non-linear flexural vibrations of rings appears to be the 1959 paper of Federhofer (Ref. 6), who considered the free vibration problem. The same problem was examined by Shkenev (Ref. 7), who also investigated parametrically excited vibrations, as did McIvor and Goodier (Ref. 8). Although the linear vibrations have been studied experimentally (Refs. 9 and 10), no experiments on the non-linear vibration of rings have been reported in the literature.

The present work is concerned with the forced, non-linear flexural vibrations of thin circular rings. Only vibrations in the plane of the ring are considered. The material of the ring is assumed to obey Hooke's Law; that is, the relation between stress and strain in the ring is taken to be linear. The non-linearities examined here are geometric in nature, arising from the non-linear terms of the general strain-displacement relations.

The problem was studied in detail theoretically and experimentally. Both aspects of the work were carried out concurrently, and as
a result they complemented each other considerably. Before proceeding with the discussion, however, it seems appropriate to mention the events which led up to this particular study.

It began in 1962 with some experiments that were run on the non-linear vibration of thin cylindrical shells. The experimental results were at variance with the available analyses (Refs. 11 to 13); this led to a re-examination of the theoretical work. Apparently, a boundary condition was neglected in these studies (Ref. 14). When the problem was reformulated to satisfy this constraint, qualitative agreement with the experiments was obtained.

At this point, it was suggested that the non-linear vibration of a thin ring be investigated, since the ring and the shell would be expected to have much in common. A first attempt at the ring analysis was done, and some preliminary experiments were conducted. It was found that the shell and ring analyses did indeed possess several similarities. More promising than that, however, was the agreement indicated between the ring analysis and experiments. As the work progressed, the decision was made to concentrate on the ring problem, leaving the shell study for another report. Thus, while the primary goal of this thesis is to analyze the forced, non-linear flexural vibrations of a thin circular ring, it was hoped that some light would be shed on the cylindrical shell problem as well.
II. THE MATHEMATICAL PROBLEM

The non-linear flexural vibrations of a thin circular ring may be analyzed mathematically, providing certain assumptions are made. It is the purpose of this part of the thesis to present these assumptions and the analysis which results.

First, the partial differential equations which govern the motion of a circular ring are presented. By assuming that the vibration involves only certain vibration modes, the equations of motion can be reduced to ordinary differential equations. Such equations are derived for three distinct cases which involve the vibration of primarily a single bending mode. Comparison of the solutions to these equations shows that the basic non-linear behavior of the ring may be obtained from an inextensional analysis. This facilitates the study of vibrations which involve several bending modes, and the equations governing such vibrations are derived. Approximate solutions to these equations are presented, for the case of some important forcing functions. With some relatively minor restrictions, it can be shown that only one or two vibration modes will participate in the motion, even though the ring is forced to vibrate to large amplitudes. Finally, the effects of some additional non-linearities, shear deformation, and rotary inertia are discussed, and comparisons are made with some analogous problems.

2.1. The Equations of Motion

Since this work originated with a study on thin cylindrical shells, it was only natural to obtain a set of ring equations by
specializing the well-known shallow shell equations to the case of a ring. Preliminary analyses using these equations indicated qualitative agreement with the experiments in several areas.

The shallow shell equations are, of course, subject to the approximations made in their development. The assumption that \( \frac{1}{n^2} \) is negligible in comparison to unity (where \( n \) is the circumferential wave number) is inherent in these equations. As a result, when specialized to a ring, they do not yield the correct expression for the vibration frequency. This discrepancy is most noticeable for low values of \( n \) (e.g. \( n < 6 \)) and has been pointed out for shell vibrations as well. Yet, because of their relative simplicity, one is reluctant to abandon the shallow shell equations in favor of another set.

Faced with a similar problem, Morley (Ref. 15) found that he could significantly improve the linearized form of these equations without impairing their simplicity. By modifying the shallow shell equations as Morley's work suggests, one obtains a set of equations that yield the correct linear vibration frequencies and that have the same non-linear terms as the original set. This amounts to rejecting the approximation that \( \frac{1}{n^2} \ll 1 \) where the linear terms are concerned, but retaining it for the non-linear terms. While this is inconsistent, it is extremely useful from the standpoint of attempting to solve the equations.

Finally, a somewhat more exact set of equations for a ring are presented herein. These equations retain all the linear terms and do not assume that \( \frac{1}{n^2} \ll 1 \). They possess the properties that
(a) when linearized, they reduce to the linear, extensional ring equations, and

(b) when the approximation \( \frac{a}{a} \ll 1 \) is made throughout, they reduce to the shallow shell equations specialized to a ring.

The major portion of this work employs the shallow shell equations and the modified form of them. It is possible to treat both these cases simultaneously, since the equations differ only in a linear term. The more exact set of equations serve primarily for comparison purposes and to indicate the effects of additional non-linearities.

An alternative to using the differential equations of motion is to employ an energy method. Both approaches can be made to coincide (Ref. 16), and the results presented herein can be obtained by either technique.

2.1.1 The Shallow Shell Equations and their Specialization to a Ring

The shallow shell equations have long been employed in non-linear analyses of thin cylindrical shells. In terms of stress resultants, they are (see Ref. 12)

\[
\frac{\partial N_x}{\partial x} + \frac{\partial N_{xy}}{\partial y} = \rho \frac{k}{k} \ddot{u}
\]

\[
\frac{\partial N_y}{\partial x} + \frac{\partial N_{xy}}{\partial y} = \rho \frac{k}{k} \ddot{v}
\]
\[
\frac{\partial^2 M_x}{\partial x^2} + 2 \frac{\partial^2 M_{xy}}{\partial x \partial y} + \frac{\partial^2 M_y}{\partial y^2} \\
+ \frac{1}{\partial x} \left( N_x \frac{\partial w}{\partial x} + N_{xy} \frac{\partial w}{\partial y} \right) + \frac{1}{\partial y} \left( N_y \frac{\partial w}{\partial y} + N_{xy} \frac{\partial w}{\partial x} \right) \\
= -\frac{N_y}{R} + q(x, y, t) = \rho A \ddot{w}
\] (1.0)

where \( u, v, \) and \( w \) are the mid-plane displacements in the axial, circumferential, and radial directions respectively (see Fig. 1). The stress-resultants are defined in the usual way:

\[
N_x = \int \frac{f}{2} \sigma_{xx} \, dz \\
N_{xy} = \int \frac{f}{2} \sigma_{xy} \, dz \\
N_y = \int \frac{f}{2} \sigma_{yy} \, dz \\
M_x = \int \frac{f}{2} \sigma_{xx} z \, dz \\
M_{xy} = \int \frac{f}{2} \sigma_{xy} z \, dz \\
M_y = \int \frac{f}{2} \sigma_{yy} z \, dz
\] (1.1)

and \( q(x, y, t) \) is the applied load, which acts in the radial direction.

The strain-displacement relations are taken in the form:

\*

It might be noted at this point that the stresses and stress-resultants in (1.1) are all referred to an undeformed element of the shell, in its original position. Since shallow shell theory assumes that all strains and all slopes are small in comparison with unity, the stresses and forces on the deformed element are, in a first approximation, equal to their counterparts for the undeformed element. For a general discussion of this point, the reader is referred to Novozhilov (Ref. 33).
\[ \varepsilon_{xx} = \frac{dw}{dx} + \frac{1}{2} \left( \frac{dw}{dx} \right)^2 - \varepsilon \frac{1}{dx^2} \]

\[ \varepsilon_{yy} = \frac{dw}{dy} + \frac{w}{R} - \frac{1}{2} \left( \frac{dw}{dy} \right)^2 - \varepsilon \frac{1}{dy^2} \]

\[ \varepsilon_{xy} = \frac{dw}{dx} + \frac{dw}{dy} + \frac{dw}{dx} \frac{dw}{dy} - 2 \varepsilon \frac{1}{dy} \frac{1}{dx} \]

(1.2)

Transverse shear deformation is neglected, and the transverse normal stress is assumed to be negligible. That is, one assumes

\[ \varepsilon_{xx} = 0, \quad \varepsilon_{yy} = 0, \quad \varepsilon_{xy} = 0 \]

Hooke's Law is used to relate the stresses to the strains; with the preceding assumptions, it yields

\[ \sigma_{yy} = \frac{E}{1 - \nu^2} \left[ \varepsilon_{yy} + \nu \varepsilon_{xx} \right] \]

\[ \sigma_{xx} = \frac{E}{1 - \nu^2} \left[ \varepsilon_{xx} + \nu \varepsilon_{yy} \right] \]

\[ \sigma_{xy} = \frac{E}{2(1 + \nu)} \varepsilon_{xy} \]

where \( E \) is Young's modulus and \( \nu \) is Poisson's ratio. Employing these stresses and equations (1.2) and (1.1) and carrying out the integration through the thickness yields
\[ N_y = \frac{E \cdot h}{1 - v^2} \left[ \frac{\partial w}{\partial y} + \frac{w}{R} + \frac{1}{2} \left( \frac{\partial w}{\partial y} \right)^2 + v \left\{ \frac{\partial u}{\partial x} + \frac{1}{2} \left( \frac{\partial w}{\partial x} \right)^2 \right\} \right] \]

\[ N_x = \frac{E \cdot h}{1 - v^2} \left[ \frac{\partial w}{\partial x} + \frac{1}{2} \left( \frac{\partial w}{\partial x} \right)^2 + v \left\{ \frac{\partial u}{\partial y} + \frac{w}{R} + \frac{1}{2} \left( \frac{\partial w}{\partial y} \right)^2 \right\} \right] \]

\[ N_{xy} = \frac{E \cdot h}{2 (1 + v)} \left[ \frac{\partial w}{\partial x} + \frac{\partial w}{\partial y} + \frac{\partial u}{\partial x} \cdot \frac{\partial w}{\partial y} \right] \]

\[ M_y = -D \left[ \frac{\partial^2 w}{\partial y^2} + v \frac{\partial^2 w}{\partial x^2} \right] \]

\[ M_x = -D \left[ \frac{\partial^2 w}{\partial x^2} + v \frac{\partial^2 w}{\partial y^2} \right] \]

\[ M_{xy} = -D (1 - v) \frac{\partial^2 w}{\partial x \partial y} \]

\[ \text{where} \quad D = \frac{E \cdot h^3}{12 (1 - v^2)} \]

These relations can be inserted into (1.0) to give the shell equations of motion completely in terms of the displacements u, v, and w.
To specialize the shallow shell equations to the case of a ring, the following assumptions will be made:

a. The displacements $w$ and $v$ are taken to be functions of only the circumferential coordinate $(y)$ and the time. That is, all derivatives of these displacements with respect to $x$ are assumed to be zero*.

b. The transverse load, $q$, is likewise taken to be a function of only the circumferential coordinate and the time.

c. The thickness of the ring, $h$, and the ring width, $b$, are both taken to be constant. The ring is assumed to be thin, such that $\left(\frac{h}{R}\right)^2$ is negligible in comparison to unity.

d. The stress resultants $N_x$ and $N_{xy}$ are assumed to be zero throughout the ring. The boundary conditions at the ends of the ring (at $x = 0$, $x = b$, Fig. 1) require that $N_x$ and $N_{xy}$ vanish there; for flexural vibrations, one does not anticipate rapid variations in the $x$-direction and is thus led to assume $N_x = 0, N_{xy} = 0$ throughout.

Using these assumptions, equations (1.3) may be written in the form

$$N_y = E h \left[ \frac{\partial w}{\partial y} + \frac{w}{k} + \frac{1}{2} (\frac{\partial w}{\partial y})^2 \right], \quad N_x = 0, \quad N_{xy} = 0$$

$$M_y = -D \frac{\partial^2 w}{\partial y^2}, \quad M_x = -\eta D \frac{\partial^2 w}{\partial y^2}, \quad M_{xy} = 0$$

* Since we intend to discuss the flexural vibrations of rings, one might legitimately ask if bending in the circumferential direction would give rise to a curvature in the $x$-direction (anticlastic curvature) and thereby invalidate the assumption above. However, in problems concerning the large deflection of thin plates with free edges, it has been shown (see Ref. 34) that a boundary layer phenomenon occurs which inhibits the anticlastic behavior. Based upon the results of Ref. 34, one suspects that for thin rings, assumption (a) will be valid in all but a very narrow region near the edges.
Using assumption (a) and inserting the results for $N_y$, etc. in equations (1.0) gives the displacement equations of motion for a thin ring:

\[ 0 = \rho h \ddot{u} \]

\[ E h \frac{\partial}{\partial y} \left[ \frac{\partial u}{\partial y} + \frac{w}{R} + \frac{1}{2} \left( \frac{\partial w}{\partial y} \right)^2 \right] = \rho h \ddot{u} \]  \hfill (1.4a)

\[ D \frac{\partial^2 u}{\partial y^2} + \frac{E h}{R} \left[ \frac{\partial u}{\partial y} + \frac{w}{R} + \frac{1}{2} \left( \frac{\partial w}{\partial y} \right)^2 \right] \]

\[ -E h \frac{\partial}{\partial y} \left[ \frac{\partial w}{\partial y} + \frac{w}{R} + \frac{1}{2} \left( \frac{\partial w}{\partial y} \right)^2 \right] + \rho h \ddot{w} - g(y, t) \]  \hfill (1.4b)

The first of these equations is unimportant for the problems dealt with herein, and henceforth it will be dropped.

2.1.2 Modification of the Shallow Shell and Ring Equations

When in-plane inertia is neglected, the shallow shell equations (1.0) can be written in terms of two variables, $w$ and $F$. They are derived by many authors (see Refs. 11 and 12, for example) and will simply be quoted here:
\[ D \nabla^4 w + \rho h w = -\frac{1}{R} \frac{\partial^2 F}{\partial x^2} + \frac{\partial^2 F}{\partial y^2} \frac{\partial^2 w}{\partial x^2} - 2 \frac{\partial^2 F}{\partial x \partial y} \frac{\partial^2 w}{\partial x \partial y} + \frac{\partial^2 F}{\partial x^2} \frac{\partial^2 w}{\partial y^2} + q(x,y,t) \]

\[ \frac{\nabla^4 F}{Eh} = \frac{1}{R} \frac{\partial^2 w}{\partial x^2} + \left[ \left( \frac{\partial^2 w}{\partial x \partial y} \right)^2 - \frac{\partial^2 w}{\partial x^2} \frac{\partial^2 w}{\partial y^2} \right] \]

\[ D = \frac{Eh^3}{12(1-\nu^2)} \]

is the familiar bending stiffness, and \( R \) is a stress function:

\[ N_x = \frac{\partial^2 F}{\partial y^2}, \quad N_{xy} = -\frac{\partial^2 F}{\partial x \partial y}, \quad \text{and} \quad N_y = \frac{\partial^2 F}{\partial x^2}. \]

Morley (Ref. 15) improved the linearized form of these equations by replacing \( D \nabla^4 w \) with \( D \left( \nabla^2 + \frac{i}{R} \right)^2 w \). (see Section 2.1.). The resulting equations compare favorably with the more exact (and more complicated) equations of Flugge for both static and dynamic problems (Ref. 16).

The analogous improvement in the displacement equations of motion for a ring results in the following equations:

\[ Eh \frac{\partial}{\partial y} \left[ \frac{\partial w}{\partial y} + \frac{w}{R} + \frac{1}{2} \left( \frac{\partial w}{\partial y} \right)^2 \right] = \rho h w \]

\[ D \left( \frac{\partial^2}{\partial y^2} + \frac{1}{R^2} \right) \left( \frac{\partial^2 w}{\partial y^2} + \frac{w}{R^2} \right) + \frac{Eh}{R} \left[ \frac{\partial w}{\partial y} + \frac{w}{R} + \frac{1}{2} \left( \frac{\partial w}{\partial y} \right)^2 \right] \]

\[ Eh \frac{\partial}{\partial y} \left[ \left( \frac{\partial w}{\partial y} + \frac{w}{R} + \frac{1}{2} \left( \frac{\partial w}{\partial y} \right)^2 \right) \frac{\partial w}{\partial y} \right] + \rho h w = q(y,t) \]
2.1.3 A More Exact Set of Ring Equations

By making approximations similar to those used in deriving the shallow shell equations but not assuming that \( \frac{1}{h} \ll 1 \), a more exact set of ring equations can be obtained. The derivation of these equations is outlined in Appendix A. They are presented here for comparison with (1.4) and (1.5); they are

\[
Eh \frac{d}{dy} \left[ \frac{dw}{dy} + \frac{ur}{R} + \frac{1}{2} \left( \frac{dw}{dy} \right)^2 \right] + \frac{Eh}{R} \left[ \frac{ur}{R} \left( \frac{dw}{dy} - \frac{v}{R} \right) \right]
\]

\[-\nu \frac{d^2w}{dy^2} + \left( \frac{dw}{dy} - \frac{v}{R} \right)^3 \right] = \rho \cdot h \cdot \ddot{v} \tag{1.6a}
\]

and

\[
D \left[ \frac{d^4w}{dy^4} + \frac{2}{R^2} \frac{d^2w}{dy^2} - \frac{1}{R^3} \frac{dw}{dy} \right] + \frac{Eh}{R} \left[ \frac{dw}{dy} + \frac{ur}{R} + \frac{1}{2} \left( \frac{dw}{dy} \right)^2 \right] \]

\[-Eh \frac{d}{dy} \left[ \left( \frac{dw}{dy} + \frac{ur}{R} + \frac{1}{2} \left( \frac{dw}{dy} \right)^2 \right) \frac{dw}{dy} \right] + \rho \cdot h \cdot \ddot{v}
\]

\[
+ \frac{Eh}{R} \left[ \frac{dw}{dy} \left( \frac{dw}{dy} + \frac{ur}{R} + \frac{1}{2} \left( \frac{dw}{dy} \right)^2 \right) + v \right] \frac{d^2w}{dy^2} \tag{1.6b}
\]

\[
+ \frac{nu}{2R^2} + 3 \frac{dw}{dy} \frac{d^2w}{dy^2} - \frac{3}{R} \frac{dw}{dy} \frac{d^2w}{dy^2} - \frac{3}{2R} \nu \frac{d^2w}{dy^2} \]

\[
+ \frac{3}{2R^2} v \frac{d^2w}{dy^2} \right] + \frac{dw}{dy} \left( \frac{d^2w}{dy^2} \right)^2 \right] = q(y, t)
\]
The brackets which are underlined indicate the non-linear terms which (1.4) and (1.5) do not contain; the simplification which results from the \( \frac{1}{n} \ll 1 \) approximation is quite evident.

2.1.4 Boundary and Initial Conditions

The boundary conditions on \( y \) and \( v \) are of the "periodic" type. They are

\[
\begin{align*}
\omega(0, t) & = \omega(2\pi R, t), \\
\frac{\partial \omega}{\partial y}(0, t) & = \frac{\partial \omega}{\partial y}(2\pi R, t) \\
\frac{\partial^2 \omega}{\partial y^2}(0, t) & = \frac{\partial^2 \omega}{\partial y^2}(2\pi R, t) \\
\frac{\partial^3 \omega}{\partial y^3}(0, t) & = \frac{\partial^3 \omega}{\partial y^3}(2\pi R, t)
\end{align*}
\] (1.7)

and

\[
\begin{align*}
\nu(0, t) & = \nu(2\pi R, t), \\
\frac{\partial \nu}{\partial y}(0, t) & = \frac{\partial \nu}{\partial y}(2\pi R, t)
\end{align*}
\] (1.8)

From a physical standpoint, these boundary conditions insure that the displacements, slope, bending moment, transverse shear force, and circumferential strain remain continuous in going around the ring. The above conditions arise naturally in a derivation of the equations of motion by variational methods. (see Appendix A, for example).

Only "steady-state" vibrations are considered herein; i.e., the motion is assumed to have been going on for such a long time that the "starting transients" have disappeared. Steady-state vibrations imply that the motion of the ring is periodic in time. This requires
\[
\begin{align*}
  w(y, t) &= w(y, t + \tau) \\
  \frac{\partial w}{\partial y}(y, t) &= \frac{\partial w}{\partial y}(y, t + \tau) \\
  \frac{\partial^2 w}{\partial y^2}(y, t) &= \frac{\partial^2 w}{\partial y^2}(y, t + \tau) \\
  \frac{\partial^3 w}{\partial y^3}(y, t) &= \frac{\partial^3 w}{\partial y^3}(y, t + \tau)
\end{align*}
\]

(1.9)

where \( \tau \) is the period of the motion.

2.1.5 An Alternative to using the Equations of Motion

After choosing a set of equations to use, one is faced with finding their solution, subject to the conditions just discussed. Since we are dealing with non-linear partial differential equations, exact solutions are difficult to obtain. Furthermore, the equations themselves are already inexact, which suggests attempting approximate solutions. One approximate approach is to first solve the linearized problem and use its results to estimate the non-linear terms in the non-linear equations. This yields a second set of linear equations; their solution is a first improvement on the original, linear one. An iteration scheme of this type was used by Federhofer (Ref. 6).

An approach that has proved useful for the study of other structures is to assume the shape of the deflection in space. By then applying various approximate techniques, one can reduce the problem to one involving non-linear ordinary (in lieu of partial) differential equations, with time as the independent variable. This approach has been employed in the non-linear vibration of strings (Ref. 18), beams (Ref. 19), plates (Ref. 20), and shells (Refs. 11 - 13).
An alternative to using the equations of motion directly is to apply an energy method. Using approximations similar to those made in deriving the differential equations, one can write expressions for the kinetic energy of the ring (T), its strain energy (V), and the potential energy of the external forces (W). If one then assumes the shape of the deflection in space, it is possible to express T, V, and W as functions of time only. These expressions are then used in Lagrange's Equations, and non-linear ordinary differential equations result.

The present work assumes the shape of the deflection (the vibration "mode"), and ordinary differential equations are obtained either by (a) applying Galerkin's procedure on the equations of motion or (b) by the energy method just indicated.

2.2. Ordinary Differential Equations which Result from Various "Single Bending Mode" Assumptions

As was just noted, assuming the shape of the deflection makes it possible to reduce the problem to one involving ordinary differential equations. The usefulness of this technique depends greatly on how successful one is in estimating the actual deflection shape. Perhaps the most general radial deflection that is compatible with the constraints (1.7 - 1.9) is

\[ w(y, t) = \sum_{n=0}^{\infty} \left[ A_n(t) \cos \frac{2n\pi y}{2R} + B_n(t) \sin \frac{2n\pi y}{2R} \right] \]

\[ = \sum_{n=0}^{\infty} \left[ A_n(t) \cos \frac{n\pi y}{R} + B_n(t) \sin \frac{n\pi y}{R} \right] \]
where \( A_n \) and \( B_n \) are periodic functions of time, with period \( T \). Each \( A_n \) and \( B_n \) can in turn be expanded as a Fourier Series in time; thus it is possible to represent virtually any radial deflection of interest here in the form (2.1).

The functions \( \cos \frac{n\pi R}{L} \) and \( \sin \frac{n\pi R}{L} \) correspond to the \( n \)th linear vibration mode of a ring. From the study of linear vibrations, one knows it is possible to excite a single mode in a structure by proper arrangement of the forcing function in space and by a proper choice of the driving frequency. In considering non-linear vibrations of the structure, one frequently limits himself to the case where primarily one mode (one deflection function, say) is excited. This is the approach which has been employed in other non-linear vibration studies and verified experimentally in the case of strings and beams (see Refs. 18 and 21).

Applying this to the present problem, one is led to replace the series (2.1) by

\[
ur(y, t) = A_n(t) \cos \frac{n\pi R}{L} \quad \text{or} \quad B_n(t) \sin \frac{n\pi R}{L} \quad \text{(2.2)}
\]

and limit the discussion to vibrations that involve primarily the \( n \)th linear bending mode. However, when finite amplitude vibrations are considered, mode shapes of the form (2.2) involve appreciable stretching of the mid-surface of the ring. Yet, for the linear case at least, it has long been known that thin rings vibrate in such a manner that the mid-surface of the ring remains very nearly inextensional!

With this in mind, a more realistic deflection form in which the nth
bending mode vibrates to finite amplitudes is

\[ \omega(y,t) = \left\{ \begin{array}{l}
A_n(t) \cos \frac{ny}{R} \\
B_n(t) \sin \frac{ny}{D} \end{array} \right\} + A_0(t) \quad (2.3) \]

In this section, ordinary differential equations for the \( A_n(t) \) are derived by assuming \( w(y,t) \) in the form (2.3). This automatically limits the discussion to vibrations involving primarily a single bending mode. Initially, the effect of tangential inertia is neglected, and the cases of an inextensional ring and extensional ring are discussed. Finally, the effects of both tangential inertia and extension are included. The resulting differential equations are discussed and compared. Approximate solutions for them are presented in Section 2.3.

Comparison of the solutions indicates that the approximation of an inextensional mid-surface is a good one even for finite amplitude vibrations of thin rings. This approximation facilitates the study of vibrations involving multiple bending modes (including the series, (2.1)), which is discussed in Section 2.5.

2.2.1 Equations in which Tangential Inertia is Neglected

As a first step in obtaining approximate solutions to the equations of motion, consider the case in which the effect of tangential inertia is negligible.

When the frequency of flexural vibration is well below the frequency of the first extensional mode of the ring, the extensional
modes respond essentially statically. In this case, it is a good approximation to neglect the effect of tangential inertia. Thus, when

\[ \omega^2 = \frac{E}{\rho R^2} \]  \hspace{1cm} (2.4)

\( \frac{1}{R} \sqrt{\frac{E}{\rho}} \) is the frequency of the first extensional mode of the ring.\(^*\)

holds, the equation for tangential displacements from (1.4) or (1.5) reads

\[ E \mathcal{A} \left[ \frac{\partial^2 \bar{w}}{\partial y^2} + \frac{\bar{w}}{R} + \frac{1}{2} \left( \frac{\partial \bar{w}}{\partial y} \right)^2 \right] = \rho \mathcal{A} \bar{w} \equiv 0 \]

Or, since \( N_y = E \mathcal{A} \left[ \frac{\partial^2 \bar{w}}{\partial y^2} + \frac{\bar{w}}{R} + \frac{1}{2} \left( \frac{\partial \bar{w}}{\partial y} \right)^2 \right] \),

one has

\[ \frac{\partial N_y}{\partial y} = 0 \] \hspace{1cm} (2.5)

which can be integrated immediately, giving

\[ N_y = g(t) \] \hspace{1cm} (2.6)

That is, the stress resultant \( N_y \) is a function of time only and does not vary around the circumference of the ring. This result will be employed in the two specific cases which follow.

(a) The Inextensional Ring

To obtain inextensional vibrations, one stipulates that the mid-plane strain in the circumferential direction shall be zero for all \( y \) and \( t \). As a result, the circumferential length of the ring remains

\[^*\] The reader familiar with the non-linear vibration of strings and beams will recall that it is common to neglect longitudinal inertia on similar grounds in those studies.
constant*. For the present treatment, then, inextensional vibrations means that

$$\varepsilon_{yy} \bigg|_{z=0} = \frac{\partial \nu}{\partial y} + \frac{w}{K} + \frac{1}{2} \left( \frac{\partial w}{\partial y} \right)^2 = 0 \quad (2.7)$$

This condition is applicable for both (1.4) and (1.5). Solving for $\frac{\partial \nu}{\partial y}$, one has

$$\frac{\partial \nu}{\partial y} = -\frac{w}{K} - \frac{1}{2} \left( \frac{\partial w}{\partial y} \right)^2$$

Now, if one attempts to use the deflection shape

$$w(y, t) = A_m(t) \cos \frac{m \pi y}{R} \quad (2.2)$$

he sees that

$$\frac{\partial \nu}{\partial y} = -\frac{A_m}{K} \cos \frac{m \pi y}{R} - \frac{1}{2} \left( -\frac{mA_m}{K} \sin \frac{m \pi y}{R} \right)^2$$

$$= -\frac{m^2 A_m^2}{4K^2} + \text{terms periodic in } y.$$ 

By direct integration, this is seen to be incompatible with the boundary condition $\nu(0, t) = \nu(2\pi R, t)$. For inextensional vibrations, (2.2) must be modified such that $\frac{\partial \nu}{\partial y}$ contains no terms that are functions of time alone. This can be accomplished by taking $w$ in the form

$$w(y, t) = A_m(t) \cos \frac{m \pi y}{R} + A_0(t) \quad (2.3)$$

* A slightly more general problem would be to consider vibrations in which the length of the ring remained constant but where the mic-plane strain was not identically zero at every point; however, this is incompatible with neglecting tangential inertia.
\[ \frac{\partial r}{\partial y} = -\frac{A_0}{R} - \frac{m^2 A_n^2}{4R^2} + \text{terms periodic in } y \]

and to satisfy the constraint on \( v \), the terms that depend only on time are equated to zero:

\[ -\frac{A_0}{R} - \frac{m^2 A_n^2}{4R^2} = 0, \quad \text{or} \quad A_0 = -\frac{m^2 A_n^2}{4R} \]

Thus, (2.3) becomes

\[ w(y, t) = A_n(t) \cos \frac{m x}{R} - \frac{m^2 A_n^2(t)}{4R} \]

(2.8)

Having found a deflection shape that allows the ring to vibrate inextensionally, it is possible to employ it and (2.7) in the equations of motion and apply Galerkin's procedure. Rather than do that, however, let us use this case to demonstrate the energy method.

With tangential inertia neglected, the kinetic energy is approximated by

\[ T = \frac{\rho A h^3}{2} \int_0^{2\pi} [\frac{d^2w}{dy^2}]^2 dy \]

(2.9)

For inextensional vibrations, the strain energy expression is

\[ V = \frac{E h^3}{2(1 - \nu^2)} \int_0^{2\pi} \left[ \frac{d^2w}{dy} \right]^2 dy \]

(2.10)

where the \( z \) integration has been carried out. Finally, the potential
energy of the applied load is

\[ W = -B \int_0^{2\pi R} q(y, t) \, dy \]  \hspace{1cm} (2.11)

By substituting (2.8) into these expressions, it is possible to express \( T, V, \) and \( W \) as functions of \( A_n(t) \). Then one simply writes Lagrange's Equations for the motion, considering \( A_n(t) \) as the generalized displacement. That is, one has

\[ \frac{d}{dt} \left( \frac{d}{dt} A_n \right) - \frac{d}{dt} A_n = 0 \]  \hspace{1cm} (2.12)

where \( L = T - (V + W) \).

Carrying out the various operations, (2.9 - 2.12) combine to yield

\[ \ddot{A}_n + \frac{m_n^*}{2R^2} A_n (A_n \ddot{A}_n + \dot{A}_n^2) + \omega_n^2 A_n \]

\[ + \frac{m^2}{2R} A_n \frac{Q_n(t)}{\pi R \rho \lambda} = \frac{Q_n(t)}{\pi R \rho \lambda} \]  \hspace{1cm} (2.13)

where

\[ \omega_n^2 = \frac{E}{\rho R^2 \left[ \frac{m^2}{12(1-\nu^2)} R^2 \right]}, \quad Q_n(t) = \int_0^{2\pi R} q(y, t) \, dy, \]  \hspace{1cm} (2.14)

and \( Q_n(t) = \int_0^{2\pi R} q(y, t) \cos \frac{m_n y}{R} \, dy \).
Equation (2.13) can be obtained by substituting (2.8) into (1.4) and applying Galerkin's procedure with $\frac{\partial w}{\partial A_n}$ as the weighting function. Analogous results are obtained by taking $w = B_n(t) \sin \frac{n y}{R} - \frac{n^2 B_n^2}{4 R}$. If (1.5) is used, $\omega_n^2$ is replaced by

$$\omega_n^2 = \frac{E}{\rho A} \left[ \frac{(n^2 - 1)^2 L^2}{12 (1 - \nu^2) R^2} \right].$$

Now, define $\psi = \frac{A_m(t)}{L}$, $\eta = \frac{n^2 L}{R}$, $\tau = \omega_n t$. Then (2.13) gives

$$\mathcal{J}_{zz} + \frac{n^2}{2} \mathcal{J} \left( \mathcal{J} \tau_{zz} + \tau_{z}^2 \right) + \mathcal{J} = 0 \tag{2.15}$$

and, from (2.8),

$$\mathcal{R}_0 = \frac{A_0}{L} = -\frac{\eta \psi^2}{2} \tag{2.16}$$

For free vibrations, (2.15) becomes

$$\mathcal{J}_{zz} + \frac{\varepsilon}{2} \mathcal{J} \left( \mathcal{J} \tau_{zz} + \tau_{z}^2 \right) + \mathcal{J} = 0 \tag{2.17}$$

where $\varepsilon = \eta^2$. This equation can be integrated, and for all $\varepsilon > 0$ it indicates non-linearity of the "softening" type. For thin rings, (say $\frac{n}{R} < 100$), $\varepsilon$ may be much less than unity, in which case (2.15) and (2.17) demonstrate only slight non-linearity.

Finally, note that (2.8) predicts the occurrence of a "contraction" at the zeros of $\cos \frac{n y}{R}$; if $A_n(t)$ vibrates with a frequency $\omega$, the contraction will take place with frequency $2\omega$. A
slight non-linearity (of the softening type) and the double frequency contraction were readily detected experimentally.

For the ring that was tested, the assumption of inextensionality and the neglecting of tangential inertia appeared to be qualitatively correct. In order to determine when these approximations break down, however, both effects were investigated theoretically.

(b) The Extensional Ring

As before, \( w \) is assumed in the form

\[
  w(y, t) = A_n(t) \cos \frac{m y}{R} + A_o(t) \tag{2.3}
\]

Now \( A_n(t) \) and \( A_o(t) \) are separate, distinct variables, since in this case we cannot use the inextensionality condition to relate them.

Thus, two coupled equations result, both involving \( A_n(t) \) and \( A_o(t) \).

By fixing \( A_o(t) = -\frac{m^2 A_n^2}{4R} \) in these equations, the results of the inextensional case can be regained.

From (2.6), one has

\[
  N_y = g(t) = E \frac{\lambda}{R} \left[ \frac{\partial w}{\partial y} + \frac{w}{R} + \frac{1}{2} \left( \frac{\partial w}{\partial y} \right)^2 \right] = E \frac{\lambda}{R} f(t)
\]

With \( w(y, t) \) as given by (2.3),

\[
  \frac{\partial w}{\partial y} = f(t) - \frac{A_o}{R} - \frac{1}{2} \left( \frac{m^2 A_n^2}{2R^2} \right) \quad \text{1 terms periodic in } y
\]

Since \( \frac{\partial w}{\partial y} \) can contain no terms that are functions solely of \( t \), \( f(t) \) satisfies

\[
  f(t) \frac{A_o}{R} - \frac{m^2 A_n^2}{4R^2} = 0. \quad \text{Thus}
\]
\[ N_y(t) = E \hbar f(t) = E \hbar \left[ \frac{A_0}{R} + \frac{m^2 A_m^2}{4R^2} \right] \]  

(2.18)

Rewriting equation (1.5b) gives

\[ D \left( \frac{\partial^2}{\partial y^2} + \frac{1}{R^2} \right) \left( \frac{\partial^2 w}{\partial y^2} + \frac{w}{R^2} \right) - \frac{2}{R^2} \left[ N_y \frac{\partial w}{\partial y} \right] + \frac{N_x}{R} + \rho h \dot{w} = g(y, t) \]  

(2.19)

Substituting the expressions for \( w \) and \( N_y \) (and recalling that \( \frac{\partial N_y}{\partial y} \) was taken to be zero) yields

\[ \frac{E \hbar^3}{12(1-\nu^2)R^2} (m^2 - 1)^2 A_m \cos \frac{ny}{R} + \frac{E \hbar^3}{12(1-\nu^2)R^4} A_0 \]

\[ + \frac{E \hbar}{R} \left[ A_0 + \frac{m^2 A_m^2}{4R^2} \right] \frac{m^2}{R^2} A_m \cos \frac{ny}{R} \]

\[ + \frac{E \hbar}{R^2} \left[ A_0 + \frac{m^2 A_m^2}{4R} \right] + \rho h \dot{A}_m \cos \frac{ny}{R} \]

\[ + \rho \hbar \dot{A}_0 = g(y, t) \]  

(2.20)

In keeping with the assumption that the ring is thin, \( \frac{h^2}{12R^2} \) is neglected in comparison to unity. That is

\[ \frac{E \hbar A_0}{R^2} \left[ 1 + \frac{A_m^2}{12R^2} \right] \approx \frac{E \hbar A_0}{R^2} \]

Applying Galerkin's Method to (2.20), using first \( \frac{\partial w}{\partial A_n} \) and then \( \frac{\partial w}{\partial A_0} \) as weighting functions, one finds
\[ \ddot{A}_n + \frac{E}{\rho R^2} \left[ \frac{(n^2 - 1)^2}{12 (1 - \nu^2)} \right] A_n \]

\[ + \frac{n^2 A_n}{\rho} \left( \frac{E}{\rho R^2} \right) \left[ A_n + \frac{n^2 A_n^2}{4} \right] = \frac{Q_n(t)}{\pi R^2 \rho h} \]  \hspace{1cm} (2.21)

and

\[ \ddot{A}_o + \frac{E}{\rho R^2} \left[ A_o + \frac{n^2 A_o^2}{4} \right] = \frac{Q_o(t)}{\pi R^2 \rho h} \]  \hspace{1cm} (2.22)

with \( Q_n(t) = \int_0^{2\pi R} q(y,t) \cos \frac{n\pi y}{2R} \, dy \), \( Q_o(t) = \int_0^{2\pi R} q(y,t) \, dy \)

as defined previously.

Let \( \gamma = \frac{A_n}{h} \), \( \lambda_o = \frac{A_o}{h} \), \( \eta = \frac{n^2 h}{R} \)

Then (2.21) and (2.22) become

\[ \ddot{\gamma} + \frac{E}{\rho R^2 F} \gamma + \frac{E}{\rho R^2 h} \left( \lambda_o + \frac{t^2}{4} \right) = \frac{Q_n(t)}{\pi R^2 \rho h^2} \]  \hspace{1cm} (2.23a)

and

\[ \ddot{\lambda}_o + \frac{E}{\rho R^2} \left[ \lambda_o + \frac{\eta^2}{4} \right] = \frac{Q_o(t)}{\pi R^2 \rho h^2} \]  \hspace{1cm} (2.23b)

where \( \frac{1}{F} = \frac{(1 - \frac{l}{h})^2}{12 (1 - \nu^2)} \)

The same equations resulted from application of the energy method. If (1.4b) is used instead of (1.5b), \( (1 - \frac{l}{h})^2 \) is replaced by unity in \( \frac{1}{F} \). Analogous results hold for \( w(y,t) = D_n(t) \sin \frac{n\pi y}{R} + A_o(t) \).
At first glance, (2.23) suggests defining \( t' = \frac{1}{R} \sqrt{\frac{E}{\rho}} t \).

However, a more convenient non-dimensional time is \( \tau = \omega_m t \)

where

\[
\omega_m^2 = \frac{E}{\rho R^2} \left[ \frac{(n^2 - 1)^2 A^2}{12 (1 - \nu^2) R^2} \right] = \frac{E}{\rho R^2} \frac{\eta^2}{F}
\]

Simultaneously, let \( r_o = \eta \tau \), and divide the first of (2.23) by \( \eta^2 \), the second by \( \eta \). Then one has

\[
\frac{1}{E} \left[ J_{xx} + \frac{\eta^2}{4} \right] + \frac{\eta^2}{2} \left[ \frac{J}{n} + \frac{J^2}{4} \right] = \frac{Q_m(t)}{E \rho R (2 \pi R^2 \eta^2) \eta^2} \tag{2.24a}
\]

and

\[
\frac{\eta^2}{F} \left[ J_{xx} + \frac{\eta^2}{4} \right] = \frac{Q_o(x)}{E \rho R (2 \pi R^2 \eta^2) \eta^2} \tag{2.24b}
\]

By manipulating these equations and then setting \( A_o = \frac{-n^2 A_n^2}{4R} \) i.e., \( r = -\frac{\eta^2}{4} \), (2.24) can be combined to give

\[
J_{xx} + \frac{\eta^2}{2} \left[ J J_{xx} + J^2 \right] + \frac{\eta^2}{2} \frac{Q_o(x)}{E R \rho \eta^2} = \frac{Q_m(t)}{E R \rho \eta^2} \tag{2.15}
\]

which is the inextensional result.

It is not immediately apparent that (2.24) and (2.15) possess nearly identical solutions. Various approximate techniques can be used to demonstrate this similarity; however, it is convenient to postpone such a discussion until the effects of tangential inertia are also included.
2.2.2 Equations in which Tangential Inertia is Included

For reasons of simplicity, the effect of tangential inertia was assumed negligible in the previous calculations. In so doing, a linear term in the equations has been neglected; including the tangential inertia corrects this discrepancy. More significant, however, are the conditions under which tangential inertia effects are small and their effect (if any) on the non-linear terms. Treating the more complete problem yields this information.

Thus, one is led to consider the first of (1.4) or (1.5):

$$ E \kappa \frac{3}{2y} \left[ \frac{3}{2y} + \frac{\omega}{k} + \frac{1}{2} (\frac{3}{2y})^2 \right] = \rho \kappa \omega \hat{v} $$

One can rewrite this as

$$ \frac{1}{c^2} \ddot{\omega} - \frac{1}{2y^2} \frac{\partial^2 \omega}{\partial y^2} = \frac{1}{R} \frac{\partial \omega}{\partial y} + \frac{\partial \omega}{\partial y} \frac{\partial^2 \omega}{\partial y^2} \quad (2.25) $$

where

$$ c^2 = \frac{E}{\rho}. $$

Using

$$ \omega(y, t) = A_m(t) \cos \frac{ny}{R} + A_0(t) \quad (2.3) $$

one has

$$ \frac{1}{c^2} \ddot{\omega} - \frac{1}{2y^2} \frac{\partial^2 \omega}{\partial y^2} = -\frac{m A_m}{R^2} \sin \frac{ny}{R} + \frac{m^3 A_m^2}{2R^3} \sin \frac{2ny}{R} \quad (2.26) $$

which has the solution*

* Only the particular solution is of interest here.
\[ v(y,t) = C_n(t) \sin \frac{my}{R} + D_n(t) \sin \frac{2my}{R} \]  \hspace{1cm} (2.27)

where \( C_n(t) \) and \( D_n(t) \) satisfy

\[
\frac{\ddot{C}_n}{c^2} + \frac{n^2}{R^2} C_n = -\frac{\mathbf{A}_n}{R^2} \\
\frac{\ddot{D}_n}{c^2} + \frac{(2n)^2}{R^2} D_n = \frac{n^3 \mathbf{A}_n^2}{2R^3}
\]  \hspace{1cm} (2.28)

Until some additional information concerning \( \mathbf{A}_n(t) \) is given, one cannot proceed beyond (2.28). Accordingly, the second of equations (1.4) or (1.5) must be examined. Substituting (2.3) and (2.27) into (1.5b) yields

\[
\frac{1}{12(1-v^2)R^2} \mathbf{A}_n \cos \frac{my}{R} + \frac{E \mu^2 \mathbf{A}_o}{12(1-v^2)R^4} \\
E \mathbf{A} \left( \frac{n^2 \mathbf{A}_n}{R^2} \right) \left\{ \left( \frac{n \mathbf{C}_n}{R} + \mathbf{A}_n \right) \frac{1}{2} \left( 1 + \cos \frac{2ny}{R} \right) \\
+ \frac{1}{2} \left( \cos \frac{my}{R} + \cos \frac{3my}{R} \right) \left( \frac{2nD_n}{R} - \frac{n^2 \mathbf{A}_n^2}{4R^2} \right) \\
+ \left( \frac{\mathbf{A}_o}{R} + \frac{n^2 \mathbf{A}_n^2}{4R^2} \right) \cos \frac{ny}{R} - \frac{1}{2} \left( \frac{n \mathbf{C}_n}{R} + \mathbf{A}_n \right) \left( 1 - \cos \frac{2ny}{R} \right) \\
- \left( \frac{2nD_n}{R} - \frac{n^2 \mathbf{A}_n^2}{4R} \right) \left( \cos \frac{ny}{R} - \cos \frac{3ny}{R} \right) \right\} \\
+ \frac{E \mu}{R} \left\{ \left( \frac{n \mathbf{C}_n}{R} + \mathbf{A}_n \right) \cos \frac{ny}{R} + \left( \frac{\mathbf{A}_o}{R} + \frac{n^2 \mathbf{A}_n^2}{4R^2} \right) \\
+ \left( \frac{2nD_n}{R} - \frac{n^2 \mathbf{A}_n^2}{4R} \right) \cos \frac{2ny}{R} + \rho \mathbf{A} \left( \mathbf{A}_n \cos \frac{ny}{R} \right. \\
+ \mathbf{A}_o \left) \right\} - g(y,t) = 0
\]  

(2.29)
Equation (2.29) will be satisfied approximately, by the application of Galerkin's Method. Using a weighting function \( \frac{\partial w}{\partial A_n} = \cos \frac{ny}{R} \) and setting \( \int_0^{2\pi R} \frac{\partial w}{\partial A_n} dy = 0 \) gives

\[
\frac{E_h^3 (n^2 - 1)^2}{12 (1 - \nu^2)} \frac{A_n}{R^4} + \frac{E_h}{R^2} (n^2 A_n) \left\{ \frac{A_0}{R} + \frac{n^2 A_n^2}{4R^2} \right\} + \frac{1}{2} \left( \frac{n^2 A_n^2}{2R^2} - \frac{2n D_n}{R} \right) + \frac{E_h}{R} \left[ \frac{n C_n}{R} + A_n \right] \frac{A_n}{R} = \frac{Q_n(t)}{\pi R}
\]

(2.30)

Similarly, setting \( \int_0^{2\pi R} \frac{\partial w}{\partial A_0} dy = 0 \) gives

\[
\frac{E_h A_0}{R} \left[ 1 + \frac{1}{12 (1 - \nu^2)} \frac{L^2}{R^2} \right] + \frac{E_h}{R} \frac{n^2 A_n^2}{4R^2} + \rho h \frac{A_n}{R} = \frac{Q_n(t)}{2 \pi R}
\]

(2.31)

As before, let

\[
f = \frac{A_n}{h}, \quad A_n = \frac{A_0}{h}, \quad n = \frac{n^2_h}{R}
\]

(2.32)

Also, define

\[
y = \frac{n C_n}{h}, \quad D_n = \frac{n D_n}{h}
\]

Employing these dimensionless variables in (2.28), (2.30), and (2.31), one has

\[
\ddot{y} + \frac{E}{\rho R^2 (n^2)} y = -\frac{E}{\rho R^2 (n^2)} f
\]

\[
\ddot{D}_n + \frac{E}{\rho R^2 (2n)^2} D_n = \frac{E}{\rho R^2 (n^2)} \frac{f^2}{2}
\]

(2.33)
\[ \ddot{\gamma} + \frac{E}{\rho R^2} \left( 1 - \frac{h^2}{12(l - \nu^2)} \right) \dot{\gamma} + \frac{E}{\rho R^2} [\gamma + \ddot{\gamma}] \\
+ \frac{E}{\rho R^2} \gamma \left[ \left( \kappa_0 + \frac{\nu^4}{4} \right) - \left( \kappa_0 - \frac{\nu^4}{8} \right) \right] = \frac{Q_m(t)}{\pi \rho R^3 L^2} \quad (2.34) \]

\[ \ddot{\kappa}_0 + \frac{E}{\rho R^2} \left[ \kappa_0 + \frac{\nu^4}{4} \right] = \frac{Q_o(t)}{2 \pi \rho R^3 L^2} \quad (2.35) \]

where \( \frac{h^2}{12R^2} \) is neglected in comparison to unity, in keeping with the assumption of a thin ring.

As in the previous cases, identical results are obtained with the energy method. By appropriate manipulations, (2.33 - 2.35) can be specialized to the extensional and inextensional equations. To estimate the effect of including the tangential inertia, suppose for the moment that \( \gamma \) was of the form \( \gamma = A_o \cos \omega t \). Putting \( \gamma = \dot{\kappa}_0 \cos \omega t \) into (2.33) gives

\[ \left[ -\omega^2 + \frac{E}{\rho R^2} (m^2) \right] \dot{\kappa}_0 \cos \omega t = -\frac{E}{\rho R^2} A_o \cos \omega t \quad (2.36) \]

Neglecting tangential inertia means to disregard \( \dot{\gamma} \) and \( \ddot{\kappa}_0 \) in comparison with \( \gamma \frac{E}{\rho R^2} (m^2) \) and \( \frac{E}{\rho R^2} (2m)^2 \) in (2.33). From (2.36) it is evident that such an approximation appears valid when

\[ \omega^2 \ll \frac{E}{\rho R^2} (m^2) \]

which was assumed in the previous cases.
Now that the ordinary differential equations corresponding to various "single bending mode" assumptions have been obtained, one is in a position to evaluate the usefulness of each. In the next section, a comparison of the approximate solutions shows that the inextensional case gives results that (for thin rings) agree favorably with the more refined analyses. Armed with this information, one feels that reasonably good results might be obtained by using inextensionality in the "multiple bending mode" cases.

2.3. **Approximate Solutions to the Equations Resulting from the "Single Bending Mode" Approaches**

The previous section indicated the manner in which the equations of motion are reduced from non-linear partial to ordinary differential equations. The present section deals with the approximate solutions of these equations.

Two approaches are used: the perturbation method, and the method of averaging. The discussion is centered on the forced vibration problem, with the forcing function taken to be harmonic in time. Solutions including the effect of damping are presented, as well as discussions of the stability of the vibrations.

The results of the three cases (inextensional, extensional, tangential inertia) are compared and found to be identical in form up to first order in the parameter $\eta$. This indicates that even for large amplitude flexural vibrations, (involving primarily a single bending mode) thin circular rings vibrate very nearly inextensionally.
The non-linearity exhibited by the solutions is of the "softening" type, with its degree dependent on \( \eta = \frac{n^2 h}{R} \). One must bear in mind that these solutions all assume that the vibration involves primarily one bending mode. It can be shown that when the ring vibrates to sufficiently large amplitudes, more than one bending mode participates in the motion.

Thus, the results presented in this section are valid only when the amplitude of vibration is less than some "critical amplitude". A discussion of the vibrations with several modes participating and determination of the critical amplitude for the single mode solution are given in Sections 2.4 and 2.5.

In order to discuss forced vibrations, the applied loading must be specified. The loadings which will be considered herein are restricted to the form \( q(y, t) = Y(y) \cos \omega t \). That is, the loading is fixed in space and harmonic in time. With this form of \( q(y, t) \), (2.14) gives

\[
Q_m(t) = \cos \omega t \int_0^{2\pi R} Y(y) \cos \frac{\pi y}{L} dy = F_m \cos \omega t
\]

and

\[
Q_o(t) = \cos \omega t \int_0^{2\pi R} Y(y) dy = F_o \cos \omega t
\]

where

\[
F_m = \int_0^{2\pi R} Y(y) \cos \frac{\pi y}{L} dy, \quad F_o = \int_0^{2\pi R} Y(y) dy
\]
Finally, define\(^*\)

\[
\Omega = \frac{\omega}{\omega_M}, \quad C_m = \frac{F_m}{\pi R \rho L^2 \omega_M^2}, \quad C_o = \frac{F_o}{\pi R \rho L^2 \omega_M^2} \tag{3.3}
\]

2.3.1 Perturbation Solutions

Perturbation methods provide a convenient technique for obtaining approximate solutions in two of the cases at hand. Both (2.15) and (2.24) contain the parameter \(\eta = \frac{n^2 h}{R}\). For thin rings and for sufficiently small \(n\) values, \(\eta\) can be made much less than unity, and it becomes the logical candidate for the perturbation parameter.

When (3.1) - (3.3) are substituted in (2.15), the latter becomes

\[
\mathcal{F}_{zz} + \frac{n^2}{2} \left[ \mathcal{F}_{zz} + \mathcal{F}_x \right] + \mathcal{F} + \frac{n^2}{2} G_o \cos \Omega z = G_m \cos \Omega z \tag{3.4}
\]

for the inextensional ring. Similarly, multiplying (2.24) through by \(F\), using (3.1) - (3.3), and recalling \(\omega_M^2 = \frac{E}{2 \rho R^2}\), one has

\[
\mathcal{F}_{zz} + \mathcal{F} + \mathcal{F} \left[ \mathcal{F} + \frac{F^2}{4} \right] = G_m \cos \Omega z \tag{3.5a}
\]

\[
\eta^2 \mathcal{F}_{zz} + \mathcal{F} \left[ \mathcal{F} + \frac{F^2}{4} \right] = G_o \frac{\eta}{2} \cos \Omega z \tag{3.5b}
\]

for the extensional case.

* If (1.4) is used, \(\omega_M\) is replaced by \(\omega_s\) in (3.3).
Notice that (3.4) and (3.5) can give rise to three types of non-linear vibrations:

1. \( G_o = 0, \ G_n \neq 0 \) forced non-linear vibrations
2. \( G_o \neq 0, \ G_n = 0 \) parametrically excited vibrations
3. \( G_o \neq 0, \ G_n \neq 0 \) a combination of the above

A particular example of the first case is when \( q(y, t) \) is such to excite a single mode in linear vibrations: \( q(y, t) = q_o \cos \frac{ny}{R} \cos \omega t \). The second occurs when \( q(y, t) \) is a uniform pressure, oscillating in time: \( q(y, t) = q_o \cos \omega t \). This is the case of parametric excitation, and it will not be examined here. The third combination is the general case; a specific example will be used to illustrate it, namely \( G_o = G_m \).

To obtain perturbation solutions to (3.4) or (3.5), define

\[
\Theta = \Omega \tau
\]

and expand \( f \) and \( r \) in powers of \( \eta \):

\[
f = f_o + \eta f_1 + \eta^2 f_2 + \eta^3 f_3 + \cdots
\]

\[
r = r_o + \eta r_1 + \eta^2 r_2 + \eta^3 r_3 + \cdots
\]

(a) Vibrations near Resonance

For perturbation solutions near \( \Omega = 1 \), the frequency is also expanded in terms of \( \eta \):

\[
\Omega = 1 + \eta \omega_1 + \eta^2 \omega_2 + \eta^3 \omega_3 + \cdots
\]

Similarly, the forcing function must be redefined:

\[
G_m = \eta^2 p_m \quad \text{when} \quad G_o = 0, \quad \text{or}
\]

\[
G_m = \eta r_m \quad \text{when} \quad G_o = G_m
\]
Finally, the solutions are required to satisfy

\( \mathcal{J}(\theta + 2\pi) = \mathcal{J}(\theta) \)  

(b) \( \mathcal{J}(0) = A \)  

(c) \( \mathcal{J}_0(0) = 0 \) \hspace{1cm} (3.11)

since steady-state solutions are being sought. The first of these conditions is just a statement that \( \mathcal{J} \) be periodic, as required by (1.9). Conditions (b) and (c) fix the origin of the time scale; they are specified as above for convenience.

To proceed with the solution, one substitutes the expansions (3.7) - (3.9) into equations (3.4) or (3.5) together with the definitions (3.6) and (3.10). In keeping with the perturbation method, the resulting equation is then satisfied for terms having like powers of \( \eta \). This results in a series of linear equations, which can be solved in succession. The integration constants which appear in these equations are determined by the subsidiary conditions (3.11), expanded in terms of \( \eta \):

\[ \mathcal{J}_i(\theta + 2\pi) = \mathcal{J}_i(\theta) \quad \text{for all } i \]

\[ \mathcal{J}_0(0) = A, \quad \frac{d\mathcal{J}_0}{d\theta}(0) = 0 \]

\[ \mathcal{J}_i(0) = 0, \quad \frac{d\mathcal{J}_i}{d\theta}(0) = 0 \quad \text{for } i > 0 \]

(3.12)

The details of the calculations are presented in Appendix B; only the results will be given here.

**Case I:** \( \eta_0 = 0 \); put \( \epsilon = \eta^2 \)

In this case,
\[ f(\tau) = A \cos \Omega \tau + \frac{\varepsilon A^3}{32} (\cos 5\Omega \tau - \cos 3\Omega \tau) + O(\varepsilon^2) \]  

(3.13)

and

\[ h(\tau) = -\frac{A^2}{B} (1 + \cos 2\Omega \tau) - \frac{\varepsilon A^4}{64} (1 - \cos 4\Omega \tau) - \frac{\varepsilon A^2}{2E} \cos 2\Omega \tau + O(\varepsilon^2) \]  

(3.14)

where the underlined term is contained in the solution to (3.5) but not (3.4). The remaining terms are common to both. Similarly, the frequency is given by

\[ \Omega = 1 - \varepsilon \left( \frac{P_m}{2A} + \frac{A^2}{B} \right) + \varepsilon^2 \omega_2 + O(\varepsilon^3) \]  

(3.15)

where

\[ \omega_2 \text{ satisfies } \left[ \omega,^2 + 2\omega_2 \right] A + \frac{9}{16} \omega A^3 + \frac{A^3}{F} = 0 \]

and

\[ \omega_1 = -\left( \frac{P_m}{2A} + \frac{A^2}{B} \right) \]

Case II: \( G_n = G_0 \)

The solutions are
\[
\gamma(t) = A \cos \Omega t + \eta^2 \left[ \frac{A^3}{32} (\cos \Omega t - \cos 3\Omega t) + \frac{APm}{2} \left( \cos \frac{\Omega t}{3} + \frac{\cos 2\Omega t}{6} - \frac{1}{2} \right) \right] + \eta^3 \left[ \frac{Pm A^2}{256} (\cos \Omega t - \cos 3\Omega t) - \frac{P^2 m}{9} (\cos \Omega t - \cos 2\Omega t) \right] + O(\eta^4)
\]

\[
\Omega(t) = -\frac{A^2}{B} (1 + \cos 2\Omega t) - \eta^2 \left[ \frac{A^2}{B} \left( \frac{A^2}{16} + \frac{P_m}{3} \right) - \frac{P_m}{2} \left( \frac{5A^2}{48} + \frac{1}{F} \right) \cos \Omega t + \frac{A^2}{2} \left( \frac{P_m}{12} + \frac{1}{F} \right) \cos 2\Omega t + \frac{A^2 P_m}{16B} \cos 3\Omega t \right] + O(\eta^3)
\]

and

\[
\Omega = 1 - \frac{\eta P_m}{2A} - \eta^2 \left[ \frac{A^2}{B} + \frac{P_m^2}{4A^2} \right] + \eta^3 \left[ \frac{P_m^2}{12A} - \frac{5P_m A^2}{64} - \frac{P_m^5}{8A^3} \right] + O(\eta^4)
\]

Again, the underlined terms result from (3.5), and the other terms are common to both solutions.

For free vibrations, both Case I and Case II yield

\[
\Omega = 1 - \frac{\varepsilon A^2}{B} + \frac{7\varepsilon^2 A^4}{256} + O(\varepsilon^3)
\]

(3.19)
by putting $G_n = 0$. Equation (3.19) is the so-called "backbone curve" for the non-linear vibrations. It is plotted in Fig. 2 for various values of $\xi = $ $\eta^2$.

(b) Vibrations away from Resonance

When the frequency of the forcing function is not in the vicinity of the resonant frequency of the system, a somewhat simpler perturbation analysis is used. The details of the calculations are outlines in Appendix B; the results are given here.

Case I: $G_o = 0$; put $\xi = \eta^2$

Both (3.4) and (3.5) give

$$
y(\tau) = \frac{G_n \cos \Omega \tau}{1 - \Omega^2} + \frac{e G_n^3 \Omega^2}{4(1 - \Omega^2)^3} \left[ \frac{\cos \Omega \tau}{1 - \Omega^2} + \frac{\cos 3 \Omega \tau}{1 - 9 \Omega^2} \right] + O(\epsilon^2)
$$

(3.20)

but differ in the expressions for $r(\tau)$:

$$r(\tau) = -\frac{G_n^2}{8(1 - \Omega^2)^2} \left( 1 + \cos 2 \Omega \tau \right) - \frac{e G_n^4}{16(1 - \Omega^2)^4} \left\{ \frac{1}{1 - \Omega^2} + \frac{\cos 2 \Omega \tau}{1 - 9 \Omega^2} \right\} + O(\epsilon^2)
$$

(3.21)

where the underlined term results when (3.5) is used.

Case II: $G_o = G_n$

For $y(\tau)$, (3.4) and (3.5) both give

$$
y(\tau) = \frac{G_n \cos \Omega \tau}{1 - \Omega^2} - \frac{\eta G_n^2}{4(1 - \Omega^2)^2} \left[ 1 + \frac{\cos 2 \Omega \tau}{1 - 4 \Omega^2} \right] + O(\epsilon^3)
$$

(3.22)
but again differ in the expression for \( r(\tau) \):

\[
\nu(\tau) = -\frac{G_m^2}{8(1-\Omega^2)^2} \left[ 1 + \cos 2\Omega \tau \right] + \eta \left\{ \frac{G_m \cos \Omega \tau}{\varepsilon} \right\}
\]
\[
+ \frac{G_m}{8(1-\Omega^2)^2} \left[ \cos \Omega \tau \cdot \left( \frac{\cos \Omega \tau + \cos 3\Omega \tau}{1 - 4\Omega^2} \right) \right]
\]
\[
\eta \mathcal{O}(\eta^2)
\]  

(3.23)

Since the above solutions were developed for \( \Omega \) away from 1 it is not surprising that they break down at \( \Omega = 1 \). It will also be noted that they break down at other discrete values of \( \Omega \) (\( \Omega = \frac{1}{2}, \frac{1}{3} \)) which is a familiar occurrence in non-linear vibrations. In order to obtain solutions that are valid in these regions, additional analyses are required. Such a solution (valid near \( \Omega = \frac{1}{2} \)) is presented in Section 2.3.5.

The results for vibrations both near and away from resonance clearly demonstrate the close agreement of the inextensional and extensional analyses. Non-linearity of the "softening" type is indicated, depending on \( \eta \) (or \( \epsilon \)) as a parameter. The solutions converge most rapidly when \( \frac{n^2 h}{\varepsilon} \ll 1 \); this confines the analysis to "thin" rings and/or low mode numbers. Ultraharmonic resonances are predicted near \( \Omega = \frac{1}{2}, \frac{1}{3} \), etc., by both sets of equations. At worst, the solutions differ in the \( 0(\eta) \) term of the expression for \( r \).

Since the physical variable of interest is

\[ r_0 = \frac{A}{h} = \nu r = \eta (\rho_0 + 2\rho + \ldots) \]

one is not too concerned about variations in the \( \rho_1 \) term. Furthermore, it appears that the variations which do occur in \( \rho_1 \) are of little significance.
2.3.2 **Solutions by the Method of Averaging**

The equations which include tangential inertia effects (2.33) - (2.35) can also be solved by a perturbation scheme. In lieu of perturbing four equations simultaneously, however, it is much simpler to employ the method of averaging. This technique has been successfully applied to many non-linear problems since its introduction by Krylov and Bogoliubov in the 1930's. A detailed explanation of the method itself is given in several texts; see reference 23, for example.

When (2.33) - (2.35) are analyzed in this fashion, the results are found to agree in form with the perturbation solutions. This agreement is further demonstrated by a comparison of approximate solutions to (3.4), (3.5), and (3.25) - (3.27), all obtained by the method of averaging. The details of the calculations are outlined in Appendix B.

**Vibration of the Ring with Tangential Inertia Included**

The forcing function is taken to be the same as that used previously: (see (3.1) and (3.2)). To be consistent with the other analyses, define

\[ \gamma = \omega_m t, \quad \Omega = \frac{\omega}{\omega_m}, \quad \kappa_0 = \eta \kappa, \quad \delta_0 = \eta \delta \]

\[ \omega_m^2 = \frac{E}{\rho R^2} \frac{\eta^2}{\bar{F}} = \frac{E}{\rho R^2} \frac{(1 - \frac{1}{m^2})^2}{\bar{F}} \eta^2 \]

(3.24)

\[ G_m = \frac{l}{\pi R \rho \bar{F} \omega_m^2} \quad G_o = \frac{F_o}{\pi R \rho \bar{F} \omega_m^2} \]
Then (2.33) - (2.35) become

\[
\frac{n^2}{\rho} \ \theta_{\tau \tau} + \mu^2 \ \varphi = -m^2 \ f
\]  

(3.25a)

\[
\frac{n^2}{\rho} \ \delta_{\tau \tau} + (2n)^2 \ \delta = m^2 \ (\frac{\tau^2}{\varphi})
\]  

(3.25b)

\[
\frac{n^2}{\rho} \ \kappa_{\tau \tau} + \left[ \kappa + \frac{n^2}{\varphi} \right] = \frac{\tau G_0}{\varphi} \cos 2 \varphi \tau
\]  

(3.26)

\[
\frac{n^2}{\rho} \ \left[ \kappa_{\tau \tau} + \gamma \right] + (\gamma + \gamma \gamma) + \eta^2 \ \gamma \ \left[ \gamma + \frac{n^2}{\varphi} \right]
\]

\[
- \left( \delta - \frac{n^2}{\varphi^2} \right) \right] = \frac{n^2}{\rho} \ \gamma \ \cos 2 \varphi \tau
\]  

(3.27)

To obtain an approximate solution to these equations by the method of averaging, let

\[
\varphi(\tau) = A(\tau) \cos \varphi \tau
\]  

(3.28)

as a first approximation for \( \varphi \). Equations (3.25) then suggest the form of \( \gamma \) and \( \delta \):

\[
\gamma(\tau) = \gamma(\tau) \cos \varphi \tau
\]

\[
\delta(\tau) = d_0(\tau) + d_2(\tau) \cos 2 \varphi \tau
\]  

(3.29)

The choice of the functional form of \( \tau \) is not as obvious. It is apparent that one should include \( \rho_0(\tau) \) and \( \rho_2(\tau) \) \( \cos 2 \varphi \tau \), but the forcing function in (3.26) suggests including \( \rho_1(\tau) \) \( \cos \varphi \tau \) as well. To a first approximation, however, it is sufficient to use

\[
\tau(\tau) = \tau_0(\tau) + \rho_2(\tau) \cos 2 \varphi \tau
\]  

(3.30)

which can be seen from the perturbation solutions.
Substituting for $\gamma$ and $\phi$ in (3.25a), multiplying by $\cos \Omega \tau$, and averaging over one period gives

$$\bar{C} = -\frac{\overline{A}}{1 - \frac{n^2 \Omega^2}{m^2 F}} \simeq \overline{A} \left[ 1 + \frac{n^2 \Omega^2}{m^2 F} + \frac{n^4 \Omega^4}{m^4 F^2} + \ldots \right] \quad (3.31)$$

where $\overline{A}$ and $\bar{C}$ are average values of the functions $A(\tau)$ and $C(\tau)$. The product $\frac{n^2 \Omega^2}{m^2 F}$ is found to be

$$\frac{n^2 \Omega^2}{m^2 F} = \frac{\omega^2}{m^2 \frac{E}{\rho R^2}} = \left( \frac{\omega}{\omega_{vm}} \right)^2$$

where $\omega_{vm} = \frac{m}{R} \sqrt{\frac{E}{\rho}}$, which is the natural frequency of the $n$th extensional mode of the ring. The theory again points out that the extensional modes respond essentially statically (i.e., $\bar{C} \equiv -\overline{A}$) when $\omega^2 \ll \frac{n^2 E}{\rho R^2}$.

Similarly, substituting for $\delta$ and $\phi$ in (3.25b) and averaging directly gives

$$\bar{D}_0 = \frac{\overline{A}^2}{16} \quad (3.32)$$

whereas averaging with $\cos 2 \Omega \tau$ as a weighting function gives

$$\bar{D}_2 = \frac{\overline{A}^2}{16} \left[ 1 - \frac{n^2 \Omega^2}{m^2 F} \right] \simeq \frac{\overline{A}^2}{16} \left[ 1 + \frac{n^2 \Omega^2}{m^2 F} + \ldots \right] \quad (3.33)$$
When the approximations for \( r \) and \( \gamma \) are substituted into (3.26) and appropriate averages taken, one finds

\[
\bar{\rho}_0 = -\frac{\bar{A}^2}{8} \tag{3.34}
\]

and

\[
\bar{\rho}_2 = -\frac{\bar{A}^2}{8} \left[ 1 - \frac{4\Omega^2 \gamma^2}{F} \right]^{-1} \\
\approx -\frac{\bar{A}^2}{8} \left[ 1 + \frac{4\Omega^2 \gamma^2}{F} + \ldots \right] \tag{3.35}
\]

where

\[
\frac{4\Omega^2 \gamma^2}{F} = \left( \frac{2\omega}{\omega_o} \right)^2 = \frac{\omega^2}{\frac{1}{\tau} \frac{E}{\rho \bar{A}^2}}
\]

Thus, when \( \omega \ll \frac{1}{\tau} \sqrt{\frac{E}{\rho \bar{A}^2}} \), the bending vibrations are basically inextensional; i.e., \( \bar{\rho}_2 = -\frac{\bar{A}^2}{8} \).

Finally, one must substitute the approximations for \( \gamma, r, \delta \), and \( \gamma \) into (3.27) and average with \( \cos \Omega \tau \). This leads to

\[
\frac{\eta^2}{F} \left[ 1 - \Omega^2 \right] \bar{A} + \left( \varepsilon + \bar{A} \right) + \eta^2 \bar{A} \left[ \bar{\rho}_0 + \bar{A}^2 \right] \\
+ \frac{1}{2} \left( \bar{\rho}_2 + \bar{A}^2 \right) \left[ \bar{A} - \frac{\bar{A}^2}{16} \right] = \frac{\eta^2}{F} G_m \tag{3.36}
\]

The results (3.32) - (3.35) can now be used in (3.36); for purposes of the present analysis, it is sufficient to employ the expanded versions. Thus, (3.36) becomes
\[ [1 - \Omega^2] \bar{A} - \bar{A} \frac{\Omega^2}{m^2} \left[ 1 + \frac{\eta^2 - \Omega^2}{m^2 F} + \ldots \right] + \eta^2 \bar{A} \left\{ \frac{\bar{A}^2 \Omega^2}{4} \right\} = G_n \]

Using \( \eta^2 = \epsilon \), this may be regrouped to give

\[ [1 - \Omega^2 (1 + \frac{1}{m^2}) - \frac{\epsilon \Omega^4}{8m^2} + \ldots] \bar{A} \]

\[ - \frac{\epsilon \Omega^2 \bar{A}^3}{4} \left[ 1 + \frac{1}{8m^2} + \ldots \right] + O(\epsilon^2) = G_n \]

where only terms up to \( O(\epsilon) \) have been retained.

By comparison, applying the averaging method to the

inextensional (3.4) or extensional (3.5) equations gives

\[ [1 - \Omega^2] \bar{A} - \frac{\epsilon \Omega^2 \bar{A}^3}{4} + O(\epsilon^2) = G_n \]

where the latter two cases differ in the \( O(\epsilon^2) \) terms. The coefficient of \( \bar{A} \) vanishes at \( \Omega = 1 \), which corresponds to resonance for linear vibrations. However, (3.38) indicates a resonant frequency of

\[ \omega = \omega_m = \left[ \frac{E}{\rho R^2} \frac{(R^2 - 1)^2}{12 (1 - \nu^2)} \frac{\bar{A}^2}{R^2} \right]^{\frac{1}{2}} \]

which does not agree with the classical result:
\[ \omega_l = \left[ \frac{E}{\rho R^2} \frac{m^2 (m^2 - 1)}{(m^2 + 1) 12 (1 - 0^2) R^2} \frac{L^2}{R^2} \right]^{\frac{1}{2}} \]  

(3.39)

Thus, it is of interest to see under what conditions the coefficient of \( \bar{A} \) in (3.37) vanishes. Setting it equal to zero, and neglecting \( \frac{\epsilon \Omega^2}{F n^4} \) as small, one has *

\[ 1 - \frac{\Omega^2 (m^2 + 1)}{m^2} = 0 \]

whence

\[ \omega^2 = \frac{m^2}{(m^2 + 1)} \omega_m^2 = \frac{E}{\rho R^2} \frac{m^2 (m^2 - 1)^2 L^2}{(m^2 + 1) 12 (1 - 0^2) R^2} \]

in agreement with (3.39). With this information, (3.37) may be re-written as

\[ \left[ 1 - \frac{\omega^2}{\omega_m^2} \right] \bar{A} - \frac{\epsilon i}{4} \left( \frac{\omega}{\omega_m} \right)^2 \bar{A}^3 + O(\epsilon^2) = 0 \]  

(3.40)

* Identical results are obtained (within \( O(\epsilon^2) \)) by putting

\[ 1 - \frac{\Omega^2 (m^2 + 1)}{m^2} + \frac{\epsilon \Omega^2}{F n^4} = 0 \]
where

\[ \varepsilon_i = \frac{m^2}{m^2 + 1} \left[ 1 + \frac{1}{\beta m^2} \right] \varepsilon \]  

(3.41)

and \( \frac{\varepsilon_i A^2}{F m^4} \sim \frac{\varepsilon}{12 m^4} \sim \frac{A^2}{12 R^2} \) has been neglected as small.

Comparing (3.38) and (3.40), one sees that they are identical in form. That is, (3.40) can be obtained from (3.38) by replacing \( \Omega \) by \( \frac{\omega}{\omega_c} \) and \( \varepsilon \) by \( \varepsilon_i \). Furthermore, as \( n \) becomes large, \( \omega_n \to \omega_c \) and \( \varepsilon \to \varepsilon_i \), causing (3.30) and (3.40) to become equal within \( O(\varepsilon^2) \).

For free vibrations, \( G_n = 0 \). In this case, (3.38) gives

\[ \Omega = \frac{\omega}{\omega_c} = 1 - \frac{\varepsilon_i A^2}{\beta} + O(\varepsilon^2) \]  

(3.42)

and (3.40) yields

\[ \frac{\omega}{\omega_c} = 1 - \frac{\varepsilon_i A^2}{\beta} + O(\varepsilon^2) \]  

(3.43)

Again the results are identical in form and approach each other for large \( n \). The perturbation calculations agree with (3.42); see (3.19).

Concerning the expressions for \( \mathcal{I}, r_o, y, \) and \( \delta_o \), one has

\[ \mathcal{I}(t) = A \cos \Omega t \]

\[ r_o(t) = \eta A(t) = -\frac{\eta A^2}{\beta} \left[ 1 + \left( 1 + \frac{\omega^2}{E / m^2} R^2 \right) \right] \cos 2\Omega t \]

\[ y(t) = -A \left[ 1 + \frac{\omega^2}{E m^2 R^2} \right] \cos \Omega t \]  

(3.44)

\[ \delta_o(t) = \eta \delta(t) = \frac{\eta A^2}{16} \left[ 1 + \left( \frac{\omega^2}{E m^2 R^2} \right)^2 \right] \cos 2\Omega t \]
up to $O(\epsilon)$. These results include the effect of tangential inertia; they can be specialized to the extensional case by deleting the terms. By also removing the $\frac{t^2}{\epsilon^2 \omega^2}$ term, the inextensional results can be obtained. Thus, it is evident that all three cases are in agreement up to $O(\eta)$ when analyzed by the method of averaging. It will be noted that equations (3.44) also agree with the perturbation results to first order in $\eta$.

The preceding calculations demonstrate the similarity of the "inextensional", "extensional", and "tangential inertia" approximations. The results for $f$, $n_0$, $\nu$, and $\xi_0$ are identical to $O(\eta)$. The relations between amplitude, frequency, and the forcing function vary slightly, but they are identical in form. By replacing $\Omega$ with $\frac{\omega}{\omega_0}$ and $\xi$ with $\xi_0$, the inextensional results can be modified to account for extension and tangential inertia effects.

Comparing the results for the three cases, one sees that the basic non-linear behavior of the ring can be obtained by making the "inextensional" approximation. Including the effects of mid-plane extension and tangential inertia increase the complexity of the analysis without significantly modifying the outcome. In keeping with this fact, the remainder of this study will be restricted to inextensional vibrations.

2. 3. 3 The Effect of Damping on the Vibrations

Up to this point, the discussion has been restricted to undamped vibrations. Yet, in any experimental attempt to confirm the calculations, one must contend with damping. Thus it becomes
appropriate to consider how damping will affect the solutions. For purposes of simplicity, only damping of the linear, viscous type will be analyzed.

With linear damping included, the inextensional ring equation (3.4) becomes

\[
\gamma_{rr} + 2\beta \gamma_r + \gamma + \frac{n^2}{2} \gamma \left[ \gamma_{rrr} + \gamma_{r}^2 \right] + \frac{n^2}{2} G_o \cos \Omega r = G_n \cos \Omega \tau
\]

(3.45)

where \( \beta \) is the familiar "per cent critical damping".

A perturbation solution to (3.45) outlined in Appendix D; when \( G_o = G_n \), the results are

\[
\gamma = \gamma_o + n \gamma_1 + n^2 \gamma_2 + \ldots
\]

\[
= \frac{G_n \cos (\Omega \tau + \phi_i)}{|Z(\Omega)|} - \frac{n G_n^2}{4 |Z(2\Omega)|^2} \left[ \cos \phi_i + \frac{\cos (2\Omega \tau + \phi_i + \phi_2)}{|Z(2\Omega)|} \right] + O(n^2)
\]

\[
(3.46)
\]

and

\[
\kappa = -\frac{\gamma^2}{4} = \rho_o + n \rho_1 + n^2 \rho_2 + \ldots
\]

\[
= -\frac{G_n^2}{8 |Z(\Omega)|^2} \left[ 1 + \cos (\Omega \tau + \phi_i) \right] + O(n)
\]

\[
(3.41)
\]

where

\[
|Z(\Omega)| = \left[ (1 - \Omega^2)^2 + (2\beta \Omega)^2 \right]^\frac{1}{2}
\]
\[ \phi_i(\Omega) = \tan^{-1} \left[ \frac{2A\Omega}{1 - \Omega^2} \right] \]

One is now in a position to compare the phase changes predicted by this analysis with those found experimentally. The \( \mathcal{J}_0 \) and \( \rho_0 \) results compare favorably with the tests, but it was impossible to detect \( \mathcal{J}_1 \) and \( \rho_1 \).

Although the above results are useful for comparison purposes, they do not indicate the effect which damping has on the non-linear response curves. The main effect is to "round off" the response peak, as one might suspect. This result is conveniently demonstrated by applying the method of averaging to (3.45).

To do this, let

\[ \mathcal{J}(\tau) = A(\tau) \cos \left[ \Omega \tau + \phi(\tau) \right] \tag{3.48} \]

where \( A(\tau) \) and \( \phi(\tau) \) are taken to be slowly varying. When (3.48) is used in (3.45) and the appropriate averages are carried out, one finds

\[ [1 - \Omega^2] \bar{A} - \frac{\eta^2 \Omega^2 \bar{A}^3}{4} = Gm \cos \bar{\phi} \tag{3.49a} \]

and

\[ -2\beta \Omega \bar{A} = Gm \sin \bar{\phi} \tag{3.49b} \]

* See Appendix B.
for steady-state vibrations. Here $\bar{A}$ and $\bar{\phi}$ are average values 
(over one period) of $A(\tau)$ and $\phi(\tau)$. Squaring and adding, (3.49) gives
\[
\left\{ (1 - \Omega^2) \bar{A} - \frac{\eta \Omega^2 \bar{A}}{4} \right\}^2 + 4 \beta^2 \Omega^2 \bar{A}^2 = \gamma_n^2 \tag{3.50}
\]

For given values of $\gamma_n$, $\beta$ and $\eta$, $\bar{A}$ can be computed from (3.50).
Then $\bar{\phi}$ may be determined from (3.49), and the approximate solution for $\gamma$ becomes
\[
\gamma(\tau) = \bar{A} \cos \left[ \Omega \tau + \bar{\phi} \right] \tag{3.51}
\]

A typical response curve is shown in Fig. 3. As mentioned previously, 
the effect of the damping is to "round off" the peak response.

2.3.4 Stability of the Inextensible Solution

To consider the stability of the approximate solution
\[
\gamma = \bar{A} \cos \left[ \Omega \tau + \bar{\phi} \right], \text{ let}
\]
\[
\gamma(\tau) = \bar{A} \cos \left[ \Omega \tau + \bar{\phi} \right] + \zeta(\tau) \tag{3.52}
\]

where $\zeta$ is a small perturbation or disturbance. Substituting (3.52) into (3.45) and retaining only the first order terms in $\gamma$ gives
\[ y_1 [1 + \frac{\gamma^2 A^2}{2} \cos^2 (\Omega \tau + \bar{\phi})] \\
+ \frac{\sqrt{2}}{2} \left[ 2 \beta - \frac{\gamma^2 A^2 \Omega}{2} \sin \Omega (\Omega \tau + \bar{\phi}) \right] \\
+ 3 \left[ 1 + \frac{\gamma^2 G_o}{2} \cos \Omega \tau + \frac{\gamma^2 A^2}{2} \left( \sin^2 (\Omega \tau + \bar{\phi}) - 2 \cos^2 (\Omega \tau + \bar{\phi}) \right) \right] = 0 \tag{3.53} \]

where the fact that (3.51) is an approximate solution of (3.45) has been used.

For simplicity, consider the case where \( \beta = 0 \) and \( G_o = 0 \).

Then define
\[
\lambda = \frac{\gamma^2 A^2}{2} - \frac{\epsilon A^2}{2}, \quad \Xi = (\Omega \tau + \bar{\phi}), \quad \tau^2 = \epsilon
\]
and let
\[
\mathcal{F}(\Xi) = u(\Xi) e^{-\int \frac{\lambda \sin 2\Xi \, d\Xi}{2 \left[ 1 + \lambda \cos^2 \Xi \right]}}
\]

With these new variables, (3.53) becomes
\[
\frac{d^2 u}{dx^2} + \left\{ \frac{1}{\Omega^2} + \lambda (\sin^2 \Xi - 2 \cos^2 \Xi) \right\} \left[ \frac{\lambda \cos \Xi}{(1 + \lambda \cos^2 \Xi)} \right] \left[ 1 + \lambda \cos^2 \Xi \right]^{-1} u = 0 \tag{3.54}
\]

Expanding this in powers of \( \lambda \) and letting
\[
a = \frac{1}{\Omega^2} - \frac{\lambda}{2} \left( \frac{\Omega^2 + 1}{\Omega^2} \right) \tag{3.55}
\]
\[
16 \delta = -\frac{\lambda}{2} \left( \frac{\Omega^2 + 1}{\Omega^2} \right)
\]
gives a Mathieu equation

\[ \frac{d^2 u}{dz^2} + (\alpha + 16q \cos 2z) u = 0 \]  

(3.56)

where only terms of \( O(\lambda) \) have been retained. The boundaries of the
first unstable region of the Mathieu equation are well approximated by

\[ a = 1 - 8q \]
\[ \text{AND} \quad a = 1 + 8q \]

as long as \( q < 0.15 \). (see Ref. 23).

When \( a < 1 \), stability requires \( a < 1 + 8q \) (since \( q < 0 \)). In
terms of \( \lambda, \Omega \), and \( \epsilon \), this becomes

\[ 1 - \frac{\epsilon \lambda^2}{\Omega} + \frac{\epsilon^2 \lambda^4}{4\Omega} + \cdots < \Omega \]  

(3.57)

This is very nearly the expression obtained previously for the
"backbone curve", namely

\[ \Omega = 1 - \frac{\epsilon \lambda^2}{\theta} + \frac{7 \epsilon^2 \lambda^4}{25\theta} + \cdots \]  

(3.19)

The differences between (3.57) and (3.19) occur because terms of
\( O(\lambda^2) \) were dropped in deriving (3.56).

Similarly, when \( a > 1 \), stability requires that \( a > 1 + 8q \),
which becomes

\[ 1 - \frac{3\epsilon \lambda^2}{\Omega} + \frac{9 \epsilon^2 \lambda^4}{64\Omega} + \cdots > \Omega \]  

(3.58)
When (3.57) and (3.58) are superimposed upon the single mode response curve, they delineate a region in which the solution
\[ \gamma = \bar{A} \cos (\Omega t + \phi) \] is unstable (in the absence of damping). When damping is included in the stability analysis, the unstable region is modified as shown in Fig. 4.

The second, third, and higher unstable regions of (3.56) can be analyzed in a similar manner. This indicates that the solution (3.51) becomes unstable in narrow regions centered about the lines
\[ \Omega = \frac{1}{2} \left( 1 - \frac{3\varepsilon \bar{A}^2}{32} + \ldots \right) \]
\[ \Omega = \frac{1}{3} \left( 1 - \frac{11\varepsilon \bar{A}^2}{72} + \ldots \right) \]
\[ \Omega = \frac{1}{4} \left( 1 + \mathcal{O}(\varepsilon) \right) + \ldots \]
and so on. Note that these instabilities occur at the same values of \( \Omega \) where the perturbation solutions (Section 2.3.1b) break down. This is not a coincidence; both analyses point out that in the vicinity of \( \Omega = \frac{1}{2}, \frac{1}{3}, \) etc. the higher harmonic terms are no longer small with respect to \( \cos \Omega x \). To provide adequate solutions in these regions, additional studies are required; such a result is discussed under the title of "Ultraharmonic Response", Section 2.3.5.

As regards the area bounded by
\[ 1 - \frac{\varepsilon \bar{A}^2}{\bar{B}} + \mathcal{O}(\varepsilon^0) < \Omega < 1 - \frac{3\varepsilon \bar{A}^2}{\bar{B}} + \mathcal{O}(\varepsilon^0) \] (3.59)
it does represent a region in which the response is truly unstable. That is, if one were to try to experimentally determine a response curve of the type shown in Fig. 4, he would find it impossible to obtain steady-state vibrations within the shaded region. The
boundaries of the unstable region (3.59) can be shown to coincide with
the locus of vertical tangents to the response curves, where the
well-known "jump phenomena" of forced non-linear vibrations occurs.
For a detailed discussion of results of this type, the reader is
referred to Stoker (Ref. 22).

Finally, it will be noted that when \( G_0 \neq 0 \), (3.53) yields an
additional instability, centered at \( \Omega = 2 \), which indicates the
presence of a subharmonic.

2.3.5 Ultraharmonic Response

As noted previously, the approximation

\[ f(t) = \tilde{A} \cos \left( \Omega t + \phi \right) \]

is inadequate in the vicinity of \( \Omega = \frac{1}{2}, \frac{1}{3}, \frac{1}{4} \), etc. Near these
discrete values of \( \Omega \), an improved approximation for \( f(t) \) must
be made. For example, to apply the method of averaging, one might try

\[ f(t) = A_1(t) \cos \Omega t + A_2(t) \cos 2\Omega t \]  \( (3.60) \)

as an approximate solution to

\[ f_{xx} + \frac{n^2}{\varepsilon} f \left[ f_{xx} + f_x^2 \right] + f \]

\[ + \frac{7n^4}{\varepsilon^2} G_0 \cos \Omega t = G_m \cos \Omega t \]  \( (3.4) \)

near \( \Omega = \frac{1}{2} \). For simplicity, consider the case when \( G_0 = 0 \),
and set \( \eta^2 = \varepsilon \). Then, substituting (3.60) into (3.4) and taking the
appropriate averages gives
\[ [\Omega^2] \tilde{A}_1 - \frac{\varepsilon \Omega^2 \tilde{A}_1}{4} \left[ \tilde{A}_1^2 + 5 \tilde{A}_2^2 \right] = C_m \] 

(3.61a)

and

\[ [1 - 4\Omega^2] \tilde{A}_2 - \frac{\varepsilon \Omega^2 \tilde{A}_2}{4} \left[ 5 \tilde{A}_1^2 + 4 \tilde{A}_2^2 \right] = 0 \] 

(3.61b)

When \( \tilde{A}_2 \neq 0 \), (3.61b) yields

\[ \tilde{A}_2^2 = \frac{[1 - 4\Omega^2]}{6\Omega^2} - \frac{5\tilde{A}_1^2}{4} \] 

(3.62)

For real, non-zero \( \tilde{A}_2 \), (3.62) requires that \( \Omega \) satisfy

\[ \Omega < \frac{1}{2} \left[ 1 - \frac{5\varepsilon \tilde{A}_1^2}{32} + \ldots \right] \] 

(3.63)

If the above inequality is satisfied, (3.62) can be used in (3.61a), which becomes

\[ [4\Omega^2 - \frac{1}{4}] \tilde{A}_1 + \frac{21\varepsilon \Omega^2 \tilde{A}_1^3}{16} = C_m \] 

(3.64)

Recall that for \( \gamma = A(\tau) \cos \Omega \tau \), the previous results gave

\[ [1 - \Omega^2] \tilde{A} - \frac{\varepsilon \Omega^2 \tilde{A}^3}{4} = C_m \] 

(3.38)
For comparison purposes, suppose $\Omega = 0.45$, $G_n = 1$, 
$\epsilon = \frac{1}{100}$. Inserting these values in the above equations gives

$$\bar{A} = 1.25 \quad \text{(from 3.38)}$$
and

$$\bar{A}_1 = 1.79 \quad \bar{A}_2 = 9.54 \quad \text{(from 3.62 and 3.64)}$$

Thus, $A_2^2/\bar{A}_1^2 = 5.3 \neq 1$, and the importance of the $\cos 3\Omega_0 \gamma$ term in
the vicinity of $\Omega = \frac{1}{2}$ is evident.

Similar analyses can be done to obtain the response near

$\Omega = \frac{1}{3}, \frac{1}{4}$ etc. The effect of damping is to round off the response
peaks and in some cases to eliminate them altogether. Several ultra-
harmonic responses were detected experimentally for the ring, as
were some subharmonics.

2.4. Ordinary Differential Equations which Result from "Multiple
Bending Mode" Assumptions (Inextensional Case)

The preceding section demonstrated that when the vibration
involves primarily a single bending mode, the basic non-linear
behavior can be obtained from an inextensional analysis, providing

$$\omega^2 \ll \frac{E}{\rho A_1^2}.$$ Accordingly, in treating flexural vibrations involving
more than one bending mode, it will be assumed that the ring vibrates
inextensionally. One suspects that such solutions will again exhibit
the main non-linear features of the problem; this is apparently correct.
The simplest case to analyze is that of two coupled bending modes. Both the theory and experiments suggest a deflection of the form

$$w(y,t) = A_m(t) \cos \frac{my}{R} + B_m(t) \sin \frac{my}{R} + A_o(t)$$  \hspace{1cm} (4.1)$$

where $A_o(t)$ is related to $A_n$ and $B_n$ by the inextensionality condition.

In a similar fashion, the more general deflection

$$w(y,t) = \sum_{m=2}^{\infty} \left[ A_m \cos \frac{my}{R} + B_m \sin \frac{my}{R} \right] + A_o$$ \hspace{1cm} (2.1)$$

can also be investigated. Equations for these two cases are presented in this section; some approximate solutions and a discussion of them are presented in Section 2.5.

2.4.1 The Case of "Self-Coupled" Bending Modes

In analyzing two coupled bending modes, one might try

$$w(y,t) = A_m(t) \cos \frac{my}{R} + A_m(t) \cos \frac{ny}{R} + A_o(t)$$

or

$$w(y,t) = A_m(t) \cos \frac{my}{R} + B_m(t) \sin \frac{my}{R} + A_o(t)$$

However, a more realistic case is that of "self-coupled" bending modes, where $\cos \frac{ny}{R}$ is coupled with its "companion mode", $\sin \frac{ny}{R}$. Thus, one is led to consider deflections of the form (4.1).
Restricting the discussion to inextensional vibrations requires that

\[ \varepsilon_{yy} \bigg|_{\varepsilon = 0} = -\frac{\partial \nu}{\partial y} + \frac{\omega}{R} + \frac{1}{2} \left( \frac{\partial \nu}{\partial y} \right)^2 = 0 \]  

(2.7)

Solving for \( \frac{\partial \nu}{\partial y} \) and substituting (4.1) into (2.7), one finds \( \frac{\partial \nu}{\partial y} = -\frac{A_n}{R} \)

\[ -\frac{n^2}{4R^2} (A_n^2 + B_n^2) + \text{terms periodic in } y. \]  

Since \( \frac{\partial \nu}{\partial y} \) can contain no terms which are functions of time alone, \( A_n(t) \) is required to satisfy

\[ \frac{A_n(t)}{R} - \frac{n^2}{4R^2} (A_n^2 + B_n^2) = 0 \]  

(4.2)

whence (4.1) becomes

\[ \omega(y, t) = A_n(t) \cos \frac{n \phi}{R} + B_n(t) \sin \frac{n \phi}{R} \]

\[ -\frac{n^2}{4R^2} (A_n^2 + B_n^2) \]  

(4.3)

As in the previous inextensional analysis, tangential inertia is neglected. Thus, the displacement equations of motion (1.5) read

\[ \frac{3}{3} N_y = 0 \]

and

\[ D \left( \frac{\partial^2}{\partial t^2} + \frac{1}{R^2} \right) \left( \frac{\partial^2 \omega}{\partial y^2} + \frac{\omega}{R^2} \right) - \frac{1}{\partial y} \left[ N_y \frac{\partial \omega}{\partial y} \right] \]

\[ + \frac{N_y}{R} + \rho \omega \omega = g(y, t) \]  

(4.4)

where \( N_y = Eh \left[ \frac{\partial \nu}{\partial y} + \frac{\omega}{R} + \frac{1}{2} \left( \frac{\partial \nu}{\partial y} \right)^2 \right] \) has been used. The first of
(4.4) gives \( N_y = \frac{E h}{E_h} f(t) = \frac{E h}{E_h} \left[ \frac{\partial v}{\partial y} + \frac{w}{R} + \frac{1}{2} \left( \frac{\partial w}{\partial y} \right)^2 \right] \), but since inextensional vibrations are being considered, (2.7) gives \( E h f(t) = 0 - N_y \). Substituting \( N_y = 0 \) and expression (4.3) into the second of equations (4.4) results in

\[
\frac{E h^3 (m^2 - 1)^2}{12 (1 - \nu^2) R^4} \left[ A_m \cos \frac{m \pi y}{R} + B_n \sin \frac{m \pi y}{R} \right]
+ \rho h \left[ \ddot{A}_m \cos \frac{m \pi y}{R} + \ddot{B}_n \sin \frac{m \pi y}{R} \right]
- \frac{m^4}{2R^2} (A_m \dddot{A}_m + \dddot{A}_m + B_n \dddot{B}_n + \dddot{B}_n) = g(y, t)
\]

(4.5)

Applying Galerkin's method to this equation, using successively \( \frac{\partial w}{\partial A_n} \) and \( \frac{\partial w}{\partial B_n} \) as weighting functions, one obtains

\[
\frac{E h^3 (m^2 - 1)^2}{12 (1 - \nu^2) R^4} A_m + \rho h \left[ \ddot{A}_m \right]
+ \frac{m^4}{2R^2} A_m \left( A_m \dddot{A}_m + \dddot{A}_m + B_n \dddot{B}_n + \dddot{B}_n \right) = \frac{C_m(t)}{\pi R} - \frac{m^2 A_m}{2R} \frac{Q_0(t)}{\pi R}
\]

(4.6)

and

\[
\frac{E h^3 (m^2 - 1)^2}{12 (1 - \nu^2) R^4} B_n + \rho h \left[ \ddot{B}_n + \frac{m^4}{2R^2} B_n (B_n \dddot{B}_n + \dddot{B}_n + A_n \dddot{A}_n + \dddot{A}_n) \right] = \frac{S_n(t)}{\pi R}
\]

- \( \frac{m^2 B_n}{2R} \frac{Q_0(t)}{\pi R} \)

(4.7)
where
\[ C_m(t) = \int_0^{2\pi R} q(y, t) \cos \frac{m\pi y}{L} \, dy, \quad Q_0(t) = \int_0^{2\pi R} q(y, t) \, dy, \]
\[ S_m(t) = \int_0^{2\pi R} q(y, t) \sin \frac{m\pi y}{L} \, dy. \]

(4.8)

Defining
\[ J_c = \frac{A_m}{\hbar} \quad J_3 = \frac{B_m}{\hbar} \quad \gamma = \frac{m^2 \hbar}{E} \]
\[ \omega_M^2 = \frac{E}{\pi R^2} \frac{(m^2-1)^2 \hbar^2}{12 (1-\beta^2) R^2} \]

and letting \( \tau^* = \omega_m \), (4.6) and (4.7) become
\[
\begin{align*}
(\bar{S}_c)_{\tau\tau} + \frac{\gamma^2 J_c}{2} \left[ J_c (J_c)_{\tau\tau} + (J_c)_\tau^2 + J_3 (J_3)_{\tau\tau} \right] + (J_3)_{\tau\tau}^2 + & \frac{\gamma J_c}{2} \frac{Q_0(t)}{\pi R \rho \hbar^2 \omega_M^2} \\
& = \frac{C_m(t)}{\pi R \rho \hbar^2 \omega_M^2}.
\end{align*}
\]
(4.9)

and
\[
\begin{align*}
(\bar{S}_3)_{\tau\tau} + \frac{\gamma^2 J_3}{2} \left[ J_3 (J_3)_{\tau\tau} + (J_3)_\tau^2 + J_c (J_c)_{\tau\tau} \right] + (J_c)_{\tau\tau}^2 + & \frac{\gamma J_3}{2} \frac{Q_0(t)}{\pi R \rho \hbar^2 \omega_M^2} \\
& = \frac{S_m(t)}{\pi R \rho \hbar^2 \omega_M^2}.
\end{align*}
\]
(4.10)
These equations are symmetric in $\mathcal{J}_c$ and $\mathcal{J}_s$, as they must be. As in the previous cases, application of the energy method yields identical results. Had (1.4) been used in lieu of (1.5), $\omega_\mu^2$ would have been replaced by $\omega_s^2$. Putting $\mathcal{J}_s = 0$ reduces (4.9) to the single bending mode equation, (2.15).

Defining $\tau_0 = \frac{A_0}{\lambda} = \eta r$

and using the above dimensionless variables in (4.2) gives

$$\mathcal{K} = -\frac{J}{A} (\mathcal{J}_c^2 + \mathcal{J}_s^2) \quad (4.11)$$

Approximate solutions to (4.9) and (4.10) are presented in Section 2.5, for the case $S_n = 0, C_n \neq 0$, and $Q_0 \neq 0$. A possible solution (for this set of forces) is

$$\mathcal{J}_c = \bar{A} \cos (\omega_2 t + \Phi)$$

$$\mathcal{J}_s = 0$$

i.e., just a single bending mode is excited. By doing a stability analysis on this solution, one can show it to be unstable for $\bar{A} > A_{CR}$. In other words, the vibration will involve primarily a single bending mode as long as its amplitude is less than $A_{CR}$; above $A_{CR}$, two bending modes participate in the motion. Experimentally, this is found to be the case.

Before discussing the solutions, however, it is of interest to consider the "general" inextensional case."
2.4.2 The General Inextensional Case

In this case, the deflection is taken in the form

\[
\omega(y, t) = \sum_{m=2}^{\infty} \left[ A_m \cos \frac{m \pi y}{R} + B_m \sin \frac{m \pi y}{R} \right] + A_0
\]

(2.1)

For inextensional vibrations,

\[
\varepsilon_{yy} \bigg|_{z=0} = \frac{\partial v}{\partial y} + \frac{\omega}{R} + \frac{1}{2} \left( \frac{\partial \omega}{\partial y} \right)^2 = 0
\]

(2.7)

Substituting (2.1) into (2.7) and solving for \( \frac{\partial v}{\partial y} \) gives

\[
\frac{\partial \omega}{\partial y} = -\frac{A_0}{R} - \frac{1}{4R^2} \sum_{m=2}^{\infty} m^2 \left[ A_m^2 + B_m^2 \right] + \text{terms periodic in } y,
\]

whence \( A_0(t) \) is determined:

\[
A_0(t) = -\frac{1}{4R} \sum_{m=2}^{\infty} m^2 \left[ A_m^2 + B_m^2 \right]
\]

(4.17)

In this case, (2.1) then becomes

\[
\omega(y, t) = \sum_{m=2}^{\infty} \left[ A_m \cos \frac{m \pi y}{R} + B_m \sin \frac{m \pi y}{R} \right] - m^2 \frac{(A_m^2 + B_m^2)}{4R}
\]

(4.13)

Substituting (4.13) into the second of equations (4.4) and recalling that \( N_y = 0 \) for inextensional vibrations, one obtains
\[
E \sum_{m=2}^{\infty} \left\{ \frac{E \lambda^3 (m^2-1)^2}{12 (1-\nu^2) R^4} \left( A_m \cos \frac{m \psi}{R} + B_m \sin \frac{m \psi}{R} \right) \\
+ \rho A \left[ A_m \cos \frac{m \psi}{R} + B_m \sin \frac{m \psi}{R} - \frac{m^2}{R} A_m \right] \\
+ \frac{\ddot{A}_m}{A_m} + B_m \ddot{B}_m + \dot{B}_m^2 \right\} = g(y, t)
\] (4.14)

(The summation index has been changed, for convenience.)

Galerkin's method will be applied to (4.14), with

\[
\frac{dw}{dA_m} = \cos \frac{m \psi}{R} - \frac{m^2 A_m}{2R} \tag{4.15}
\]

and

\[
\frac{dw}{dB_m} = \sin \frac{m \psi}{R} - \frac{m^2 B_m}{2R} \tag{4.16}
\]

as weighting functions. Multiplying (4.14) by (4.15) and integrating from 0 to 2\pi R on \(y\) gives

\[
E \sum_{m=2}^{\infty} \frac{E \lambda^3 (m^2-1)^2}{12 (1-\nu^2) R^4} A_m + \rho A \frac{\ddot{A}_m}{A_m} \\
+ \rho A \frac{m^2 A_m}{2R^2} \sum_{m=2}^{\infty} m^2 \left[ A_m \ddot{A}_m + \dot{A}_m^2 \right] \\
+ B_m \ddot{B}_m + \dot{B}_m^2 \right\} = C_m(t) - \frac{m^2 A_m Q_0(t)}\pi R
\] (4.17)

\(m = 2, 3, 4, \ldots \)
where \( C_n(t) = \int_0^{2\pi R} q(v, t) \cos \frac{ny}{R} \, dv \), etc. as defined in (4.8), and the orthogonality of the trigonometric functions has been employed.

In a similar manner, taking (4.16) through (4.14) gives

\[
\frac{E \lambda^3 (m^2 - 1)^2}{12 (1 - v^2) R^2} \ddot{\beta}_m + \rho \lambda \frac{m^2 \beta_m}{2R^2} \sum_{m=2}^{\infty} \left[ \dot{A}_m \dot{\beta}_m + A_m \ddot{\beta}_m + B_m \dot{\beta}_m \right] + \dot{\beta}_m = \frac{S_n(t)}{\pi R} - \frac{m^2 \beta_n}{2R} \frac{Q_0(t)}{\pi R}
\]

where

\[
S_n(t) = \int_0^{2\pi R} \varphi(y, t) \cos \frac{ny}{R} \, dy, \quad \text{and} \quad Q_0(t) = \int_0^{2\pi R} q(y, t) \, dy
\]

Define

\[
\begin{align*}
\gamma_n &= \frac{\dot{A}_n}{\lambda} \quad \chi_n = \frac{B_n}{\lambda} \quad \gamma_n = \frac{m^2 \lambda}{R}
\end{align*}
\]

\[
\omega_{mn}^2 = \frac{E}{\rho R^2} \frac{(m^2 - 1)^2 \lambda^2}{12 (1 - v^2) R^2}
\]

Then (4.17) and (4.18) can be re-written as

\[
\begin{align*}
\dddot{\gamma}_n + \omega_{mn}^2 \gamma_n + \frac{\gamma_n}{2} \dddot{\chi}_n &\equiv \frac{\gamma_n}{2} \sum_{k=2}^{\infty} \xi_k \left[ \dddot{\gamma}_k, \dddot{\chi}_k \right] \\
&+ \dddot{\gamma}_k + \dddot{\chi}_k \dddot{\gamma}_k + \dddot{\chi}_k \dddot{\gamma}_k + \dddot{\chi}_k \dddot{\gamma}_k \right] + \frac{\gamma_n \chi_n \omega_{nn} \frac{Q_0(t)}{\pi R \lambda^2}}{\pi R} = \frac{C_n(t)}{\pi R \rho \lambda^2}
\end{align*}
\]
\[ \ddot{f}_{sn} + \omega_{min}^2 f_{sn} + \frac{\Omega_m}{2} \sum_{k=2}^{\infty} \eta_k \left[ f_{sk} \dot{f}_{sk} + \dot{f}_{sk}^2 \right] + f_{sn} \frac{Q_o(t)}{\pi R \rho \beta^2} \]

\[ = \frac{S_m(t)}{\pi R \rho \beta^2} \]

where \( n = 2, 3, 4, \ldots \)

In the same notation, the expression for \( r_o(t) \) becomes

\[ r_o(t) = \frac{A_o}{h} = -\frac{1}{R} \sum_{k=2}^{\infty} \eta_k \left[ A_{sk}^2 + B_{sk}^2 \right] \]

Equations (4.19) and (4.20) could also have been derived directly by energy methods. They form a doubly infinite set of non-linear differential equations; the general solution is not presented in Appendix B! It is possible to obtain solutions to (4.19) and (4.20) for particular forcing functions; a discussion of the equations and their solutions for two special cases is presented in the next section.

2.5. Discussion and Approximate Solutions of the "Multiple Bending Mode" Approaches

Having found the differential equations which govern the (inextensional) vibrations of more than one bending mode, one is now in a position to answer several interesting questions.

For example, when does the "single bending mode" assumption cease to be valid? An answer to this question for some important
forcing functions is given in this section. When \( C_n(t) = F_n \cos \omega t \) and \( S_n(t) = 0 \), it is shown that for

\[
\left| \frac{y_c}{y_{\text{max}}} \right| < A_{\text{critical}}
\]

the "self-coupled" bending mode problem reduces to the single mode case discussed previously. Conversely, when \( \left| \frac{y_c}{y_{\text{max}}} \right| > A_{\text{cr}} \) the "companion mode" becomes unstable and the vibration thereafter involves two bending modes. Approximate solutions for the case of "self-coupled" bending modes are given in this section, and the stability of the solutions is discussed.

The "general inextensional case" is considered for two important sets of forces. One is

\[
\begin{align*}
S_m(t) &= 0 \quad \text{for all } m, \quad m = 2, 3, 4, \ldots \\
C_m(t) &= \begin{cases} 
F_m \cos \omega t & \text{for one } m \text{ value} \\
0 & \text{for all other values}
\end{cases} \\
Q_0(t) &= 0
\end{align*}
\]

which corresponds to the forcing function \( q(y,t) = \pi R F \cos \omega t \cos \frac{ny}{R} \). The other is

\[
\begin{align*}
S_m(t) &= 0 \quad \text{for all } m \\
C_m(t) &= F \cos \omega t \quad \text{for all } m \\
Q_0(t) &= F \cos \omega t
\end{align*}
\]

corresponding to \( q(y,t) = \delta(y) F \cos \omega t. \)

In both cases, it can be shown that under relatively minor restrictions the solutions to the general case reduce very nearly to
those for the self-coupled bending modes. By examining the stability of these solutions, one can show that normally \( \cos \frac{ny}{R} \) will couple with \( \sin \frac{ny}{R} \) before it couples with any other mode (\( \cos \frac{my}{R}, \sin \frac{my}{R}, m \neq n \)). As a further consequence of the stability analyses, it appears that (for most cases) modes other than \( \cos \frac{ny}{R} \) and \( \sin \frac{ny}{R} \) will remain virtually quiescent until the vibration amplitudes become very large.

2.5.1 Self-Coupled Bending Modes: Approximate Solutions and their Stability

As in the one-mode analyses, the discussion will be restricted to loadings of the form \( q(y, t) = Y(y) \cos \omega t \). Thus, the forcing functions become (see 4.8)

\[
C_m(t) = \cos \omega t \int_0^{2\pi R} Y(y) \cos \frac{ny}{R} \, dy = F_m \cos \omega t
\]

\[
Q_0(t) = \cos \omega t \int_0^{2\pi R} Y(y) \, dy = F_0 \cos \omega t \tag{5.1}
\]

\[
S_m(t) = \cos \omega t \int_0^{2\pi R} Y(y) \sin \frac{ny}{R} \, dy = F_m \cos \omega t
\]

where \( F_m = \int_0^{2\pi R} Y(y) \cos \frac{my}{R} \, dy \), etc.

As a further restriction, only symmetric loadings will be considered; that is, loadings for which \( E_n = \int_0^{2\pi R} Y(y) \sin \frac{ny}{R} \, dy = 0 \). Then, let \( \Omega = \frac{\omega}{\omega_m} \) and define
\[ G_n = \frac{F_n}{\pi R \rho L^2 \omega_{1n}^2}, \quad G_o = \frac{F_o}{\pi R \rho L^2 \omega_{1o}^2} \quad (5.3) \]

as in (3.3).

Then, with the addition of damping, (4.9) and (4.10) give

\[
\begin{align*}
(Y_c)_{\tau \tau} + 2 \beta_c (Y_c)_{\tau} + Y_c + \frac{n^2}{2} Y_c \int Y_c (Y_c)_{\tau \tau} \\
(Y_c)^2_{\tau} + Y_s (Y_s)_{\tau \tau} + (Y_s)^2_{\tau}
\end{align*}
\]

\[ + \frac{n^2}{2} Y_s G_o \cos \Omega \tau = G_n \cos \Omega \tau \quad (5.3a) \]

and

\[
\begin{align*}
(Y_s)_{\tau \tau} + 2 \beta_s (Y_s)_{\tau} + Y_s + \frac{n^2}{2} Y_s \int Y_c (Y_c)_{\tau \tau} \\
+ (Y_c)^2_{\tau} + Y_s (Y_s)_{\tau \tau} + (Y_s)^2_{\tau}
\end{align*}
\]

\[ + \frac{n^2}{2} Y_s G_o \cos \Omega \tau = 0 \quad (5.3b) \]

where \( \beta_c \) and \( \beta_s \) are the "percent critical damping" in the \( \cos \frac{NY}{R} \) and \( \sin \frac{NY}{R} \) modes, respectively.

(a) **Stability of the Solution where only One Mode is Excited**

A possible solution to (5.3) is \( Y_s = 0 \), and \( Y_c \) satisfying

\[
\begin{align*}
(Y_c)_{\tau \tau} + 2 \beta_c (Y_c)_{\tau} + Y_c + \frac{n^2}{2} Y_c \int Y_c (Y_c)_{\tau \tau} \\
+(Y_c)^2_{\tau} + \frac{n^2}{2} Y_s G_o \cos \Omega \tau = 0 \quad (3.45)
\end{align*}
\]
i.e., only one bending mode \( \cos \frac{\nu y}{R} \) is excited. Recall that an approximate solution to (3.45) was given previously; it is (see Section 2.3.3)

\[
\mathcal{F}_c(t) = \bar{A} \cos \left[ \Omega t + \bar{\phi} \right]
\]

(3.51)

To analyze the stability of the solution

\[
\mathcal{F}_c(t) = \bar{A} \cos \left[ \Omega t + \bar{\phi} \right]
\]
\[
\mathcal{F}_s(t) = 0
\]

(5.4)

both \( \mathcal{F}_c \) and \( \mathcal{F}_s \) are perturbed:

\[
\mathcal{F}_c(t) = \bar{A} \cos \left[ \Omega t + \bar{\phi} \right] + \mathcal{F}(t)
\]
\[
\mathcal{F}_s(t) = 0 + \chi(t)
\]

(5.5)

Substituting (5.5) into (5.3) and retaining only first order terms in the perturbations gives

\[
\mathcal{F}_{\mathcal{F}_c} \left[ 1 + \frac{\eta^2 \bar{A}^2}{2} \cos^2 (\Omega t + \bar{\phi}) \right] + \mathcal{F}_c \left[ 2 \bar{\phi}_c \right.
\]
\[
- \frac{\eta^2 \bar{A}^2 \Omega}{2} \sin 2(\Omega t + \bar{\phi}) \right] + \mathcal{F}_s \left[ 1 + \frac{G_0}{\Delta} \cos \Omega t \n\right.
\]
\[
+ \frac{\eta^2 \bar{A}^2 \Omega^2}{2} \left( \sin^2 (\Omega t + \bar{\phi}) - 2 \cos^2 (\Omega t + \bar{\phi}) \right) \left. \right] = 0
\]

(5.5a)

and

\[
\mathcal{F}_{\mathcal{F}_c} \left[ \frac{2}{\Delta} \phi_0 \right] + \mathcal{F}_c + \frac{\eta^2 \chi}{2} \left[ -\Omega^2 \bar{A}^2 \cos 2(\Omega t + \bar{\phi}) \right]
\]
\[
+ \frac{\eta^2 \chi}{2} \frac{G_0}{\Delta} \cos \Omega t = 0
\]

(5.5b)
Equation (5.6a) is identical with (3.53), which was discussed previously (Section 3.4) in connection with the stability of the single mode solution. In studying (5.6b), first consider the case in which \( G_{\infty} = 0 \) and \( \beta_0 = 0 \). Then (5.6b) may be transformed to the familiar Mathieu equation

\[
\frac{d^2x}{dz^2} + (a + (4g \cos 2z)) x = 0
\]

where \( z = (\Omega \tau + \phi) \), \( a = \frac{1}{\Omega^2} \), \( \gamma^2 = \varepsilon \)

and \( 16g = -\frac{\varepsilon A^2}{\Omega^2} \)

Near the first unstable region of (5.7), when \( a \leq 1 \) (i.e., \( \Omega \geq 1 \)) stability requires

\[
a < 1 + 8g
\]

which means that \( \bar{A} \) must be such that

\[
\bar{A}^2 < \frac{4(\Omega^2 - 1)}{\varepsilon \Omega^2}
\]

(5.8b)

Similar analyses can be done for the other unstable regions as well; it is of interest to note that these instabilities are located at

\[
\Omega = \frac{1}{3}, \frac{1}{3}, \frac{1}{4}, \ldots
\]

which are the very areas that (3.53 and 5.6a) exhibit instabilities.

When \( G_{\infty} \) and \( \beta_0 \) are non-zero, let

\[
x(\tau) = u(\tau) e^{-\beta_0 \tau}, \quad \tau = \frac{2z}{\Omega^2}
\]
\[ \sigma_0 = \frac{A}{\Omega^2} \left( 1 - \sigma_s \right) \]
\[ 2 \Theta_1 = \frac{2}{\Omega^2} \eta G_0 \quad \epsilon_1 = 0 \quad \text{(5.9)} \]
\[ 2 \Theta_2 = -2 \eta^2 \bar{A}^2 \quad \epsilon_2 = \bar{\phi} \]

Then (5.6b) reduces to the standard form of Hill's equation:
\[ \frac{d^2 u}{dz^2} + \left[ \Theta_0 + 2 \sum_{n=1}^{2} \Theta_n \cos(2n\pi + \epsilon_n) \right] u = 0 \quad \text{(5.10)} \]

The stability boundaries of (5.10) may be approximated by employing Whittaker's method. When this is done, one obtains
\[ 4m^2 \Theta_0 + \Theta_m^2 < \left[ (\Theta_0 + m^2) + \frac{4A^2}{\Omega^2} \right]^2 \quad \text{(5.11)} \]

as the condition for stability near the nth unstable region.\(^*\)

Substituting from (5.9), stability near the first unstable region requires
\[ \eta^2 G_0^2 < \left[ 4 - \Omega^2 \right]^2 + 16 \Omega^2 \theta_s^2 \quad \text{(5.12)} \]

which reduces to \( \eta G_0 < \delta \theta_s \) at \( \Omega = 2 \).

Similarly, near the second unstable region, (5.11) yields
\[ \frac{\eta^2 \Omega^4 \bar{A}^4}{16} < 4 \theta_s^2 \Omega^2 + \left( \Omega^2 - 1 \right)^2 \quad \text{(5.13)} \]

\(^*\) See Appendix C.
For $\beta_s = 0$, (5.13) yields (5.8), in agreement with the preceding Mathieu analysis. At $\Omega = 1$, (5.13) gives

$$\bar{A} < \frac{\sqrt{\beta_s}}{\eta}$$

as the requirement for stability.

The higher unstable regions are located at $\Omega = \frac{2}{3}, \frac{1}{2}, \frac{2}{5}, \ldots \frac{2}{n}$ but for $\beta_s > 0$, (5.11) is always satisfied in these cases.

For $\beta_s > 0$, then, the solution

$$\mathcal{J}_c = \bar{A} \cos [\Omega \tau + \Phi]$$

$$\mathcal{J}_s = 0$$

(5.4)

is stable with respect to perturbations of $\mathcal{J}_s$ as long as the inequalities (5.12) and (5.13) are satisfied. Similarly, from the results of Section 2.3.4, one knows that (5.4) is stable with respect to perturbations of $\mathcal{J}_c$ as long as the inequality

$$1 - \frac{\epsilon \bar{A}^2}{B} + O(\epsilon^2) \leq \Omega \leq 1 - \frac{3\epsilon \bar{A}^2}{B} + O(\epsilon^2)$$

(3.59)

is satisfied and $\Omega$ is not in the vicinity of $\frac{1}{2}, \frac{1}{3}, \ldots$ etc.

When (5.12) is not satisfied, a subharmonic response is indicated. However, (5.6a) itself indicates an instability in the same area, which makes the solution $\mathcal{J} = A \cos [\Omega \tau + \Phi]$ questionable there.

A more interesting result occurs when the inequality (5.13) is not met. In that case, $\mathcal{J}_s$ goes unstable as $e^{\mu \tau} \sin (\Omega \tau - \sigma)$.
and one must consider vibrations in which both \( \Phi_c \) and \( \Phi_s \) are non-zero; this led directly to the topic of the next section.

(b) **Steady State Vibration with Both "Self-Coupled" Bending Modes Excited**

The method of averaging will be used to obtain approximate solutions to (5.3) as follows. Let

\[
\begin{align*}
\Phi_c (t) &= A(t) \cos (\Omega t + \Phi(t)) = A(t) \cos \chi_t \\
\Phi_s (t) &= B(t) \sin (\Omega t + \Psi(t)) = B(t) \sin \chi_s 
\end{align*}
\]  

(5.14)

where \( \chi_s = [\Omega t + \Phi] \) etc., and \( A, B, \Phi, \) and \( \Psi \) are slowly varying.

Using (5.14) in (5.3) and averaging over one period, one obtains

\[
\begin{align*}
[1 - \Omega^2] \ddot{\Phi} - 2\Omega \dot{\Phi} \Phi_t - \frac{\Omega^2}{4} [\Omega^2 \dddot{\Phi} + \frac{3}{2} \Omega^2 \ddot{\Phi} + 2 \dddot{\Phi}]
- \frac{\Omega^2}{2} B^2 \cos 2\Phi - \frac{\Omega}{2} \beta_0 B \sin 2\Phi \\
+ \frac{\Omega}{2} \beta_0 B \Phi_t (1 - \frac{\cos 2\Phi}{2})] &= G_m \cos \Phi \\
-2\Omega \dddot{\Phi} - 2\Omega \beta_0 \ddot{\Phi} - \frac{\Omega^2}{4} [\frac{\Omega^2 \dddot{\Phi}}{2} + \Omega^2 \beta^2 \sin 2\Phi \\
- \frac{\Omega^2}{2} B^2 \cos 2\Phi + \frac{\Omega^2 \beta^2}{2} \Phi_t \sin 2\Phi 
\end{align*}
\]  

(5.15a)

\[
= G_m \sin \Phi 
\]  

(5.15b)

---

* The choice of \( \Phi_c = A \cos (\Omega t + \Phi) \), \( \Phi_s = B \cos (\Omega t + \Phi) \) gives similar results; however, for the undamped case the "in-phase" solution \( \Phi_c \sim \cos \Omega t \), \( \Phi_s \sim \cos \Omega t \) will not satisfy (5.3) whereas \( \Phi_c \sim \cos \Omega t \), \( \Phi_s \sim \sin \Omega t \) will; hence the choice (5.14) above.
\[ 1 - \Omega^2 \bar{A} - 2 \Omega \bar{B} \bar{\phi}_r - \frac{\eta^2 \bar{B}}{4} \left[ -\Omega^2 \bar{A}^2 \cos 2 \bar{\Delta} \right. \]
\[ + \Omega \bar{A}^2 \left( 1 - \frac{\cos 2 \bar{\Delta}}{2} \right) + \frac{\Omega \bar{A}^2}{2} \sin 2 \bar{\Delta} \]
\[ + \frac{\Omega^2 \bar{B}^2}{2} + \left[ \frac{3 \Omega^2 \bar{B}^2}{2} \bar{\phi}_r \right] = 0 \quad (5.15c) \]

\[ 2 \Omega \bar{B} \bar{\phi}_r + 2 \beta_3 \Omega \bar{B} - \frac{\eta^2 \bar{B}}{4} \left[ 1 \Omega \bar{A}^2 \sin 2 \bar{\Delta} \right. \]
\[ + \frac{\Omega \bar{A}^2}{2} \cos 2 \bar{\Delta} + \frac{\Omega^2 \bar{A}^2}{2} \bar{\phi}_r \sin 2 \bar{\Delta} - \frac{\Omega \bar{B} \bar{\phi}_r}{2} \right] \quad (5.15d) \]
\[ = 0 \]

where \( A(R) \), etc. has been replaced by its average value over one cycle, denoted by \( \bar{A} \), etc. The symbol \( \bar{\Delta} \) is an average phase difference
\[ \bar{\Delta} = \bar{\phi} - \bar{\phi} \quad (5.16) \]

For steady-state vibrations, \( \bar{A}_r, \bar{B}_r, \bar{\phi}_r \), and \( \bar{\phi}_r \) are all zero. In this case, (5.15) reduces to

\[ 1 - \Omega^2 \bar{A} - \frac{\eta^2 \bar{A}}{4} \left[ \bar{A}' - \bar{B}^2 \cos 2 \bar{\Delta} \right] = \xi_m \cos \bar{\phi} \quad (5.17a) \]

\[ -2 \Omega \bar{A} - \frac{\eta^2 \bar{A}}{4} \bar{B}^2 \sin 2 \bar{\Delta} = \xi_m \sin \bar{\phi} \quad (5.17b) \]

\[ 1 - \Omega^2 \bar{B} - \frac{\eta^2 \bar{B}}{4} \left[ \bar{B}^2 - \bar{A}^2 \cos 2 \bar{\Delta} \right] = 0 \quad (5.17c) \]

\[ 2 \beta_3 \Omega \bar{B} - \frac{\eta^2 \bar{B}}{4} \bar{A}^2 \sin 2 \bar{\Delta} = 0 \quad (5.17d) \]
When $\bar{A} \neq 0$ and $\bar{B} \neq 0$, the latter two equations give

$$\cos 2\bar{A} = \frac{4(1 - \Omega^2 - 1)}{\varepsilon \Omega^2 \bar{A}^2} + \frac{\bar{B}^2}{\bar{A}^2} \quad (5.18a)$$

and

$$\sin 2\bar{A} = \frac{8 \beta \Omega}{\varepsilon \Omega^2 \bar{A}^2} \quad (5.18b)$$

respectively. Since $|\cos 2\bar{A}| \leq 1$ and $|\sin 2\bar{A}| \leq 1$, these equations require

$$\frac{4(1 - \Omega^2)}{\varepsilon \Omega^2} \leq \bar{A}^2 + \frac{\bar{B}^2}{\bar{A}^2} \quad \bar{A}^2 + \frac{4(1 - \Omega^2 - 1)}{\varepsilon \Omega^2} \leq \bar{A}^2 \quad \frac{8 \beta \Omega}{\varepsilon \Omega^2} \leq \bar{A}^2 \quad (5.19)$$

In the limit as $\bar{B} \to 0$, (5.19) can be shown to be equivalent to (5.13) of the stability analysis.

Using $\sin^2 2\bar{A} + \cos^2 2\bar{A} = 1$, (5.18) yields a quadratic equation for $\bar{B}^2$, which may be solved to obtain

$$\bar{B}^2 = \frac{4(1 - \Omega^2)}{\varepsilon \Omega^2} + \frac{1}{\varepsilon \Omega^2} \left[ (\varepsilon \Omega^2 \bar{A}^2) \cdot \left(1 - (8 \beta \Omega)^2 \right)^{1/2} \right] \quad (5.20)$$

Substituting this result in (5.18a) yields

$$\cos 2\bar{A} = \frac{\left[ (\varepsilon \Omega^2 \bar{A}^2)^2 - (8 \beta \Omega \bar{A}^2) \right]^{1/2}}{\varepsilon \Omega^2 \bar{A}^2} \quad (5.21)$$

* The solution $\bar{B}^2 \sim (1 - \Omega^2)^{1/2}$ corresponds to the "in-phase" solution for the undamped case. In the absence of damping, such a solution will not satisfy (5.3), and $\bar{B}^2$ is thus discarded as an extraneous root.
When \((5.17a)\), \((5.20)\) and \((5.21)\) are solved simultaneously, the solution
\[
\mathcal{F}_c (\tau) = \tilde{A} \cos [\Omega \tau + \Phi] \\
\mathcal{F}_s (\tau) = \tilde{B} \sin [\Omega \tau + \Psi]
\]
\((5.22a)\)

results. For example, \((5.18b)\), \((5.20)\), and \((5.21)\) can be inserted in \((5.17a)\) and \((5.17b)\), which then combine to give
\[
G_n^2 (\sin^2 \Phi + \cos^2 \Phi) = \mathcal{F} (\tilde{A}, \Omega, e, \rho, \rho_3) \quad (5.22b)
\]

Because of the complexity of \((5.22b)\), it is desirable to examine some special cases of \((5.17)\) in the case of "light damping" - i.e., \(\beta_3\), \(\beta_3 \ll 1\).

Then, when \(\tilde{A} \neq 0\), \(\tilde{B} \neq 0\), and \(\Omega \neq 1\), \((5.17b)\) and \((5.17d)\) are well approximated by
\[
-\frac{\epsilon \Omega^2 \tilde{A} \tilde{B}^2}{\Phi} \sin 2 \tilde{A} = C_{n} \sin \Phi \quad (5.23a)
\]
and
\[
-\frac{\epsilon \Omega^2 \tilde{B}}{\Phi} \tilde{A}^2 \sin 2 \tilde{A} = 0 \quad (5.23b)
\]
Combining these yields the results \(\Phi = 0, \pm \pi\), \(2 \tilde{A} = 0, \pm \pi, \pm 2\pi\).

Making use of \((5.23b)\), \((5.17a)\) may be combined with \((5.17c)\) to give
\[
\tilde{A} = \frac{G_n \cos \Phi}{[1-\Omega^2][1+\cos 2 \tilde{A}]}
\]
Notice that if $2\Omega = \pm \pi$, $A$ becomes unbounded, which is unlikely for all $\Omega = 1$; hence the possibility $2\Omega = \pm \pi$ is excluded.

For $\Omega < 1$, the above results become

\[
\phi = 0, \quad A = 0, \pm \pi, \quad \Phi = 0, \pm \pi
\]

\[
\Omega = \frac{G_m}{\epsilon (1 - \Omega^2)} \quad , \quad B^2 - A^2 = \frac{4(1 - \Omega^2)}{\epsilon \Omega^2}
\] (5.24a)

and for $\Omega > 1$, they are

\[
\phi = -\pi, \quad A = 0, \pm \pi, \quad \Phi = 0, -\pi, -2\pi
\]

\[
\Omega = \frac{G_m}{2(1 + \Omega^2)} \quad , \quad A^2 - B^2 = \frac{4(-\Omega^2 - 1)}{\epsilon \Omega^2}
\] (5.24b)

Finally, suppose $\phi = -\frac{\pi}{2}$. Then (5.17) can be manipulated to give

\[
\Omega = \frac{G_m}{2\Omega [\beta_3 + \beta_c]} \quad , \quad B^2 - A^2
\] (5.25)

and

\[
-\frac{\pi}{2} \leq \Phi < 0
\]

or

\[
-\frac{\pi}{2} < \Phi < \pi
\]

Although the preceding special cases give some insight in the problem, a complete analysis must include a discussion of (5.22b). For this purpose, a small computer program was set up to calculate $G_m$, $\Phi$, $B$, and $\Phi$ for given values of $\Omega$, $\beta$, $\epsilon$, $\beta_3$, and $\beta_c$. By cross-plotting the results, it was possible to obtain curves of $A$ vs. $\Omega$, $B$ vs. $\Omega$, etc. for constant values of $G_m$, $\epsilon$, $\beta_3$, and $\beta_c$.

These curves are shown in Fig. 5.

One of the surprising features of the two mode response was the appearance of a "gap" or discontinuity in the solution. Slightly to the left of the resonance peak, the computer results indicated that
solutions of the form (5.22b) did not exist for $G_n = 0.1$. (Note that the curves of Figs. 3, 5, and 6 are all drawn for constant values of the forcing function, etc.). Subsequent results of the stability analysis (Section 2.5.1c) showed that the gap in the response coincides with a narrow region in which both the one mode solution (5.4) and the two mode solution are unstable. The experiments suggest that a "beating" response exists in this area, with the ring vibrating first in one mode, then two, then back to one, etc.

The computer program was used to obtain the response curves for the single bending mode case by simply putting $\beta_s >> 1$, (i.e., damping the $\sin \frac{ny}{R}$ mode heavily) which makes $\tilde{B} = 0$ and causes (5.17) to revert to (3.49). A comparison of the one and two mode responses is given in Fig. 6.

Finally, it will be noted from Fig. 5 and from (5.24a) that for $\nu < 1$, it is possible to have the companion mode ($\sin \frac{ny}{R}$) vibrate to larger amplitudes than the mode which is being directly driven ($\cos \frac{ny}{R}$). Responses of this type were detected experimentally.

Having found the steady-state response when both self-coupled modes are excited, one is then concerned with the stability of the solution, which is discussed below.

(c) **Stability of the Solutions when both Self-Coupled Bending Modes are Excited**

One way to investigate the stability of (5.22a) is to perturb the solution by putting

\[ \mathcal{Y}_c(\tau) = \tilde{A} \cos (\Omega \tau + \Phi) + \mathcal{Y}(\tau) \]

\[ \mathcal{Y}_s(\tau) = \tilde{B} \sin (\Omega \tau + \Psi) + x(\tau) \]
into (5.3) and then examine the resulting variational equations for $\xi$ and $x$. The equations governing these perturbations are given and discussed in Section 2.5.2 (a).

A less general but much simpler means of stability analysis can be done via the method of averaging. To apply this technique, let

\[
\begin{align*}
\tilde{a} &= a_0 + a(t) \\
\tilde{b} &= b_0 + b(t) \\
\tilde{c} &= c_0 + c(t) \\
\tilde{d} &= d_0 + d(t)
\end{align*}
\]

where the steady-state solution has been redesignated by

\[
\begin{align*}
\gamma_c(t) &= a_0 \cos \left[ \sqrt{2} t + \phi_0 \right] \\
\gamma_c(t) &= b_0 \sin \left[ \sqrt{2} t + \phi_0 \right]
\end{align*}
\]

(a, b, \varphi, and \gamma are perturbations in the amplitudes and phases of the steady-state solution.

Recall that (5.15) governs the non-steady behavior of (5.3) when the latter are analyzed by the averaging method with (5.14) as possible solutions. By substituting (5.26) into (5.15) and retaining only first order terms in the perturbations, the equations governing a, b, \varphi, and \gamma can be obtained. They are of the form

\[
\begin{align*}
&c_{1j} a + c_{2j} \frac{da}{dt} + c_{3j} b + c_{4j} \frac{db}{dt} \\
+ c_{5j} \varphi + c_{6j} \frac{d\varphi}{dt} + c_{7j} \gamma + c_{8j} \frac{d\gamma}{dt} = 0
\end{align*}
\]

where the $c_{ij}$ depend on $A_0$, $B_0$, $\phi_0$, $\psi_0$, $\beta_0$, $\Omega$, $\varepsilon$, and $G_n$ but not on $t$. Thus, for any steady-state values of $A_0$, $B_0$, $\phi_0$, etc.,

* For details, see Appendix C.
the $C_{ij}$ are constant, and (5.28) is just a system of linear equations with constant coefficients. This is in direct contrast with the more general approach (Section 2.5.2 (a)), where every coefficient is a periodic function of time.

To solve (5.28), one inserts

$$
\begin{align*}
\alpha(v) &= \alpha, \quad e^{\lambda v} \\
\beta &= \beta, \quad e^{\lambda v} \\
\phi(v) &= \phi, \quad e^{\lambda v} \\
\gamma &= \gamma, \quad e^{\lambda v}
\end{align*}
(5.29)
$$

and requires a non-trivial solution. This results in an eigenvalue problem

$$
|D - \lambda E| = 0
(5.30)
$$

for the $\lambda$. $D$ and $E$ are real, non-symmetric matrices, and complex values of $\lambda$ result.

If $\text{Re}(\lambda) > 0$ for any $\lambda$, then the perturbations increase with time, and the original steady-state solution at that point ($\vec{A}_0$, $\vec{B}_0$, etc.) is unstable. Conversely, if all $\text{Re}(\lambda) < 0$ for a particular combination of $\vec{A}_0$, $\vec{B}_0$, etc., the solution (5.27) is stable there.

For example, consider the following (special) case:

$$
\begin{align*}
\beta &= 0, \quad \beta_c = 0
\end{align*}
$$

(undamped)

Then (5.30) becomes
\[
\begin{array}{c}
\begin{vmatrix}
\beta^2 - 2\alpha^2 & \lambda \beta & \lambda (2\Omega + \frac{3\alpha^2}{4\Omega}) & \frac{\lambda^2}{4\Omega} \\
\lambda \beta & -\beta^2 & \frac{\lambda^2}{4\Omega} & \lambda (2\Omega + \frac{3\alpha^2}{4\Omega}) \\
-\lambda (2\Omega + \frac{\alpha^2}{4\Omega}) & \frac{\lambda^2}{4\Omega} & -\alpha^2 & \lambda \beta \\
-\frac{\lambda^2}{4\Omega} & -\lambda (2\Omega + \frac{\beta^2}{4\Omega}) & \alpha^2 & -\alpha^2
\end{vmatrix}
\end{array}
\]

Where \( \alpha = \frac{E\eta^2A^2}{2} \), \( \beta = \frac{E\eta^2B^2}{2} \), \( \mu = \frac{6\eta^2A^2B}{2} \) and (5.17c), (5.17c) have been used. Expanding (5.31) and putting \( \varepsilon = 2\Omega \lambda \) gives

\[
\varepsilon^4 + 2\varepsilon^2 (\alpha^2 + \beta^2) \varepsilon^2 + \alpha^2 \beta^2 (\alpha^2 - \beta^2)^2 = 0
\]

(5.32)

For the roots of (5.32) to have negative real parts, the discriminant must be non-negative:

\[
4 \alpha^4 (\alpha^2 + \beta^2)^2 - 4 \alpha^2 \beta^2 (\alpha^2 - \beta^2)^2 \geq 0
\]

(5.33)

Solving \( \frac{\beta}{\alpha}^6 - 3(\frac{\beta}{\alpha})^4 - (\frac{\beta}{\alpha})^2 - 1 = 0 \), one finds that (5.33) will be satisfied if

\[
\left(\frac{\beta}{\alpha}\right)^2 \leq 3.38, \quad \text{i.e.,} \quad \bar{\alpha}^2 \leq 3.38 A_0^2
\]

(5.34)

Using (5.34) with (5.17c), it can be shown that (5.33) requires

\[
1 - \frac{2.38 \varepsilon \bar{A}^2}{8} + O(\varepsilon^2) \leq \Omega
\]

(5.35)
On the other hand, in the absence of damping (5.17c) shows that real values of \( \overline{B} \) will exist only if
\[
\Omega \leq 1 + \frac{\varepsilon \bar{A}^2}{\bar{B}} + O(\varepsilon^2) \tag{5.36}
\]
Combining the above results, one sees that the solution (5.27) is real-valued and stable (in the absence of damping) within the region
\[
1 - \frac{2.38 \varepsilon \bar{A}^2}{\bar{B}} + O(\varepsilon^2) \leq \Omega \leq 1 + \frac{\varepsilon \bar{A}^2}{\bar{B}} + O(\varepsilon^4) \tag{5.37}
\]
The results of the stability analyses are summarized in Fig. 7. In connection with (5.35), it was noted that the results of the computer solution to (5.17) became discontinuous near the curve \( 1 - \frac{\varepsilon \bar{A}^2}{8} = \Omega \). (See Fig. 6).

2.5.2 The General Inextensional Case: Approximate Solutions and their Stability

As noted previously, this case will be considered for two sets of forces: \( q(y, t) = \frac{F_m}{\pi R} \cos \frac{my}{R} \cos \omega t \) and \( q(y, t) = \mathcal{S}(y) F \cos \omega t \).

The first of these drives only one mode \( (\cos \frac{my}{R}) \) directly, and for linear vibrations would excite only that mode. The other case is one which is approximated by the experiments. Under the restrictions that

(a) \( \omega \) is in the vicinity of the natural frequency of the mth bending mode,

(b) \( \omega \) is not in the vicinity of a sub-multiple or multiple of the natural frequency of the nth bending mode, and
the damping is very small and is the same order of magnitude for all the modes, it can be shown that the solutions of the general case approach those obtained previously for the self-coupled bending modes.

(a) **The General Inextensional Case**, with \( q(y,t) = \frac{F_m}{\pi R} \cos \frac{n\pi y}{R} \cos \omega t \)

With \( q(y,t) \) so specified and with the addition of viscous damping, equations (4.19) and (4.20) become

\[
\begin{align*}
\ddot{f}_m + 2\beta_m \omega_m f_m + \omega_m^2 f_m + \frac{\omega_m^2}{2} f_m \sum_{k=2}^{\infty} \frac{\beta_k}{\omega_k} \left[ \dddot{f}_k - \dddot{f}_k \right] &= \left\{ \begin{array}{ll}
0 & \text{for } n \neq m \\
\omega_m^2 G_m \cos \omega t & \text{for } n = m
\end{array} \right. \\
\ddot{f}_m + 2\beta_m \omega_m f_m + \omega_m^2 f_m + \frac{\omega_m^2}{2} f_m \sum_{k=2}^{\infty} \frac{\beta_k}{\omega_k} \left[ \dddot{f}_k - \dddot{f}_k \right] &= 0
\end{align*}
\]

(5.38a)

and

(5.38b)

for all \( n \)

where

\[
\omega_m^2 G_m = \frac{F_m}{\pi R \rho \omega^2}; \text{ and } \beta_m, \beta_m' \text{ are the "per cent critical damping" in the modes } \sin \frac{n\pi y}{R}, \cos \frac{n\pi y}{R} \text{ respectively}
\]

Excitation of a Single Bending Mode; Stability of the Solution

Inspection of (5.38) reveals that a possible solution is

\[
\begin{align*}
f_m = 0 \text{ for all } n, \quad &f_m = 0 \text{ for } n \neq m \\
\text{and } \quad &f_m \neq 0
\end{align*}
\]

(5.39)

where \( f_m \) satisfies
\[ \ddot{\phi}_{cm} + 2\beta_{cm} \omega_{mn} \phi_{cm} + \omega_{mn}^{2} \phi_{cm} = 0 \quad (5.40) \]

That is, for \( \alpha_v(t) \) as specified, a possible solution is that only a single bending mode becomes excited. From the single mode analysis, Section 2.3.3, an approximate solution to (5.40) is

\[ \phi_{cm}(t) = A \cos [\omega t + \phi] \quad (5.41) \]

where \( A \) and \( \phi \) satisfy (3.49) with \( \Omega = \frac{\omega_{mn}}{\omega_{mm}} \) and \( \beta = \beta_{cm} \).

With (5.39) and (5.41) as a possible solution to the system, one then asks if it is a stable solution. To do this, the entire system must be perturbed. Let

\[ \dot{\phi}_{cm} = 0 + \gamma_{m}(t) \quad \text{for } m \neq m \]
\[ \phi_{cm} = A \cos [\omega t + \phi] + \gamma_{m}(t) \quad (5.42) \]

and substitute these into (5.38). Retaining only the linear terms in the perturbations, one has

\[ \ddot{\gamma}_{m} + 2\beta_{cm} \omega_{mn} \gamma_{m} + \omega_{mn}^{2} \gamma_{m} = 0, \quad m \neq m \quad (5.43a) \]

\[ \ddot{\gamma}_{m} \left[ 1 + \frac{\omega_{mn}^{2}}{2} A^{2} \cos (\omega t + \phi) \right] + \dot{\gamma}_{m} \left[ 2 \beta_{cm} \omega_{mn} \right.
\[ - \frac{\omega_{mn}^{2} A^{2} \sin^{2}(\omega t + \phi)}{2} \right] + \gamma_{m} \left( \omega_{mn}^{2} \right) = 0 \quad (5.43b) \]

and

\[ \ddot{\gamma}_{m} + 2\beta_{cm} \omega_{mn} \dot{\gamma}_{m} + \omega_{mn}^{2} \gamma_{m} = 0, \quad m = 2, 3, 4, \ldots \quad (5.43c) \]
Putting $\Omega = \frac{\omega}{\omega_{m m}}$ and $\beta = \beta_{e m}$, (5.43b) becomes identical with (3.53), which was discussed in Section 2.3.4. Equations (5.43a) and (5.43c) can be studied simultaneously, since they are identical in form.

Letting

$$y_m = \xi_m \text{ or } z_m, \quad Z = (\omega t + \phi)$$

$$a_m = \frac{\omega_{m m}^2}{\omega^2}, \quad 16 g_m = -\frac{2 m \xi_m \overline{g}_m A^2}{\epsilon}$$

and considering the undamped case first, equations (5.43a) or (5.43c) take on the standard form of Mathieu's equation:

$$\frac{d^2 y_m}{dz^2} + \left[ a_m + 16 g_m \cos 2z \right] y_m = 0 \quad (5.44)$$

$m = 2, 3, 4, \ldots$

Near the first unstable region, (5.44) indicates that $y_m$ becomes unstable when

$$\overline{A}^2 > \frac{4 \left[ 1 - \frac{\omega_{m m}^2}{\omega^2} \right]}{\xi_m \overline{g}_m} \quad (5.45a)$$

for $\omega_{m m} < \omega$

and when

$$\overline{A}^2 > \frac{4 \left[ \frac{\omega_{m m}^2}{\omega^2} - 1 \right]}{\xi_m \overline{g}_m} \quad (5.45b)$$

for $\omega < \omega_{m m}$

Now imagine that the $\cos \frac{my}{R}$ mode (i.e., the mode which is being forced by $q(y, t)$ is excited in the vicinity of its resonant frequency. In other words, consider what happens when $\omega = \omega_{m m}$. In that case, (5.45) gives
\[ A^2 > \frac{4}{1 - \frac{\omega_{mn}^2}{\omega_{mm}^2}} \quad \text{for } n \neq m \]

\[ A^2 > 0 \quad \text{for } n = m \]

where (5.46b) occurs only for one mode, namely \( \sin \frac{m\pi}{R} \). Thus, for the undamped case, the theory indicates that when \( \omega = \omega_{mm} \), any positive value of \( A \) will cause \( \sin \frac{m\pi}{R} \) to become unstable. Note that for all other modes (i.e., \( n \neq m \)), a greater value of \( A \) is required for instability. In other words, at \( \omega = \omega_{mm} \),

\[
\overline{A}_{\text{critical for mode } n}^2 > \overline{A}_{\text{critical for mode } \sin \frac{m\pi}{R}}^2
\]

If one allows \( n \) to become very large, both \( \omega_{m(m-1)} \) and \( \omega_{m(m+1)} \) approach \( \omega_{mm} \), which causes the critical amplitudes of the \( (m \pm 1) \) modes to become very small. Recall, however, that the present analysis neglects shear deformation and rotary inertia, which restricts the range of \( m \); see Section 2.6.2.

With the addition of damping, an analysis similar to that outlined in Section 2.5.1 (a) shows that at \( \omega = \omega_{mm} \), (5.45) is replaced by

\[
\overline{A}^+ > \frac{64\rho_m \mu^{-2} + [\mu^2 - 1]^2}{\eta_n^2 \eta_m^2 \eta_{mm}^2} \quad \text{for } n = m, \text{ \( m = 2, 3, 5, \ldots \)}
\]

where \( \mu = \frac{\omega_{mm}}{\omega_{mm}} \) and \( \beta_n = \beta_{sn} \) or \( \beta_{cn} \). For \( n = m \), this reduces
to $A_r^2 > \frac{B_{sm}}{R_{sm}}$. Assuming for the moment that $\beta_{sm} \equiv \beta_{sm} \equiv \beta_{sm} \equiv \beta_{sm}$ (i.e., equal damping in all the modes), it is apparent that

$$A_r^2 \text{ for modes with } m \neq m > A_r^2 \text{ for } \sin \frac{my}{R} = \frac{C_{sm}}{R_{sm}}$$

as in the undamped case, and $\sin \frac{my}{R}$ will participate in the motion prior to the advent of any other bending mode.

On the other hand, if $\beta_{sm} \gg \beta_{s(m-1)}$ and if $\omega$ is near enough to $\omega_{s(m-1)}$, then it is possible that $\sin \frac{(m - 1)y}{R}$ or $\cos \frac{(m-1)y}{R}$ might begin to vibrate before $\sin \frac{my}{R}$. Such a situation seems highly unlikely, however.

Finally, it will be noted that if $\cos \frac{my}{R}$ is driven at the resonant frequency of some other mode (i.e., if $\omega = \omega_{s(m)}$) that mode can be parametrically unstable and may participate in the motion.

Similarly, the higher unstable regions of (5.44) point out that the nth mode can be excited by driving at sub-multiples of its natural frequency ($\frac{\omega_{s(m)}}{2}$, $\frac{\omega_{s(m)}}{3}$, etc.). In the event that $\omega_{s(m)}$ is near a sub-multiple of $\omega_{s(m)}$, there exists the possibility of exciting $\cos \frac{my}{R}$ (directly) and $\cos \frac{my}{R}$ (ultraharmonic response) simultaneously. The presence of damping lessens the probability of this occurring; however, such responses were detected experimentally.

Coupled bending mode vibrations of the type just mentioned can be analyzed, but they are of less interest than the "self-coupled" case and will not be discussed further.

With the restrictions that
(a) \( \omega \) is in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{2} \), etc. and \( \omega \) is not in the vicinity of \( \frac{\omega_{nm}}{3} \), etc.

(c) the damping in the various modes is of the same order of magnitude,

one concludes that the solution

\[
S_{em} = A \cos (\omega t + \phi), \quad S_{sm} = 0
\]

\[
S_{em} = 0, \quad S_{sm} = 0 \quad \text{for all } m \neq m
\]

is stable for \( A < A_{CR} \), where \( A_{CR} \) is approximated by

\[
A_{CR} = \frac{64 \beta_{sm} \left( \frac{\omega}{\omega_{nm}} \right)^2 + \left( \frac{\omega_{nm}}{\omega} - 1 \right)^2}{2}
\]

For \( A > A_{CR} \), this solution ceases to be valid, and one must consider vibrations in which \( \cos \frac{my}{R} \) and \( \sin \frac{my}{R} \) both participate.

Excitation of the "Self-Coupled" Bending Modes; Stability of the Solution

For \( A > A_{CR} \), a possible solution to (5.38) is

\[
S_{em} = 0, \quad S_{sm} = 0 \quad \text{for } m \neq m
\]

\[
S_{em} \neq 0, \quad S_{sm} \neq 0
\]

where \( S_{em} \) and \( S_{sm} \)

satisfy

\[
\ddot{S}_{em} + 2 \beta_{em} \omega_{nm} \omega_{em} \dot{S}_{em} + \omega_{nm}^2 S_{em} + \frac{\rho_{m}}{2} \left[ \dot{S}_{em} \dot{S}_{em} + \dot{S}_{em} + S_{em} \dot{S}_{sm} + \dot{S}_{sm} \right]
\]

and

\[
= \omega_{nm}^2 G_m \cos \omega t
\]
\[\ddot{J}_{sm} + 2\beta_{sm} \omega_{sm} \dot{J}_{sm} + \omega_{sm}^2 J_{sm} + \frac{\eta_{sm}^2}{2} J_{sm} \left[ \dot{J}_{sm}^2 \right]
+ J_{sm} \ddot{J}_{sm} + J_{sm} \dot{J}_{sm} + \dot{J}_{sm}^2 = 0 \quad (5.50b)\]

which are the equations for "self-coupled" bending modes. This case was analyzed previously; approximate solutions to these equations are

\[J_{sm}(t) = \bar{A} \cos \left[ \omega t + \bar{\Phi} \right]
J_{sm}(t) = \bar{B} \sin \left[ \omega t + \bar{\Psi} \right] \quad (5.51)\]

where \(\bar{A}, \bar{B},\) etc. satisfy equations (5.17) with

\[\Omega = \frac{\omega}{\omega_{sm}}, \beta_0 = \beta_{sm}, \beta_0 = \beta_{sm}, \text{ AND } \bar{A} = \bar{\Psi} - \bar{\Phi}.

Having (5.49) and (5.51) as a possible solution for the system, one must determine its stability. Perturbing the entire system, one puts

\[J_{sm} = \bar{A} \cos \left[ \omega t + \bar{\Phi} \right] + \delta_{m}
J_{sm} = \bar{B} \sin \left[ \omega t + \bar{\Psi} \right] + \delta_{m} \quad (5.52)\]

and \(J_{sm} = 0 + \delta_{m}, \ J_{sm} = 0 + \delta_{m} \text{ FOR } m \neq m\)

Substituting (5.52) into (5.38) and retaining first order terms in the perturbations gives

\[\ddot{\delta}_{m} + 2\beta_{sm} \omega_{sm} \dot{\delta}_{m} + \left\{ \omega_{sm}^2 - \frac{\delta_{m} \delta_{m} \omega^2}{2} \left[ \bar{A}^2 \cos 2(\omega t + \bar{\Phi})
- \bar{B}^2 \cos 2(\omega t + \bar{\Psi}) \right] \right\} \dot{\delta}_{m} = 0 \quad (5.53)\]

where \(\delta_{m} = \delta_{m} \text{ OR } \delta_{m}, \ \text{ AND } \beta = \beta_{sm} \text{ OR } \beta_{sm}\)
and

\[
\ddot{z}_m \left[ 1 + \frac{\beta_m}{2} A^2 \cos^2 X \right] + \dot{z}_m \left[ 2 \beta_m \omega_m m \right.
\]

\[+ \frac{\gamma_m}{2} \bar{A}^2 \sin^2 (X + \bar{A}) \] + \frac{\gamma_m}{2} \bar{A} \sin (X + \bar{A}) \]

\[+ 2 \omega \dot{z}_m \cos (X + \bar{A}) - \omega^2 z_m \sin (X + \bar{A}) \right] = 0 \tag{5.54a}
\]

\[
\ddot{z}_m \left[ 1 + \frac{\beta_m}{2} \bar{B}^2 \sin^2 (X + \bar{A}) \right] + \dot{z}_m \left[ 2 \beta_m \omega_m m \right.
\]

\[+ \frac{\gamma_m}{2} \bar{B}^2 \sin^2 (X + \bar{A}) \] + \frac{\gamma_m}{2} \bar{B} \sin (X + \bar{A}) \]

\[+ \frac{\gamma_m}{2} \omega^2 \left[ \bar{B}^2 \cos^2 (X + \bar{A}) - 2 \bar{B}^2 \sin^2 (X + \bar{A}) \right.
\]

\[- \bar{A}^2 \cos 2X \right] + \frac{\gamma_m}{2} \bar{A} \bar{B} \sin (X + \bar{A}) \left[ \ddot{z}_m \cos X \right.
\]

\[+ 2 \omega \dot{\bar{z}}_m \sin X - \omega^2 \bar{z}_m \cos X \right] = 0 \tag{5.54b}
\]

for the perturbations \( \bar{z}_m \) and \( \bar{x}_m \), where \( X = \omega t + \bar{\phi} \) and \( \bar{A} = \bar{\nu} - \phi \).

Equation (5.53) may be analyzed in the same manner as (5.43a) and (5.43c). Such a study yields the result that \( \cos \frac{ny}{R} \) and \( \sin \frac{ny}{R} \) do not participate in the motion as long as the conditions (5.47) are met.

The equations for \( \bar{z}_m \) and \( \bar{x}_m \), (5.50), form a system of coupled equations with each coefficient a periodic function of time. Because of the manner in which \( \bar{z}_m \), \( \dot{\bar{z}}_m \), \( \bar{x}_m \), and \( \dot{\bar{x}}_m \) appear in these equations, it is unlikely that they can be reduced to coupled Hill's equations or some other recognizable equations whose stability
is known. Approximate solutions to (5.50) can be obtained by the
method of averaging; when this is done, one obtains a stability deter-
minant which is equivalent to (5.30). Since the stability of the two
mode steady-state solution was discussed previously (Section 2.5.1c),
the results of that analysis can be applied here.

Thus, one has that the solution (5.49) and (5.51) is stable and
real-valued as long as \( \omega \) lies in the region

\[
1 - \frac{2.38 \epsilon A^2}{B} < \frac{\omega}{\omega_{mm}} < 1 + \frac{\epsilon A^2}{B}
\]  

(5.55)

and the conditions (5.47) are met.

For the loading \( q(y,t) = \frac{F_m}{\pi R} \cos \frac{m \pi y}{R} \cos \omega t \), and with the
restrictions on \( \omega \) and on the damping, one sees that the solutions to
the general inextensional case are identical to the one and two mode
solutions presented previously. This is only approximately true for
the loading \( q(y,t) = \delta(y) F \cos \omega t \).

(b) The General Inextensional Case with \( q(y,t) = \delta(y) F \cos \omega t \)

With the addition of viscous damping, and with \( q(y,t) \) as
specified, equations (4.19) and (4.20) become

\[
\ddot{\gamma}_m + 2 \gamma_m \omega_{mm} \gamma_m + \omega^2 \gamma_m
\]

\[
+ \frac{\gamma_m}{2} \sum_{k=2}^{\infty} \gamma_k \left( \gamma_k \ddot{\gamma}_k + \dot{\gamma}_k^2 \right)
\]

\[
+ \sum_{k} \ddot{\gamma}_k \dot{\gamma}_k + \gamma_k^2 \right) + \frac{\gamma_m}{2} \frac{\gamma_m}{\omega^2} = G \cos \omega t = G \cos \omega t
\]

(5.56a)
and

\[ j_{mn} + 2\beta_{mn} J_{mn} + \omega^2 j_{mn} + \frac{\ln J_{sn}}{2} \sum_{k=2}^{\infty} \kappa_k \left[ j_{sk}^2 + j_{sk} \dot{j}_{sk} + \dot{j}_{sk}^2 \right] \]

\[ + \ln j_{mn} \quad G \cos \omega t = 0 \]

where \( G = \frac{F}{\pi R^2} \).

For \( \omega \) near \( \omega_{nm} \), not near \( \frac{\omega_{nm}}{2} \), etc., and with "light damping", an approximate solution to (5.56) is

\[ j_{mn} = 0 \quad \text{for all } n \]

\[ j_{cm} = \frac{G \cos \omega t}{\omega^2 m - \omega_n^2} \quad \text{for } m \neq n \]  

(5.57)

\[ j_{cm} = \bar{A} \cos (\omega t + \phi) \]

where \( j_{cm} \) satisfies (5.55a) with \( n = m \).

In general, one can show that

\[ \left| j_{cm} \right| \ll 1 \quad \text{AND} \quad \left| j_{cm} \right| \to 0 \quad \text{as } n \to \infty \]

Thus, the sum \( \sum_{k=2}^{\infty} \kappa_k \left[ j_{sk}^2 + \cdots + j_{sk}^2 \right] \) is dominated by the \( k = m \) term. In this case, (5.56) is very nearly equal to (3.45), which governs the vibration of a single bending mode! Similarly, the deflection

\[ \frac{\partial^2 \xi}{\partial z^2} = \sum_{n=2}^{\infty} \left[ j_{cm} \cos \frac{\pi \mu}{R} + j_{cm} \sin \frac{\pi \mu}{R} - \frac{\pi \mu}{R} (j_{cm}^2 + j_{cm}^2) \right] \]

is dominated by \( j_{cm} \) and

\[ \frac{\partial^2 \xi}{\partial t^2} = j_{cm} \cos \frac{\pi \mu}{R} - \frac{\pi \mu}{R} j_{cm}^2, \]

which demonstrates that an approximate solution to (5.56) is the excitation of primarily a single bending mode.
If the stability of (5.57) is examined, the analysis closely parallels that of the preceding case, Section 2.5.2a. For (5.57) to be stable, the conditions (5.47) must be met and in addition (a) \( \omega \) must not be near \( 2\omega_{mm} \), and (b) \( \overline{A} \) must be less than \( A_{CR} \), where the latter is given by (5.48).

When \( \overline{A} > A_{CR} \), (5.57) is no longer stable, and \( \sin \frac{my}{R} \) participates in the motion. In this case, an approximate solution to (5.56) is

\[
\begin{align*}
\lambda_m &= 0, \quad \lambda_n = \frac{G \cos \omega t}{\omega_{nn} - \omega^2} \quad n \neq m \\
\lambda_{mn} &= -\overline{A} \cos (\omega t + \overline{\phi}) \\
\lambda_{sm} &= -\overline{B} \cos (\omega t + \overline{\psi})
\end{align*}
\]

(5.58)

where \( \lambda_{mn} \) and \( \lambda_{sm} \) satisfy (5.56) with \( n = m \).

With only slight modifications, the stability analysis of this "primarily two mode" solution parallels that of the previous case. When \( \omega \) is not in the vicinity of \( 2\omega_{mm} \) and the conditions (5.47) and (5.55) are met, the solution (5.58) is stable.

2.6 Additional Non-Linearities and Other Effects

The preceding analyses have several features in common, one of them being the omission of some minor non-linear terms and of shear deformation and rotary inertia. The conditions under which these effects are negligible are pointed out in this section.

By examining the non-linear strain-displacement relations, one can improve the analysis. Shear and rotary inertia effects have been
investigated previously (Ref. 4), and the results of that study will be outlined.

2.6.1 The Inclusion of some Additional Non-Linearities

For vibrations involving primarily one bending mode, the theory indicates

\[ u(r, \theta, t) \approx A_0 \cos \omega t \cos \frac{m\theta}{R} + A_2(t) \]  \hspace{1cm} (2.3)

where

\[ A_0(t) \equiv -\frac{m^2 A^2}{B^2 D} (1 + \cos 2\omega t) \]  \hspace{1cm} (Cf. 3.44)

Experimentally, it was possible to independently measure the maximum amplitude \( A_0 \) of \( \cos \frac{n\theta}{R} \) and the amplitude of the second harmonic term \( * \) in \( A_0(t) \). When the experimental values of \( (A_0)^2 \) were plotted against \( (A_0)_{2\omega} \), a linear relationship was indicated. According to the theory, such a line should have a slope of \( \frac{n^2}{8R} \); preliminary experiments indicated a lesser slope, suggesting that the coefficient \( \frac{n^2}{8R} \) might be in error.

Since the theoretical results (3.44) for the deflections are basically unchanged by including the effects of extension or tangential inertia, one suspects a discrepancy in the inextensionality condition itself. This leads to an examination of the strain-displacement relation. For thin rings, the general form is (See reference 24)

\[ \varepsilon_{yy} \bigg|_{z=0} = \frac{\partial v}{\partial y} + \frac{\nu}{R} + \frac{1}{2} \left[ \left( \frac{\partial v}{\partial y} - \frac{v}{R} \right)^2 + \left( \frac{u}{R} + \frac{\partial v}{\partial y} \right)^2 \right] \]  \hspace{1cm} (6.1)

* Designated by \( (A_0)_{2\omega} \)
Up to this point, only a first approximation to (6.1) has been used, namely

\[
\varepsilon_{yy} \bigg|_{z=0} = \frac{\partial w}{\partial y} + \frac{w}{R} + \frac{1}{2} \left( \frac{\partial w}{\partial y} \right)^2 \tag{1.2}
\]

Taking \( w(y, t) \) in the form

\[
w_1(y, t) = A(t) \cos \frac{ny}{R} + [A_0(t)]
\tag{5.2}
\]

and using it together with (1.2) in the inextensionality condition gives

\[
\varepsilon_{yy} \bigg|_{z=0} = \frac{\partial w_1}{\partial y} + \frac{\langle A_0 \rangle_t}{R} + \frac{A}{R} \cos \frac{ny}{R} + \frac{1}{2} \left( \frac{mA}{R} \sin \frac{ny}{R} \right)^2
\]

whence

\[
\langle A_0 \rangle_t = -\frac{m^2 A^2}{4R} \tag{6.3a}
\]

and

\[
\nu_1(y, t) = -\frac{A}{mA} \sin \frac{ny}{R} + \frac{mA^2}{BR} \sin \frac{2ny}{R}
\tag{6.3b}
\]

To improve these results, (6.1) will be employed, with \( w_1 \) and \( w_1 \) used to compute the non-linear terms. Let the second approximation be

\[
w_2(y, t) = A(t) \cos \frac{ny}{R} + [A_0(t)]
\tag{6.4}
\]

From (6.2) and (6.3), one has

\[
\left( \frac{\partial w_2 - \nu_1}{R} \right)^2 = \left[ \frac{m^2 (1 - \frac{1}{m^2})^2 A^2}{2R^2} \right] \left( 1 - \cos \frac{2ny}{R} \right)
\tag{6.5a}
\]

\[+ O\left( \frac{A}{R} \right)^3 \]
and

$$\left( \frac{\partial v_1}{\partial y} + \frac{w_2}{R} \right)^2 = O\left( \frac{A}{R} \right)^4$$  \hspace{1cm} (6. 5b)$$

Using (6. 4) and (6. 5) in (6. 1), the inextensionality condition is again applied:

$$\varepsilon_{yy} \bigg|_{y = 0} = \frac{\partial v_2}{\partial y} + \frac{A}{R} \cos \frac{m\pi y}{R} + \frac{(A_0)_2}{R}$$

$$+ \frac{1}{2} \left[ \frac{m^2 (1 - \frac{1}{m^2})^2 A^2}{R^2} \right] \frac{1}{1 - \cos \frac{2m\pi y}{R}} \right] \cdot O\left( \frac{A}{R} \right)^3$$

This results in

$$[A_0(t)]_2 = - \frac{m^2 (1 - \frac{1}{m^2})^2 A^2}{4R}$$  \hspace{1cm} (6. 6a)$$

and

$$v_2(y, t) = - \frac{A}{m} \sin \frac{m\pi y}{R} + \frac{m A^2}{BR} \left( 1 - \frac{1}{m^2} \right)^2 \sin \frac{2m\pi y}{R}$$  \hspace{1cm} (6. 6b)$$

Repeating this process with \( w_2 \) and \( v_2 \) yields the third approximation,

$$w_3(y, t) = A(t) \cos \frac{m\pi y}{R} - \frac{m^2 (1 - \frac{1}{m^2}) A^2}{4R}$$  \hspace{1cm} (6. 7a)$$

$$v_3(y, t) = - \frac{A}{m} \sin \frac{m\pi y}{R} + \frac{m A^2 (1 - \frac{1}{m^2})^2}{BR} \sin \frac{2m\pi y}{R}$$  \hspace{1cm} (6. 7b)$$

$$+ O\left( \frac{A}{R} \right)^3$$
which differs from the second only in the higher order terms. Subsequent iterations will likewise differ in the \(0(\frac{A}{R})^3\) terms; for present purposes, it is sufficient to stop at this point.

Note that (6.7a) is in the same form as (2.3). Thus, the results of all the previous analyses can be easily modified to better approximate the full strain-displacement relation, (6.1). For example, (2.3) becomes

\[
\omega(\eta, t) = A \cos \omega t \cos \frac{m^2}{R} t + A_0(t)
\]  

(6.8a)

where

\[
A_0(t) = -\frac{m^2(1 - \frac{1}{m^2})^2}{8R} A^2 \left(1 + \cos 2\omega t\right)
\]  

(6.8b)

from (3.44) and (6.7a). Equation (6.8b) indicates a linear variation of \((A_0)^2\omega\) vs. \(A^2\), with slope \(\frac{m^2(1 - \frac{1}{m^2})^2}{8R}\). This improved the agreement with the preliminary experiments on \((A_0)^2\omega\), but such was not the case in later tests. (See Fig. 17f and the related discussion in Section 3.2.)

Recall that the inextensional analyses can be corrected for the effect of tangential inertia by replacing \(\frac{\omega}{\omega_0}\) by \(\frac{\omega}{\omega_l}\) and \(\epsilon\) by \(\epsilon_i\). (See Section 2.3.2). Similarly, the results of the present section can be employed by substituting \(\epsilon_*\) for \(\epsilon\); where

\[
\epsilon_* = \left(1 - \frac{1}{m^2}\right)^* \epsilon; = \left(1 - \frac{1}{m^2}\right)^* \left(\frac{m^2}{m^2 + 1}\right) \left(1 + \frac{1}{8m^2}\right) \epsilon
\]  

(6.9)
These combined corrections lead to a significant improvement in the theory; the calculated curves shown in Figs. 17a–e all employ \( c \) in place of \( \varepsilon \). Similar corrections apply to the multiple bending mode analyses.

2.6.2 Shear Deformation and Rotary Inertia

An extensive analysis of shear and rotary inertia effects was done by Buckens, reference 4. His results can be put in the form

\[
\omega = \omega_c \left[ 1 + c \left( \frac{\ell}{R} \right)^2 + O \left( \frac{\ell}{R} \right)^4 \right]
\]

where \( \omega_c \) is the classical expression for the natural frequency of a ring (3.39), \( \omega \) is the natural frequency where shear and rotary inertia are included, and \( c \) is a correction factor.

The largest term in \( c \) arises from shear deformation. For rectangular cross-sections, both shear and rotary inertia effects can be neglected if

\[
\frac{n^2 \ell^2}{3 R^2} \ll 1
\]

Or, with \( \lambda = \frac{\pi R}{\ell} = \text{the half-wave length of } \cos \frac{n \nu}{R} \), (6.10) becomes

\[
\frac{\pi \ell}{\sqrt{3}} \ll \lambda
\]

This is agreement with the analogous result for beams, namely that shear effects can be neglected if the ratio \( \frac{\text{depth}}{\text{length}} \) is much less than unity. Considering a section of the ring as a curved beam with length \( \lambda \) and depth \( h \), one sees the similarity of the two statements. For
complete details, the reader is referred to Buckens' original work, (Ref. 4).

Conditions such as the above (6.11) are derived from linear analyses. When (6.11) is met, the effect of shear deformation and rotary inertia on the linear vibrations of a ring are negligible. It is assumed that these effects remain negligible for the non-linear vibrations, as long as (6.10) holds. Examination of this assumption is left to another report.

2.7 Comparison with Other Results

In order to better understand the present work, it will be compared with some similar results. A few studies on the non-linear vibrations of rings have been done; they are not concerned with the forced vibration problem. (See Refs. 6 - 8). Some of these contain certain inconsistencies, and none discuss the phenomenon of self-coupled bending modes.

The forced non-linear vibrations of a ring have several features in common with the analogous problems for a thin circular cylindrical shell and a thin cylindrical membrane. Many other systems which possess axial symmetry behave in a qualitatively similar fashion. A few systems such as these and the results of previous investigators are discussed in this section.

2.7.1 The Free Non-Linear Vibrations of a Ring

Federhofer (Ref. 6) examined this problem by an iteration scheme. First, equations are derived which include tangential inertia,
mid-plane extension, and the major quadratic terms in the strain-
displacement relations. The "thin ring assumption" \( \frac{n^2}{R^2} \ll 1 \) is not
made. After several manipulations, the problem is reduced to a
single non-linear partial differential equation
\[
L(w) = S(w)
\]
(7.1)
where \( L \) is a linear operator and \( S \) is a non-linear relation that
depends on \( w \). To obtain an approximate solution, Federhofer solves
\[
L(w_0) = 0
\]
which gives
\[
w_0 = A \cos \omega t \cos \frac{ny}{R}
\]
Then he puts \( w = w_0 + w_1 \) into (7.1) and has
\[
L(w_0 + w_1) = S(w_0 + w_1)
\]
(7.2)
Since \( L \) is a linear operator, and since \( w_1 \) is a correction that is
assumed to be small, (7.2) is replaced by
\[
L(w_0) + L(w_1) \approx S(w_0)
\]
(7.3)
But \( L(w_0) = 0 \); thus one can solve
\[
L(w_1) = S(w_0)
\]
(7.4)
to obtain the correction term, \( w_1 \).

In the notation of the present work, reference 6 gives
\[
\frac{w_1}{h} = \frac{A}{2} \cos \omega t \cos \frac{m \pi y}{L} + \left( \frac{A}{2} \right)^2 \frac{h}{L} L_1(m, n) \cos \omega t
\]
\[
+ L_2(m, n) \cos \frac{2m \pi y}{L} + L_3(m, n) \cos \omega t \cos \frac{2m \pi y}{L}
\]
(7.5)
where \( b(n, \alpha) \) depend on the mode number, \( n \), and the ring parameter, 
\[ \alpha \quad (\alpha = \frac{h^2}{12R^2}). \]
In the limit as \( \alpha \to 0 \), (7.5) reduces to

\[
\frac{\omega(y, t)}{\omega} = \frac{A}{h} \cos \omega t \cos \frac{ny}{R}
+ (\frac{A}{h})^2 \frac{m^2 h}{BR} (1 + \frac{1}{m^2})^2 \cos 2\omega t
\]

where \( b_3(n, 0) \approx 0 \) and \( b_2 \sim 0(10^{-3}) \). The present solution (when corrected for the additional non-linearities) gives

\[
\omega(y, t) = \frac{A}{h} \cos \omega t \cos \frac{ny}{R}
+ (\frac{A}{h})^2 \frac{m^2 h}{BR} (1 + \frac{1}{m^2})^2 (1 + \cos 2\omega t)
\]

which is identical with (7.6) except for the term which is constant in time. Reference 6 tabulates \( b_1(n, \alpha) \) for \( n = 2, 3, 4 \) and \( \alpha = 0, \frac{1}{1000}, \frac{1}{300} \). When \( \alpha = \frac{1}{1000} \), the \( b_2 \) correction becomes relatively large. In fact, for

\[
\alpha = \alpha = \frac{(m^2 + 1)(m^2 + 1)}{4m^2 (m^2 - 1)^2} = \frac{(m^2 + 1)}{m^2 (4m^4 - 9m^2 + 9)}
\]

the correction term becomes infinite, and the solution breaks down.

At the value of \( \alpha \) given by (7.7), \( S(\omega) \) causes a resonance in equation (7.4) and the corresponding \( w_1 \) becomes unbounded.

Clearly, the approximation made in going from (7.2) to (7.3), namely
\[ S(\omega_1 + \omega_2) = S(\omega_2) \]  \hspace{1cm} (7.8)

is not valid when the magnitude of \( \omega_1 \) exceeds that of \( \omega_2 \). Even when the maximum amplitude of \( \omega_1 \) is less than that of \( \omega_2 \), (7.8) may be questionable. For example, when \( \omega > \omega_2 \), (7.5) indicates that the ring expands (instead of contracting) as it vibrates. On physical grounds, this would seem to be incorrect.

As regards the constant term, \( \left( \frac{A}{n} \right)^2 \frac{2}{3R} \left( 1 - \frac{1}{2} \right)^2 \), one might note that it is impossible to satisfy (6.1) up to \( \frac{\omega}{R} \) without including it. This suggests that Federhofer has neglected a quadratic term in his analysis. Comparing the results for \( v(y,t) \) confirms this. Finally, the method of solution used in reference 6 does not provide any information about changes in frequency as the ring vibrates to large amplitudes - i.e., one cannot plot \( \Lambda \) vs. \( \omega \). Nevertheless, the solution does exhibit the \( \cos 2 \omega t \) contraction at the nodes of \( \cos \frac{ny}{R} \).

Shkenev, (Ref. 7), studied both free vibrations and parametric excitation of a ring. He apparently neglects tangential inertia, and the ring is assumed to vibrate inextensionally:

\[ E_{yy} \bigg|_{z=0} = \frac{dv}{dy} + \frac{u}{R} + \frac{1}{2} \left( \frac{dv}{dy} \right)^2 = 0 \]  \hspace{1cm} (2.7)

Both \( u \) and \( v \) are assumed; in the notation of the present work, they are

\[ u(y, t) = \Lambda_n(t) \cos \frac{ny}{R} \]  \hspace{1cm} (7.9)
\[ \omega(y, t) = -\frac{A_m}{m} \sin \frac{my}{R} + \frac{mA_n^2}{AR} \sin \frac{2mA_n}{R} \] (7.10)

Note, however, that (7.9) and (7.10) are incompatible with (2.7); (see Section 2.2.1a). For free vibrations, reference 7 gives

\[ \ddot{A}_m + \omega^2 A_m + cA_n^3 + a A_n (A_n \dddot{A}_m + \dot{A}_m^2) = 0 \] (7.11)

which is similar to

\[ \dddot{A}_m + \omega_m^2 A_m + \frac{c}{2} A_n (A_n \dddot{A}_m + \dot{A}_m^2) = 0 \] (7.12)

of the present work (inextensional, one bending mode), where

\[ \omega(y, t) = A_n(t) \cos \frac{my}{R} - \frac{m^2 A_n^2}{4R} \] (2.8)

Since (7.9) does not allow the ring to contract as it vibrates, (7.11) is in error. Consequently, one finds

\[ \frac{\alpha}{\varepsilon/2} = \frac{1}{16 (m^2 + 1)} \ll 1 \]

McIvor and Goodier (Ref. 8) study the response of a ring that is subjected to a uniform radial impulse. The "thin ring" assumption \( \frac{h^2}{R^2} \ll 1 \) is made, and tangential inertia is included. By comparing some inextensional and extensional linear vibration problems, they observe the results to be nearly equal when the inequality

\[ \frac{m^2 k^2}{12 R^2} \ll 1 \]
is met. This leads them to consider the non-linear response problem in which the flexural modes vibrate inextensionally. However, these modes are required to satisfy a linear inextensionality condition
\[
\frac{\partial \sigma}{\partial y} + \frac{w}{K} = 0
\]
rather than the non-linear one:
\[
\frac{dw}{dy} + \frac{w}{K} + \frac{1}{2} \left( \frac{\partial w}{\partial y} \right)^2 = 0
\] (2.7)

This discrepancy does not invalidate the dynamic stability analysis of reference 7 (since it is done for small amplitudes), but the "long term equations" are in error.

2.7.2 Some Comments on the Non-Linear Vibration of Axisymmetric Systems

The non-linear vibrations of many axisymmetric systems (such as a ring) possess several features in common. With the assumption that the motion involves primarily one or two vibration modes, it is possible to reduce the problem to one involving non-linear ordinary differential equations. In the event that only one mode is vibrating (near its linear resonant frequency), one can show that above a certain critical amplitude the companion mode begins to participate in the motion. The companion mode is excited parametrically, via the non-linear coupling terms. This phenomenon is not restricted to axisymmetric systems, but it occurs in such cases since the natural frequencies of the driven mode and its companion are identical. In the following paragraphs, a few such examples are discussed.
One of the simplest systems to exhibit this behavior is a string. Let the vertical deflection be given by

$$u(x, t) = A(t) \sin \frac{m \pi x}{L}$$

and the horizontal by $h(x, t) = B(t) \sin \frac{m \pi x}{L}$. After various approximations and non-dimensionalizing, the string equations become

$$\ddot{A} + A + \varepsilon A (A^2 + B^2) = F \cos \Omega t$$

(7.13a)

and

$$\ddot{B} + B + \varepsilon B (A^2 + B^2) = 0$$

(7.13b)

where $\varepsilon$ is the non-linearity parameter, and the vertical motion is being forced harmonically. A possible solution to (7.13) is

$$A(t) = \tilde{A} \cos \Omega t$$

$$B(t) = 0$$

(7.14)

When the stability of this solution is analyzed, one finds it to be unstable if $\tilde{A} > A_{CR}(\Omega, \varepsilon)$, where the critical amplitude depends on $\Omega$ and $\varepsilon$. For $\tilde{A} > A_{CR}$, a solution of the form

$$A(t) = \tilde{A} \cos \Omega t$$

$$B(t) = \begin{cases} \tilde{B} \sin \Omega t \\ \tilde{B} \cos \Omega t \end{cases}$$

(7.15)

is suggested. As in the case of the ring, the "in-phase" solution

$$A(t) = \tilde{A} \cos \Omega t$$

$$B(t) = \tilde{B} \cos \Omega t$$

will not satisfy the differential equations of the problem: (7.13). Thus, one has
\[ A(\tau) = \bar{A} \cos \Omega \tau \]
\[ B(\tau) = \bar{B} \sin \Omega \tau \]

as the solution, and the string "whirls". This is analogous to the appearance of travelling waves for the ring.

Equations similar to (7.13) result for the non-linear vibration of circular rods that are constrained longitudinally. The problem of a string (or a circular rod) with a concentrated mass on the end and having constant applied tension gives

\[ \ddot{A} + A + 6A(A\ddot{A} + \dot{A}^2 + B\ddot{B} + \dot{B}^2) = F \cos \Omega \tau \]  \hspace{1cm} (7.17a)

\[ \ddot{B} + B + \varepsilon B(B\ddot{B} + \dot{B}^2 + A\ddot{A} + \dot{A}^2) = 0 \]  \hspace{1cm} (7.17b)

which are identical in form to the equations for a ring! The non-linear vibration of a long, pressurized cylindrical membrane (no axial variation) also results in (7.17), where the deflection of the membrane is

\[ w(\theta, t) = A_m(t) \cos m\theta + B_m(t) \sin m\theta - \frac{m^2}{4R} (A_m^2 + B_m^2) \]

For thin cylindrical shells, a deflection of the form

\[ w(x, y, t) = A_m(t) \cos \frac{m\pi x}{L} \sin \frac{m\pi y}{R} \sin \frac{m^2\pi x}{L} \]

\[ + B_m(t) \sin \frac{m\pi x}{L} \sin \frac{m\pi y}{R} - \frac{m^2}{4R} (A_m^2 + B_m^2) \sin^2 \frac{m\pi x}{L} \]  \hspace{1cm} (7.18)

seems appropriate, and the following equations result*:

* See reference 25.
\[ \ddot{A}_m + \dot{A}_m + \frac{3\eta^2}{R} \dot{A}_m (A_m \ddot{A}_m + \ddot{A}_m^2 + \dot{A}_m \ddot{B}_m + \ddot{B}_m^2) \\
+ \lambda_1 A_m (A_m^2 + B_m^2) + \lambda_2 A_m (A_m^2 + B_m^2)^2 \quad (7.19a) \]
\[ = F \cos \omega t \]
\[ \ddot{B}_m + \dot{B}_m + \frac{3\eta^2}{R} B_m (B_m \ddot{B}_m + \ddot{B}_m^2 + A_m \ddot{A}_m) + \ddot{A}_m^2 \]
\[ + \lambda_1 B_m (A_m^2 + B_m^2) + \lambda_2 B_m (A_m^2 + B_m^2)^2 = 0 \quad (7.19b) \]

Here, \( \eta = \frac{n^2 h}{R} \), and \( \lambda_1 \) and \( \lambda_2 \) depend on \( \xi \), where 
\( \xi = \left( \frac{n \pi/L}{n/R} \right) \). As \( L \to \infty, \xi \to 0 \) and \( \lambda_1, \lambda_2 \to 0 \). Thus, (7.19) then becomes similar to the inextensional ring equations, but with \( \frac{3\eta^2}{8} \) in place of \( \frac{\eta^2}{2} \).

Many other axisymmetric systems exist; in general, any axisymmetric elastic body can exhibit similar behavior. The non-linear vibration of circular discs (studied extensively by Tobias, Refs. 26 and 27) is a very good example. The forced oscillations of a spherical pendulum (Ref. 29) and sloshing of a liquid in a circular tank (Ref. 30) are others.

The present analysis seems to fit nicely within the general results common to non-linear vibrations of axisymmetric systems. Previous studies (Refs. 6 - 8) on the non-linear vibration of rings appear to contain certain shortcomings which cause them to disagree with both the theory and experiments presented herein.
III. THE EXPERIMENTAL PROBLEM

Many aspects of the preceding analysis should be readily observable experimentally. If these salient features are not detected, both theory and experiment must be reexamined.

Preliminary tests indicated (a) the jump phenomena and a slight non-linearity of the "softening" type, (b) the presence of the double frequency term at the nodes of \( \cos \frac{n\pi}{N} \), (c) several ultra-harmonic responses, and (d) at certain combinations of amplitude and frequency, the "single bending mode" approximation was inadequate. The latter observation prompted a study of the "self-coupled bending modes", which successfully explained the experimental results.

The initial tests were followed by a more refined experimental program. It had two main objectives, namely (1) to determine the extent to which the theory and experiments agreed quantitatively, and (2) to measure the actual deflection shape of the vibrating ring. These experiments led to analytical consideration of the "additional non-linearities" and a subsequent improvement in the results. Measurement of the actual vibration form demonstrated the validity of the mode shapes which were assumed in the analysis.

The calculated response and the measured values were generally found to be in good agreement. In retrospect, it seems that the main benefit derived from the experiments was that they served as an independent check on the analysis and motivated significant improvements in it.
3.1. **Description of the Experimental Set-Up**

The ring used for these experiments was formed by an electroplating process in the same manner as the thin cylinders of reference 31. It was 8 inches in diameter, had an average thickness of $5.14 \times 10^{-3}$ inches, and an average length of 0.988 inches. Based upon tests which were done in connection with cylinder specimens, the material properties of the copper were taken to be

\begin{align*}
E &= \text{Young's modulus} = 16 \times 10^6 \text{ lb/in}^2 \\
\rho &= \text{weight density} = 0.322 \text{ lb/in}^3 \\
\nu &= \text{Poisson's ratio} = 0.3
\end{align*}

The ring was suspended by four very thin threads, equally spaced around the circumference, as shown in Fig. 9.

Two inductance-type pickups were operated in a push-pull arrangement to measure the deflections. They were supported on a fixture with a large bearing that permitted them to travel circumferentially around the ring. (see Figs. 9 and 10). The signal from each pickup was fed through a carrier amplifier and into one side of a differential amplifier; its output was in turn sent through a band-pass filter to a cathode ray oscilloscope. (A block diagram is given in Fig. 11). This arrangement resulted in an anti-symmetric operating characteristic for the system, which was highly desirable.

For instance, if one were to represent a characteristic such as Fig. 12 in a power series, he would have

$$
V = a_0 \delta + a_2 \delta^2 + a_3 \delta^3 + \ldots
$$

(8.1)
where \( V \) is the output voltage, \( \delta \) is the displacement seen by the system, and \( a_1 \) are the coefficients of the power series. If the displacement is sinusoidal in time, the output voltage will contain higher harmonics, due to the non-linearity of the system. That is, for \( \delta = \delta_1 \sin \omega t \), the voltage is

\[
V(t) = (a_1 \delta_1 + \frac{3}{4} a_2 \delta_1^3) \sin \omega t + \frac{a_2}{2} \delta_1^2 (1 - \cos 2 \omega t) - \frac{a_2}{4} \delta_1^3 \sin 3 \omega t + \cdots
\]

Thus, if one attempts to measure a non-linear displacement such as \( \delta = \delta_1 \cos \omega t - \delta_2 \cos 2 \omega t + \delta_3 \cos 3 \omega t \), he will find it difficult to determine the magnitude of \( \delta_2 \) and \( \delta_3 \). (In general, \( a_1 \delta_1 \gg a_2 \delta_1^2, a_3 \delta_1^3 \) etc., and \( \delta_1 \) can be found fairly accurately.) To eliminate such "harmonic distortion" altogether, one needs a perfectly linear pickup system which is difficult to obtain. On the other hand, it is possible (theoretically) to eliminate the even order harmonics with a system having an anti-symmetric characteristic; this led to the pickup arrangement used herein.

Vibrations of the ring were excited by oscillating a fine tungsten wire (0.001" dia.) that was attached to it, as shown in Figs. 8 and 10. A standard electrodynamic shaker was used to drive the wire, with the latter serving as a soft coupling spring between the shaker and the ring. The shaker amplitude and frequency were controlled by a standard oscillator-amplifier arrangement. (see Fig. 11). By recording the displacement of the shaker and knowing the spring constant of the wire, it was possible to compute the force acting on the ring.
For example, consider a simple model of the ring-spring system,

\[ F(t) = M \dot{\omega} + M \omega^2_m \omega = F(t) = k(\delta - \omega) \quad (8.2) \]

where the force exerted by the coupling spring is approximated by

\[ F(t) = k(\delta - \omega) \quad (8.3) \]

With the shaker displacement \( \delta = \delta_0 \cos \omega t \), (8.2) can be rearranged to read

\[ \ddot{\omega} + (\omega^2_m + \frac{k}{M}) \omega = \frac{k \delta_0}{M} \cos \omega t = F(t) \quad (8.4) \]

Thus, it is apparent that the force input to the ring can be determined by knowing \( k \), \( \delta_0 \), and \( M \). It is also evident that the coupling spring
constrains the ring and will affect the natural frequency of the system. Finally, (8.3) is valid only for a spring which (a) is perfectly linear, and (b) has a high resonant frequency.

To avoid exerting a large constraint on the ring, one requires

$$\frac{k/m}{\omega_{hm}^2} \ll 1$$

(8.5)

which means using a very soft coupling spring. But, to neglect the inertia of the spring itself in writing (8.3) necessitates

$$\omega^2 \ll \frac{k}{M_{SP}}$$

(8.6)

where $M_{SP}$ is the effective mass of the spring in its first vibration mode and $\omega$ is the frequency of the motion which is being transmitted to the ring. Unfortunately, the preceding requirements tend to conflict with one another; i.e., soft springs tend to have low resonant frequencies.

To get around this problem, the tungsten drive wire was devised. The wire that was used in the experiments gave $k = 0.035$ lb/in and had a first resonant frequency of 300 cps; this resulted in

$$\frac{k/m}{\omega_{hm}^2} = 0.008 \quad \text{and} \quad \frac{\omega^2}{k/M_{SP}} = 0.01$$

for the mode which was studied in detail. To make the coupling spring as linear as possible, the system was designed such that (a) the deflections of the wire were much less than its length, and (b) the initial tension applied to the wire was very high.
The analysis of the ring was carried out with the assumption of a "monochromatic" forcing function $F(t) = F \cos \omega t$. However, the force which was experimentally applied to the ring actually contained several frequencies. This harmonic distortion of the input arose from two main sources:

1. The output displacement of the shaker itself contained higher harmonics as well as $\cos \omega t$, and
2. The drive wire introduced harmonics, since it was a non-linear spring.

It was possible to determine the distortion in the shaker output by using a harmonic analyzer to examine the output voltage of the signal generating coil*. The shaker displacement was found to be

$$\delta = \delta_0 \left[ \cos \omega t + 0.03 \cos 2\omega t + 0.01 \cos 3\omega t \right]$$

(0.7)

for $\delta_{\text{max}} = 0.2$ inches (the maximum employed). The harmonics introduced by the non-linear drive wire can be estimated from its static calibration curve, Fig. 13. The force generated by the wire was approximately

$$F(t) = \frac{k}{2} \delta_0 \left[ \cos \omega t + 0.02 \cos 3\omega t \right]$$

(k is the spring constant, and the geometry of Fig. 10 has been used)

* The shaker was equipped with a signal generating coil which produced a voltage proportional to the velocity of the armature.
for a pure harmonic displacement \( \delta = \delta_1 \cos \omega t \) and \( \delta_1 = 0.15 \) inches. Combining these effects, the force exerted on the ring by the wire may be expressed as

\[
F(t) = \frac{F_0}{2} \left[ \cos \omega t + b_2 \cos 2\omega t + b_3 \cos 3\omega t + \ldots \right]
\]

where \( b_2 \) and \( b_3 \) depend non-linearly on \( \delta_0 \), and \( |b_2| \max \approx 0.033 \), \( |b_3| \max \approx 0.030 \) for the experiments described herein. Note \( |b_2|, |b_3| \ll 1 \), which means that the input forcing function was quite "clean".

Both the displacement pickup and the forcing function are a source of extraneous non-linearities; such effects must be examined if the data to be obtained on non-linear ring vibrations is to have much significance. In addition, one must consider the non-linearities which arise from the manner in which the ring was constrained by the drive wire and suspension system.

When the equation analogous to (8.2) is written down for large displacements of the ring, one has

\[
\begin{align*}
\ddot{x} + (1 + K_1) \frac{x}{2} + \frac{k^2}{2} (x \ddot{x} + \dot{x}^2) \\
+ \frac{k^2}{2} K_1 \left( \frac{d_0}{2h} \right) \cos 2\zeta + \frac{K_2}{2} (\xi \ddot{\zeta} + \dot{\zeta}^2) \\
- \frac{5 \mu K_2}{4} \dot{x} + \frac{K_2}{8} \dot{\zeta} \dot{\dot{\zeta}} = K \left( \frac{d_0}{2h} \right) \cos 2\zeta
\end{align*}
\]

(8.8)

where the deflection has been taken as

\[
\omega(y,t) = \lambda \cos \frac{m_0}{} - \frac{m_0 \dot{\lambda}}{4R}
\]

the shaker displacement as \( \delta_0 \cos \omega t \), the effect of the
constraints has been included, and the following non-dimensional parameters have been used:\footnote{\(k_s, m_s\) are the stiffness and mass associated with the suspension system.}:

\[
\begin{align*}
\hat{t} &= \frac{\omega}{\omega_{nm}} t \\
\hat{\Omega} &= \frac{\omega}{\omega_{nm}} \\
\hat{\mathcal{F}} &= \frac{\hat{F}}{k} \\
K_i &= \frac{k}{\omega_{nm}^2} = \frac{k}{\sqrt{2\pi k_f h b} \omega_{nm}} \\
K_2 &= \frac{k_s}{\omega_{nm}^2} \\
K_C &= K_i + K_2 \\
\mu &= \frac{m_s}{M}
\end{align*}
\]

Putting

\[
K_i \left(\frac{S_0}{2h}\right) = C = \frac{F}{(\pi k_f h b) \omega_{nm}^2}, \quad \text{i.e.} \quad \frac{S_0}{2h} = C
\]

and recalling that \(K_i \ll 1\), one sees that (8.8) is equivalent to (3.4) (one mode, inextensional) except for the terms which are underlined.

Nevertheless, an analysis of (8.8) demonstrates that its solution is practically identical to that of (3.4). For example, using the method of averaging on (8.8) with \(\mathcal{F}(\tau) = A(\tau) \cos \Omega \tau + C_0(\tau)\) gives

\[
\bar{C}_0 = \frac{3 \eta^* k_C}{8} \bar{A}^2
\]

and a "backbone curve" of

\[
\Omega = 1 - \frac{\eta^2 \bar{A}^2}{2} \left[1 - \frac{3K_i}{2} + \frac{9K_i^2}{4}\right] + O(\eta^4)
\]

\(\Omega = 1 - \frac{\pi^2 \bar{A}^2}{8} + O(\eta^4)\) for (3.4). Since \(K_C \ll 0.013\), it is apparent that the effect of the additional non-linear terms in (8.8) is very small, at least in the vicinity of resonance. Their presence is felt mainly near \(\Omega - \frac{1}{2}\), but even then the effect is slight.
Similarly, one can show that the stability of the solutions is virtually unaffected by such terms.

The preceding paragraphs demonstrate that the experimental arrangement corresponded quite closely to the theoretical problem analyzed in Section 2.5.2b. This agreement was borne out throughout the experimental program, which is outlined in the next section.

3.2. **Steady-State Response**

Preliminary tests were conducted with the ring suspended from the ceiling on long threads and with a soft coil spring in place of the tungsten drive wire. These tests demonstrated the basic features of the response, including the appearance of the "self-coupled" bending modes. Their presence was detected by the use of Lissajous figures, as follows.

The voltage proportional to the radial deflection of the ring was fed into the vertical axis of the oscilloscope, with the horizontal axis being driven from the oscillator which controlled the shaker. The resulting Lissajous figure indicated the amplitude and the phase (relative to the input force) of the vibration at that point on the ring. By moving the pickup around the circumference of the ring and noting the Lissajous figures, it was possible to detect which modes were present.

For example, when primarily a single bending mode responded (near resonance) one saw the Lissajous patterns shown in the top half of Fig. 14. The open vertical ellipses indicate a response that is $\pm 90^\circ$ out of phase with the forcing function (resonance) and the
horizontal figure eights demonstrate the double frequency contraction at the nodes of \( \cos \frac{ny}{R} \). The amplitude of \( A \) was measured at the antinode and the amplitude of \( (\omega_o)^2 \omega \) at the "nodes" of \( \cos \frac{ny}{R} \).

The appearance of the companion mode \( \sin \frac{ny}{R} \) occurred near resonance of \( \cos \frac{ny}{R} \) and resulted in the lower pattern in Fig. 14. The vertical ellipses at the antinodes of \( \cos \frac{ny}{R} \) indicate that it is \( 90^\circ \) out of phase with the input. The lines at the antinodes of \( \sin \frac{ny}{R} \) demonstrate that it is directly in (or out) of phase with the input, which means that \( \sin \frac{ny}{R} \) is \( 90^\circ \) out of phase with its companion mode. A pattern such as Fig. 14 (b) can be produced by a deflection of the form:

\[
\varphi(y, t) = A \cos(\omega t + \theta) \cos \frac{ny}{2} + B \sin(\omega t + \phi) \sin \frac{ny}{2} \tag{8.10}
\]

Other combinations of modes are at variance with the experimental results. The amplitude \( A \) was measured at the antinodes of \( \cos \frac{ny}{R} \), and the amplitude of \( B \) at the nodes of \( \cos \frac{ny}{R} \). As further evidence that a deflection of the form (8.10) was correct, travelling waves were detected with the aid of a strobotach when Lissajous patterns such as Fig. 14 (b) were observed.

The exploratory tests were concluded after noting the linear (small amplitude) vibration frequencies and many ultra- and sub-harmonic responses of the ring; (see Table I). The forcing frequency in these tests was determined by an electronic counter which monitored the output frequency of the oscillator.

---

* The contraction term, \( \frac{\Delta^2}{R^2} (A^2 + B^2) \), has been omitted from (8.10) since it has little effect on the Lissajous figures when the coupled modes are present.
When the preliminary set-up was replaced with the improved arrangement of Fig. 9, it was possible to obtain response curves which could be compared with the analysis. The apparatus was designed to investigate the \( n = 4 \) mode in particular; thus the drive wire and suspension threads were arranged such that the former was at an antinode and the latter at four nodes of \( \cos \frac{4\nu}{R} \).

Typical response curves for this set-up are shown in Fig. 15. The \( A \) values were measured at one antinode of \( \cos \frac{ny}{R} \), and the \( (A_0)_{2\omega} \) and \( B \) values at an adjacent node. The amplitude of the input force was held constant for the response curves of Fig. 15; this was accomplished by maintaining a known, constant peak-to-peak displacement \( (2\Delta_0) \) of the shaker throughout each run. The force itself was calculated from \( F = \frac{k\Delta_0}{3} \). An electronic counter was used to measure the frequency of the forcing function at each data point; these values were then non-dimensionalized on the linear frequency, which was known from prior tests.

Having measured \( \left( \frac{\omega}{\omega_c} \right) \) and \( F \), and knowing \( \eta, M \), and \( \beta^* \), one can compute the theoretical response, using (3.50) and (6.9). The calculated values are shown in Fig. 15 by the solid lines.

A notable discrepancy between the response curves of Fig. 15 and the preliminary experiments was immediately apparent: the improved set-up had altered the "jump" phenomena! Now the ring

* The damping was determined from amplitude decay measurements; see Section 3.3, "Some Transient Responses".
jumped from one mode \((\cos \frac{ny}{R}, \text{low amplitude})\) to two modes \((\sin \frac{ny}{R}, \cos \frac{ny}{R})\); previously it had remained in one mode when it jumped. The cause of this behavior was found to be the drive wire.

By constraining the \(\cos \frac{ny}{R}\) mode but not \(\sin \frac{ny}{R}\) mode, it had raised the effective natural frequency of the former and left the latter unchanged. This creates an overlapping of two instability regions (see Fig. 16) and leads to the observed results. It was possible to obtain the "standard" jumps found previously, by (a) adding concentrated viscous damping in the \(\sin \frac{ny}{R}\) mode, thus modifying its instability region, or (b) adding a small, concentrated mass to an antinode of \(\cos \frac{ny}{R}\), which lowered its natural frequency and separated the unstable regions (see Fig. 16).

Adding the mass had another beneficial effect, as it greatly reduced the tendency of the nodes to "drift" circumferentially. Such shifting of the nodes can be explained by considering small imperfections in the ring (variations in thickness, material properties, etc.) as was pointed out by Tobias (Ref. 28). The added mass was a short piece of solder, (it weighed 0.26 grams, vs. 18.62 grams for the entire ring) and it was glued to the ring directly alongside the drive wire. This arrangement fixed the two "preferential modes" of the ring (see Ref. 28) while simultaneously insuring that the forcing function would directly drive only one of them.

Four response curves were run on the \(n = 4\) mode with the added mass; the results are shown in Fig. 17. (Again, the solid lines represent the theoretical results, where \(\epsilon_s\) has been used; see (6.9)). A, B, and \((\lambda \omega)^2\) were measured as in the previous tests.
The phase of the signal at the antinode was measured with a standard phase meter. The electronic counter was set up to measure the period of the input signal (rather than the frequency) in these tests. This enabled $\omega$ to be determined more accurately than previously$^*$. As seen from Fig. 17 a-e, the calculated results agree fairly well with the measured values. On a frequency basis, Fig. 17 e shows a difference of less than 1 per cent between theory and experiment, and the "backbone curves" of Fig. 17 a-d also show good correlation. The results seem to agree less well for the higher amplitudes; this may be due to the non-linearity of the displacement pickup. (The voltage measurements of A, B, etc. were converted to displacements by using the linear gain factor of Fig. 12).

Figure 17 f shows qualitative agreement with the theory, but the experimental data differ by 30 per cent from the improved analysis (which includes the "additional non-linearities"). However, it should be noted that 10 units on the vertical scale of Fig. 17 f represent a displacement of 0.001". An error of 0.001" in the measurement of $(A_o)_{2\omega}$ could account for the 30 per cent discrepancy noted above. Since $2\omega$ for the $n = 4$ mode is equivalent to 66 cps, a possible source of error might have been the 60 cycle "noise" present in the electronics.$^*$

$^*$ For example, the counter would give the period of the wave as 0.030280 + 0.000010, with drift in the electronics accounting for the slight variations in period.
An approximate determination of the instability boundaries for the companion mode can be made by extrapolating the steepest part of the $B/h$ vs. $\frac{\omega}{\omega_k}$ curves onto the horizontal axis. This gives an estimate of the $\frac{\omega}{\omega_k}$ value at which the companion mode goes unstable; the corresponding amplitude of the driven mode can then be found from $A$ vs. $\frac{\omega}{\omega_k}$. The resulting instability boundaries are shown in Fig. 18; attempts to determine these boundaries directly by experiment were unsuccessful. The other instability region - bounded by the locus of vertical tangents - is also given in Fig. 18.

Similar responses, jumps, and instabilities were noted in other modes as well as $n = 4$; some results for the $n = 3$ mode are given in Fig. 19.

The mode shapes were measured by exciting one mode ($n = 4$) and recording the amplitude at known positions along a half-wave length. Measurements were made at several amplitudes, on two half-waves; the results are shown in Fig. 20, where the solid lines are the assumed deflection shape.

The response voltage from the pickup system can be represented as a Fourier series in time

$$V(y, t) = f_1(y) \cos \omega t + f_2(y) \cos 2\omega t + f_3(y) \cos 3\omega t + \ldots$$

with coefficients that vary around the circumference of the ring. The coefficients, $f_1(y)$, $f_2(y)$, etc. contain the spatial variation of the deflection shape combined with the harmonics introduced by the pickup system. As shown by Fig. 20, $f_1(y)$ is very nearly $A \cos \frac{ny}{L}$. By passing the deflection signal through the harmonic analyzer and using
a narrow (2 cps band width) filter, it was possible to determine the circumferential variation of the first, second and third harmonics in the signal. The results are given in Fig. 21; the higher harmonics contain the influence of non-linearities in the displacement pickup, despite efforts to avoid them.

It was thus impossible to determine the true spatial variation of the \( \cos 2\omega t \) term of the deflection, but Fig. 21 does suggest a major component that is constant in space. Furthermore, Figs. 20 and 21 indicate that \( (6, \delta) \) is a good approximation to the deflection, which would account for the presence of just such a uniform second harmonic component. The perturbation calculations suggest that \( A_n(t) \) itself contains some double frequency terms (which would vary as \( \cos \frac{n\nu}{R} \) in space) but their presence could not be confirmed experimentally.

The close agreement shown in Fig. 20 indicates that the main motion of the ring (when vibrating in a single mode) was of the form \( A \cos \frac{n\nu}{R} \cos \omega t \). This conclusion is supported by Fig. 21, which also suggests that the bulk of the third harmonic in the response signal was generated by non-linearity in the displacement pickup.

In addition to the close examination of particular half-waves of the vibration mode, the root-mean-square response was plotted for three-fourths of the ring's circumference. Results were obtained for four different amplitudes; Fig. 22 is typical. Some non-uniformity in the mode shape was apparent, with two antinode peaks varying 10 - 15 per cent from the mean antinode response. Anomalies of this type
might be the result of circumferential variations in thickness, material properties, pickup spacing, etc.

3.3. Some Transient Responses

Although the bulk of the experimental work was concerned with the steady-state response of the ring, some transient motions were also of interest. For example, it was possible to observe the growth of the companion mode as it went unstable or the decay of the vibrations due to damping.

To accomplish the former, the excitation was adjusted such that the long time (steady-state) response would involve the vibration of both \( \cos \frac{ny}{R} \) and \( \sin \frac{ny}{R} \). Then a switch box was inserted in the system, allowing one to simultaneously turn on the excitation to the ring and trigger the sweep of the oscilloscope. To obtain the transient response of the \( \sin \frac{ny}{R} \) mode, the pickup was fixed at a node of \( \cos \frac{ny}{R} \). When the excitation was suddenly switched on, the oscilloscope recorded the amplitude of the former, showing that it grew rapidly at first and then levelled off to the steady-state value. The initial growth was much like an exponential increase, as is predicted by stability theory; for large amplitudes, the non-linearity of the ring (and the damping) limit the response.

In a similar fashion, the transient response of \( \cos \frac{ny}{R} \) and of the shaker (velocity) were obtained, for the same excitation setting. Typical results are shown in Fig. 23, which points out that the shaker and the \( \cos \frac{ny}{R} \) mode responded rapidly to the excitation. As \( \sin \frac{ny}{R} \) began to vibrate, it took energy from its companion mode, which
caused the amplitude of $\cos \frac{n\nu}{\nu}$ to dip slightly. (see Fig. 23). The low frequency ripples in the amplitudes occurred because the rigid body mode of the system was excited by the shaker start-up.

Using a similar arrangement, but triggering the scope as the excitation was switched off, damping traces for the $n = 3$ and $n = 4$ modes were obtained. Some typical traces are shown in Fig. 24, which points out that the damping is amplitude dependent - i.e., non-linear. Damping in the $n = 3$ mode ranged from $\beta = 0.008$ to $\beta = 0.003$ in going from high to low amplitudes; similarly, $\beta$ for $n = 4$ ranged from 0.002 to 0.001. Note that these values contain the damping effects exerted on the ring by the drive and suspension system. The slight beating in Fig. 24 is again due to excitation of the rigid body mode.

3.4. Other Results of Interest

The $n = 4$ mode was investigated in detail for reasons of experimental convenience. The response of several other modes and combinations of modes was also observed, as shown in Table I. It will be noted that in addition to the "standard" ultraharmonic responses where a single mode is excited, Table I contains coupled responses where one mode vibrates at the driving frequency and another mode at some multiple thereof. Such motions were readily detected by use of the harmonic analyzer; the analysis indicated these responses might occur. (see Section 2.5.2).

Finally, since this work originated with a study of non-linear cylindrical shell vibrations, it is of interest to report that recent
experiments on cylinders (Ref. 32) have demonstrated many of the phenomena noted here. In particular, the softening type non-linearity and the double frequency contraction at the nodes have been detected.
IV. CONCLUDING REMARKS

The similarity of the analytical results for a single bending mode suggests that the main features of the non-linear flexural vibrations of thin rings can be obtained by using an "inextensional" theory. This information can be applied to greatly simplify the analysis of vibrations in which several bending modes participate. For example, an inextensional study of the "self-coupled" bending modes demonstrates that the single mode solution is valid only for certain combinations of amplitude and frequency. Thus, when the single (driven) mode exceeds a "critical amplitude", its companion mode becomes excited and participates in the motion.

Examination of the "general inextensional case" (involving an infinite number of modes) shows that possible solutions are (a) vibration of primarily a single bending mode, and (b) vibration of primarily the "self-coupled" modes. Furthermore, a stability analysis of these solutions indicates that when certain restrictions are met, all other bending modes play only a minor role in the vibrations.

Significant improvement in the analysis is obtained by including the effect of "additional non-linearities" in the strain-displacement relations. Retaining the effect of tangential inertia also improves the calculations, but to a lesser extent. Both these modifications lose their importance as the mode number increases; however, they combine to decrease the non-linearity parameter ($\varepsilon$) by more than 25 per cent for the $n = 4$ mode.
The experiments are in generally good agreement with the analysis, both qualitatively and quantitatively. Early tests exhibited the jump phenomena, a non-linearity of the "softening" type, double frequency contraction at the nodes, ultraharmonic responses, and the appearance of the companion mode. Subsequent improved experiments showed the measured responses to be in good agreement with the calculated values. Similarly, measurements of the mode shape (for a single mode) and of the contraction at the nodes indicate the appropriateness of the assumed deflection form. Experimental damping traces point out that the damping is amplitude dependent; this is substantiated by the steady-state response curves. Consequently, to calculate response curves that agree with the measured values, (including the maximum amplitude) one must know the damping which is appropriate for that amplitude.

In conclusion, it seems that the basic approach presented here is applicable to the non-linear vibration of thin cylindrical shells, as well as many other axi-symmetric systems. First, the system is assumed to vibrate in primarily a single mode, and its behavior is examined. Then, the vibration of "self-coupled" modes must be considered, since the non-linear coupling tends to excite the companion mode. If possible, the vibration of an infinite number of modes should be studied and a stability analysis done to determine the validity of the one and two-mode solutions. Finally, as the theoretical results become available, their main features should be subjected to experimental confirmation.
In some cases, it will become apparent that these restricted analyses are useful only for relatively small amplitudes and that an adequate study must involve additional modes. On the other hand, the study of primarily one and two modes is sufficient to explain a great deal about the non-linear vibrations of rings, and similar analyses will undoubtedly prove worthwhile in many related problems.
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APPENDIX A

A more exact set of ring equations can be obtained by retaining the assumption \( \left( \frac{\partial \sigma}{\partial y} \right)^2 \ll 1 \) but not assuming that \( \frac{1}{\alpha} \ll 1 \). The derivation itself is readily carried out by the application of Hamilton's Principle, which involves the elastic strain energy, the kinetic energy, and the potential energy of the applied forces.

The Strain Energy

The strain energy density (per unit volume) is \( dW = \frac{1}{2} \sigma_{ij} \varepsilon_{ij} \) in general. For simplicity, the following assumptions will be made:

(a) \( \sigma_{zz} = 0 \)  
(b) \( \sigma_{xx} = 0, \sigma_{yy} = 0 \)  
(c) \( \varepsilon_{xx} = 0 \)  
(d) \( \varepsilon_{yy} = 0 \)

("plane stress" assumptions)

(shearing strains are neglected)

Then, \( dW \) becomes simply

\[ dW = \frac{1}{2} \sigma_{yy} \varepsilon_{yy} \]

or \( dW = \frac{E}{2} [\varepsilon_{yy}]^2 \) upon using Hooke's Law.

Since we eventually want to write \( dW \) in terms of the displacements of the ring, it is necessary to consider the strain-displacement relations. The Lagrangian form of the pertinent strain-displacement relation is given (Ref. 24) by

\[ E_{yy} = \varepsilon_{yy} = \frac{1}{(R + z)} \left( u_z + \frac{du_\theta}{d\theta} \right) \]

\[ + \frac{1}{2 (R+z)^2} \left[ \left( \frac{\partial u_z}{\partial \theta} - u_\theta \right)^2 + (u_z + \frac{du_\theta}{d\theta})^2 \right] \]

in the notation of reference 24.
The displacements $u_z(\varphi, z, t)$ and $\psi(\varphi, z, t)$ are taken to be related to the displacements of the mid-surface of the ring, as follows:

$$u_z = \omega$$
$$\psi = \nu + z \psi_0$$

(A.2)

Here,

$$\psi_0 = -\frac{1}{R} \left( \frac{\partial \omega}{\partial \varphi} - \nu \right) + \frac{1}{R^2} \left( \frac{\partial \omega}{\partial \varphi} - \nu \right) (\omega + \frac{\partial \omega}{\partial \varphi})$$

(A.3)

and $\omega$ and $\nu$ are the radial and tangential displacements of the mid-surface (see Fig. 1).

For present purposes, it is sufficient to approximate (A.3) by

$$\psi_0 = -\frac{1}{R} \left( \frac{\partial \omega}{\partial \varphi} - \nu \right) (1 - (\omega + \frac{\partial \omega}{\partial \varphi})) \approx -\frac{1}{R} \left( \frac{\partial \omega}{\partial \varphi} - \nu \right)$$

(A.4)

i.e., by assuming $|\omega + \frac{\partial \omega}{\partial \varphi}| \ll 1$.

After several manipulations, one can show that the assumption $|\omega + \frac{\partial \omega}{\partial \varphi}| \ll 1$ is equivalent to

$$\left[ \frac{1}{R} \left( \frac{\partial \omega}{\partial \varphi} - \nu \right) \right]^2 \ll 1$$

(A.5)

which is similar to $(\frac{\partial \omega}{\partial \varphi})^2 \ll 1$ for the shallow shell equations.

Similarly, employing the assumption (A.5) allows (A.1) to be approximated by
\[ \varepsilon_{yy} = \varepsilon_{\phi \phi} = \frac{(u_1 + z \phi)}{R + z} + \frac{1}{2 (R + z)^2} \left( \frac{du_2}{d\theta} - \phi \right)^2 \]  

(A. 6)

Substituting (A.7) and (A.4) into (A.6) gives

\[ \varepsilon_{\phi \phi} = \frac{(\alpha_1 + z \phi)}{R + z} + \frac{1}{2 (R + z)^2} (\alpha_2 - z \phi)^2 \]  

(A. 7)

where the following notation has been used

\[ \alpha_1 = \omega + \frac{dw}{d\theta} \quad \alpha_2 = \frac{dw}{d\theta} - \omega \]

\[ \phi = -\frac{1}{R} \left( \frac{dw}{d\theta} - \omega \right) = -\frac{\alpha_2}{R} \]  

(A. 8)

\[ \phi_\theta = \frac{d\phi}{d\theta} = -\frac{1}{R} \frac{d\alpha_2}{d\theta} \]

Finally, then, the strain energy in a ring of unit width is approximated by

\[ W = \frac{E}{2} \int_{0}^{2\pi} d\theta \int_{-\frac{1}{2}}^{\frac{1}{2}} \left[ \varepsilon_{\phi \phi} \right]^2 (R + z) dz \]

(A. 9)

\[ W = \frac{E}{2} \int_{0}^{2\pi} d\theta \int_{-\frac{1}{2}}^{\frac{1}{2}} \left\{ \frac{(\alpha_1 + z \phi)}{R + z} + \frac{(\alpha_2 - z \phi)^2}{2 (R + z)^2} \right\}^2 (R + z) dz \]

The integration can be done approximately by expanding

\[ \frac{1}{(R + z)} \]  

and \[ \frac{1}{(R + z)^2} \]  

in powers of \( \left( \frac{z}{R} \right) \). When this is done and the inequalities...
\[
\left[ \frac{1}{R} \left( \frac{\partial w}{\partial \theta} - \nu \right) \right]^2 \ll 1 \\
\left( \frac{h}{R} \right)^2 \ll 1 \\
\left| \frac{w}{h_{\text{max}}} \right| \gg \frac{h}{R}
\] 

are used, (A.9) gives

\[
W = \frac{Eh}{2} \int_0^{2\pi} \left\{ \left[ \frac{\alpha_i^2}{R^2} - \frac{2 \alpha_i \Phi_0 \hbar^2}{12R^2} + \frac{\Phi_0^2 \hbar^2}{12R} \right] \\
+ \frac{\alpha_i^2}{R^2} + \frac{\alpha_i^4}{4R^3} \right\} d\theta
\] 

(A.11)

The inequality \( \left| \frac{w}{h} \right|_{\text{max}} \gg \frac{h}{R} \) insures that the non-linear stretching terms in (A.9) exceed the non-linear bending terms. The former have \( \frac{Eh}{R} \) as a coefficient, while the latter go as \( \frac{Eh^3}{12R^4} \).

First Variation of the Strain Energy

To apply Hamilton's Principle, it is necessary to compute the first variation of the strain energy, the kinetic energy, and the virtual work of the applied forces. Applying the standard techniques of variational calculus to (A.11) gives

\[
\delta W = \frac{Eh}{R} \int_0^{2\pi} \left[ \alpha_i \delta \alpha_i - \frac{\alpha_i \hbar^2}{12R} \delta \Phi_0 - \frac{\Phi_0 \hbar^2}{12R} \delta \alpha_i \\
+ \frac{\hbar^2}{12R} \delta \Phi_0 \right] d\theta \\
+ \frac{\alpha_i^2}{2R} \delta \alpha_i \right\} d\theta
\] 

(A.12)
where
\[ \alpha_1 = w + \frac{\partial v}{\partial \theta}, \quad \alpha_2 = \frac{\partial w}{\partial \theta} - v \] (A. 8)

and \[ \phi = -\frac{1}{R} \left( \frac{\partial^2 w}{\partial \theta^2} - \frac{\partial v}{\partial \theta} \right) \]

To derive the equations of motion in the radial and tangential directions, one computes the variation of the strain energy with respect to \( w \) and \( v \) respectively. Variations with respect to a particular variable will be denoted by a bar, as follows:

\[ \delta \alpha_1 / w \] - The first variation of \( \alpha_1 \) with respect to \( w \), etc.

Using the definitions of \( \alpha_1 \), \( \alpha_2 \), and \( \phi \), one finds

\[ \delta \alpha_1 / w = \delta w \quad \delta \alpha_1 / v = \frac{2}{R} \delta (S_w) \]

\[ \delta \alpha_2 / w = \frac{1}{2R} \delta (S_w) \quad \delta \alpha_2 / v = -\delta v \] (A. 13)

\[ \delta \phi / w = -\frac{1}{R^2} \frac{\partial^2}{\partial \theta^2} \delta (S_w) \]

\[ \delta \phi / v = \frac{1}{R} \frac{\partial}{\partial \theta} \delta (S_w) \]
When (A.13) are substituted in (A.14) and various integrations by parts are performed, the required variations of \( W \) are obtained.

They are

\[
\delta W_{\text{nr}} = -\left[\alpha_1 \delta w \right] \int_0^{2\pi} \left( \frac{E L^3}{12 R^2} \right) d\theta
\]

\[
+ \int_0^{2\pi} \left( \frac{1}{R} \frac{d}{d\theta} \left( \phi_0 - \frac{\alpha_1}{R} \right) \delta w \right) \left( \frac{E L^3}{12 R^2} \right) d\theta
\]

\[
- \frac{E L^3}{R} \left[ \frac{\alpha_1}{R} \left( \frac{\alpha_1}{R} + \frac{\alpha_2}{2R} \right) \delta w \right]_0^{2\pi}
\]

\[
+ \frac{E L^3}{R} \int_0^{2\pi} \left\{ \left( \alpha_1 - \frac{\phi_0 L^2}{12 R^2} + \frac{\alpha_2^2}{2R} \right) - \frac{1}{R} \frac{d^2}{d\theta^2} \left( \phi_0 - \frac{\alpha_1}{R} \right) \right\} \delta w d\theta
\]

and

\[
\delta W_{\text{w}} = \frac{E L^3}{R} \left[ \alpha_1 \delta w \right]_0^{2\pi}
\]

\[
- \frac{E L^3}{R} \int_0^{2\pi} \left\{ \frac{d}{d\theta} \left[ \alpha_1 - \frac{\phi_0 L^2}{12 R^2} + \frac{\alpha_2^2}{2R} \right] \right\} \delta w d\theta
\]

(A.14a)

\[
- \frac{L^2}{12 R} \frac{d}{d\theta} \left( \phi_0 - \frac{\alpha_1}{R} \right) + \frac{\alpha_2}{R} \left( \alpha_1 + \frac{\alpha_2^2}{2R} \right) \right\} \delta w d\theta
\]

(A.14b)
The Kinetic Energy

The kinetic energy of the ring (for unit width) is approximated by

\[ T = \frac{\rho R}{2} \int_0^{2\pi} \left[ (\dot{\theta})^2 + (\ddot{\theta})^2 \right] d\theta \]  

(A.15)

where the ring is assumed to have a constant density (before deformation) and the kinetic energy of rotation has been neglected. (See Section 2.6.2 for a discussion of rotary inertia effects).

The Potential Energy of the Applied Forces

The potential energy of the applied loading (for a ring of unit width) is given by

\[ A = -\int_0^{2\pi} q(\theta, t) \omega R d\theta \]  

(A.16)

where the pressure \( q(\theta, t) \) is assumed to act only in the radial direction and is defined as positive outward (in the same manner as \( \omega \)).

Application of Hamilton's Principle

Hamilton's Principle can be formulated as the stationary variation of a certain time integral:

\[ \delta \int_{t_1}^{t_2} (T - V) dt = 0 \]  

(A.17)
where $T$ is the kinetic energy of the system

$V$ is the potential energy of the internal
and external (applied) forces

and $t_1$ and $t_2$ are fixed times.

In the present problem, $T$ is given by (A.15), and

$$V = \langle W - A \rangle$$  \hspace{1cm} (A.19)

where $W$ and $A$ are approximated by (A.11) and (A.16) respectively.

From (A.17) and (A.18), one has

$$\int_{t_1}^{t_2} (\delta T - \delta W - \delta A) dt = 0$$  \hspace{1cm} (A.19)

Employing (A.8) and (A.14 - A.16) in (A.19), integrating by parts, and performing the variation first with respect to $\omega$, then with respect to $v$ gives equations of the form

$$\int_{t_1}^{t_2} \left\{ \left[ f_1 (\omega, v, \delta \omega) \right]_{\omega}^{2\pi} + \int_{0}^{2\pi} f_2 (\omega, v) \delta \omega d\theta \right\} dt = 0$$  \hspace{1cm} (A.20a)

and

$$\int_{t_1}^{t_2} \left\{ \left[ f_3 (\omega, v, \delta v) \right]_{\omega}^{2\pi} + \int_{0}^{2\pi} f_4 (\omega, v) \delta v d\theta \right\} dt = 0$$  \hspace{1cm} (A.20b)
The variations $\delta w$ and $\delta v$ are not completely arbitrary, since physical considerations require $w$ and $v$ to be continuous and single-valued. Thus, $\delta w$ and $\delta v$ must satisfy this constraint; in particular, $\delta w (\theta = 0)$ must be identical with $\delta w (\theta = 2\pi)$, etc. Using this, and applying the standard arguments of variational calculus to (A.20) yields the differential equations of motion and the associated boundary conditions.

From (A.20a), one obtains

$$
\rho h \ddot{w} + \frac{E h}{R^2} \left\{ \left( w + \frac{\partial v}{\partial \theta} \right) + \frac{h^2}{12 R^2} \left( \frac{\partial^4 w}{\partial \theta^4} + 2 \frac{\partial^2 w}{\partial \theta^2} \right) \right. \\
- \frac{\partial w}{\partial \theta} \right\} - \frac{1}{R} \left[ (\frac{\partial^2 w}{\partial \theta^2} - \frac{\partial v}{\partial \theta}) (w + \frac{\partial v}{\partial \theta}) - \frac{v^2}{2} \right] \\
+ \frac{1}{2} \left( \frac{\partial w}{\partial \theta} \right)^2 + \frac{\partial^2 w}{\partial \theta^2} (\frac{\partial w}{\partial \theta} - v) \right] \\
- \frac{3}{2R^2} (\frac{\partial^2 w}{\partial \theta^2} - \frac{\partial v}{\partial \theta}) \left[ (\frac{\partial w}{\partial \theta})^2 - 2 v \frac{\partial w}{\partial \theta} \right. \\
+ \frac{v^2}{2} \right\} = q(\theta, t)
$$

and boundary conditions of the form

$$
- \frac{E h^3}{12 R^2} \left. \left( \frac{\partial^2 w}{\partial \theta^2} + w \right) \right|_{\theta = 0} = - \frac{E h^3}{12 R^2} \left. \left( \frac{\partial^2 w}{\partial \theta^2} + w \right) \right|_{\theta = 2\pi}
$$

etc.

Equation (A.20b) gives
\[
\rho \frac{du}{dt} = \frac{E h}{R} \left\{ \frac{1}{2} \frac{d^2 w}{d\theta^2} + \frac{1}{2} \frac{d^2 \nu}{d\theta^2} + \frac{1}{R^2} \left( \frac{dw}{d\theta} - \nu \right) w \right\} \\
\frac{d^2 w}{d\theta^2} + \frac{1}{2R^2} \left( \frac{dw}{d\theta} - \nu \right)^2 = 0 \quad (A.21b)
\]

and the boundary condition

\[
\left. \frac{E h}{R} \left( w + \frac{dw}{d\theta} \right) \right|_{\theta = 0} = \left. \frac{E h}{R} \left( w + \frac{dw}{d\theta} \right) \right|_{\theta = 2\pi}
\]

By using the transformation \( \gamma = R\theta \) and manipulating the various terms, (A.21) can be put in the form of (1.6). In writing (1.6), D has been used to replace \( \frac{E h^3}{12} \) in (A.21a).
It is the purpose of this Appendix to demonstrate the approximate techniques which were used to obtain the solutions presented in Sections 2.3 and 2.5. Some representative examples from Section 2.3 are examined in detail, and the reader will have no difficulty verifying the other solutions which are discussed in the body of the thesis.

The Perturbation Method: Vibrations near Resonance

For simplicity, consider (3.4) in the case when $G_o = 0$. Then (3.4) contains $\eta^2$ as the non-linearity parameter. Defining $\epsilon = \eta$, $G_m = \epsilon r_m$ and $\omega = \omega \epsilon$, (3.4) becomes

\[
\begin{align*}
\Omega^2 \mathcal{F} \circ \theta & \Bigg[ \mathcal{F} \circ \theta + \mathcal{F}^2 \bigg] \\
+ \mathcal{F} &= \epsilon r_m \cos \theta
\end{align*}
\]  

(B.1)

where $\mathcal{F}(\theta)$ is required to satisfy the conditions

\[
\begin{align*}
\mathcal{F}(\theta) &= \mathcal{F}(\theta + 2\pi) \\
\mathcal{F}(0) &= A \\
\mathcal{F}(0) &= 0
\end{align*}
\]

since periodic, steady-state solutions are being sought.

To apply the perturbation method, both $\mathcal{F}$ and $\Omega$ are expanded in powers of the non-linearity parameter:

\[
\begin{align*}
\mathcal{F} &= \mathcal{F}_0 + \epsilon \mathcal{F}_1 + \epsilon^2 \mathcal{F}_2 + \epsilon^3 \mathcal{F}_3 + \ldots \\
\Omega &= 1 + \epsilon \omega_1 + \epsilon^2 \omega_2 + \epsilon^3 \omega_3 + \ldots
\end{align*}
\]  

(B.2a)

(B.2b)
Substituting (B.2) into (B.1) gives

\[
\left[ 1 + 2 \varepsilon \mathcal{W}_0 + \varepsilon^2 (\mathcal{W}_0^2 + 2 \mathcal{W}_2) + \cdots \right] \left\{ \ddot{\mathcal{Y}}_0 + \varepsilon \dot{\mathcal{Y}}_1 + \varepsilon^2 \ddot{\mathcal{Y}}_2 + \cdots \right\}
\]

\[
+ \frac{\varepsilon}{2} \left[ \mathcal{Y}_0 + \varepsilon \mathcal{Y}_1 + \cdots \right] \left[ \dot{\mathcal{Y}}_0 + \varepsilon (\dot{\mathcal{Y}}_1 + \mathcal{Y}_1 \dot{\mathcal{Y}}_0) + \cdots \right]
\]

\[
+ \frac{\varepsilon^2}{2} \left[ \mathcal{Y}_0^2 + 2 \varepsilon \mathcal{Y}_0 \dot{\mathcal{Y}}_1 + \cdots \right] \} + \mathcal{Y}_0 + \varepsilon \mathcal{Y}_1 + \varepsilon^2 \mathcal{Y}_2 + \cdots
\]

\[= \varepsilon \mathcal{P}_m \cos \theta
\]

where \( \frac{d(\gamma)}{d\theta} \) has been replaced by \( (\gamma) \) for simplicity.

In keeping with the perturbation method, the equation and the subsidiary conditions are satisfied for terms having like powers of \( \varepsilon \). Thus, one has

\[
O(\varepsilon^0): \quad \ddot{\mathcal{Y}}_0 + \mathcal{Y}_0 = 0
\]

\[
O(\varepsilon^1): \quad \ddot{\mathcal{Y}}_1 + \dot{\mathcal{Y}}_1 + 2 \omega_1 \mathcal{Y}_0 + \frac{\mathcal{Y}_0}{2} \left[ \mathcal{Y}_0 \dot{\mathcal{Y}}_0 + \dot{\mathcal{Y}}_0^2 \right] - \mathcal{P}_m \cos \theta
\]

\[
O(\varepsilon^2): \quad \ddot{\mathcal{Y}}_2 + \dot{\mathcal{Y}}_2 + (\mathcal{W}_0^2 + 2 \mathcal{W}_2) \mathcal{Y}_0 + 2 \omega \dot{\mathcal{Y}}_1
\]

\[
+ \omega \mathcal{Y}_0 \left[ \mathcal{Y}_0 \dot{\mathcal{Y}}_1 + \dot{\mathcal{Y}}_1^2 \right] + \frac{\mathcal{Y}_0}{2} \left[ \mathcal{Y}_0 \dot{\mathcal{Y}}_1 + \mathcal{Y}_1 \dot{\mathcal{Y}}_0 \right]
\]

\[
+ 2 \mathcal{Y}_0 \dot{\mathcal{Y}}_1 \} + \frac{\mathcal{Y}_0}{2} \left[ \mathcal{Y}_0 \dot{\mathcal{Y}}_1 + \dot{\mathcal{Y}}_1^2 \right] = 0
\]

etc., with the conditions

\[
\mathcal{Y}_i (\theta) = \mathcal{Y}_i (\theta + 2\pi) \quad \text{for all } i
\]

\[
\begin{cases}
\mathcal{Y}_0 (0) = A & \mathcal{Y}_i (0) = 0 \quad i > 0 \\
\dot{\mathcal{Y}}_0 (0) = 0 & \dot{\mathcal{Y}}_i (0) = 0
\end{cases} \quad (B.3)
\]

Solving these linear equations in succession gives

\[
O(\varepsilon^0): \quad \mathcal{Y}_0 = A \cos \theta = A \cos \Omega \tau
\]

\[
O(\varepsilon^1): \quad \ddot{\mathcal{Y}}_1 + \dot{\mathcal{Y}}_1 = [P_m + 2 \omega_1 A + \frac{A^2}{4}] \cos \theta + \frac{A^2}{4} \cos 3 \theta
\]

To avoid secular terms, (since a periodic solution is desired) one puts
\[ P_m + 2 \omega, A + \frac{A^3}{4} = 0 \]  

(B.4)

Then \[ y_1 = a \cos \Theta + A \sin \Theta - \frac{A^3}{32} \cos 3\Theta \]

and to satisfy (B.3) it is clear that \( b = 0 \) and \( a = \frac{A^3}{32} \). Thus,

\[ y_1 = \frac{A^3}{32} (\cos \Theta - \cos 3\Theta) \]

From \( \epsilon^2 \), one has (using \( y \) and \( y_1 \))

\[ y'' + y_2 = \left[ (\omega^2 + 2 \omega_2) A + \frac{\omega_1 A^3}{16} + \frac{\omega_1 A^5}{2} \right] \cos \Theta \]

\[ - \left[ \frac{\omega_1 A^3}{16} + \frac{A^5}{16} + \frac{A^5}{128} \right] \cos 3\Theta \]

\[ - \left[ \frac{A^5}{16} - \frac{A^5}{128} \right] \cos 5\Theta \]

Again, to avoid secular terms, one requires

\[ \left[ (\omega^2 + 2 \omega_2) A + \frac{9 \omega_1 A^3}{16} \right] = 0 \]  

(B.5)

Then \( y_2 \) can be found, and the method can be continued; for present purposes, it is sufficient to stop at this point. The result for \( y \) is

\[ y(\tau) = A \cos \Omega \tau + \frac{\epsilon A^3}{32} (\cos 3\Omega \tau - \cos 3\Omega \tau) + \ldots \]

Similarly, \( \omega_1 \) and \( \omega_2 \) are related to \( A \) by (B.4) and (B.5), giving

\[ \Omega = 1 + \epsilon \omega_1 (A, P_m) + \epsilon^2 \omega_2 (A, P_m) + \ldots \]  

(B.6)

Equation (B.6) results in the response curves and the "backbone curve" as well. The latter is obtained by putting \( P_m = 0 \) and considering the case of free vibrations. In this case, (B.4) gives
\[ 2\omega_1 A + \frac{A^3}{4} = 0, \quad \text{i.e.}, \quad \omega_1 = -\frac{A^2}{B} \]

whence (3.5) yields \( \omega_2 = \frac{7A^4}{256} \). Hence, for free vibrations, the inextensional ring results give

\[ \Omega = 1 - \frac{\varepsilon A^2}{\theta} + \frac{7\varepsilon A^4}{256} + \ldots \]

which is plotted in Fig. 3.

Finally, to complete the calculation, \( r \) must be determined from \( r = -\frac{\varepsilon^2}{\theta} \). Substituting the result for \( \varepsilon \) gives

\[ r(r) = -\frac{A^2}{B} (1 + \cos 2\Omega r) - \frac{\varepsilon A^4}{64} (1 - \cos 4\Omega r) + \ldots \]

up to \( O(\varepsilon) \).

**The Perturbation Method: Vibrations Away from Resonance**

A simple perturbation scheme is used when vibrations away from the resonant frequency are examined. For example, consider the equations for the "extensional" case.

\[ s_{xx} + s + F s [r + \frac{\partial^2}{\partial \theta^2}] = G_m \cos \Omega \theta \]
\[ \eta^2 s_{xx} + F s [r + \frac{\partial^2}{\partial \theta^2}] = \frac{G_m}{2} \cos \Omega \theta \]

With \( \theta = \Omega \theta \), and \( \frac{d(\theta)}{d\theta} = (\ldots) \), these become

\[ \Omega^2 \ddot{s} + s + F s [r + \frac{\partial^2}{\partial \theta^2}] = G_m \cos \theta \]
\[ \eta^2 \Omega^2 \ddot{r} + F s [r + \frac{\partial^2}{\partial \theta^2}] = \frac{G_m}{2} \cos \theta \]
For vibrations away from resonance, $\mathcal{F}$ and $r$ must satisfy

$$\mathcal{F}(\theta) = \mathcal{F}(\theta + 2\pi) \quad \quad r(\theta) = r(\theta + 2\pi)$$

Expanding $\mathcal{F}$ and $r$ in powers of the non-linearity parameter, (in this case, $\eta$) one has

$$\mathcal{F} = \mathcal{F}_0 + \eta \mathcal{F}_1 + \eta^2 \mathcal{F}_2 + \ldots$$
$$r = r_0 + \eta r_1 + \eta^2 r_2 + \ldots$$

which are then substituted into (B.7) to yield

$$\Omega^2 \left[ \dot{\mathcal{F}}_0 + \eta \dot{\mathcal{F}}_1 + \ldots \right] + \left[ \mathcal{F}_0 + \eta \mathcal{F}_1 + \eta^2 \mathcal{F}_2 + \ldots \right] + F \left[ \rho_0 + \eta \rho_1 + \ldots \frac{\mathcal{F}_0^2 + 2\eta \mathcal{F}_0 \mathcal{F}_1 + \ldots}{4} \right] = G_m \cos \theta$$

$$\eta^2 \Omega^2 \left[ \dot{\mathcal{F}}_0 + \eta \dot{\mathcal{F}}_1 + \ldots \right] + F \left[ \rho_0 + \eta \rho_1 + \ldots \frac{\mathcal{F}_0^2 + 2\eta \mathcal{F}_0 \mathcal{F}_1 + \ldots}{4} \right] = \frac{\eta G_m}{2} \cos \theta$$

Equating the terms having like powers of $\eta$ and solving, one has

$$O(\eta^0): \quad \Omega^2 \ddot{\mathcal{F}}_0 + \mathcal{F}_0 = G_m \cos \theta$$

$$\mathcal{F}_0 = \frac{G_m}{1 - \Omega^2} \cos \theta$$

and

$$\rho_0 = -\frac{\mathcal{F}_0^2}{4} = -\frac{G_m^2}{(1 - \Omega^2)^2} \left( 1 + \cos 2\theta \right)$$

$$O(\eta^1): \quad \Omega^2 \ddot{\mathcal{F}}_1 + \mathcal{F}_1 = -\frac{G_m}{4(1 - \Omega^2)} \left( 1 + \cos 2\theta \right)$$

and

$$F \left[ \rho_1 + \frac{2\mathcal{F}_0 \mathcal{F}_1}{4} \right] = \frac{G_m}{2} \cos \theta$$
\[ \gamma_1 = -\frac{G_0 G_n}{4(1-\Omega^2)} \left[ 1 + \frac{\cos 2\xi}{1 - 4\Omega^2} \right] \]

\[ \beta_1 = \frac{G_0}{K^2} \cos \Theta - \frac{\gamma_0 \xi_1}{K} \]

\[ = \left[ \frac{G_0}{2F} + \frac{G_0 G_n^2}{\beta (1-\Omega^2)^2} + \frac{G_0 G_n^3}{\beta (1-\Omega^2)^2 (1-4\Omega^2)} \right] \cos \Theta \]

\[ + \frac{G_0 G_n^2 \cos 3\xi}{\beta (1-\Omega^2)^2 (1-4\Omega^2)} \]

etc. Up to \( O(\eta) \), one has

\[ \gamma = \frac{G_n \cos 2\xi}{1-\Omega^2} - \left( \frac{G_n^2}{4(1-\Omega^2)} \right) \left[ 1 + \frac{\cos 2\Omega^2 \xi}{1 - 4\Omega^2} \right] + O(\eta^2) \]

\[ \kappa = -\frac{G_n^2}{\beta (1-\Omega^2)^2} (1 + \cos 2\Omega^2) + \eta \left\{ \frac{G_n^3}{\beta (1-\Omega^2)^2} \left[ \cos 4\Omega^2 \right. \right. \]

\[ + \left. \left. \frac{\cos 3\Omega^2 + \cos 5\Omega^2}{(1-4\Omega^2)} \right] + \frac{G_n \cos 2\Omega^2}{2F} \right\} + O(\eta^2) \]

for \( G_0 = G_n \), and analogous results for \( G_0 = 0 \).
The Method of Averaging

As a straightforward example, consider the inextensional equations with linear viscous damping:

\[ \mathbf{J}_{xx} + 2\beta \mathbf{J}_\tau + \mathbf{S} + \frac{n^2 \mathbf{S}}{2} \left[ \mathbf{J} \mathbf{J}_{xx} + \mathbf{J}^2 \right] \]
\[ + \frac{n^2 \mathbf{S}}{2} \cos 2\tau = C_m \cos \Omega \tau \quad (3.45) \]

To apply the method of averaging, let

\[ \mathbf{S}(\tau) = A(\tau) \cos [\Omega \tau + \phi(\tau)] = A \cos \chi \]

where \( A(\tau) \) and \( \phi(\tau) \) are taken to be slowly varying. Differentiating, one has

\[ \mathbf{J}_\tau = -\Omega A \sin \chi + A \Omega \cos \chi - \frac{\partial}{\partial \tau} A \sin \chi \]

In keeping with the averaging method, the underlined terms are set equal to zero; thus,

\[ A \Omega \cos \chi - \frac{\partial}{\partial \tau} A \sin \chi = 0 \quad (B.8) \]

and

\[ \mathbf{J}_\tau = -\Omega A \sin \chi \]

Differentiating once more gives

\[ \mathbf{J}_{\tau \tau} = -\Omega^2 A \cos \chi - \Omega^2 A \Omega \sin \chi - \Omega A \phi \cos \chi \]

When the expressions for \( \mathbf{S} \), \( \mathbf{J}_\tau \), and \( \mathbf{J}_{\tau \tau} \) are substituted into (3.45), one finds

\[ \left[ 1 - \Omega^2 \right] A \cos \chi - \Omega \left[ A \Omega \sin \chi + A \phi \cos \chi \right] \]
\[ - 2\beta \Omega A \sin \chi - \frac{n^2}{2} \left\{ \Omega^2 A^2 \cos \chi \cos 2\chi \right. \]
\[ + \Omega A^2 \Omega \sin \chi \cos 2\chi \]
\[ + \frac{n^2}{2} A^2 \cos \chi \cos (\chi - \phi) - C_m \cos (\chi - \phi) \quad (B.9) \]
Multiplying (B. 8) by $\Omega \sin X$ and (B. 9) by $\cos X$ and adding gives

$$\left[1 - \Omega^2 \right] A \cos^2 X - 2\beta \Omega A \sin X \cos X - \Omega A \phi_x$$

$$- \frac{\gamma_2}{2} \left[ \frac{\Omega^2 A^3}{2} \left( \cos^2 X + \cos X \cos 3X \right) + \Omega A^2 A_x \sin X \cos^2 X \right.$$

$$+ \frac{\Omega^2 A^3 \phi_x}{4} \left( \cos X \cos 3X + 3 \cos^2 X \right) \left. \right] + \frac{\Omega A \gamma_2}{2} \left[ \frac{1}{4} \left( \cos 3X + 3 \cos X \right) \cos \phi \right.$$  

$$+ \sin X \cos^2 X \sin \phi \right] = G_m \left[ \cos^2 X \cos \phi \right.$$  

$$+ \sin X \cos X \sin \phi \right]$$  

(B. 10)

Next, equation (B. 10) is averaged over one period, by integrating on $X$ from 0 to $2\pi$. The functions $A(X)$ and $\phi_\pi$ are assumed to be "slowly varying"; they are replaced in the integration by their average values, $\bar{A}$ and $\bar{\phi}$. Thus, (B. 10) yields

$$\left[1 - \Omega^2 \right] \bar{A} - 2\Omega \bar{A} \bar{\phi}_x - \frac{\gamma_2^2 \Omega^2 A_3}{4}$$

$$- \frac{3\gamma_2^2 \Omega A^3 \phi_x}{8} = G_m \cos \bar{\phi}$$  

(B. 11a)

Similarly, taking $\sin X$ times (B. 9), adding $-\Omega \cos X$ times (B. 8) and averaging over one period gives

$$-2\Omega \bar{A}_x - 2\beta \Omega \bar{A} - \frac{\gamma_2^2 \Omega A^2 \bar{A}_x}{8} - G_m \sin \bar{\phi}$$  

(B. 11b)

For steady-state vibrations, $\bar{A}$ and $\bar{\phi}$ are constant; in this case, $\bar{A}_x$ and $\bar{\phi}_x$ vanish identically, which causes (B. 11) to become
\( \left[ 1 - \Omega^2 \right] \bar{A} - \frac{\eta^2 \Omega^2 \bar{A}^3}{4} = G_m \cos \phi \) \hspace{1cm} \text{(D.12a)}

and

\[-2 \beta^2 \Omega \bar{A} = G_m \sin \phi \] \hspace{1cm} \text{(B.12b)}

Squaring and adding these gives

\[ \left\{ \left[ 1 - \Omega^2 \right] \bar{A} - \frac{\eta^2 \Omega^2 \bar{A}^3}{4} \right\}^2 + 4 \beta^4 \Omega^2 \bar{A}^2 = G_m^2 \] \hspace{1cm} \text{(B.13)}

For given values of \( G_n, \eta^2, \) and \( \Omega, \bar{A} \) can be computed from (B.13). Then \( \bar{\phi} \) may be determined from (B.12b).

For \( \beta = 0 \), (D.12) reduces to

\[ \left[ 1 - \Omega^2 \right] \bar{A} - \frac{\eta^2 \Omega^2 \bar{A}^3}{4} = G_m \] \hspace{1cm} \text{(B.14)}

If \( \beta \) is very small, (B.14) gives results that are very close to (B.13) except in the vicinity of

\[ \left[ 1 - \Omega^2 \right] \bar{A} - \frac{\eta^2 \Omega^2 \bar{A}^3}{4} = 0 \]

i.e., near

\[ \Omega = 1 - \frac{\eta^2 \bar{A}^2}{8} + \ldots \]

which is the so-called "backbone curve".

On the "backbone curve", (B.13) gives

\[ 4 \beta^2 \Omega^2 \bar{A}^2 = G_m, \quad \text{i.e.,} \quad \bar{A} = \frac{G_m}{2 \beta \Omega^2} \]
which may be substituted in (B.12b) to yield \( \ddot{\phi} = -\frac{\mathbf{f}}{\mathbf{c}} \). This corresponds to the resonance point in linear vibrations.

Finally, the approximate solution for \( \gamma \) becomes

\[
\gamma(t) = \bar{A} \cos \left( \omega t + \bar{\phi} \right)
\]

with \( \bar{A} \) and \( \bar{\phi} \) determined from (B.12) and (B.11b) as indicated above.

A typical response curve is shown in Fig. 3. As mentioned previously, the effect of the damping is to "round off" the peak response.

The method of averaging was used to analyze the equations which include the effects of extension (3.5) and tangential inertia (3.25 - 3.27). The results of those studies are presented in Section 2.3.2 and may be obtained in a manner similar to that described here.
APPENDIX C

In discussing the stability of the one and two-mode solutions (Sections 2.5.1a and 2.5.1c), it was necessary to omit many of the calculations and present only the results. The reader who is interested in the details of the analyses will find them included in the following paragraphs.

Approximate Stability Boundaries of Equation (5.6b)

\[ x_{\tau\tau} + 2\beta_s x_{\tau} + x \]

\[ + \frac{\eta^2}{2} x \left[ -2\Omega^2 A^2 \cos 2(\Omega \tau + \phi) \right] \]

\[ + \frac{\eta x}{2} \bar{G}_0 \cos \Omega \tau = 0 \]  \hspace{1cm} (5.6b)

If \( G_0 \) and \( \beta_s \) are both zero, (5.6b) is just the Mathieu equation. Similarly, when \( G_0 \) and \( \beta_s \) do not vanish, it may be transformed to the more general Hill's equation. To do this, let

\[ x(t) = u(\tau) e^{-\beta_s \tau} \quad \text{and} \quad \tau = \frac{2\tau}{\Omega} \]

and define

\[ \Theta_0 = \frac{4}{\Omega^2} (1 - \beta_s^2) \]

\[ 2\Theta_1 = \frac{2}{\Omega^2} \eta \bar{G}_0 \]

\[ 2\Theta_2 = -2\eta^2 A^2 \]

\[ \epsilon_1 = 0 \]

\[ \epsilon_2 = \bar{\phi} \]

Then (5.6b) may be written as

\[ 0 = \frac{d^2 u}{dz^2} + \left[ \Theta_0 + 2 \sum_{m=1}^{2} \Theta_m \cos (2m \tau + \epsilon_m) \right] u \]  \hspace{1cm} (5.10)
In the vicinity of the nth unstable region, \( u \) is approximated by

\[
    u(\tau) = e^{\mu \tau} \sin (m \tau - \sigma)
\]

Substituting this into (5.10) and equating the coefficients of the first harmonic terms separately to zero, one finds

\[
    (\bar{\Theta}_0 - \mu^2) = \Theta_m \cos 2 \sigma
\]

\[
    2 \mu \Theta_m = \Theta_m \sin 2 \sigma
\]

where \( \bar{\Theta}_0 = \Theta + \mu^2 \)

Squaring and adding gives

\[
    (\Theta_0 + \mu^2 - \mu^2)^2 + (2 \mu \Theta_m)^2 = \Theta_m^2
\]

which leads to

\[
    \mu^4 + 2(\Theta_0 + \mu^2) \mu^2 + (\Theta_0^2 - 2 \mu^2 \Theta_0 + \mu^4 - \Theta_m^2) = 0
\]

Solving this bi-quadratic results in

\[
    \mu^2 = - (\Theta_0 + \mu^2) \pm \left[ +m^2 \Theta_0 + \Theta_m^2 \right]^{1/2}
\]

Now recall that

\[
    \chi(\tau) = u(\tau) e^{-\frac{\mu^2 \tau}{2}} = e^{-\frac{\mu^2 \tau}{2}} e^{\mu \tau} \sin (m \tau - \sigma)
\]

It is apparent that \( \chi(\tau) \) will be unstable if

\[
    \mu > \frac{2 \beta_s}{\Omega} \quad \text{i.e.,} \quad \mu^2 > \frac{4 \beta_s^2}{\Omega^2}
\]

Thus, the condition for instability of (5.6b) near the nth unstable region is

\[
    - (\Theta_0 + \mu^2) \pm \left[ 4 m^2 \Theta_0 + \Theta_m^2 \right]^{1/2} > \frac{4 \beta_s^2}{\Omega^2}
\]

Since \( \Theta > 0 \), \( \Theta_0 + \mu^2 \) is also positive, and (C.2) is equivalent to

\[
    \left[ \Theta_m^2 + 4 m^2 \Theta_0 \right] > \left[ \Theta_0 + \mu^2 + \frac{4 \beta_s^2}{\Omega^2} \right]^2
\]
as the instability condition. Conversely, the requirement for stability is

\[ 4m^2 \omega_0 + \omega^2 \left[ \theta_0 + m^2 + \frac{4 \beta_0^2}{\omega^2} \right]^2 \]  

(5.11)

**Stability of the Solutions when both Self-Coupled Bending Modes are Excited**

To investigate the stability of the solution (5.22b), the method of averaging was used. To apply this technique, let

\[ \bar{A} = \bar{A}_0 + a(t) \quad \bar{\phi} = \bar{\phi}_0 + \phi(t) \]
\[ \bar{B} = \bar{B}_0 + b(t) \quad \bar{\psi} = \bar{\psi}_0 + \psi(t) \]  

(5.26)

where the steady state solution has been redesignated by

\[ \phi_c(t) = \bar{A}_0 \cos [\Omega t + \bar{\phi}_0] \]
\[ \phi_s(t) = \bar{B}_0 \sin [\Omega t + \bar{\psi}_0] \]  

(5.27)

and a, b, \( \phi \), and \( \psi \) are perturbations in the amplitudes and phases of the steady-state solution.

To obtain the equations governing the perturbations, equations (5.26) are substituted into (5.15), and use is made of the fact that (5.27) satisfies (5.17). Only the first order terms in the perturbation quantities are retained, and the following equations result:
\[
K_1 a + 4 \Omega L_4 \alpha + K_4 \frac{d l}{d \tau} + \left[ \frac{G_m \sin \bar{\Phi}_0}{A_o} \right] \alpha - \frac{K_6}{\bar{B}_0} \frac{d \bar{B}_0}{d \tau} - 4 \Omega \bar{B}_0 K_4 \psi + B_0 K_3 \frac{d \psi}{d \tau} = 0 \quad (C.3a)
\]

\[
4 \Omega L_4 a - K_4 \frac{d a}{d \tau} + M_3 \alpha + 4 \Omega \bar{A}_o K_4 \psi
+ \bar{A}_o K_6 \frac{d \phi}{d \tau} - 4 \Omega \bar{A}_o K_4 \psi - M_6 \frac{d \psi}{d \tau} = 0 \quad (C.3b)
\]

\[
\frac{G_m \sin \bar{\Phi}_0}{A_o} \alpha - L_2 \frac{d a}{d \tau} - 4 \Omega K_4 \alpha + L_4 \frac{d l}{d \tau}
+ \left[ \frac{4 \Omega L_4 \bar{\Phi} - G_m \cos \bar{\Phi}_0}{B_0} \right] \alpha - 4 \Omega L_4 \bar{B}_0 \psi - B_0 K_3 \frac{d \psi}{d \tau} = 0 \quad (C.3c)
\]

\[
-4 \Omega K_4 a - L_4 \frac{d a}{d \tau} + N_4 \frac{d \alpha}{d \tau} + 4 \Omega L_4 \bar{A}_o \psi
- \bar{A}_o K_6 \frac{d \phi}{d \tau} - 4 \Omega L_4 \bar{A}_o \psi = 0 \quad (C.3d)
\]

where the following notation has been introduced:

\[
K_1 = \frac{G_m \cos \bar{\Phi}_0}{A_o} - \frac{\varepsilon \Omega^2 \bar{A}_o^2}{2}, \quad K_4 = \frac{-i}{\bar{B}_0} \varepsilon \Omega \bar{A}_o \bar{B}_0 \sin 2 \bar{A}_o
\]

\[
K_6 = \Omega \bar{A}_o (2 + \frac{3 \varepsilon \bar{A}_o^2}{\bar{B}_0}), \quad K_3 = -\frac{\varepsilon \Omega \bar{A}_o \bar{B}_0}{4} (1 - \frac{1}{2} \cos 2 \bar{A}_o)
\]

\[
L_2 = 2 \Omega + \frac{\varepsilon \Omega \bar{A}_o^2}{\bar{B}_0}, \quad L_4 = \frac{1}{B_0} \varepsilon \Omega \bar{A}_o \bar{B}_0 \cos 2 \bar{A}_o
\]

\[
M_3 = -\frac{\varepsilon \Omega^2 \bar{B}_0^2}{2}, \quad M_6 = \Omega \bar{B}_0 (2 + \frac{3 \varepsilon \bar{B}_0^2}{\bar{B}_0})
\]

\[
N_4 = 2 \Omega + \frac{\varepsilon \Omega \bar{B}_0^2}{\bar{B}_0}
\]
Equations (C.3) form a linear system with constant coefficients: to solve them, one inserts
\[
\begin{align*}
\mathbf{a}(\tau) &= a_e \mathbf{e}^{\lambda \tau} & \mathbf{b}(\tau) &= b_e \mathbf{e}^{\lambda \tau} \\
\mathbf{A}(\tau) &= A_e \mathbf{e}^{\lambda \tau} & \mathbf{B}(\tau) &= B_e \mathbf{e}^{\lambda \tau}
\end{align*}
\]
and requires a non-trivial solution. This results in an eigenvalue problem, whose determinant is given below:
\[
\begin{vmatrix}
K_1 & \left(4 \omega L_8 + \lambda K_8\right) & \left(G_m \sin \eta_o - \left(\lambda \bar{\alpha}_8 - 4 \omega \bar{\alpha}_8 K_8\right)\right) \\
\left(4 \omega L_8 - \lambda K_8\right) & M_\circ & \left(4 \omega \bar{\alpha}_8 K_8 + \lambda \bar{\alpha}_8 K_8\right) \\
\left(G_m \cos \eta_o\right) & \left(- \lambda \bar{\alpha}_8 K_8\right) + 4 \omega \bar{\alpha}_8 \bar{B}_8 & -4 \omega \bar{\alpha}_8 \bar{B}_8
\end{vmatrix}
\]
(C.4)

When this is multiplied out, a polynomial for \( \lambda \) results. The Routh-Hurwitz criteria (or some other stability criteria) can then be applied to the polynomial to determine if \( \Re(\lambda) \geq 0 \). This procedure must be carried out for each combination of \( \bar{A}_0, \bar{B}_0, \bar{\eta}_o, \bar{\eta}_x, G_n \) etc., to determine the stable and unstable regions of the solution (5.22a).

An alternative procedure is to solve the eigenvalue problem numerically on a computer directly for the eigenvalues themselves. This approach was considered, but it has not been carried out.

Finally, one can obtain approximate stability boundaries by neglecting the effect of damping in (C.4). Considerable simplification results, and the determinant may then be put in the form (5.31). In
this case, it becomes practical to do the computations by hand, and a
polynomial of the form

\[ Z^4 + 2\alpha^2 (2^2 + \beta^2) Z^2 + \alpha^2 \beta^2 (2^2 - \beta^2)^2 = 0 \]  
(5.32)

is obtained, where the substitution \( z = 2 \Omega \lambda \) has been used. For
the roots of (5.32) to have non-negative real parts, the conditions

\[ 2 \alpha^2 (2^2 + \beta^2) \geq 0 \]

and

\[ 4 \alpha^6 \left[ 1 + \left( \frac{\beta}{\alpha} \right)^2 + 3 \left( \frac{\beta}{\alpha} \right)^4 - \left( \frac{\beta}{\alpha} \right)^6 \right] \geq 0 \]

must be satisfied.

Solving \( \left( \frac{\beta}{\alpha} \right)^2 - 3 \left( \frac{\beta}{\alpha} \right)^4 - \left( \frac{\beta}{\alpha} \right)^6 - 1 = 0 \), one finds a positive real
root, \( \left( \frac{\beta}{\alpha} \right)^2 = 3.38 \) and two negative roots; the latter have no
physical significance. By examining (5.33) in the vicinity of
\( \left( \frac{\beta}{\alpha} \right)^2 = 3.38 \), one can show that the inequality will be satisfied (and
the two mode solution will be stable) if \( \left( \frac{\beta}{\alpha} \right)^2 \leq 3.38 \).

The above result was obtained by neglecting the damping terms
in the stability determinant; from previous experience, one suspects
that including damping will alter the undamped stability boundaries in
a relatively small region. This is sketched qualitatively in Fig. 7.
### TABLE I

**EXPERIMENTAL RESPONSE SURVEY**

<table>
<thead>
<tr>
<th>Mode (s) Vibrating</th>
<th>Driving Frequency (cps)</th>
<th>Type of Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 4</td>
<td>7.1</td>
<td></td>
</tr>
<tr>
<td>n = 3</td>
<td>17.5</td>
<td></td>
</tr>
<tr>
<td>n = 4</td>
<td>33.0</td>
<td></td>
</tr>
<tr>
<td>n = 6</td>
<td>78.0</td>
<td>Resonance at the</td>
</tr>
<tr>
<td>n = 7</td>
<td>107.4</td>
<td>Driving Frequency</td>
</tr>
<tr>
<td>n = 8</td>
<td>139.2</td>
<td></td>
</tr>
<tr>
<td>n = 9</td>
<td>179.6</td>
<td></td>
</tr>
<tr>
<td>n = 10</td>
<td>222.8</td>
<td></td>
</tr>
<tr>
<td>n = 3</td>
<td>8.8</td>
<td>Ultraharmonic, order 1/2</td>
</tr>
<tr>
<td>n = 4</td>
<td>11.1</td>
<td>Ultraharmonic, order 1/3</td>
</tr>
<tr>
<td>n = 7</td>
<td>213.0</td>
<td>Subharmonic, order 2</td>
</tr>
<tr>
<td>n = 8</td>
<td>69.8</td>
<td>Ultraharmonic, order 1/2</td>
</tr>
<tr>
<td>n = 8</td>
<td>47.6</td>
<td>Ultraharmonic, order 1/3</td>
</tr>
<tr>
<td>n = 9</td>
<td>92.3</td>
<td>Ultraharmonic, order 1/2</td>
</tr>
</tbody>
</table>
### TABLE I (cont'd)

**EXPERIMENTAL RESPONSE SURVEY**

<table>
<thead>
<tr>
<th>Mode ((\phi)) Vibrating</th>
<th>Driving Frequency (cps)</th>
<th>Type of Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n = 3)</td>
<td>26.7</td>
<td>(n = 3) at 26.7 cps,</td>
</tr>
<tr>
<td>(n = 5)</td>
<td></td>
<td>(n = 5) at 53.4 cps</td>
</tr>
<tr>
<td>(n = 4)</td>
<td>39.0</td>
<td>(n = 4) at 39.0 cps,</td>
</tr>
<tr>
<td>(n = 6)</td>
<td></td>
<td>(n = 6) at 78.0 cps</td>
</tr>
<tr>
<td>(n = 4)</td>
<td>35.8</td>
<td>(n = 4) at 35.8 cps,</td>
</tr>
<tr>
<td>(n = 7)</td>
<td></td>
<td>(n = 7) at 107.4 cps</td>
</tr>
<tr>
<td>(n = 4)</td>
<td>35.3</td>
<td>(n = 4) at 35.3 cps,</td>
</tr>
<tr>
<td>(n = 8)</td>
<td></td>
<td>(n = 8) at 141.2 cps</td>
</tr>
<tr>
<td>(n = 5)</td>
<td>60.5</td>
<td>(n = 5) at 60.5 cps,</td>
</tr>
<tr>
<td>(n = 9)</td>
<td></td>
<td>(n = 9) at 181.5 cps</td>
</tr>
</tbody>
</table>
FIG. 1  RING GEOMETRY AND COORDINATE SYSTEM
FIG. 2 BACKBONE CURVES FOR VARIOUS $\epsilon$

NON-LINEARITY PARAMETER, $\epsilon = \left( \frac{n^2 h}{R} \right)^2$
Fig. 3 Typical Single Mode Response
The approximate solution is not valid within the shaded regions.

Effect of damping (dashed lines)

Undamped (solid lines)

frequency ratio, \( \Omega \)

Amplitude, \( A \)

Figure 4, results of the stability analysis one mode.
FIG. 5 TYPICAL COUPLED MODE RESPONSE
**FIG. 6** COMPARISON OF THE SINGLE MODE AND COUPLED MODE RESPONSES

\[ \Omega = 1 - (2.38) \frac{\epsilon A^2}{8} \]

\[ \Omega = 1 - \frac{\epsilon A^2}{8} \]

\[ \Omega = 1 - \frac{3\epsilon A^2}{0} \]

\[ \epsilon = 4.2 \times 10^{-4} \]
\[ \beta_s = \beta_c = 2 \times 10^{-3} \]
\[ \sigma_0 = 0.10 \]
STABILITY DIAGRAM FOR THE SOLUTION

\[ \xi_c = \bar{A} \cos \left( \Omega \tau + \phi \right) \]
\[ \xi_s = 0 \]

FIG. 7 SUMMARY OF THE STABILITY ANALYSES
FIG. 8  DIAGRAM OF THE SUSPENSION AND DRIVE SYSTEM
FIG. 12   CALIBRATION CURVE FOR THE PICKUP SYSTEM
FIG. 14 CIRCUMFERENTIAL VARIATION OF THE LISSAJOUS FIGURES
FIG. 15  
\( n = 4 \) RESPONSE (NO MASS ADDED) SHAKER DISPLACEMENT: \( 2 \delta_o = 200 \times 10^{-3} \) IN.
\[ \omega_c = \text{LINEAR FREQUENCY OF COS } \frac{ny}{R} \]
\[ \omega_s = \text{LINEAR FREQUENCY OF SIN } \frac{ny}{R} \]

- DRIVEN MODE IS UNSTABLE; "JUMPS" OCCUR
- COMPANION MODE IS EXCITED; BOTH MODES VIBRATE

FIG. 16 SHIFT OF THE INSTABILITY REGIONS DUE TO CHANGES IN NATURAL FREQUENCY
FIG. 17a  
$n = 4$ RESPONSE (MASS ADDED)
SHAKER DISPLACEMENT: $2\delta_0 = 100 \times 10^{-2}$ IN.
FIG. 17b  \( n = 4 \) RESPONSE (MASS ADDED)  
SHAKER DISPLACEMENT: \( 2 \delta_0 = 200 \times 10^{-3} \) IN.
FIG. 17c  $n = 4$ RESPONSE (MASS ADDED)
SHAKER DISPLACEMENT: $2\delta_0 = 300 \times 10^{-3}$IN.
FIG. 17 d  

n = 4 RESPONSE (MASS ADDED)

SHAKER DISPLACEMENT: $2 \delta_o = 400 \times 10^{-3}$ IN.
FIG. 176 CALCULATED AND MEASURED RESPONSE. \( n = 4 \), MASS ADDED, \( 2\delta_0 = 300 \times 10^{-3} \text{ IN.} \)
Fig. 17: Second Harmonic at the Nodes vs. (Amplitude)^2
FIG. 19  \( n = 3 \) RESPONSE (MASS ADDED)

SHAKER DISPLACEMENT: \( 2\delta_0 = 100 \times 10^{-3} \text{IN.} \)
Fig. 20 Deflection Shapes
\[ V(y,t) = V_1(y) \cos \omega t + V_2(y) \cos 2\omega t + V_3(y) \cos 3\omega t + \ldots \]

RATIO OF THE HARMONICS:

\[ V_{1_{\text{MAX}}} : V_{2_{\text{NODE}}} : V_{3_{\text{MAX}}} \text{ AS } 1:0.04:0.018 \]

AMPLITUDE OF VIBRATION: \( A_{\text{MAX}} = 16.1 \text{ in. } = 0.083 \text{ in.} \)

FIG. 21 SPATIAL VARIATION OF THE RESPONSE VOLTAGE

FIG. 22 CIRCUMFERENTIAL VARIATION OF THE RESPONSE
GROWTH OF THE COMPANION MODE \( (\sin \frac{n y}{R}) \)

\[ B(t) \]

- 1.0 SEC.

\[ B(t) \]

- 0.5 SEC.

GROWTH OF THE DRIVEN MODE \( (\cos \frac{n y}{R}) \)

\[ A(t) \]

- 1.0 SEC.

(BoTH MODES EXCITED)

\[ A(t) \]

- 1.0 SEC.

(ONLY \( \cos \frac{n y}{R} \) EXCITED)

INITIAL GROWTH OF \( \cos \frac{n y}{R} \)

- 0.05 SEC.

START UP OF THE SHAKER (VELOCITY TRACE)

- 0.05 SEC.

FIG. 23  STARTING TRANSIENTS
FIG. 24  DAMPING TRACES