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Abstract

We present the first detection of the optical extragalactic background light (EBL)
at 3000, 5500, and 8000A using simultaneous observations taken from Hubble Space
Telescope (HST) and the du Pont 2.5m telescope at Las Campanas Observatory
(LCO). The total background flux of the night sky was measured from space using
the Wide Field Planetary Camera 2 (WFPC2), thereby avoiding terrestrial airglow
which is the dominant foreground component from the ground and the primary ob-
stacle in previous efforts to measure the EBL. Foregrounds which contribute to the
surface brightness of the night sky from HST are zodiacal light and diffuse galactic
light. We have measured the absolute surface brightness of the zodiacal light us-
ing spectrophotometry taken with the du Pont 2.5m telescope at LCO and using
the Faint Object Spectrograph (FOS) on HST. We minimize the contribution from
diffuse galactic light by conducting the measurement in a target field with a low
column density of galactic dust and neutral hydrogen, both of which are traced by
100pm emission in the IRAS maps. The small remaining galactic contribution has
been modeled using known correlations between the diffuse thermal emission from
the dust at 100um and the diffuse optical light due to starlight scattered off the same
dust. Because galaxies brighter than V = 23 AB mag are statistically poorly sampled
in the WFPC2 field of view, we define the EBL as the total flux from objects fainter
than V = 23 ABmag. We find the following mean levels for the EBL as a function of
wavelength (in units of ergs s~'cm~%sr~'A~!, with 1 ¢ rms errors): I,(30004)=4.0
(£1.9)x1079, I5(55004)=2.8 (£0.8)x107?, I,(8000A)=2.3 (£0.6)x107°, with sys-
tematic errors of 1-2x107% at each wavelength. The total flux detected at each
wavelength is at least 2-3 times the integrated flux in published galaxy counts. The

implications of this detection are discussed.
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Chapter 1 Introduction

While the concern might be considered naive today, early astronomers considered the
fact that night sky is dark to be a paradox with significant cosmological implications
and of considerable interest (see Harrison 1990). The apparent contradiction as ex-
pressed by Olbers is based on the supposition that in a static universe filled with
stars in concentric shells, the 1/r? distance to a shell and the r? surface area of that
shell will cancel, so that the surface area of the sky should be as bright as the center
of the Sun. Olbers’ Paradox, simply that the night sky is dark, is in part explained
by redshifting of light out of the optical, by the expansion of the Universe, and by
the finite speed of light. The strongest effect which resolves the problem, however,
was clearly stated 1964 by Harrison in terms of the conservation of energy and the
finite lifetimes of stars: the stars would need to shine for the full Hubble time for the
paradox to exist at all.

The solution given by Harrison is a clear exposition of the factors which influ-
ence the extragalactic contribution to the surface brightness of the night sky. While
Olbers’ Paradox is outdated, the surface brightness of isotropic backgrounds at all
wavelengths is well recognized today as a powerful cosmological test. The extragalac-
tic background light (EBL) at UV and optical wavelengths comes from young stellar
populations at all redshifts. The surface brightness of the optical EBL, the integrated
light from all extragalactic sources, is low principally because the lifetimes of galaxies
and stars are finite. The EBL is also affected by cosmological models and the expan-
sion of the Universe, however these effects play a relatively minor role. The utility
of the EBL as a cosmological tool is then principally as a probe of galaxy formation
and evolution. The star formation history of the Universe, the metal production rate,
the ionizing flux at all redshifts, and the total baryon density are all addressed by a
measurement of the EBL.

The EBL is often discussed theoretically as flux from all luminous, extragalactic
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objects. Observationally, however, this is not a useful definition because astronom-
ical observations are made in finite regions of the sky. As an extreme example of
the impracticality of this definition, imagine the difference in the inferred level EBL

2 region of the sky

based on observations of the “background” level in a 5arcmin
in the direction of M81 as compared a 5arcmin® region of “blank” sky such as the
Hubble Deep Field (Williams et al. 1996). A more useful definition of the EBL for
observational purposes includes only the flux from all objects which are statistically
well represented in a surface area defined by the field of view of the observations. In
this work, a relatively small field of view (roughly 4.5arcmin?), imposes a natural
bright—end cut-off of V' ~ 23 AB mag (see §2.3). Comparisons between the integrated
flux in detected—object studies (galaxy counts or redshift surveys) and with other
measurements of the EBL should be made with this definition in mind.

While Olbers’ Paradox is that the night sky is dark, the extragalactic component
is, ironically, much darker than he knew. The surface brightness of the diffuse night
sky originates largely within our own galaxy, and the extragalactic component has
been shown over the last 30 years to be at most 5% of the background flux at optical
wavelengths (see §1.3 and reviews by Mattila 1990, Bowyer 1991, and Henry 1991).
Indeed, the expected level (as discussed in §1.1) is roughly 1-3% of the foregrounds.
As is true of background measurements at all wavelengths, it is primarily the accuracy
with which the foreground components can be determined that limits the accuracy
with which the background can be measured. The work presented here is therefore
concerned largely with the measurement of the foreground components, and also with
absolute calibration at the same level of accuracy.

In this Chapter, we first discuss the scientific goals which motivate a measure-
ment of the EBL in §1.1. The foreground contributions which complicate an optical
background measurement are discussed in §1.2. Given that this work builds on a
numerous previous attempts to measure the EBL over the last 30 years, we briefly
discuss some of the more prominent of those experiments in §1.3. Finally, the details
of the method employed in this work, an introduction to the data sets involved, and

the primary technical difficulties are described in §1.4.



3
1.1 Models of the EBL and Motivation

The EBL includes the light from all extragalactic sources, both those which can be
detected individually and those which are not detected due to low surface brightness,
low total flux, or small angular size. While the limits of detection for individual
galaxies are being extended to ever fainter levels with larger telescopes, better CCDs
and space-based observations, an absolute measurement of the total flux from extra-
galactic objects remains an invaluable complement to the study of discrete objects
by galaxy counts or redshift surveys. Populations of low surface brightness objects,
as well as the majority of the luminosity function at high redshifts, are easily missed
in both surface brightness limited galaxy counts and redshift surveys. Such objects
will, however, contribute to the total diffuse background.

The EBL thus provides a means of quantifying the incompleteness of galaxy counts
and redshift surveys, as it is immune to the surface brightness selection effects which
inevitably bias the results of such magnitude-limited approaches. The EBL also
avoids the “counting” ambiguities which arise from the non—uniform surface bright-
ness distribution of individual galaxies in their rest-frame UV emission. This can
cause counting errors even among the detected populations: single objects can be
erroneously split into several and flux is lost from the regions in those objects where
the surface brightness drops below the sky noise. Finally, both identification of faint
galaxies and subsequent photometry becomes uncertain near detection limits. A mea-
surement of the mean flux of the EBL avoids these inherent difficulties.

From the UV to the near-IR, the light of the EBL is dominated by the light of
massive young stars, which emit most of their energy in the UV (1000-3000A). The
light seen in the optical originates from young stellar populations at moderate to high
redshift (AM/A = z), as well as older stellar populations at low redshift which have
a redder spectral energy distributions. The massive young stars which produce the
EBL are also responsible for the majority of metal production in the Universe, so
that the metal mass density of the Universe and the EBL are also directly related.

Thus, a measurement of the EBL is a very powerful constraint on many of the issues
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which galaxy counts and redshift surveys seek to address. Previous attempts to
measure the EBL provide upper limits to the surface brightness we can expect (see
Figure 1.5). Lower limits to the EBL can be derived from integrating the flux in
detected sources, which, as discussed above and further in Chapter 7, is unavoidably
incomplete. Predictions of the flux of the EBL are more generally models of the total
star formation history of the Universe, as the EBL is the most inclusive observable
consequence of that star formation history. Approaches to understanding the star
formation history of the Universe fit into three general categories which then give
predictions of the EBL.

The first category is models which are based on observations of the number of
galaxies as a function of apparent magnitude (galaxy counts) or the number and in-
trinsic luminosity of galaxies as a function of redshift (redshift survey). Predictions
about the nature of undetected objects based on extrapolating galaxy counts beyond
the detection limit, or extrapolating luminosity functions more than several magni-
tudes beyond M* can then be made in an attempt provide a more complete picture.
This is the most common approach and is typified by models including dwarf pop-
ulations, models invoking evolution in luminosity or number density, and models of
starbursting populations with faded remnants (see Yoshii & Takahara 1988, Vaisanen
1996, and references therein). Galaxy counts alone provide little information because
they have uncertain completeness as a result of selection effects in surface bright-
ness and morphology and provide only apparent magnitudes. The ability of redshift
surveys to provide a lower limit to the luminosity density with redshift and wave-
length makes them much more powerful as a tool for studying the evolutionary and
formation history of galaxies. Redshift surveys are, however, even more prone to the
selection biases than are galaxy counts. Redshift surveys are more likely to detect
galaxies with high central surface brightness, emission lines, and small scale lengths.
In addition, slight errors in characterization of the survey incompleteness can cause
significant errors in the inferred results. It is interesting to note, however, that pre-
dicted flux level of the EBL which result from most extrapolated populations are

relatively small (see Vaisdnen 1996 for a compilation of models which do not violate



observed galaxy counts).

The second approach to modeling the star formation and metal enrichment his-
tory of the Universe is based on evolution in QSO absorption systems. The metal
enrichment history of the Universe is linked directly to the star formation history as
metals are produced by high-mass, rapidly evolving stars, the same hot young stars
which emit the majority the UV light at high and low redshifts. The consumption of
gas and evolution in metal density with redshift of the damped Lyman-a absorption
systems seen in QSO spectra can be used to infer the star formation history required
to produce that metal enrichment. This approach has been pioneered by Lanzetta et
al. (1995) and by Pei & Fall (1995), who made significant improvements by consid-
ering the selection effects due to obscuration by dust which effect even the statistics
of absorption systems. Even this approach, while very different from integrating the
flux from detected sources, is still dependent on parameters based on observations of
detected sources. Some of the more critical factors are the initial assumptions about
the selection effects in QSO absorption line observations themselves, the properties
of the IMF of the metal producing stellar populations (possibly as a function of red-
shift) and the optical properties, composition, and quantities of interstellar dust. It
is precisely as a constraint to the parameters of such models the EBL is most useful.

And finally, theories which describe the formation of structure in the Universe
such as those of Cole et al. (1994) and Kauffman et al. (1993) predict not only the
properties of galaxy populations at all redshifts, but total luminosity density and,
from it, the total integrated EBL. Observable characteristics of galaxies are used to
constrain formation models. However some test, such as the observed mass—to-light
ratio, will always be misleading if the total fluxes of galaxies are not detected and the
measured luminosity density of the Universe is incomplete. To the degree that galaxy
counts and redshift surveys can never completely constrain low surface brightness
populations at all redshifts or the bulk of the luminosity function at high redshift,
the EBL presents an invaluable observational test for such models.

It has often been suggested that the EBL can be used to differentiate between cos-
mological models (Olbers 1826, Whitrow & Yallop 1963, Partridge & Peebles 1967).
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However, models of the EBL as a function of cosmological model have generally shown
that when galaxy evolution is not considered, the change in the EBL flux is only 20-
40% for values of gy between —1 and 2.5 (see Sandage & Tamman 1965, Yoshii &
Takahara 1988). Evolution and the epoch of formation, on the other hand, can influ-
ence the EBL by factors of 2-3, as found by Yoshii & Takahara (1988; see also Tinsley
1973, 1977, 1978). The cosmological model has the greatest affect at longer wave-
lengths where the EBL includes contributions from hot, young stars at high redshift,
and the total total volume of space at high redshift is therefore important. However
these effects are dramatically overshadowed by our uncertainty in the formation epoch
and evolution which describes the emitting populations. The dominant effect on the
flux of the EBL, as argued by Harrison (1964, 1990), and Wesson (1991) is galaxy
evolution.

As an integral flux over emitted wavelength and redshift, the EBL presents a result
which does not translate directly into a luminosity density or star formation rate at
any one epoch. However, absorption by neutral hydrogen produces a well defined
high-redshift cut-off to the volume of space which contributes to a given band-pass
as the Lyman limit shifts through observed wavelength range. At 30004, the EBL is
dominated by the UV flux of galaxies at low z and can therefore be used to constrain
the star formation rate at z < 2.3. At 8000A, the EBL will include the light from
stellar populations out to z < 8 (more than 80% of the age of the Universe in any
cosmological model).

To give a general impression of the spectral ranges which contribute to our mea-
surement as a function of redshift, we have plotted the contributing rest wavelengths
as a function of redshift for each band-pass in Figure 1.1. The volume element as a
function of redshift (Az = 0.1) is plotted in Figure 1.2. It is difficult to determine
what populations, or even what redshift ranges, will dominate the flux observed at
55004 or 80004, because the age, IMF, and metallicity of the stellar populations have
an enormous effect on the spectral energy distribution and total luminosity density
with redshift. In addition, the star formation rate, which may be affected by merg-

ing and interactions, and the epoch of formation also influence the predicted flux
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and the redshift range which might dominate the EBL in a given band-pass. While

the interpretation of the EBL is complicated by the integration of flux over a large
range in redshift, it has a significant advantage over redshift surveys which isolate
slices in redshift: as an absolute measurement of the total surface brightness from
extragalactic sources, it is immune to the surface brightness selection effects which
bias the galaxy population census obtained from the very limited range in apparent
surface brightness which is accessible to redshift surveys (e.g., Lilly et al. 1996) and
Lyman-limit selected surveys (e.g., Steidel et al. 1996, Madau et al. 1995).

1.2 Foreground Components

A firm detection of the EBL at optical wavelengths has remained elusive largely
because of the difficulty of distinguishing the extragalactic background from the
foreground contributions of terrestrial, zodiacal, and galactic sources. Upper lim-
its from previous attempts to measure the EBL and lower limits from integrated
galaxy counts give us an empirical estimate for EBL flux at 5500A which is around
1 x 10~° ergs s~'cm~2sr~*A~! (hereafter, ergs s™'cm~?sr~*A~! is abbreviated as I,),
or roughly 28.2ABmagarcsec™2.! Relative to this expected EBL surface bright-
ness, terrestrial airglow and zodiacal light are each roughly 100 times brighter, i.e.,
100x10~?, or 23.2 ABmagarcsec™2. The contribution from diffuse galactic light can
be relatively minor, with total surface brightness around that expected for the EBL.
The relative fluxes of these foregrounds are illustrated in Figure 1.5.

In order to detect the EBL, we must measure not only the total surface brightness
of the night sky to an accuracy of 1 x 107°I,, but each of the foreground components
must be measured to that same accuracy. Inevitably, it is the accuracy with which
the foreground contributions can be quantified which limits the accuracy with which
the extragalactic background light can be measured.

To obtain the required sensitivity, we have addressed each of the foregrounds indi-

1AB mag is defined in the usual way as AB mag= —2.5logF, — 48.6, with F, given in
ergs s~ lem™2Hz L.
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vidually, either by measuring them directly, or by planning the observations to avoid
or minimize their contributions. The characteristics of each foreground component
and the approaches which we have adopted in dealing with them are described briefly

in this section.

1.2.1 Terrestrial Airglow and Extinction

The Earth’s atmosphere complicates the measurement of the surface brightness of the
night sky in two ways. First, atmospheric emission (“airglow”) dominates the flux of
the night sky as seen from the Earth’s surface. Airglow is the combination of molecular
rotation—vibration bands, atomic line emission, and a continuum component which
originate in distinct layers of the atmosphere, predominantly around an altitude of
90km (Takano et al. 1990). Second, photons originating both above and within the
atmosphere are affected by extinction (scattering and absorption) in the atmosphere
as well, further complicating the removal of terrestrial emission. While airglow and
extinction can both be modeled as functions of the line—of-sight path-length through
the atmosphere, rapid temporal variations in the emission and extinction are observed,
presumably caused by atmospheric motion, and also resulting from photo—chemical
excitation and de-excitation even several hours after evening (or before morning)
twilight. The high surface brightness of the airglow and the rapid temporal variations
seen for both the airglow and the extinction have made these terrestrial effects the
most difficult to remove in previous ground-based efforts to measure the EBL. Dube et
al. (1977, 1979), for example, estimated that the uncertainty in their airglow removal
for any given observation dominated their errors at the level almost six times the
expected EBL.

The Hubble Space Telescope (HST) is in a high enough orbit to avoid terrestrial
emiséion and extinction altogether. Thus, by using HST to measure the total surface
brightness of the night sky, we avoid entirely one of the two dominant and most

problematic foreground sources, the other being zodiacal light.



1.2.2 Zodiacal Light

Zodiacal light (ZL) is sunlight scattered off of dust grains in the solar system. The
surface brightness of the ZL depends on the column density of the interplanetary dust
(IPD) and on scattering geometry along a particular line-of-sight (see Figure 1.6 for
definition of the angles which describe the ZL). The ZL is brightest in the ecliptic
plane, where it goes from 200 x 107°I, at large elongation angles (A — A, = 135°) to
over 1500 x 10~°I, at small angles from the Sun (A — A, < 30°). Even at large angles
from the Sun, however, the ZL varies by more than a factor of 3 from the ecliptic plane
to the pole. The ZL reaches its faintest levels at viewing angles near (A — Ag) = 135°
and |b} > 30°, where it is ~ 100x10~° I, at 5500A. While the mean flux of the ZL can
be predicted with roughly 10% accuracy based on scattering geometry and position
out of the ecliptic plane, irregularity in the IPD cloud produces spatial variability of
the ZL on scales smaller than 5-10° (Levasseur-Regourd & Dumont 1980, Richter
et al. 1982). At the accuracies required here, a geometric model is inadequate for
predicting the mean flux of the ZL. We can, however, measure the absolute flux of
the ZL along a given line—of-sight by utilizing knowledge of its spectral features.
Neutral scattering would result in ZL with the same spectral energy distribution
as the incident solar spectrum. If the ZL is reddened, the resulting spectrum is red
with respect to color of the incident spectrum (rather than in an absolute sense). As
this suggests, it is customary to define the broad-band color of the ZL as the ratio of

the zodiacal to the solar spectrum as a function of wavelength,

C()\,)\O) _ IZL(’\)/I@(A)

"~ Izr(M)/Io (Do) 1)

We use this definition for the color of the ZL throughout this work.

Empirically, the ZL has a solar spectrum from A =1500A to 10um with its broad-
band color varying by only 5% per 1000A from broad-band color of the Sun itself over
that wavelength range. This is strong evidence that the scattering processes which
produce the ZL are accurately described by Mie theory. Mie theory describes the

interaction of photons of wavelength, A, with solid particles, of diameter a. Mie theory
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has been shown to accurately produce the ZL spectrum over the full spectral range
0.15-10um for scattering off of particles of the size and composition known to describe
the IPD (@ > 10pm and composed predominantly of astronomical silicate). The IPD
grains are composed of layers of varying refractive index, have rough surfaces, include
a small population of grains with a < A, so that the Mie scattering which results
is expected to be slightly wavelength dependent. Such wavelength dependence is
empirically limited to levels less than 10%/1000A even at widely varying orientations
in the ecliptic plane by a number of ZL measurements (Leinert 1977, and references
therein; Pitz et al. 1979; Murthy et al. 1990; Matsuura et al. 1995). For many
reasons, however, it is very difficult to predict the exact color of the ZL with better
than 5% accuracy. Among those reasons are the complexity of Mie scattering model
when surface characteristics, size, shape and composition are taken into account. In
addition, though a great deal has been learned from recent IR satellites concerning
the composition and size of the IPD particles, the exact composition of the IPD grains
and variations in size and composition along a particular lines of sight is not known.

We defer more detailed discussion of the IPD and the resulting color of the ZL to
§6.2.1. The general understanding of the ZL as the result of Mie scattering off large
particles has two main implications for our purposes. First, Mie scattering strength
is slowly varying with wavelength and produces no spectral features for particles such -
as those which constitute the IPD (characterized by @ > A and nearly constant albedo
with wavelength). Thus, the width and depth of the features in the solar spectrum
(e.g. Fraunhofer absorption lines) are reproduced in the ZL. Beggs et al. (1964)
indeed showed that the Fraunhofer lines in the ZL show no measurable deviation from
their solar equivalent widths to the accuracy of their measurements (2% calibration
uncertainty). The second implication is that the exact color of the ZL from 2500 to
9500A cannot be accurately predicted for our purposes, and measurement must be in
the same scattering geometry and viewing direction with respect to the ecliptic plane
in order to be relevant.

These two conclusions set the stage for the approach we have taken in measuring

the ZL. We first use the known width and depth of the solar Fraunhofer lines which
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are seen in the spectrum of the night sky to determine the mean flux of the ZL at the
wavelength of those spectral features. The technique is predicated on the definition
of an equivalent width: if the equivalent width of a line in one contributing source
is known ahead of time, then the measured depth and shape of the line uniquely
determine the continuum level of that source at the wavelength of the feature. We
then utilize empirical measurements of the observed color of the ZL to extrapolate
from the mean flux of the ZL at the wavelength of the spectral features to other

band-passes. The details of these techniques are further described in §4.3

1.2.3 Diffuse Galactic Light

The Galactic contribution to the optical flux of the night sky is a combination of the
direct flux from discrete stars and a diffuse component from starlight scattered off of
interstellar dust. In several previous attempts to measure the EBL, poor resolution
made even the direct contribution from stars difficult to remove. With CCD images
the contribution from stars can be easily removed, and any scattered light can be
minimized to levels at which it is insignificant.

As we discuss in Chapter 5, work by Boulanger et al. (1988, 1996) and others has
recently demonstrated that the 100um emission at high Galactic latitudes is a good
tracer of the dust, and a good predictor of the intensity of the optical scattering which
will result from it. The diffuse Galactic light (DGL) at the wavelengths of interest to
us can therefore be minimized by selecting fields which are at relative minima in the
IRAS 100um maps. In addition, we can estimate any contribution from the Galaxy
using scaling relationships between the diffuse 100um and near-UV or optical surface
brightness. The results of previous investigations that have produced scaling relations
between the diffuse IR emission and the scattered light in the near-UV and optical
are ciiscussed in Chapter 5, along with a simple scattering model which can reproduce
the observed scaling relations to reasonable accuracy. The diffuse Galactic light is

shown in Figure 1.5 at roughly the surface brightness appropriate to our observations.
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1.3 Previous Measurements and Upper Limits

In the last 30 years, there have been many attempts to measure the EBL not only
in the optical, but in the far-UV and IR as well. The foreground components which
dominate the light of the night sky in each band are different; correspondingly prac-
tical methods and limitations in each band are different. We therefore limit our
discussion of previous results to those measurements at optical wavelengths. The
techniques we have adopted to deal with the foreground components in the range
2500-9000A naturally build on methods which have been used in other attempts to
measure the optical EBL. Our purpose in discussing previous experiments is to put
both the techniques and results of this work in the context of previous efforts.

Previous attempts to measure the optical EBL have fallen into three general cate-
gories: (1) differential measurements, in which the foreground components are isolated
from the background along different lines of sight, and thereby remove them without
measuring them directly or distinguishing between them; (2) absolute measurements,
in which foregrounds are directly measured and then subtract individually; and (3) es-
capist measurements, in which some subset of the foreground components are avoided
by conducting the observations from a rocket or satellite. The experiment described
here takes both an escapist and a direct approach to dealing with the foreground
components. We avoid terrestrial airglow by using HST, while we directly measure
the zodiacal and Galactic components.

To put this experiment in the context of those which have preceded it, we discuss
below measurements which are representative of the general methods enumerated
above. As mentioned above, foreground subtraction is the key to successful back-
ground measurements at optical wavelengths. In the last 30 years, enormous gains
have been made in the communal knowledge regarding all of the foreground compo-
nents in the optical (airglow, ZL, and DGL). The inherent difficulties and hazards of
the techniques previously used to measure the EBL are now better understood, and
several of the earlier efforts are now obsolete for that reason. We therefore limit our

discussion to three experiments which indicate the general techniques listed above
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and illustrate the status of the field before the work we present here.

A more complete, although not exhaustive, list of previous results is show in Table
1.1. For a more complete discussion, see Mattila (1990) and references therein for op-
tical EBL measurements, and Bowyer (1991) for UV. See Mattila (1990), Matsumoto
et al. (1988), and Hauser (1996) for discussion of recent upper limits on the EBL at
IR wavelengths (1.25-100um).

Direct Foreground Subtraction: Dube et al.

In both spirit and general approach, the measurement which we have executed is
most similar to that executed by Dube, Wickes, & Wilkinson (1977, 1979). Airglow,
zodiacal light, and diffuse galactic light were each measured and removed individually
in their work and our own. In detail, however, only their treatment of ZL is directly
comparable to ours. Their measurement was conducted using the No. 1 36-inch
telescope at Kitt Peak with a specially designed photometer as the detector. The field
of view of the observations was 16 arcmin in diameter. The Palomar Sky Survey plates
were used to select fields free of objects brighter than my ~ 13mag and to identify
and mask discrete sources in the field of view which were brighter than my ~ 20 mag.
The discrete sources, both stars and galaxies, were masked in the focal plane of the
telescope using spots of diameter 12arcsec (for objects with 13 > my > 16 mag) or
18 arcsec (13 > my > 16 mag).

They attempted to identify the airglow component by dependence of the total
sky brightness on the zenith angle. One problem, which they discovered, is that the
airglow is not stable with respect to the geometrical prediction. Fluctuations were
observed at roughly a factor of 6 times the expected EBL. In addition, the geometrical
“slab” model for the path-length through the atmosphere is not appropriate to an
emission component which originates in a thin layer at an altitude of 90 km. Mattila
has since discussed the fact that given the appropriate model for the airglow as a
function of zenith angle, the upper limit quoted by Dube et al. (1979) is in fact a
factor of 2 lower than their data support. Given the large random errors in their

airglow solution, it is difficult to quantify this effect more precisely.
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The ZL was measured, as in our own experiment, by the strength of the solar
spectral features (Fraunhofer lines) which are present in the ZL. As photoelectric
spectroscopy was not an option at that time, Dube et al. used narrow-band filters.
The flux at the wavelength of a particular pair of Fraunhofer lines (the Mgl doublet at
5172.7A, and 5183.7A) was measured using a filter centered at 5180A, and AX =15A.
For comparison with the strength on the absorption lines, and for the measurement of
the total background flux, the “continuum level” level in the night sky was measured
using a filter centered at 51154, Ax=45A.

Our own measurement does not use this portion of the spectrum because we found
that a nearby airglow emission line at 5190A was too strong and too variable through
the night to allow a reliable measurement of the Mgl lines (see Figure 1.4). While
smoothly varying differences between the solar spectrum and the night sky spectrum
(due to extinction and airglow continuum) do not present a difficulty for our purposes,
the comparison between the night sky and the solar spectrum clearly indicates that
airglow features will effect narrow-band measurements of the strength of the Mgl
lines.

The Dube et al. experiment was an original and careful execution of the gen-
eral technique required to use the spectrum of the ZL to identify it’s mean surface
brightness. However, the use of a single Fraunhofer absorption feature made the
measurement quite susceptible to the effects of airglow emission lines. The lunar and
daytime sky spectra which were used to calibrate the narrow-band to continuum flux
ratios were not effected by airglow to the same degree, and therefore gave systemat-
ically different calibration of the line strength than would be observed in the night
sky. In addition to this systematic offset, they estimated that the rms error in their
airglow removal for any given observation dominated their errors at the level almost
six times the expected EBL (6-10x107° I,).

Finally, the contribution from diffuse galactic light was modeled using a simple,
“slab” model for the path-length through a uniform galactic disk. Great improve-
ments in the current data on structure in the interstellar dust have shown that a slab

model is too simplistic.
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Differential Measurements: Mattila

One novel approach to the problem of removing foreground components was pioneered
by Mattila in 1976. This method involved integrating on and off the line of sight
to dark Galactic clouds in the hopes that the clouds would serve as opaque screens.
Along the line of sight to the cloud, the foreground airglow, zodiacal light, and diffuse
galactic light would be detected, in addition to any instrumental backgrounds. At an
adjacent line of sight, airglow, ZL, diffuse galactic light, instrumental backgrounds and
the EBL would be detected. The difference between the two measurements would then
isolate the EBL from all instrumental and foreground emissions. The technique fails,
however, because the clouds are luminous. Embedded stars, molecular fluorescence,
and diffuse emission behind the cloud all contribute to the inconclusive results form
this method. Spinrad & Stone (1978), Boughn & Kuhn (1986) both found similar
difficulties, with the latter summarizing their efforts and constraining the EBL to

have roughly the luminosity of the cloud (see Table 1.1).

Rocket based: Toller

A unique opportunity to conduct the ideal measurement of the EBL was afforded by
the Pioneer 10 space—probe which traveled to a solar distance of 3 AU, outside the
zodiacal dust cloud thereby escaping not one but both of the significant foreground
components (airglow and zodiacal light). Unfortunately, components which can be
dealt with effectively in most optical observations, integrated starlight, become quite
difficult to remove when the spatial resolution of the observations is 2°, as for the
Pioneer 10 data. The DGL, integrated starlight and calibration difficulties limit the
result from Pioneer 10 data to an upper limit on the EBL. The upper-limits found by
Toller (1983) at 4400A from that data set are also shown in Table 1.1. For consistency,
we quote the result in terms of a 30 upper limit for comparison with the Dube et al.

(1979).
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Summary of Improvements

The current work takes advantage of significant gains in technology and also in the
understanding of the foreground diffuse galactic light since the last attempts to mea-
sure the EBL. The primary technological improvement is the high resolution imaging
from above the atmosphere which is afforded by HST. By observing from above the
atmosphere, we avoid the airglow extinction and variable emission which dominated
the errors of Dube et al. The high resolution imaging of HST also allows us to remove
stars to V ~ 28 mag, which removes any doubt of significant stellar contamination,
unlike the rocket-borne measurements of Toller.

Spectrophotometry using using CCDs is also a significant technological improve-
ment over the narrow-band filter, photometer combination which was used by Dube
et al. to measure the ZL. Spectra with resolution of a few angstroms over a 1000A
range in wavelength allow us to use many Fraunhofer lines to determine the surface
brightness of the ZL as opposed to just one or two. In addition, as the airglow (emis-
sion line) spectrum and zodiacal (absorption line) spectrum make any continuum
region difficult to identify, spectral resolution allows us to develop techniques which
are insensitive to the continuum level (see §4.3).

We can also be far more confident of our removal of galactic light as a result of
the data which was made available by the IRAS and DIRBE satellites of the 100pym
emission from dust, and as a result of the work which has been done to correlate that

thermal dust emission with the scattering of the incident stellar radiation field.

1.4 The HST/LCO Measurement of the EBL

Our strategy for measuring the EBL involves three simultaneously and independent
data sets. Two of these sets are comprised of data from HST: images taken with Wide
Field Planetary Camera 2 (WFPC2) through the F300W, F555W, and F814W filters;
and low-resolution spectra at 3800-6800A taken with the Faint Object Spectrograph
(FOS) in parallel observing mode with the WFPC2 observations. We use both sets
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of HST data as independent measurements of the total surface brightness of the
night sky from above the atmosphere. These measurements include the flux from the
extragalactic background light and from zodiacal and galactic foreground components,
but avoid terrestrial airglow and extinction altogether. Ideally, the entire experiment
would be done from HST. However, the relatively low sensitivity of FOS requires the
addition of a third data set to measure the ZL contribution.

The third data set is comprised of spectra taken at Las Campanas Observatory
(LCO), covering 3800-5150A with roughly 2.5A resolution. We use these data to
measure the mean flux of the ZL. As discussed in the previous section, this measure-
ment utilizes the fact that solar spectral features are reproduced in the spectrum of
the ZL, and the shape and depth of these features are well known. By measuring the
apparent equivalent width of the Fraunhofer lines and blended features in the ZL, we
can determine the continuum flux contributed by the ZL spectrum at the wavelength
of the Fraunhofer lines. We found that ground-based spectra were necessary in order
to obtain the high signal-to—noise ratio and resolution required to measure accurately
the features of the ZL spectrum which have equivalent widths typically less than a
few angstroms. Once measured in our ground-based spectra, the absolute flux of the
ZL can then be subtracted from the mean flux observed by HST. Airglow complicates
the measurement of ZL from the ground, however light pollution from cities would
make the job harder still. The absence of light pollution at LCO makes this one of
the few observatories in the world which can be used for this work.

Unfortunately, because of the strong features and surface brightness of the airglow,
we can only make accurate measurements of the zodiacal Fraunhofer lines in the
window from 3800-5150A in ground-based spectra. In order to estimate the mean
contribution from the ZL outside that wavelength range, we need to know how the flux
of the ZL over the broader range 2500-8500A relates to the flux in the 3800-5150A
range of our LCO observations. These details of the ZL subtraction are discussed in
§6.2.

Finally, the diffuse Galactic contribution has been minimized by judicious field

selection. The low-level contribution has been estimated by scaling relations between
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the 100pum thermal emission and the optical flux and from simple scattering models.
As is clear from Figure 1.5, we must measure the ZL with an absolute error of order
a few percent in order to detect the EBL. Because the contribution from DGL is so
much smaller, estimates from scattering models and scaling relations are accurate
enough to prevent the accuracy of DGL removal from contributing significantly to

our errors.

1.4.1 Field Selection

The center of the HST/WFPC2 pointing is o = 3"00™20740, 6= -20°10'45"3 (J2000).
This corresponds to galactic coordinates [ ~ 20626, b ~ -59°8 and ecliptic coordinates
[ ~ 35°5, b ~ -35°5. We chose our target field to minimize the contributions from the
following foreground sources: bright stars, diffuse galactic light (DGL) as traced in
the IRAS 100um maps, and ZL. We originally chose three target field, two within 10°
of the galactic pole with ecliptic latitude |b| ~ 30°, and one within 30° of the galactic
pole with ecliptic latitude |b| = 35°. All three fields are part of an ongoing program
to measure the power spectrum of the EBL using the 2.5m du Pont and 1 m Swope
telescopes at LCO in Chile. Only the field near |b| ~ 35° was observable from HST
because guide stars could not be found for the fields nearer the galactic pole. As we
are concerned here only with the measurement of the mean flux of the EBL, the two
fields near the pole are not discussed further.

To illustrate the characteristics of the field surrounding the HST pointing, we
have overlaid the WFPC2 and FOS footprints on optical and IRAS 100pm maps
(see Figures 1.7 and 1.8). The selected field clearly represents a compromise between
avoidance of bright stars and galactic cirrus. Bright stars are actually a far greater
problem for ground-based telescopes than for HST due to the large field of view
and ;Ltmospheric far-field PSF: ground-based measurements of the power spectrum
of the EBL (which were planned in conjunction with the mean-flux measurement
from HST) required that bright stars be avoided as far as 1° from the field. This

requirement is more stringent than necessary for the HST observatiohs, as discussed
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below. Nonetheless, as is demonstrated in §5, the compromise achieved provides quite

adequate avoidance of galactic cirrus as well.

1.4.2 Scattered Light

The sky level from HST is known to be affected by scattered light from the bright
Earth limb. For roughly 50 minutes of every 90 minute orbit, the bright Earth limb
produces negligible earthshine for most purposes. However, because the contribution
of earthshine at even the 1% level would a concern for this work, we limited our
observations to the 30-35 minutes during which the spacecraft is in the shadow of
the Earth. During that portion of the orbit, no bright Earth is visible at all. While
this is probably more restrictive than necessary, and reduces the usable exposure
time per orbit, such scheduling was deemed far preferable to the risk of introducing
unidentified stray light. With this restriction, the bright Earth limb is not a possible
source of stray light.

Another possible off-axis source of scattered light is the moon. Scattered moon-
light was avoided by requiring the observations to take place only with the moon at
least 65° from the optical axis of the telescope, the angular separation at which the
attenuation function becomes relatively flat with further increasing angles. The stray
light characteristics of the telescope suggest that this will present roughly 1072 fewer
photons per second than the lower limit for the EBL count rate (STScl Technical
Memo RSB-85-03). Finally, our observations of the field were separated into 3 visits
staggered by one month each. For the first visit, the telescope was rotated by 90°
with respect to the orientation during the other two visits. This has allowed us to
check for scattered light, from on- or off-axis sources, as such effects should differ
with a rotation about the optical axis of the telescope (see Chapter 2).

As discussed above, bright stars were also avoided. The nearest star brighter
than V = 7 mag is more than 3° from the field. Based on the measured PSF of
the telescope, the azimuthally averaged contribution to the WFPC2 count rate from

stars closer than 5 arcmin from the field (of which there are three, each with AB mag
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~ 13.5), is much less than 107° their total flux. The contribution from these stars
completely insignificant, as their collective contribution to the total background flux
is equivalent to that from one 39 mag star in the field of view. (ISR/OTA 06.1; STScI
Technical Memos RSB-85-03 and RSB-85-02).

1.4.3 Scheduling

As mentioned above, we split the 18 orbits allocated to this project into three visits
of six orbits each, with roughly a month between visits. The orbits were split in
this way for three reasons. First, the surface brightness of the ZL can be predicted
based on the elongation angle and ecliptic latitude of the line-of-sight at the time of
observation. While this geometrical model cannot provide the ZL surface brightness
to the accuracy we require, it does serve as a consistency check on the observations at
the ~ 5% level. Second, we wanted to observe the field at different orientations so that
scattered light which might be caused by bright stars in or around the WFPC2 field
of view could be identified by variation in the pattern or intensity of the background
with rotation of the telescope. Because the telescope orientation is dictated by the
position of the field with respect to the Sun at a particular time of year, this required
a lapse of at least 2 months between the first and last visits. Finally, by splitting
the observations, random photometric anomalies which might affect one set of the
observations might be identified by comparison with the other two visits.

The visits were scheduled for months during which the field could be observed at
(A= Xg) = 135° in order to minimize the zodiacal contribution. The field we chose is
observable at the optimal orientation in December. However, the field is observable
for the longest period of time while the satellite is in the shadow of the Earth when
the field is in the anti-solar direction (late October). Unfortunately, the ZL increases
slighﬂy in the anti-solar direction due to the high efficiency of backscattering by the
IPD (Levasseur-Regourd & Dumont 1980). We therefore scheduled visits for October,
November and December so that we might hope to see some predictable modulation

in the ZL, as a consistency check, and while having the most viewing time possible for
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the source. During all three months, a field at |b| > 35° has a ZL surface brightness
which is within 20% of the absolute minimum intensity of the ZL at any orientation.
The exact date of the observations within those months was chosen to maximize the
HST observing time in the shadow of the Earth and to avoid proximity to the Moon
during the observations.

Another critical consideration for scheduling is the fact that spectroscopic obser-
vations to determine the ZL and the wide-band observations to determine the total
night sky surface brightness must execute simultaneously in order to assure that the
ZL contribution to both measurements is identical. The surface brightness of the
7L towards a particular extra-solar field may change rapidly as the line—of-sight
through the IPD changes, because of uneven distribution of the near-Earth IPD or
recent cometary or asteroidal in—fall to the IPD cloud along the field of view. For
this reason, the spectroscopic observations from LCO and the November WFPC2
observations were arranged to occur on the same nights.

As a final note with regard to strategy, we point out that even if flux calibration is
equally accurate in the WFPC2 images and the FOS spectra, the images are preferable
for measuring the total diffuse sky surface brightness over the spectra for several
reasons. First, the mean flux in a broad band can be measured more accurately
with an 800 x 800 CCD detector than a narrow-band flux can be measured with
the diode array of the FOS (in this case, 12 diodes per resolution element). This
is true because the relative resolution and sensitivity of the two instruments result
in far higher count rates for the WFPC2 than the FOS, especially relative to the
count rate in the respective instrumental backgrounds. Second, the total field of view
of the FOS is only a few square arcseconds, making that measurement difficult to
justify as representative of the Universe in general. Indeed, the exact pointing of the
HST was selected specifically to avoid galaxies in the FOS field of view down to a
limiting surface brightness of 26 mag/arcsec?. At the very least, we therefore avoid
domination by foreground objects in the FOS measurement. Nevertheless, structure
and field-to—field variations are, after all, expected and seen in the spatial distribution

of faint galaxies. And finally, as a practical consideration, it is far easier to monitor
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the WFPC2 data for scattered light and photometric anomalies than the FOS data.

1.4.4 Flux Calibration

Our measurement of the EBL is differential. The absolute flux of the ZL, the dominant
foreground component from space, is individually measured and subtracted from the
HST measurement of the total background in order to obtain the residual flux of the
EBL. Because the ZL is so much brighter than the EBL, both measurements must be
calibrated to the same standard system with an accuracy of order a few percent in
order to detect the EBL. The only other foreground component which contributes to
the HST measurements is diffuse Galactic light, which is only of order 1% of the ZL.
We can therefore tolerate a much larger error in the measurement of the DGL before
it will contribute significantly to the total error in measuring the EBL.

Both the WFPC2 and FOS calibrations are based on the Oke (1990) secondary
spectrophotometric system, which are in turn tied into the Hayes (1985, hereafter
H85) absolute flux calibration of Vega. Because Vega cannot be observed from the
southern hemisphere, the LCO spectra were calibrated relative to tertiary standards,
which are calibrated with respect to secondary equatorial standards, which are in turn
directly calibrated to the H85 spectrophotometry of Vega. The absolute accuracy of
H85 Vega, the fiducial primary standard, is then nearly irrelevant for our purposes.
What is crucial, however, is the accuracy with which the southern-hemisphere tertiary
standards and the Oke (1990) secondary standards are tied into the same primary
standard system. The accuracy of these standard systems relative to Vega is discussed
in §2.2, §3.2, and §4.2.

It is also important to note the difference between the observations which are
used for flux calibration and the observations we are doing in this experiment. The
flux éalibration of most astronomical instruments are based on observations of stan-
dard stars. Calibrations derived from standard star observations will automatically
compensate for the light in the PSF which is lost outside the aperture when the

observations being calibrated are also of point sources. For imaging, the extraction
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aperture for a point source observation is decided in the process of data reduction
based on practical considerations, such as how the error due to background sky sub-
traction scales with aperture size, and how the PSF varies with position over the
image and with time during the observations. For spectra, however, the aperture is a
physical boundary in the focal plane of the telescope. The aperture size determines
not only the spectral resolution but also, and more importantly for flux calibration
purposes, the percentage of flux from a point source which passes through the focal
plane of the instrument into the detector. The EBL is clearly not a point source.
We want to measure the flux within a certain solid angle from a (nearly) uniform
surface brightness source. To do so, we need to correct the flux calibration of each
instrument to explicitly include the flux which is lost from the point sources used for
calibration. For images, this means understanding the PSF of a point source in the
image and correcting for the finite aperture within which flux from standard stars is
extracted. For spectra, this means understanding the PSF both at the spectrograph
aperture and at the detector plane. The aperture corrections and flux calibration
of our observations are discussed explicitly for each instrument (see §2.2.4, §4.2.3,

§3.2.2).
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Table 1.1: Previous measurements and estimates of the EBL.

Collaboration 2o, A(A)  Site,Method Mjim (mag)

FUV?

Hurwitz et al. (1991) ~ 0.6 1650 rocket,A

Martin et al. (1991) <3.5 1650 rocket,A

Optical

Spinrad & Stone (1978) < 14 4000 ground,E cee €

Toller (1983) < 6.7 4400 space,B,C v 220

Dube et al. (1979) <51 5115 ground,D v 3 239 )
LI Y €

Boughn & Kuhn (1986) ~ 1.5¢ 6500 ground,E

Galaxy Counts

Milliard et al. (1992) > 0.3 2000 balloon 1525 < UV < 18.25AB
Armand et al. (1994)f  0.38-1.2 2000 balloon UV > 15.25AB
Williams et al. (1996) > 0.84 3000 HST Ursoow > 23AB
Williams et al. (1996) > 0.69 4500 HST Brssow > 23 AB
Williams et al. (1996) > 0.50 5900 HST Vieosw > 23AB
Williams et al. (1996) > 0.39 8000 HST Irg14w > 23 AB

a: Igpy, is in units of 10~%ergs s~ lem~2sr~1A-1,

b: The range 0.6-3.5x107° is representative of the range of quoted detections and upper limits in
the far-UV. See Bowyer (1991), Henry (1991), Sasseen et al. (1996) and references in each for a
more detailed summary of results.

¢: Minimum surface brightness of the nebulae.

d: The bright magnitude limit is quoted as “all stars and galaxies visible on the Palomar Sky Sur-
vey.”

e: While no bright limit is given, the ~10 arcmin?® field of view implies that the bright-limit must
be similar to V < 23 AB mag if “bright” galaxies that would be statistically rare in a field that size
were avoided.

f: Extrapolated from galaxy counts of Milliard et al. (1992).

Method abbreviations:

(A) spectroscopic removal of DGL, and models of UV DGL from N(HI) (see Chapter 5);
B) avoid airglow and ZL (outside IPD cloud, R > 3 AU);

C) estimate of starlight from star counts m, g 11;

D) surface photometry of ZL, model dependent estimate of airglow and DGL;

P —

E) differential measurement using a galactic cloud as dark screen

The AB magnitude system is defined by the relation AB= —2.5log F, — 48.6, with F, given in
ergs s~ lcm~2Hz~ 1.
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Fig. 1.1.— Bandpass as a function of redshift.
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Fig. 1.2.— Volume element per steradian as function of redshift.
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Fig. 1.3.— Fractional look-back time as a function of redshift.
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Fig. 1.4.— Several spectra of the night sky are compared to the solar spectrum (bold
line) in the regions used by Dube et al. (1979) to measure the contribution of ZL to the
uniform sky background. The spectra of the night sky shown here were taken during
the same week as the LCO spectra presented in Chapter 4. A strong airglow feature
near 5190A is within the bandwidth which Dube et al. used to measure the flux in the
Mgl doublet in the ZL centered at 51801&, Is180. This feature is also variable, as can
be seen from the spread of observed spectra shown. The calibration of line strength to
continuum strength which would be expected from the ZL, (I51s0/Is115)z1L, Was made
by observing the moon and the daytime sky, both of which would be unaffected by
this feature. However the narrow—band observations of the night sky would be biased
by the inclusion of a strong airglow feature in what is effectively a measurement of the
equivalent width of the 5180A Mgl features. The band at 5150A will also influence
the “continuum” flux measured by the I5;;5. These two bands seem to be significantly
influenced by airglow features, and are therefore unlikely to give the correct ZL ratio.
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Fig. 1.5.— The surface brightness of foreground sources which contribute to the
uniform surface brightness of the night sky are compared to upper limits on the
EBL from other investigators (see Table 1.1) and also to the integrated flux from
individually detected galaxies in the HDF with V555 > 23 ABmag. The latter provide
an effective lower limit to the EBL by the observational definition we employ in
this work. The ZL spectrum shown is representative of the contribution of ZL to our
observations, which were designed to minimize this component (see §4.4 for discussion
of the spectrum). The airglow spectrum shows the relative intensity over the range
0.31-1.0um as observed by Broadfoot & Kendall (1968) scaled to match our own
ground-based observations in the range 3800-5100A. The hash-marked regions show
the effective band-passes for our HST/WFPC2 and HST/FOS observations. The
diffuse galactic component is also plotted at the level appropriate to this work, the
estimation of which is discussed in Chapter 5.
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Helioecliptic plane A Ecliptic pole Line of sight
!
1

Ecliptic plane

Fig. 1.6.— The basic geometry describing the zodiacal light (scattered sunlight off
of the interplanetary dust). 6 defines the scattering angle. The viewing line-of-
sight is defined by ecliptic latitude, 3, and geocentric ecliptic longitude, A — Ag, or
alternatively, by 8 and the elongation angle, ¢, defined by cos € = cos(A — Ag) cos 3.
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Fig. 1.7.— The HST/WFPC2 and FOS fields of view are shown overlaid on a Gunn-r
2 x 2 image mosaic taken with the 1 m Swope telescope at Las Campanas Observatory.
The area shown is roughly 0.5° x 0.5°. The distribution and brightness of stars within
3° of the WFPC2 field are discussed in the §1.4.2 and are indicated in Figure 1.8.
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Fig. 1.8.— The HST/WFPC2 and FOS fields of view are shown overlaid on the
IRAS 100 um maps, 3deg?. The dynamic range of the grey-scale is linear, with
white indicating 100 pm fluxes of 0.6 MJy st~ (N(Hi)~ 0.6x10%°, E(B—V )~ 0.01),
and black indicating 1.6 MJy st~ (N(HI)~ 1.6x10%, E(B—V)~ 0.03). The circles
indicate the positions of bright stars. The radius of each circle is linearly proportional
to the magnitude of the star it marks: the smallest circles indicate stars with ¥V ~
12mag; the largest indicate stars with V' ~ 7mag.
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Chapter 2 HST/WFPC2 Measurement of
the Diffuse Background

As described in §1.4, we use HST/WFPC2 to measure the total surface brightness of
the night sky from above the atmosphere. This measurement includes the foreground
contributions of the zodiacal light (ZL) and diffuse galactic light (DGL) as well as the
component which is of direct interest to us, the extragalactic background light (EBL).
The combined flux of the foreground components, dominated by ZL, is roughly 100
times brighter than the EBL, or ~ 100x107° I, (see Figure 1.5).! A 1% error in the
WFPC2 measurement of the total sky flux translates to roughly 1x10~° I, which
is of order the expected flux of the EBL. If we wish to detect the EBL, we must
therefore obtain ~ 1% accuracy in our measurement of the total surface brightness
of the night sky with WFPC2.

To achieve this accuracy, unusual scheduling requirements were necessary to avoid
contamination by stray starlight, as described in §1.4.3. In data reduction, methods
beyond the normal pipeline data reduction procedures were needed to achieve the
required zero—point and flux calibration. The WFPC2 observations, data reduction

(§2.1), flux calibration (§2.2), and results (§2.3, §2.4) are described in this Chapter.

2.1 Observations and Data Reduction

Of the two available gain states for WFPC2, we used bay 4, which provides roughly

7 e~ /DN. The read noise is roughly 5.2 e~ for each of the four CCDs. The field of view

2

of each of the wide—field chip is roughly 1.7 arcmin®, as each image contains 780 x 780

well-exposed pixels per image, and pixels are 0.1 arcsec square. The full field of view

1Surface brightness will be quoted in units of ergs s~lem~2sr~1A~1, which we abbreviate as I,
as in Chapter 1.
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of the WFPC2 widefield chips is roughly 5 arcmin?.

The 18 orbits allocated to this program were split into three visits of six orbits
each. During each of the three visits, in October, November, and December 1995,
observations were made using the F300W, F555W, and F814W filters. During each
orbit, a single long integration (1800 sec) was taken while the satellite was in the
Earth’s shadow and one additional short integration (300-400 sec) was taken to fill the
time between target acquisition and entry of the Earth’s shadow. The short exposures
were combined and used for cosmic ray rejection as well as limited photometry checks
using the four stars which were imaged in the WF chips (see §2.3) The total detected
signal in the 1800sec (in-shadow) science exposures is roughly 12DN (85¢™) per
pixel above dark backgrounds and bias through the F555W and F814W filters, and
roughly 0.3 DN (2e~) per pixel above dark and bias through the F300W. Dark and
bias frames were also taken while the satellite was on the bright side of the Earth: 5
darks of 1800 seconds each and 10 bias frames were taken per visit.

The basic calibration of our images was a mixture of standard pipeline and original
calibration procedures. Among the pipeline procedures adopted were the corrections
for analog-to—digital conversion errors, overscan subtraction, bias image subtraction,
and flat-fielding. Any pixels which were indicated by the data quality files to be
problematic for any reason were simply excluded from the subsequent analysis. The
correction for dark backgrounds (by which we mean any signal which accumulates
with time when the shutter is closed) was devised independently of the pipeline.
Any additive errors, such as bias and dark, will contribute to the uniform surface
brightness “detected” on the CCDs. Accurate subtraction of dark backgrounds is
therefore crucial to this experiment. The subtraction of such backgrounds is usually of
minor importance to typical astronomical measurements in which a “sky” background
level is subtracted from measurements of individual objects to obtain the relative—to—
sky photometry. The bias level of the WFPC2 CCDs has been both low and stable
for several calibration cycles; the instantaneous dark level, however, can fluctuate by
almost 50% with respect to the pipeline dark subtraction.

In the following sections, we discuss first the accuracy of the adopted pipeline cal-



34
ibration steps which we employ: analog-to—digital conversion corrections, overscan
subtraction, bias subtraction, and flat-fielding. The information presented on these
procedures is largely available from STScI documentation, but is repeated here for
completeness and clarification. The dark current subtraction method which we have
developed to meet the accuracy required for this measurement are discussed in §2.1.4.
An additional concern for measuring a diffuse background is the effectiveness with
which low energy cosmic rays can be identified and removed. We therefore discuss
the detection of cosmic rays explicitly in the §2.1.5. The problem of varying charge
transfer efficiency (CTE) in the WFPC2 chips has been identified in point source
observations (see Holtzman et al. 1995a, 1995b). As variable CTE could cause signif-
icant calibration errors in this measurement, we have conducted laboratory tests to
explicitly measure the effect of CTE variability on a low light-level, uniform source.
CTE is discussed in §2.1.6. Other details of the flux calibration are discussed in
§2.2. Finally, the objects and uniform background level detected in our WFPC2

observations are presented in §2.3 and §2.4, respectively.

2.1.1 Pipeline: Analog to Digital Conversion (ADC)

The signal chain for CCD data is rarely perfect, however the imperfections of the
WFPC2 signal chain have been well explored. Errors accrued in the analog-to-digital
conversion are corrected by the “A2DCORR” procedure in the pipeline calibration.
This correction compensates for the problems described below.

In the process of reading the CCDs, the charge recorded in each pixel is converted
to a digital value by comparing the levels read out to reference voltages. Each bit
in the output value for a pixel reflects the binary outcome (“higher” or “lower”) of
input-to-reference voltage comparisons which successively approximate the incoming
volta.ée level. Histograms of the WFPC2 data are structured in a way which indicates
that DN values which correspond to all low-order bits will occur more frequently
than will values one DN larger. This has been hypothesized to result from a slight

mismatch in the reference voltage with respect to corresponding input iroltages, caused
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by correlated noise in the input and reference voltages which arises from the use of
switching power supplies in the WFPC2. When the reference voltage for the first
bit is slightly too high, an input voltage which should correspond to exactly (2 * 5)
will be inappropriately set to (2° x j — 1). All bits downstream will be set high, as
comparison voltages will be found to be lower than the input. The result is that the
ADC produces (2 x j) for input signals which should have produced (2 * j —1). The
magnitude of the error is largest for larger signal values.

In this model for the digitization errors, the transfer function from input to output
signals is monotonic but not linear. In order to correct for this effect, tests were
conducted before flight to determine the DN values which resulted for a smooth
distribution in input signal values. The ADC correction then involves replacing the
output DN in an image with a value corresponding to the scaled average input signal
at that output value. The average correction for DN values in the range of our data
is 0.86 DN and changes smoothing. The same correction is used for each of the four
CCDs in WFPC2.

The data to determine the correction were taken pre- and post—-dynamic testing,
with only 0.02 DN variation in the resulting ADC correction. The correction is there-
fore likely to be stable under normal usage, and was also found to be quite stable with
changing temperature (STScI Technical Memo RSB-85-01). We therefore conclude
that, at the signal levels of our data, the error resulting from the analog-to—digital

conversion is of order 0.02 DN after the A2DCORR correction is applied.?

2.1.2 Pipeline: Overscan and Bias Subtraction

Bias subtraction was done using the “superbias” frames produced for the reduction
of the Hubble Deep Field (HDF, see Williams et al. 1996). The HDF superbias is the

average of 240 bias frames. The procedure used in making it is described in Williams

2As usual with calibration errors, any error in the A2DCORR correction will have minimal
impact on observations of bright objects. This is true in the case of the ADC correction because
it is a function of the signal level, and calibration of the instrument is based on large signal values
(observations of bright stars with peak values near 1000 DN). As this is not the case for our data, it
is fortuitous that the A2D correction appears to be stable.
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et al. (1996). The 10 bias frames we took during each visit were used to test the
accuracy resulting from the use of the HDF superbias frame for the reduction of our
own images, however the bias frames from our program were not used for the bias
subtraction directly because the noise level of the superbias frame was far better than
could be obtained with our own 30 bias images. We found that the test-reduction
of our own bias frames using the HDF superbias images resulted in a mean level
statistically consistent with zero, with an rms variation of 0.002 DN. The estimated
error in the dark subtraction will naturally include the error in the bias subtraction,
and so 1t is not individually considered in the itemization of the errors contributing

to our final EBL measurement.

2.1.3 Pipeline: Flat—Fielding Accuracy

Flat-fielding was performed using the images which were introduced to the pipeline
calibration around May, 1996. The pixel-to—pixel error is reported in the WFPC2
Data Handbook (V3.0) to be roughly 0.3% for the WF chips, and 0.5% for the PC1.
The errors over scales greater than 10 arcsec are less than 0.5% for all four chips. As
we excluded data within 75 pixels of the edge of each chip from our analysis, issues of
geometrical distortion and vignetting are largely avoided, and flat-fielding introduces
a negligible error to our results. The calibration of the instrument is tied to the mean
level of the flat-fielding images, and therefore no error is introduced in the mean over

a frame due to flat—fielding.

2.1.4 Subtraction of Dark Backgrounds

The variable dark rate was suggested in the WFPC2 Instrument Handbook (V3.0)
to result not from variation in the thermal dark current of the CCDs, but rather
from variations in the glow contributed by MgF, field—flattening lenses which are
positioned immediately in front of the individual WFPC2 chips. The details of the
dark glow rate were not pursued until this work.

MgF; is known to exhibit broad—band fluorescence as a result of bombardment
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with even low—energy (200-2000 eV) ions and electrons (Qi et al. 1991). The transfer
of electronic energy to the surface is by resonance or Auger neutralization, so that
the time—scale for fluorescence is a fraction of a second. In further support of the sug-
gestion that the face—plates contribute a dark glow, the strength of the glow drops by
50~75% towards the edges, in good agreement with predictions based on the geometry
of the plano—concave lenses (B. Whitmore, personal communication).

Tons such as N3 are plentiful in the upper atmosphere at orbiting altitudes, and
are a likely cause of fluorescence from the MgF; face—plates. Another obvious source
of charged particles is cosmic rays. Because the cosmic ray rate varies with orbital
position, the instantaneous energy flux in cosmic rays will vary, and the dark glow
will vary accordingly by up to ~ 0.3DN/1000sec. To some degree, the incidence
rate of cosmic rays hitting the MgF; face plates can be monitored during the course
of any given exposure by the total flux in cosmic rays events registered directly by
the CCDs. Our first effort to determine the correlation between cosmic ray flux as
measured from the DN in cosmic ray events on the CCDs and the dark glow rate is
shown in the WFPC2 Instrument Handbook (V4.0).

In an effort to reduce the error in the dark subtraction in our data, we have
isolated the dark glow component from the thermal dark component by determining
the form of the correlation between the mean dark rate (thermal + glow) and total
flux in cosmic rays hitting each of the individual CCDs. Once the two components
are properly separated, a thermal dark image can be subtracted from every science
exposure, scaled only for exposure time; a dark glow template image representing
the correct shape of the dark glow component can then be scaled to the appropriate
mean level (as predicted by the total energy in cosmic ray events in the exposure)
and subtracted.

The dark glow component has a distinct shape over the image, peaking in the
middle, and falling of by 25% at the edges. To quantify this shape, the following
procedure was devised in collaboration with H. Ferguson (STScl, WFPC2 Instrument
Team). We averaged together 1800 sec darks with a lower-than-average mean level to

create an image with 1800 sec of thermal dark current, and a relatively low dark glow
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contribution. We also averaged 1800 sec darks with a higher-than—average mean level
to create an image which also has 1800 sec of thermal dark current, but a larger-than-
average glow component. By subtracting the two, the stable thermal components
cancel, and we are left with an image which is purely a multiple of the dark glow
component in two dimensions. This image was then fitted with a low order spline
to produce a dark glow template, normalized to unity. This template can be scaled
to any level to obtain the dark glow component appropriate for any single exposure,
that level being inferred by the measured cosmic ray energy flux for that exposure.

The total dark can thus be parameterized in terms of a constant thermal dark
rate, T(z,y), and a normalized, two-dimensional dark glow component, G(x,y). The
glow template can be scaled to a mean level appropriate for the glow in any image
based on the total cosmic ray flux in the exposure, C R, and a constant scaling factor,
A;, in which the subscript indicates the CCD (1-4). The total dark background for

a given pixel is then given by

D(z,y)=tT(z,y) + Ai CRG(z,y), (2.1)

in which ¢ is the dark-time of the image (total time elapsed since the CCDs were last
read out). The glow template, G(z,y), is normalized to a mean value of 1.0 over the
central 400 x 400 pixels, so that the scaling determined by the cosmic ray flux in a
each image can be used to scale the template directly. The glow has less than a few
percent variation over the central 400 square pixels, so that it is adequate in practice
to use the average over the center of an image as an estimate of D. Measurements of
D and CR for 80 images were then used to fit for the slope, A;, and intercept, T, of
the correlation between dark glow and cosmic ray flux (see Figure 2.1).

Dark frames taken between October 1995 and January 1996 were used to fit for
these constants. By using this sample of darks, taken within the time span of our
observations, variations in the thermal dark rate with time are minimized. The
thermal dark rates, T, found are listed in Table 2.1. Thermal dark (“superthermal”)

images for each CCD were created by subtracting off the dark glow from the dark
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images by the above prescription and averaging the remain thermal component. Hot
pixels at the time of each visit were identified by comparing the 5 darks taken during
each of our program visits o the superthermal.

A plot of the correlation between mean dark glow and cosmic ray flux is shown in
Figure 2.1 for 15, 1700 sec exposures. These are the darks taken during our program,
and were not used to produce the dark glow solution. Each point on the plot represents
the mean dark glow and the measured cosmic ray rate for an individual chip during
one exposure. The scatter around the linear fit for each chip is ~ 0.06 DN. The
fact that good fits are found with a zero—valued y-intercept attests to the accuracy
of the thermal dark level which was subtracted. It is also clear from this plot that
the pipeline procedure of subtracting a single mean dark rate for all images can be
wrong by as much as 0.35 DN for a 1700 sec exposure, which is a factor of 3-5 larger
than the maximum error resulting from our method, with accuracy varying slightly
between the 4 chips. As the F300W count rate from the total background is roughly
0.3 DN/1700sec, this improvement in accuracy of dark subtraction is critical.

As a final test, three sets of 10 dark frames which were not used in determining the
above solution were reduced in the identical manner to the program science images.
After A-to-D conversion correction, overscan subtraction, bias subtraction, and dark
subtraction by the prescription described above, the average mean level of 10 dark
frames is consistent with zero, with an rmsscatter of < 0.05 DN per 1800 sec exposure.

We attempted to further reduce the rms error in the predicted dark glow by
including Julian date and time from the last DECON (days since the last time the
chip was heated to remove contaminants) as parameters in the fit. This was done
based on the rationale that the thermal dark current itself may drift on time-scales
of years, or may be affected by the contaminants that the heating during DECON
removes. A larger set of 120 darks was used for the purpose of these tests. No
significant correlation was found in association with either time parameter. It is clear
that any variation in the thermal dark level is much smaller than the random scatter
in the dark glow resulting from the fluorescence of the MgF, field-flatteners. Finally,

we also looked for a correlation between the scatter and the satellite position. This
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seems especially relevant as all of our darks were taken on the bright side of the
orbit, in drastic contrast with the orbital position of the satellite during the science
exposures. While the cosmic ray rate is correlated with the position of the satellite,
we find no relationship between scale factor and the position of the satellite.

It is perhaps not entirely surprising that the correlation between dark glow and
cosic ray rate demonstrates some scatter. As is clear from the observed cut-off in the
energy distribution of detected cosmic ray events (see Figure 2.3), the CCDs are either
shielded from, or do not respond, to low—energy-level cosmic rays: the known energy
distribution of cosmic rays increases with decreasing energy, however there is a sharp
decline observed in the number of cosmic ray events with energy below approximately
50DN/event (see §2.1.5). In addition, some other source of glow is possible, and is
indeed indicated by the fact that a dark glow rate is higher for the PC chip than
for the three WF chips. The PC chip only differs from the three WF chips in that
it is contained within a longer CCD-lens housing. This may suggest that the paint
lining the CCD-lens housing may also fluoresce in response to ion bombardment (J.
Trauger, personal communication). In this case, fluorescence is again likely to be
stimulated by ion bombardment, however the time-scale for fluorescence may not be
instantaneous as it is with MgF,.

In summary, we reduce the error in dark glow removal by a factor of 3—4 by using
the method outlined above instead of the pipeline dark-subtraction. This method
brings the error to levels acceptable for measuring the EBL in the near-UV (F300W)

band-pass.

2.1.5 Cosmic Ray Detection

If low—energy-level cosmic rays were hard to detect, they would contribute the total
background flux of an image. Figures 2.3 show histograms of the number of cosmic
ray events as a function of the total flux per cosmic ray event, the peak flux per event,
and the number of pixels affected per event. In each plot, it is clear that the number

of cosmic ray events falls off sharply before it would become difficult to detect cosmic
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rays: the peak and total fluxes for cosmic ray events are significantly higher than
the mean level of the background, and the total number of affected pixels only rarely
drops below three. This gives us confidence that there is no difficulty in identifying
and removing cosmic rays from our calculation of the mean, photon-induced flux

detected in by the WFPC2 chips.

2.1.6 Charge Transfer Efficiency (CTE)

Another issue of great concern to this project is the efficiency with which charge is
transferred from one pixel to the next while the chip is being read out, generically
referred to as charge transfer efficiency (CTE). Accurate photometry requires that a
consistent percentage of the electrons generated within a pixel can be read out and are
correctly attributed to the pixel in which they originate. Be they a function of position
on the chip, or a function of the number of electrons in a given pixel, variations in
CTE are effectively non-linearities in detector response. Unfortunately, the WFPC2
chips are indeed known to have a “a small parallel CTE problem” (Holtzman et al.
1995b, henceforth H95b). That is, a variable percentage of the electrons in a given
pixel are successfully transferred through the parallel gates (down columns). To date,
the variations in the CTE have been attributed to differences in the mean light level of
the exposure, the exposure time, and the row number of the object whose photometry
is in question. For point sources, the observed errors in photometry can be as large

as 4%.

Description of the Problem

General descriptions of these symptoms exist in WFPC2 documentation available
from STScl and in H95b. However the information available to users concerning the
physical explanation of the CTE problem or its solution are currently inadequate to
consistently produce photometry accurate at the 1% level. This is especially true for
surface photometry of a faint source, for which the effects of the CTE problem seen

for point sources is not at all understood (S. Casertano, personal communication).
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The CTE properties of the WFPC2 at the very low light-levels in our observations
(2-85 ¢~ /pixel) cannot be addressed by tests on-board the spacecraft: it is nearly
impossible to set up a controlled observation which would be relevant, as there is no
light source, astronomical or on-board, which can supply such low light-levels in the
repeatable or predictable manor required to measure CTE. In order to understand
the effect that the CTE problem which is seen for point sources will have on a faint,
uniform surface-brightness source, and on the calibration of the WFPC2 photometric
system, we have conducted a series of linearity tests on a CCD which was cut from
the same silicon wafer as the four WFPC2 chips. These tests were conducted with
the help of John Trauger at the Jet Propulsion Laboratory using a set-up with which

he has already reproduced the CTE seen for point sources.

Effect of Variable CTE on Point Sources

Photometry of point sources seems to be vary by < 0.1% with row number when the
mean background level is greater than ~ 200 e~ /pixel (J. Trauger, personal commu-
nication), implying that CTE is a non-issue for point sources when the mean count
rate per pixel in the background reaches that level. The usual mode for standard
stars, however, is short observations with very low background levels (~ 0.1 DN)
and peak fluxes around a 1000 DN (7000e~) (S. Baggett, personal communication).
Work by Trauger on “point source” data simulated in the lab, and on WFPC2 data
taken in flight both show that 4% of the flux is lost from a point source when the
point source is imaged at the top of the chip (4% loss per 800 rows). A CTE cor-
rection is thus crucial for the observations used to calibrate the WFPC2 photometric
system. If the appropriate correction is applied, however, the error due to CTE is
probably much less than 1%. This fact is well appreciated and the correction which
is applied to the calibration observations is documented by STScI (Holtzman et al.
1995a), henceforth, H95a; H95b; WFPC2 Documentation http://www.stsci.edu). We
therefore believe that the point source calibration of WFPC2 does properly account

for variable CTE.
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Effect of Variable CTE on a Uniform Source

The effect of this CTE problem on observations of a uniform surface-brightness source
is not obvious from the preceding discussion. To understand the effect this problem
will have in the case of a uniform source we must understand the cause of the problem,
not just describe the symptoms in the case of point sources. Based on the labora-
tory tests done by Trauger on point source photometry, the CTE variation with row
number can be explained as the result of electron traps which were created in the
silicon before the pixel mask was etched into the wafer (J. Trauger, personal com-
munication). Electrons in each pixel will populate a region which is well defined by
the potential well. In this picture, more traps become accessible as the potential
well fills with electrons because a greater area of the silicon, and hence more traps,
become accessible to electrons. For example, when the uniform background level is 5
electrons per pixel, electrons will be confined to populate the bottom of the potential
well and will sample a surface area of the chip such that only 1 trap (as we discover)
is accessible per 5 pixels. When the full well is reached, a little more than 1 trap per
pixel becomes accessible on average.

The most compelling evidence in favor of the trapped—electron explanation (as
opposed to lose or displacement of electrons to other pixels during readout) is that
the trapped electrons are entirely recovered from the traps with time delays from
tens of seconds to twenty minutes. That is, if the chip is read out a second time,
20 min after the exposure was originally read-out, a residual ghost image appears.
This is clear evidence that the electrons which were lost remained in their original
location. The residual image indeed shows that the trapping occurs in the position
of the original point source and in the pixels along the same column at row numbers
below the point source. This shows that electrons become trapped in pixels through
which the charge is transferred in the parallel direction, but not in pixels through
which charge is transferred during horizontal readout. This is presumable due to the
fact that clocking speed in the horizontal direction is roughly 800 times faster than
the transfer speed through the parallel gates. The implication of thé ghost image 1s
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that the minimum time required for electrons to “find” the traps is between 9x107°
and 7x1072 sec, the parallel and horizontal clocking speeds, respectively. The ghost
image also suggest that electrons can escape from the traps in 10 and 1200sec once
the chip has been read—out and the potential wells are empty.

Evidence for the variable accessibility of traps with charge level is found in the
fact that spurious charge is read out in bias frames. Spurious charge is generated
on the chip during readout, so that the on—chip bias level is higher than the bias
level indicated in the overscan region by a roughly 3 e~ /pixel. Because the 3 e~ /pixel
are read out, there is clearly no difficulty in reading out single electrons sitting at
the bottom of the potential well. Thus, trapping does not occur such that all of the
first electrons in a pixel well are trapped. Some well depth must be obtained before
trapping occurs. It could, of course, be the case that some of the electrons generated
by spurious charge are trapped, and that, for example, only three of five electronically
generated electrons are read out as spurious charge. In this case, those two electrons
of spurious charge which are not read out will fill the first available traps. The fact
that any spurious charge can be read out indicates that the lowest, photon-generated
electrons can be read out uniformly. The sensitivity of the chip to low light levels and
the ability to recover the first few photon—generated electrons should be no different

for low backgrounds than for high background levels.

Laboratory Tests

The critical issue to determine for our purposes is the following: how many traps
are available at what background levels? That is, if the background level generated
in an image is 13 e~ /pixel, as in some of our images, how many electrons would we
read out per pixel? To answer this question, we begin with the tests conducted by
John Trauger on point source photometry. Figure 2.4 shows the percentage flux “lost”
during read—out for varying peak fluxes (1x10* to 6x10* e~) and varying background
levels (0 to 600 e~ /pixel). The percentage lost during read out is determined for a
peak flux level by comparing the total counts recovered from a simulated point source

when the source is positioned near the bottom of the chip (few parallel transfers) and
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when the source is positioned near the top of the chip (almost 800 parallel transfers).
This plot makes clear the fact that a high mean background level in all pixels will
populate all of the available traps, so that fewer electrons will be lost from the point
source as it is transferred along a column during readout. When the background level
reaches 200 e~ /pixel, few traps remain to be filled and almost no electrons are lost
from the point source during read out. When the background level is low, all traps
are accessible at the time of read out, and electrons will be lost from the source.
While better statistics would be desirable for more accurate determination, it is clear
already that when the mean background level is negligible, roughly 1.1 e~ /pixel are
trapped on average as a large signal is passed along a column, or total of 880e~
lost for a point source which was imaged at the top of the chip. When the mean
background is roughly 80 e~ /pixel, only 0.35 e~ /pixel are trapped on average during
the readout of the source, or 280 ¢~ for a point source which was imaged at the top
of the chip.

This emphasizes that it is the number of parallel transfers which causes the traps
to be a significant problem for photometry. Even more important, it is the number of
unfilled traps in every pixel through which charge is transferred during readout which
causes the cumulative effect. For a uniform background source, accessible traps are
filled in each pixel before read out in each pixel, but no further trapping occurs during
the read out because the transferred charge reaches no new traps.

We can infer the number of traps which are filled in each pixel by the uniform
background from the data shown in Figure 2.5. While 1.1 e~ were trapped per pixel
for a near-zero background level, only 0.35e~ were trapped when the background
level was 60 e~. Thus, one can infer that traps are available to roughly 0.75 e~ /pixel
for a mean level of 60e~. This is the correction that should be applied to a uniform
background of 60 e~ /pixel.

We can check this inference by performing a standard linearity test, which we
have done with the help of John Trauger. Our linearity test was designed to expose
the chip to a uniform source for a varying length of time, such that detected flux

should vary linearly with exposure time. Any non-linearity in the resulting count-
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rate indicates a non-linearity in the response or read—out of the CCD. In our case,
the CCD was exposed to a bare diode light source, resulting in a nearly uniform
illumination of the chip. The chip was first exposed to a single burst of light in a
10 sec exposure, then two burst of light over 20sec, and so on. In this way, any dark
background which would be expected to scale linearity with time would contribute
linearly to the resulting count rates. A 20min dark exposure was taken between each
uniform background exposure and a series of five bias frames were taken before, at the
mid-point, and after the sequence of uniform-source exposures. In order to prepare
the chip before each run, a 30min dark was taken, and the chip was “wiped” by
taking several bias frames. The exact sequence of exposures taken during each run is
listed in Table 2.2, along with resulting mean levels and count rates from one of the
runs.

This test was run 4 times with identical results for two different gain settings
and three different bias levels. The results of each run are plotted in Figure 2.6.
If we assume that the lamp was not a significant source of error, which certainly
seems reasonable given that the results reproduced exactly over 4 different runs, it
seems that a slight nonlinearity is indeed evident from this experiment. If we assume
that the trapping mechanism discussed above is responsible, then we may guess that
roughly 1.1-1.3 electrons are lost per pixel from the mean background when the mean
level reaches roughly 200 e~ /pixel. In that case, the lamp was producing roughly
0.468 e~ /sec. From that rate, one could predict the number of electrons which should
have been detected per pixel as a function of exposure time. The difference between
that expected and detected mean level is shown in Figure 2.7. For a mean level of
roughly 80 e~, roughly 0.75 ¢~ are trapped per pixel. For a mean level of 4 e, we find
that < 0.25e~ are trapped on average, in excellent agreement with the point source
tests done by Trauger.

It is clear from the figures plotted that the number of traps accessible changes
rapidly between 20 and 100 e~ /pixel. This is also seen with point sources superim-
posed on background levels between 20 and 100 e™. It is difficult to say exactly how

many traps are available at any particular level. To estimate the accuracy in our
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correction, we begin by noting that in 5 sequential exposures of 10 sec each, the mean
level detected ranging from 4.61 to 4.52 ¢~ /pixel. While this looks like a moderate
fluctuation on the figure, it is, in fact, amazingly constant, and underscores the fact
that we are attempting to determine the presence or absence of 1 electron per 10
pixels. While Poisson statistics alone would imply that we should be able to measure
means with accuracy of 0.008 e~ /pixel, in reality, there clearly are greater variations
in the laboratory environment between exposures than in the statistical accuracy of
the measured mean. The already-identified level of roughly 0.75 e~ trapped per 80 e~
then seems to be near the limit of achievable accuracy. We therefore apply the fol-
lowing corrections and estimate a generous error: 0.75 (£0.25) e™ /pixel are assumed
lost from a mean level of ~ 80 e~ /pixel, and 0.1 (£0.05) e /pixel are assumed lost
from mean level of ~ 2 e~ /pixel. It is clear that the maximum error in the inferred

number of electrons lost per pixel is well within tolerable limits.

2.2 Flux Calibration

The flux calibration of WFPC2 is a problem which the WFPC2 Instrument Team is
uniquely able to address. Many hours of observation of photometric standard stars are
required to accurately determine the conversion from DN/sec to ergs s~lem™2A-1. An
excellent summary of the system calibration is found in H95a and H95b. Other groups
have independently determined the PSF interior to the 0.5arcsec aperture used by
H95b and recalculated the color transformation from the WFPC2 standard system
to the Kron/Cousins bands. All of these adjustments, however, have been augmen-
tations to the H95b calibration of the ST mag photometric zero—points at 0.5 arcsec
to meet the particular calibration requirements of specific programs (such as for very
crowded fields), rather than redeterminations of the fundamental calibration. The
filter and optical telescope assembly (OTA) transmission as a function of wavelength,
the shape of the point spread function (PSF) at large angles (> 0.5arcsec), and pos-
sible temporal variations in sensitivity all affect the calibration and have all been

measured by the STScl teams alone. For completeness, we repeat here the results
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of the photometric calibration as reported by H95a and H95b, and also discuss the
calibration provided by the most recently released response curves for the WFPC2
system.

As mentioned in the Introduction (§1.4.4), the accuracy of our surface brightness
flux calibration is dependent on the accuracy with which the fiducial system is known,
the accuracy of point source calibration, and the accuracy of the aperture correction.
In the peculiar case of measuring the EBL, we are especially concerned with the ac-
curate knowledge of the system throughput for each filter (effective filter bandwidth).
While it is fine to measure the total background as defined by some random band-
pass, that number cannot be turned in to an EBL measurement unless the band—pass
is known well enough to determine the contribution of zodiacal light (ZL) through
that same filters. Thus, we are extremely dependent on the accuracy of the WFPC2
synthetic photometry — photometry based on the convolution of spectrophotometric
standards with the system bandpasses. All aspects of the WFPC2 calibration which

are relevant to this experiment are discussed below.

2.2.1 Fiducial Spectrophotometric Standards

The standard stars used for WFPC2 calibration are the spectrophotometric secondary
standards which were initially observed and calibrated to the Vega (Hayes 1985)
system by Oke (1990). Slight grey-scale offsets were found to improve the internal
agreement of the Oke (1990) observations, and the system was recalibrated to produce
a secondary system which is “conservatively estimated” by to be within 1-2% of the
optical calibration of Vega (Bohlin 1995; Colina & Bohlin 1994; Hayes 1985). Recall
that Vega is the primary standard to which our ground-based observations are also
tied, so that 1-2% error with respect to Hayes (1985) does represent the uncertainty

in the fiducial spectrophotometry of these standard stars for our purposes.
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2.2.2 Photometric Stability

Contrary to common lore, the photometric performance of WFPC2 is extremely sta-
ble. Monitoring of their regularly-used spectrophotometric standard, GRW +70 5824
(see Colina & Bohlin 1994; Bohlin, Colina, & Finley 1995; Bohlin 1995), between
February 1995 and March 1997 shows variation of ¢ < 1% through the F555W, and
o < 1.5% through the F814W (STScI TIR/WFPC2 97-01). In fact, it seems likely
that the majority of the variation could be attributed to the fact that the peak flux
of star for a given observation can vary by factors of two due if the PSF is or is not
well centered within a single pixel. As discussed above, variations in the percentage
of trapped electrons could result from large differences in peak flux with different
distributions of the stellar PSF across pixels. In that case, the photometric stability
of the instrument would in fact be slightly better than the ~ 1% values listed above.

There has been concern that the UV sensitivity of the instrument is a linear
function of the time from the last DECON (STScl, ISR/WFPC2 96-01).®> More
recent work, however, has shown that the decline in throughput appears to be due
primarily to scattering rather than absorption, and thus due to a change in the PSF
rather than the system throughput. This hypothesis is based on the observations of
flat-field lamps before and after decontamination (STScI, ISR 96-01) as compared
to observations of point sources during the same periods (STScI, ISR 96-02 & ISR
96-04). The variation in the F336W VISFLAT flux levels over the monthly DECON
cycle is about 1.5%, while the variation in aperture measurements of stars is about
4.5%. Flux calibration is based on observations which are always taken shortly after
a DECON, so that the UV calibration reflects the uncontaminated sensitivity of
the instrument. While the F300W is not continually monitored in the standard
calibration program, the nearest spectral equivalent, the F336W, shows variations of
o< 1.5% (STScI, TIR/WFPC2 97-01). Because we are making surface brightness
measurements, the flat—fielding observations seem to indicate only a 1.5% correction

would be needed for data taken 4 weeks after the last DECON. Our observations

3DECON refers to the once—monthly heating of the CCDs which is intended to remove the
contaminants that are thought to affect the CCDs UV sensitivity (H95b).
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took place within 1 week of a DECON and so require only at most one third of the

maximum correction.

2.2.3 Point Source Calibration

It is clear that the internal consistency and stability of the calibration as provided
by STScl is indeed excellent. The next issue to address is the absolute accuracy of
the point source calibration. Because we are not interested in accurate point source
photometry, we are not concerned with many of the issues which have plagued other
programs. Such issues as the small-angle PSF, PSF variations around the field of
view, and even conversion to a standard photometric system are all unimportant for
this work. For our purposes, the only issue is the accuracy with which the total
throughput is known. Accurate conversion from DN/sec to ergs s~lem=2A-! for a
specific spectrum requires an accurate measurement of the throughput as a function
of wavelength for each observing mode (F300W, F555W, and F814W).

The synthetic photometry system for WFPC2, as explained in H95b, was estab-
lished by adjusting before-flight determinations of the HST-OTA reflectance, filter
transmission, and CCD plus MgF,; window response in order to match the observed
count rates for a number of spectrophotometric standard stars. Built in to the calibra-
tion of point sources is the flat—fielding normalization, which corrects for vignetting
in the optics around the field of view, the aperture size used for point source pho-
tometry, and the precise gain of each of the four CCDs. The response curves have
been adjusted and improved since the Holtzman zero-points were published: errors
in the data reduction of the standard star observations have been corrected, and also
the strategy for incorporating the PSF and extraction aperture have changed. At
present, the derived response curves (adjusted filter throughputs, OTA transmission,
and aetector response combined) are probably accurate to better than 1% for spectra
which do not deviate greatly from those used for calibration (H95b). The accuracy
of the HST fiducial standard system is discussed in §3.2.1.
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2.2.4 Surface Brightness Calibration

CTE for a uniform surface brightness source was discussed in §2.1.6. As concluded
there, a mnegligible error is accrued as a result CTE effects when they are properly
treated: a correction with row number should be applied for the point source photom-
etry used to calibrate the system, and a small correction per pixel should be applied
for uniform sources as a function of mean detected flux.

The majority of error in calibrating a uniform surface brightness source comes
from the accuracy with which the large-angle PSF is determined. The most accurate
determination of the far-field PSF is in the H95a encircled energy curves (see H95a,
Figures 5a & 5b, and Tables 2a & 2b). For the optical filters, the correction is nearly
10% from a 0.5 arcsec aperture to an infinite aperture.

The most recent system response curves for each filter (released in May, 1997) give
the throughput appropriate to point—-source photometry within a 0.5 arcsec aperture,
with a flat 10% adjustment applied for light beyond that aperture. Thus, the most
current system response curves are effectively the infinite-aperture throughput which
is appropriate to a uniform surface brightness calibration. To compare the H95 cali-
bration with the current version of SYNPHOT, we have corrected the H95 zero-points
to an infinite aperture by including the same 10% aperture correction in all band—
passes, as was done with the SYNPHOT calibration. It is clear from the values shown
in Table 2.3 that the two calibrations are in good agreement. This is not surprising,
since the SYNPHOT calibration was arranged to match the Holtzman zero-points
after the July 1995 version. However, this does confirm that the effective aperture
defined by the system throughput curves in the May 1997 version is indeed equivalent
to the H95 calibration plus a flat 10% in all bands.

We can then estimate the error in the SYNPHOT calibration as a combination of
the e?rors estimated by H95b (which should be similar to the errors quoted by the
latest version of SYNPHOT) and the error in the aperture correction, which we can
estimate from the encircled energy curve values published in H95a. H95b estimates

roughly 1% error in the synthetic zero-point, based on accuracy of the synthetic pho-
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tometry for standard stars covering a wide range of colors. The sensitivity of the
instrument as measured by the standard star observations used to calibrate SYN-
PHOT has been stable to within roughly 1% over the last three years in the bands
of interest (STScI, WFPC2/TIR 97-01). Slight adjustments to the total system
throughputs were also made in the last SYNPHOT calibration, bringing those errors
to the 1-1.5% level. Finally, the uncertainty in the aperture correction is estimated
to be 1-2%, based on the encircled energy curves of H95. We therefore estimate the
SYNPHOT system throughput curves and the zero-points and “PHOTFLAM” values

which result to have an uncertainty of 1-2%.

2.3 HST/WFPC2 Resolved Objects

While the EBL can theoretically be defined as the integrated flux from all extragalac-
tic sources, a finite field of view cannot contain a statistically representative sample
of bright objects. The natural bright-magnitude cut—off for any measurement of the
EBL is the magnitude at which the Poisson fluctuations in the number of galaxies
per field is small, and therefore not a significant source of uncertainty. In the case
of the 2 x 2arcmin? HST/WFPC2 field of view, it happens that V ~ 23 5T mag is
a natural limit to adopt as the bright-magnitude cut—off.* Taking typical values for
the number density of objects brighter than V' = 23ST mag, we can estimate that
the contribution to the EBL from galaxies brighter than that cut—off is roughly 50%.
This is a rough estimate only, as the field-to-field variation found by different groups
at that magnitude is a factor of 2-3 (see Pozzetti et al. 1997 for recent results, and
Koo & Kron 1992 for a review.) The integrated flux from such counts is discussed
further in §6.3.

To illustrate that V ~ 23 ST mag is a natural bright-magnitude cut-off for our

observations, we show the differential number counts in our field in Figure 2.8. The

%At Viss, the ST mag zero—point is defined to be the same as for the AB system: V55 ST mag
= Visss ABmag. At longer wavelengths, AB mag correspond to brighter fluxes than ST mag; the
opposite at shorter wavelengths. We quote magnitudes for our own data in the ST mag system,
which is an F magnitude system (see HI5b).
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galaxy counts from the HDF are also plotted in that figure, however our purpose in
doing so is purely to demonstrate that the field we have observed contains a typical
field-galaxy population. The HDF is a convenient benchmark for this comparison
simply because it has been so widely studied and compared to other results in the
literature. As can be seen in Figure 2.8, the HDF has a factor of two more galaxies at
magnitudes brighter than 23 ST mag in any of the three band, while the difference in
number density below that magnitude is negligible. Such differences are well within
the typical field-to—field fluctuations for galaxy counts.

Object identification and photometry for our images was done using the analysis
package SExtractor (Bertin & Arnouts, 1996). The detection requirement was 1.50y
over 6 pixels, after smoothing with a 3 x 3 boxcar. The effect of different smoothing
kernels and detection thresholds on the resulting source identification and photometry
for objects brighter than Viss &~ 27 ST mag is entirely negligible, and therefore of no
concern for the purpose of understanding the well-detected objects in the field. The
total magnitude was defined as the flux within an area at least 2.5 times larger
than the ellipse defined by the first moment radius (see Kron 1980) and isophotal
elongation (MAGISOCOR as defined in SExtractor). For all practical purposes, the
galaxy photometry we have employed is the same as that used for the HDF (see
photometry discussion in Williams et al. 1996).

As is clear from the v/N—error bars in Figure 2.8 (and Tables 2.4, 2.5, and 2.6),
Poisson fluctuations in the number of galaxies per 2 x 2 arcmin? field of view become
insignificant around Vis5 & 23. It is also clear by comparison with the HDF counts also
shown in Figure 2.8 that the galaxies in our field represent a typical field population
in colors and number density. Finally, we note that our detection limit in all three
bands is as would be expected for the exposure time of these observations, which were
more than 15 times shorter than HDF in near-V bands, corresponding to a difference
in detection sensitivity of roughly 2 mag in the F555W and F814, and almost 2.5 mag
in the F300W due to even longer HDF exposure times for that filter.

Four stars are detected in the WF chips, three in WEF2 with Viss ~19.0, 20.5
and 20.8 ST mag, respectively, and one in WF4 with Vi55 ~22.0ST mag. Star-galaxy
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separation poses no difficulty, stars brighter than Vss5 =23.0 ST mag are masked out

regardless. No stars are expected at fainter magnitudes (Allen 1973).

2.3.1 On-—axis Scattered Light

In estimating the possible error resulting from scattered light which is not removed by
masking out (see §2.4) the detected isophotal extent of an object, it is interesting to
note the percentage of flux contributed by the “bright” objects on the frame. Figure
2.9 shows the percentage flux detected from objects brighter than Vs55 =23.0 for each
chip and each filter. It is clear from this plot that only ~ 5% of the flux in the
F555W and F814W is contributed by bright objects in the WF2 or WF3. Several of
the brightest galaxies are imaged the WF4, and ~ 15% of the flux in those images is
from objects. In the F300W, the percentage contributed by bright objects is roughly
15-20%. The scatter in the F300W percentage is greater than in the other two bands
for two reasons: (1) variations in the detected background level between chips are
caused by errors in dark glow subtraction and dominate the errors in this band; and
(2) real variations between the source flux and the background flux from chip to
chip are much greater in this band because the ZL (the main component of the total
background flux) is so much lower in this band than in the other two. -As discussed in
84.5, the ZL contributes roughly 95% of the diffuse background at 5500-9000A and
only roughly 50% at 3500A. Even assuming a large error of 2% in the removal of the
objects due to light scattered outside the masked regions, the increase in the total
measured background flux would increase by less than 0.1% at 55004, or equivalently,
it would only raise our estimate of the EBL by 0.1x107° I. Thus, the contribution

to the diffuse background from on-axis scattered light is insignificant in our data.
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2.4 HST/WFPC2 Total Measured Background Sig-

nal

After calibration, we measure the total background signal by simply taking the aver-
age of the detected flux in all pixels over the frame. This average naturally excludes
pixels which fall into any of the three following categories: pixels which are flagged as
bad data in the data quality file for any reason; pixels which are either associated with
a cosmic ray event, or are within two pixels of a cosmic ray event; and pixels which
are within the masked region around an objects brighter than Viss = 23 ST mag. The
extent of the object masks are defined by ellipses with axial radii which are each a
factor of three times the detected isophotal extent of the object. We show the masked
regions in Figures 2.10, 2.11, and 2.12 for each of the WF chips. The masks were
defined based on the F555W images only — identical masks were applied to images
from all filters. Our detected EBL is thus defined by contributions from the same
objects in all bands.

Each WF image from each 1800sec exposure produces a measurement of the
mean background. We have averaged together the six measurements from each visit
to obtain the results shown in Figure 2.4 for the November and December 1995 data
sets respectively. It is difficult to make the same limiting magnitude cuts in the PC
chip as the WF chips, because of the very different detection limits. However, when
only stars and the brightest galaxy (imaged in WF4) are masked out, the PC and
WF chips all give the same mean to within £2%, which is well within the range of
the source variation over the 4 chips. We do not, however, include the PC chip in the
measurements of the EBL beyond the detection limit of Vi35 = 23 ST mag because
the area sampled by the PC is a negligible increase over that sampled by the other
three chips, and because it is difficult to be certain of the magnitude cut—off. The
error bars plotted in Figure 2.4 show the rms variation between the six measurements
(three WF chips, two exposures per filter) from each visit. This error is well matched
to the predicted uncertainty due to random errors, as enumerated in Tables 2.7 and

2.8. Systematic errors are dominated by the flux calibration from DN to physical
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units and are, of course, identical for all points in each band. We do not show them

here in the comparison between months (see §2.2).

Table 2.1: Comparison of thermal dark levels found in this work and during Thermal
Vac. tests

chip  this work (DN/1000s) Thermal Vac (DN/1000s)
PC 0.275 (£0.038) 0.23
WF2 0.224 (£0.034) 0.17
WF3 0.258 (4-0.025) 0.21
WF4 0.228 (+0.036) 0.17
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Table 2.2: Sequence of exposures for laboratbry linearity test

# exptime (s) mean (e~ /pix) e~ /pix/s e~ /pix lost
1 0 0.011 .-- cee

2 0 0.041

3 0 0.018 ...

4 1200 0.154 0.00013 oo

5 10 4.560 0.456 0.296
6 1200 0.179 0.00014 (X

7 20 9.240 0.462 0.474
8 1200 0.205 0.00017 fee

9 40 18.714 0.468 0.714
10 1200 0.215 0.00018 oee
11 60 28.536 0.476 0.606
12 1200 0.227 0.00019 oo
13 80 38.325 0.479 0.531
14 1200 0.261  0.00022 oee

15 100 48.015 0.480 0.555
16 1200 0.208 0.00017 ..
17 200 95.945 0.480 1.195
18 1200 0.212 0.00018 s
19 300 144.517 0.482 1.192
20 1200 0.261 0.00022 pes

21 400 193.170 0.483 1.110
22 1200 0.219 0.00018 o.-
23 0 0.045 ---

24 0 0.020

25 0 -0.042 .-

26 1200 0.278 0.00023 cee
27 400 193.160 0.483 1.120
28 1200 0.240 0.00020 cen
29 300 144.630 0.482 1.080
30 1200 0.219 0.00018 .-
31 200 95.960 0.480 1.180
32 1200 0.222 0.00018 (R
33 100 48.052 0.480 0.517
34 1200 0.282 0.00023 oee
35 80 38.328 0.479 0.528
36 1200 0.236  0.00020 cee
37 60 28.531 0.476 0.610
38 1200 0.262 0.00022 cee
39 40 18.568 0.464 0.860
40 1200 0.245 0.00020 .en
41 20 9.217 0.461 0.497
42 1200 0.215 0.00017 cen
43 10 4601 0.460 0.255
44 1200 0.282  0.00023 ..
45 o] 0.051 -.--

46 0] 0.047

47 0 -0.01 --- .o
48 10 4.553 0.455 0.304
49 10 4.569 0.457 0.288
50 10 4618 0.462 0.239
51 10 4.652 0.465 0.205
52 10 4616 0.462 0.241

53 10 4.611 0.461 0.246
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Table 2.3: WFPC2 synthetic photometry zero-points.

Obs. Mode Holtzman® SYNPHOT®
PHOTFLAM® ZPgTmaz; PHOTFLAM® ZPST mag
WFPC2,3,F300W,a2d7  5.825e-17 19.487 5.985e-17 19.457
WFPC2,3,F555W,a2d7  3.439%e-18 22.559 3.439%e-18 22.559
WFPC2,3,F814W,a2d7  2.464e-18 22.921 2.449e-18 22.927

a: Synthetic photometry from Holtzman et al. (1995b) with a 10% aperture correction in all bands
to approximate an infinite extraction aperture.

b: SYNPHOT calibration, version released in May 1997. 0.5 arcsec apertures were used with a 10%
correction in all bands to approximate the throughput appropriate to an infinite extraction aperture.
¢ WFPC2 Data Handbooks calls the conversion factor from DN to physical units is PHOTFLAM,
which is given in units of (ergs s cm~2A4~1)/DN. The correspondence between PHOTFLAM the
zero-point of the magnitude system is given by msTmag = 0= —2.5 log(PHOTFLAM) — ZPST mag-

Table 2.4: Differential galaxy counts in the F300W

EBL ﬁeld, U300
STmag N detected  log(N)(mag™ deg™?)

22.25 2 3.551
22.75 3 3.727
23.25 4 3.852
23.75 10 4.250
24.25 31 4.741
24.75 52 4.966
25.25 63 5.049
25.75 28 4.697

26.25 3 3.727
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Table 2.5: Differential galaxy counts in the F555W

STmag N detected

EBL ﬁeld, ‘/.555

log(N)(mag™! deg~?)

22.25
22.75
23.25
23.75
24.25
24.75
25.25
25.75
26.25
26.75
27.25
27.75
28.25
28.75
29.25

1

3

3

9
22
40
60
82
100
118
135
140
48

3.218
3.696
3.696
4.174
4.562
4.821
4.997
5.133
5.219
5.291
5.410
5.365
4.901
4.122
3.696

Table 2.6: Differential galaxy counts in the F814W

EBL ﬁeld, I814

STmag N detected  log(N)(mag™ deg™?)
22.25 4 3.821
22.75 4 3.821
23.25 6 3.997
23.75 9 4.174
24.25 21 4.542
24.75 27 4.651
25.25 50 4.918
25.75 83 5.138
26.25 85 5.149
26.75 99 5.215
27.25 110 5.261
27.75 137 5.356
28.25 70 5.064
28.75 23 4.581
29.25 11 4.261
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Table 2.7: WFPC2 error budget for background flux: random error per image

F555W, F814W F300W
Off-axis scattered light (§1.4.2) < 0.001 DN < 0.001DN
Dark and bias subtraction (§§2.1.4, 2.1.2) +0.05DN +0.05DN
Flat-fielding (§2.1.3) . .-
CTE (§2.1.6) +0.03DN +0.007 DN
Cumulative 0.06 DN or 0.5% 0.05DN or 18%

Table 2.8: WFPC2 error budget for background flux: systematic uncertainty

F555W, F814W F300W
A-to-D conversion® (§2.1.1) +0.02DN (0.2%) +0.02DN (6%)
Point source flux cal.(§§2.2.2, 2.2.3) 1% 1.5%
Aperture correction (§2.2.4) 1% 1%
Solid angle (pixel scale)(§2.2.4) 0.1% 0.1%
Cumulative 1-2% 6-8%

a: The A-to-D conversion is an additive correction, the error resulting from an incorrect A-to-D
conversion is therefore the ratio of the A—to—D error and the mean level in the frame. All other

entries in the table are multiplicative.
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Table 2.9: Results of total background measurement with WFPC2

filter do(FwHM) A mean (£ rms)® [+ sys]®

November

F300W 3000(770)  3.58x107® (£ 9%) [* 6-8%]
F555W 5500(1230) 1.06x1077 (£ 0.3%) [+ 1-2%]
F814W 8000 (1540) 7.24x107% (£ 0.2%) [+ 1-2%]

December

F300W 3000 (770) 3.36x1078 (£ 7%) [+ 6-8%)]
F555W 5500(1230) 1.04x107 (£ 0.4%) [+ 1-2%]
F814W 8000(1540) 7.11x107% (£ 0.2%) [+ 1-2%)

a: rms errors quoted here reflect the scatter found from the results of the six measurements per visit
(three images per exposure, two exposures). Compare to estimated errors in Tables 2.7.
b: Systematic errors are those tabulated in Table 2.8.
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Fig. 2.1.— Correlation between total cosmic ray flux and mean dark glow from the
MgF,. The different symbols show the relations for the 4 chips: x’s for PC1, boxes
for WF2, open circles for WF3, and filled circles for WF4. The points have negligible
errors in both axis; the cosmic ray flux is merely the sum of detected cosmic rays,
and the glow level is statistically determined using ~ 10° pixels.
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Fig. 2.2.— The residual mean level in test-reduced dark frames after A-to-D correc-
tion, bias subtraction, and dark subtraction by the methods described in §2.1.4. The
dark frames shown in this test are those taken during the bright portion of 15 orbits
during the execution of our program. The integration time for each dark was 1300
seconds. The residual mean levels for the PC chip are marked by open squares, WF2
by x’s, WF3 by open circles, and WF4 by solid circles.
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Fig. 2.3.— Histogram of cosmic ray events as a function of peak flux, total flux, and
affected pixels. Clearly, the distribution of cosmic rays drops off well before cosmic
rays would become difficult to detect: there are no cosmic ray events with flux levels
near the mean of the data (roughly 0.3DN for the F3000W exposures and 12DN for
the F555W and F814W), and cosmic ray events involve at least 2 pixels.
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Fig. 2.4.— Percentage flux lost from point sources due to CTE (electron trapping) as
a function of the peak flux of the point source and the mean background level. The
lines connect measurements in images with the same mean background level. This
plot indicates the phenomenon which is commonly described by WFPC2 documen-
tation, namely that the percentage flux lost from a point sources is a function of the
background level in the image. The statistical error in detected flux decreases with
the peak flux. With the exception of the measurements for a 60 e~ background level,
the peak flux of the star has a relatively minor effect on the flux lost. The strongest
variation is due to differences in background level. These data were obtained from J.
Trauger (personal communication).
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Fig. 2.5.— The number of electrons trapped per pixel as a function of background
level as measured from the point source photometry tests shown in Figure 2.4. The
lines connect data for point sources with the same peak flux. Like Figure 2.4, this
plot clearly indicates that the percentage flux lost from a point sources is a function
of the background level in the image. The variation in the number of electrons lost
from point sources when the background level is 600e~ /pixel is indicative of the
measurement errors.
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Fig. 2.6.— The results of four separate tests to measure the linearity of the WFPC2
chips at low surface brightness are plotted. The X-axis of both plots indicates the
exposure number of the image. See Table 2.2 for a complete listing of the sequence
of images taken during each run. The upper plot shows mean levels in bias and dark
images. Bias frames monitor the stability of the CCD during the run. The variation
in the bias level (frames 1-3, 23-25, and 45-47) indicates the stability of the CCD
and signal chain in addition to the accuracy with which the mean level in a frame
might be measured. These effects are indistinguishable. The dark frames should show
increasing mean if trapped electrons are released from the traps on time scales of 1200
seconds. Only a slight trend, albeit consistent, is seen. The lower plot shows the count
rate in e~ /s/pixel for the exposed images. The results reveal a slight non-linearity
in the number of electrons read out for a uniform surface brightness sources between
10e™ /pixel and 200e~ /pixel. The results are obviously extremely repeatable both
during and between runs, indicating the lamp was not responsible for the variations
seen. These data were obtained with the help of John Trauger.
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Fig. 2.7.— The number of e~ /pixel which are lost as a function of mean background
level. These numbers are obtained by assuming the true rate (e /s/pixel) is such that
the loss at 200 e~ /pixel is the loss seen per pixel for point sources on a 200e™ /pixel
background. This plot shows that, based on that assumption, the number of electrons
trapped per pixel as a function of background level scales the same way for a uniform
source as for point sources. The losses being measured here range from le™ per
5pixels to 1e~ per pixel. The line drawn through the points is merely to guide the
eye; the number of electrons trapped is a quantized value, and trap accessibility is
unlikely to be a smooth function of the mean e~ level. The increase in the number of
trapped electrons between mean background levels of 50 and 100 e~ /pixel could occur
gradually or suddenly over that range. Note that the mean is reliably determined to
roughly 1e~ per 7 pixels in this test.
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Fig. 2.8.— Differential galaxy counts in the EBL field compared with the HDF. The
open circles show the HDF counts; the filled circles show the counts from our own
data. The galaxy populations in the two data sets are clearly very similar both in
density and in color. It is clear from the turn-over in our counts that our completeness
limit in Viss is roughly 1.5 magnitudes below that of the HDF, which is expected from
the factor of 15 difference in exposure time between the two data sets. The turn—over
in the other bands is likewise in keeping with the incompleteness expected relative to
the HDF counts due to differences in exposure time.
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Fig. 2.9.— The fractional flux in the 3 WF chips contributed by all objects (galaxies,
save 4 stars) with Vsss brighter than 25 STmag. The circles show the fractional flux
in objects in the F555W data; triangles show F814W; X’s show F300W. One point is
plotted for each of the four November and December 1800 sec exposures. The greater
scatter in the F300W flux is a result of both rms error in dark background removal,
and real variation in the number of bright objects between the chips. Because the ZL
in the F300W is so much fainter than in the other two band, it does not dominate the
total flux and the Poisson variation in the number of bright objects is more apparent
from chip to chip.
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Fig. 2.10.— Combined F555W images, WF2 chip. The ellipses indicate the regions
around each object which would be masked out in order to exclude that object from
the measurement of the diffuse background. Mask-regions for objects with Vg <
23 mag are shown in red, 23 < Vis5 < 25 are shown in green, and 25 < Vigs < 28 are
shown in



Fig. 2.11.— Combined F555W images, WF3 chip. Ellipses are as described in the
caption of Figure
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Fig. 2.12.— Combined F555W images, WF4 chip. Ellipses are as described in the
caption of Figure
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Fig. 2.13.— Total background detected in each of the 3 WF chips (DN/pixel) from
each of 2 exposures (1800 seconds long) taken in the November and December vis-
its. Objects brighter than V55 = 23 mag are masked out for this calculation. The
November data are marked by open triangles, the December data by open circles.
The average of the total background flux found from each month’s results is shown
with filled symbols. The error bar on the averaged result indicates the rms scatter
in the 6 measurements. Note that the 1 ¢ errors in the mean level of the diffuse
background for each month is very well predicted by the sum of the rms errors listed
in Table 2.7. Variation between the November and December results is consistent
with the expected temporal change in the ZL contribution between the two months.
For this comparison, the mean levels for each chip have been adjusted by the ratio of
the gain for each chip to that for WF3 (see H95b).
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Fig. 2.14.— The total background flux detected in Iy from the WFPC2 Nov. and
Dec. data. As discussed in the text, the total background is the average surface
brightness of the images after galaxies brighter than V555 = 23 ST mag are removed,
Itot(V > 23). The dashed line shows the solar spectrum scaled to the level we detect
for the ZL (see §4.5). It is clear even from this plot that more than 95% of the
flux redward of 4000A is from ZL. The results from the November data are plotted
centered on the effective wavelength of each passband. The marks indicating the
results from the December data are plotted slightly offset toward longer wavelengths
for clarity. The error bars indicate the rms errors indicated in Table 2.7. The solid
curves show the shapes and relative throughputs of the filters used in this work. From
blue to red they are the F300W, F555W, and F814W. These results are combined
with our measurement of the ZL and DGL to obtain the EBL in Chapter 6.
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Chapter 3 HST/FOS Measurement of the
Total Background

The Faint Object Spectrograph (FOS) on HST was used in parallel mode during all
of the WFPC2 observations, and provides data which turn out to be crucial to the
measurement of the EBL. As discussed below, the FOS data are not as valuable for
absolute surface photometry of the total background as the WFPC2 data; however,
the spectral resolution of the FOS data makes it extremely useful for separating
the zodiacal (ZL) from the extragalactic signal. The accuracy of the FOS surface
photometry, the total background flux, and, most importantly, the color of the total
background as measured by FOS are discussed in this Chapter.

3.1 Observations and Data Reduction

Observations with the FOS (red side) were scheduled in parallel mode during each
of the three visits with the WFPC2. The original intent of these observations was
to provide high signal-to-noise, high resolution spectra of the total background flux
contemporaneously with the WFPC2 images and without airglow. From such data,
we could then measure the absolute surface brightness of the ZL as a function of
wavelength in the range 4000-7000A using the method outlined in §1.2.2 and §4.3.
The absence of airglow lines and simultaneity with all three of the WFPC2 visits
would be significant advantages over the ground-based data from Las Campanas
Observatory (LCO): airglow lines preclude measuring the absolute flux of the ZL
with LCO data beyond the range 4100-5100A, and LCO time only overlapped with
the November HST observations.

Unfortunately, early versions of the FOS exposure time calculator had a bug which

set a invisible lower limit to the input flux at 21 mag/arcsec?. Calculated count rates
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for fainter input fluxes were thus appropriate to the lowest allowed magnitude, which
is a factor of 6 brighter than the ZL. As a result, the original configuration (FOS/RD,
G570H dispersion element, 1.0-PAIR aperture) was intended to produce a 4.5A spec-
trum, 4500-6800A, with a moderate signal-to-noise ratio. Unfortunately, this config-
uration produced count rates comparable to the dark rate (~ 0.01 counts/sec/diode).
High resolution spectra of the ZL are clearly not attainable with the FOS. Accord-
ingly, we changed our strategy for the second two HST visits to obtain very low
resolution spectra, with good signal to noise. For obvious reasons, we limit our dis-
cussion to the data obtained during the second and third visits, in November and
December 1995, respectively. Six spectra were obtained during each visit, one per
orbit. The integrations were all 1300 sec long limited by the requirement that the ex-
posures execute entirely within the 1800 second WFPC2 exposures in order to avoid
conflicts in writing the data to storage.

The FOS configuration during the November and December visits included the
G650L dispersion element and the A-1 science aperture, which has the largest solid
angle of the available apertures (3.66 x 3.71arcsec?). The G650L produces 25A per
diode over the range 3800-7000A, however a uniform surface brightness source viewed
through the A-1 aperture will have approximately 12 diodes (300A) per resolution
element. Narrow-band imaging as such is not useful for determining the mean ZL
flux by the strength of its spectral features. These data are, however, useful as a
second, independent measurement of the surface brightness of the total background
and do provide better wavelength resolution than wide-band photometry from the
WFPC2. In the G650L/A-1 configuration, the signal-to—noise ratio of the resulting
spectra is almost 20 per resolution element. With a statistical error of 2% per 1000A
band, the FOS provides good narrow—band photometry in this configuration.

3.1.1 Instrument Overview and Pipeline Calibration

The FOS is comprised of two Digicon detectors with independent optical paths. Our
data were obtained with the red side of the FOS, which is sensitive to light from
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1620-8500A. Light entering the FOS passes through the aperture wheel and a filter
grating wheel before it is focused onto a two dimensional, transmissive photocathode.
Each dispersion element produces a focused spectrum on a different portion of the
photocathode, from which photoelectrons are magnetically directed to a linear array
of 512 diodes. The available dispersion elements each illuminate a subset of the diode
array. In the case of the G650L, only 144 diodes are illuminated. The diodes are read
out continuously and have no read-noise. The diode array is 1.29arcsec tall in the
spatial direction, y, and each diode is 0.30 arcsec wide in the dispersion direction, z.
With the A-1 aperture (roughly 3.6 x 3.6 arcsec?®), the diode height sets the limit on
the solid angle in the spatial direction.

It is difficult to improve on the excellent results of the data reduction pipeline
procedures, or even to contribute significantly to the data set from which calibration is
obtained. The pipeline calibration procedure for FOS observations regularly produce
photometric repeatability of 1-2% for point sources. The wavelength calibration has
relative errors of only 0.01-0.08 diodes, and zero-point errors as small as 0.1 £ 0.1
diodes on the red side. Nonetheless, because of the absolute calibration required
for this measurement and because the target object is a uniform surface brightness
source, some improvements on the pipeline calibration were required. Specifically, we
have performed a zero-level correction (subtraction of dark backgrounds) which we
derived independently from the pipeline procedures. Also, we have recalculated the
aperture correction needed for the calibration of a uniform brightness source.

The majority of the standard pipeline calibration which is applicable to these
data was used. In order, the pipeline procedures employed were the conversion from
counts to count-rate (CNT_CORR), flat fielding (FLT_-CORR), wavelength calibration
(WAV_CORR), and flux calibration (AIS_CORR, APR_CORR, and TIM_CORR). The flux
calibration for the A-1 is the most accurate of that for any of the apertures and
is used to define the throughput relative to which other aperture throughputs are
defined. Consequently, the relative correction (APR_CORR) for the A-1 aperture is
unity. Also, the G650L has no observed time variation, so that the corrective factor

applied by the TIM_CORR procedure is also unity. Pipeline flux calibration for A-1
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aperture observations is therefore unaffected by the last two corrections. A complete
description of these steps can be found in the HST Data Handbook V3.0.

The pipeline steps which were not applied are generally self-explanatory. The
sky subtraction task (SKY_CORR) is clearly not needed for observation of the back-
ground itself; the paired pulse correction (PPC_CORR) compensates for saturation
in the detector electronics and is needed for count rates higher than 10 counts per
second, well above those seen in our observations; the geomagnetic motion correc-
tions (OFF_CORR) are used only for data taken before April 1993; and finally, the
background subtraction routines (BAC_CORR, GMF_CORR, and SCT_CORR) which re-
move dark backgrounds and scattered light were replaced by our own procedures, as

described below.

3.1.2 Dark Subtraction

The dark background for this instrument is not thermal dark current in the typical
sense, but is rather the result of Cherenkov radiation from cosmic rays striking the
photocathode. As is clearly evident from both the FOS and the WFPC2 data, the
cosmic ray flux and the backgrounds which result from it will vary rapidly with
time and orbital position. The pipeline calibration does not adequately deal with
the fluctuating absolute level of this background source. The relative intensity of
the dark signal from diode-to-diode is a function of the instrument geometry and
is quite stable. In the case of the G650L, only 144 diodes are illuminated by the
spectrum, conveniently leaving a large fraction of the diodes unexposed and ideal
for instantaneous measurement of the effective dark rate during any given exposure.
We used dark spectra from the HDF parallel observations (Program 6342, Freedman;
Program 6339, Larry Petro) to produce a template of the dark rate per diode.

Thé HDF dark was then scaled to the level indicated by the unexposed region
of each of our FOS observations and subtracted. The only structure visible in the
HDF dark is that resulting from the diodes which have been turned off due to poor
performance (dead diodes). The appropriate dark level to which the HDF dark was
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scaled was determined from the average flux in pixels 900-1100. A scaled version
of the averaged, HDF dark as appropriate for typical 1300 second exposure from
our program is shown in Figure 3.1. Approximately 25 dark frames went into this
averaged dark, resulting in Poisson noise of 0.3 counts per pixel, or 0.15 counts per
diode.! After dark subtraction the mean level in the unexposed regions of the array
showed no residual features and was consistent with zero. The statistical variation
between pixels in the unexposed region of a 1300sec science exposure is the shot noise
on 5 counts, or ~ 2.2 counts. The statistical error in the dark signal subtraction is
a negligible contributor to the final error in the surface brightness measurement, as

the dark rate is more than 6 times smaller than the sky signal.

3.2 Flux Calibration

The pipeline calibration procedure for FOS observations regularly produces internal
photometric repeatability of 1-2% for point sources. Nevertheless, there are a number
of factors which are known to diminish this accuracy even for point sources. These
factors include granularities in the transmission efficiency of the photocathode; the
accuracy with which electrons are directed at the diode array from the photocathode;
the finite size of the diodes relative to the energy distribution of a point source.
Finally, we discuss the issues peculiar to surface brightness calibration: the aperture
correction and solid angle of the instrument. The fiducial spectrophotometric system

is the same as is used for all of the HST instruments and was discussed in §2.2.1.

3.2.1 Point Source Calibration

While pipeline calibration for FOS observations regularly produce internal photomet-
ric reﬁeatability of 1-2% for point sources, the situations in which such excellent

photometry is obtained are tightly constrained. The situations which produce less-

1FPQS spectra have four pixels per diode due to sub-stepping in the z—direction. This provides
spectra with continuous wavelength coverage even though some of the 512 diodes in the array have
been turned off due to malfunction.
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accurate photometry are instructive for our surface brightness measurement.

The transmission efficiency of the photocathode is not uniform across the two
dimensional extent of the detector. This granularity affects the flat-fielding, and
thus the calibration of the instrument. Flat-fields are made from observations of
well-centered targets, and therefore sample well specified regions of the photocath-
ode. Spatial displacements as small as 0.2 arcsec can produce sharp features of up to
20% variation in count rates over small (10 diode) regions of the spectrum (Keyes,
Calibrating HST: Post Servicing Mission, FOS Post—Costar Flats, page 41). In this
program, we have the advantage that an aperture-filling source may average out such
variations, as the spatial extent of the photocathode which is sampled by the spec-
trum will be much larger than for a point source. However, flat-fielding errors are
likely to account for some of the non-solar features in our spectra (see Figure 3.5).
We can estimate the error due to such sharp calibration features by considering the
factor by which such a feature will be diluted for an aperture-filling source as opposed
to a point source. The increase in the area on the photocathode is roughly a factor
of nine — a factor of 3 in the spatial direction and a factor of 3 greater than the
10-diode extent of sharp features. We estimate that random errors should then be
roughly less than 2.5%. This is roughly the size of the non-solar spectral “features”
which can be seen in our FOS data (see Figure 3.6).

Another concern for point source calibration is the accuracy with which the pho-
toelectrons are directed at the diode array. It has been seen that slight errors in
centering can cause significant variation in detected flux. For example, a point source
must be centered to with an accuracy of 0.08 arcsec in the A-1 aperture in order
to guarantee 5% accuracy in the resulting spectrophotometry. For a aperture filling
source, the accuracy of this deflection is less important because the aperture is larger
than the diode array in the spatial (y) direction, and the source will not “miss” the
diodes. There is, however, one very important implication of this effect for our pur-
poses: the observed, 5% loss in the flux detected for a badly centered source indicates
that the radius which encircles 95% of the flux from a point source is not significantly

smaller than the diode height. This is not surprising given that the encircled energy
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at ~1 arcsec for the WFPC2 is also around 95%, however it clearly indicates that the
aperture correction should take into account both the light lost from a point source
in the aperture plane, and the light lost in the diode plane. The determination of the

aperture correction is discussed in the next section.

3.2.2 Aperture Correction

The flux calibration of the FOS naturally compensates for light in the wings of the
PSF which is not detected during observations of a point source because the standard
stars are also point sources with the same observed PSF. Light can be lost in the
wings of the PSF at the aperture plane if some percentage of the PSF falls outside
the physical aperture, or in the diode plane if the PSF extends beyond the diode
array in the spatial direction (in the spectral direct, the spectrum is smoothed by
the shape of the PSF). For observations of a uniform background, however, no light
is lost. A point source calibration will therefore underestimate the true throughput
and the estimated surface brightness will be too high. Consequently, an aperture
correction needs to be applied to correct for this over—compensation when the source
has uniform flux over the extent of the aperture. The value of the aperture correction
is simply the fractional flux from a point source which is detected in a standard star
observation.

Flux calibration of a uniform source begins with the pipeline calibration for point
sources. The integrated flux from a uniform background is a function of the pipeline
calibrated spectrum in ergs s~lem™2A~1, F()), the solid angle of the detector in
steradians, Q, the percentage flux from a point source which gets through the A-1
science aperture in the focal plane of the FOS, T(A-1), and the percentage of flux
which makes it to the diodes once through the science aperture, D. The total surface

brightness of a diffuse source can be expressed as a function of these terms as

FON)T(A-1)D

1) = =

(3.1)
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Modeled PSF

The total aperture dilution factor T'(ap) X D which is quoted in all versions of the
FOS Instrument Handbook is the result of modeling based on the OTA with post-
Costar configuration; it is not a measurement. The modeling software, called TIM, is
based on polynomial representations of the shape of the wavefront produced by the
OTA. No official Instrument Science Report exists to document the throughput of the
FOS apertures, however George Hartig produced an unofficial estimate of 97% for the
monochromatic transmission with the A-1, post-COSTAR configuration at 6500A.
The Data Handbook V3.0 contains the value 95%. TIM models were independently
produced by several other members of the FOS science instrument team (Don Linder,
Ralph Bohlin and Ian Evans) and agree to within ~ 3%. These variations in TIM

results are likely due to variations in the choice of maximum aperture radius.

Measurement of the PSF

The PSF can be measured directly from data taken in an observing mode called
ACQ/IMAGE. No dispersing element is used in this mode; instead, the mode produces
two—dimensional images by stepping the deflection of electrons from photocathode
to diodes through a range in y—positions, effectively adding a second dimension to
the one-dimensional diode array. ACQ/IMAGE observations of point sources are
therefore ideal for determining the energy which falls within the diodes array during
point source observations in spectroscopic mode. A calibration program (Proposal
5262, Koratkar et al.) took the data necessary to determine the PSF in the spatial
and spectral directions; however, a measurement of the PSF has not yet been made
available by STScl. ? Those data are now available in the archive. In order to be
more qonﬁdent of this crucial factor in the flux calibration of our data, we have used
the data from Proposal 5626 to recalculate the PSF ourselves. The stepping pattern
used in the observations was kindly provided to us by E. Smith at STScI.

We have re-reduced the 5626 data using the usual pipeline, ACQ/IMAGE reduc-

2The report which presented the results of that Proposal 5626 (FOS/ISR-148) was withdrawn
due to an error in the data reduction. A new report has not yet been released.



84

tion to produce the image shown in Figure 3.2. The image shown in that figure maps
the distribution in the detector plane of whatever light passed through the aperture.
If light is blocked out in the aperture plane, then 100% of the flux in this image would
still only represent some fraction of the total flux from the source. It is important,
therefore, to estimate what fraction of light might have been lost in the aperture plane.
To this end, consider the encircled energy curve for the light within a region defined
by the physical extent of the A-1 science aperture (3.63 x 3.71 arcsec?). This region is
illustrated in Figure 3.2. The shape of the PSF within this region will be, if anything,
less centrally concentrated than it was before passing through the spectroscope optics
and is thus a worst case scenario for the PSF in the aperture plane.

In Figure 3.3 we have plotted the growth curve of the PSF as seen in the diode
plane. Ouly the area within the 3.86 x 3.86 arcsec? extent of the aperture shows
the true PSF. Outside of that region, the PSF is artificially flat due to (intentional)
obscuration of the field of view by the A-1 aperture. To estimate the flux that came
through the A-1 aperture, we fit the outer PSF and extrapolate to recover the growth
curve which was obscured in the aperture plane. We deduce from the curve plotted
in Figure 3.3 that roughly 98% of the total flux in a point source is contained within
the extent of the A-1 aperture in the aperture plane, or T'(A-1)=0.98.

Once through the aperture, the smooth PSF outside of the physical extent of the
A-1 aperture demonstrates that some defocusing and scattering does occur in the
spectrograph. However, the PSF is very symmetric in the wings and the flux level at
the edges of the image is down by more than eight orders of magnitude relative to
the peak. It is therefore unlikely that any significant portion of the PSF in the diode
plane is not mapped by this image. Correspondingly, we can define an aperture within
this image which can reasonably be assumed to enclose 100% of the light which falls
in the diode plane. This 100%-flux aperture is marked in Figure 3.2 and encompasses
8.0 x 8.0arcsec? in the diode plane.

In calculating an exact percentage flux contained within the diode array, it is
important to understand the resolution of ACQ/IMAGE data. In imaging mode,

sub-stepping in the z— and y-directions provides measurements of the flux every
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0.076 arcsec in = and every 0.081 arcsec in y. The resolution of the image, however, is
still set by the z and y size of the individual diodes. The diodes essentially produce
an image which is boxcar smoothed by the diode width in = and the diode height in
y (4 pixels by 16 pixels), making it impossible to accurately determine the fraction of
light within the y—extent of the diode array, causing the PSF to appear elongated on
small scales. Aside from the diode—shaped elongation on small scales, the only visible
asymmetry in the PSF appears as a nearly vertically bright bar which is caused by the
secondary mirror supports. The otherwise symmetric appearance of the PSF at radii
greater than the size of the diodes makes it reasonable to assume that PSF is radially
symmetric on all scales. Assuming that the PSF is symmetric, we can measure
the percentage of the light within 1.29 arcsec in the r-direction, where we are not
hampered by smoothing on the scale of interest. We argue that this measurement is
representative of a well sampled growth curve in the y—direction as well.

We can test this argument by boxcar smoothing the image in the z—space to match
the y-space sampling, and examining the resulting flux as a function of radius. The
result of this test is shown in Figure 3.4, in which we plot the distribution of light
in the z-direction before and after boxcar smoothing, and the flux distribution in
the y—direction. While the flux within 1.29arcsec is easily calculated from the high-
resolution PSF, it is clearly impossible to obtain from the low-resolution PSF. In
addition, the flux distribution in y does indeed seem well represented by the boxcar
smoothed distribution in z. The flux contained within 1.29 arcsec in the z—direction
is 96.5% of the total flux on the image. We take this value as accurate for the y-
direction as well, in good agreement with the results of the TIM modeling for the flux
falling within the diode array.

Finally, the TIM software show only a 0.3% change in the T(A-1) as a function
of wavelength between 3500A and 6300A. Nonetheless, the white-light image of the
PSF has a pivotal wavelength of 3500A, while our spectra are centered around 5500A.

We therefore adjust our measurement by 0.2% to reflect the appropriate value for our
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central wavelength, giving us an aperture correction at 5500A of
T(A—1) x D +0.002 =~ 0.95. (3.2)

The statistical error in this estimation is much less than 1%, however the systematic

errors might be as large as 1% based on the discussion above.

3.2.3 Solid Angle of the A-1 Aperture

The effective solid angle of the detector is a function of both the diode height and
the aperture width. The A-1 science aperture measures 3.63 x 3.71 arcsec?, with 1%
errors in both dimensions. The spatial height of the aperture is only relevant for
determining the throughput at the aperture plane, as the diode height is a factor of 3
smaller and therefore limits the relevant y~dimension of the instrument. Each diode
in the array is 0.301 x 1.289 arcsec?, in width (spectral direction) and height (spatial
direction) respectively. Again, the error in both dimensions is approximately 1%.3
Thus, the solid angle of the detector is 3.63 x 1.29 arcsec?, or 4.67 arcsec? with a 1o
error of +1.5%.

3.3 HST/FOS: Results

With roughly 80 counts/diode, and twelve diodes per resolution element, the statis-
tical error per resolution element for one spectrum is roughly 4%. The average of the
six spectra taken during the November 1995 visit and the average from the December
1995 visit are both shown in Figure 3.5, smoothed to the appropriate resolution of
roughly 300A. These statistical errors in the averaged spectra (roughly 1.5-2%) are
indicated by the error bars at intervals of 3004, the size of the resolution elements.
The dark subtraction contributes an error of less than 0.5% per resolution element.

Systematic errors in the flux calibration will affect the absolute calibration of

3These dimension were measured originally in the lab (Instrument Science Report ISR CAL/FOS-
019), and were scaled by the measured change in the FOS plate scale before and after COSTAR was
installed (ISR CAL/FOS-123,141).
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both the November and December data in the same way. Comparisons between the
two data sets are subject only to statistical errors in the two results. Therefore,
it is interesting to compare the two spectra, irrespective of their absolute accuracy.
Observations of the zodiacal light (ZL) from the ground and from space indicate that
the total intensity of the ZL reaches a minimum at (A — Ag) = 130° (the position
angle of our field at the time of the December visit) and should be several percent
brighter at (A — Ag) = 150°. Indeed, we find that the total integrated background
was brighter by roughly 2% in November than in December 1995.

The reddening of the zodiacal spectrum with respect to the solar spectrum is also
known to be a function of the field position at the time of observation. Again, the
trend we observe is the same as that seen by other experiments, most notably the He-
lios Space Probe observations (Leinert et al. 1981). Employing the definition of color
with respect to the solar spectrum as defined in §1.2.2, we find C(6500,5500) = 1.04
for the November visit, and a factor of 1.07 in the December data, as shown in Figure
3.6. We stress, however, that the FOS spectrum includes both the EBL and the ZL,
and therefore we must be careful not to assume the color of the ZL has been measured
explicitly from these observations. It is not possible to determine the color of the ZL
separate from extragalactic components except by explicit measurement of the ZL
spectral features. All published colors of the ZL rely on broad-band observations,
and therefore always include possible EBL and DGL components. At orientations
closer to the ecliptic plane, were the ZL is at least a factor of two brighter, the ZL
is much less likely to be significantly affected by possible extragalactic contributions.
The color of the ZL is discussed further in §6.2.1.

An error budget for the absolute flux calibration of these data is shown in Table
3.1. For comparison with the WFPC2 observations, we can integrate the FOS spec-
trum through the F555W bandpass. The error in that comparison includes both the
error in flux calibration of the FOS results, and the error in conversion to WFPC2
band-passes which results from uncertainties in the WFPC2 calibration. The com-

parison with WFPC2 and LCO results are discussed in §6.
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Table 3.1: FOS error budget for background flux (per resolution element)

rms Error Systematic Uncertainty

Poisson noise (§3.1) 2% .-
Dark subtraction (§3.1.2) < 0.25% < 0.5%
Fiducial standards (§2.2.1) .o ~1%
Point source flux cal. (§3.2.1) “ee <2.5%
Aperture correction (§3.2.2) .- ~1%
Solid angle (§3.2.3) .- 2.5%

Cumulative (£2.0%) [+ 4-7%)]
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Fig. 3.1.— Typical dark signal in a 1300sec FOS exposure. The mean level varies
with orbital position and orientation during integration, but the shape of the dark
background over the spectrum is unvarying. Sub-stepping in the spatial direction
causes each pixel to contain data from 5 diodes. Where diodes have been turned off
due to poor performance, the pixel has a fraction of the total integration time and
sharp features occur. Apart from features caused by dead diodes, the dark has no
structure.
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Fig. 3.2.— FOS imaging mode data showing PSF in the diode plane. The logarithmic
grey-scale covers eight orders of magnitude in flux. The contours indicate flux levels
at intervals of a factor of 10 between 1 and 107° times the peak flux. The large
square aperture is that which we have defined to contain 100% of the flux which
passes through the aperture from a point source. The rectangular aperture indicates
the diode array within one resolution element, and contains 96.5% of the flux which
falls in the diode plane. This percentage was calculated based on the PSF in the z—
direction, rather than the y—direction, to avoid the boxcar smoothing caused by the
rectangular diodes in the y—direction. This effect causes the PSF to appear elongated
in the y—direction (see §3.2.2).
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Fig. 3.3.— Encircled energy within the FOS A-1 aperture. The aperture half width is
1.83 arcsec. Beyond that radius we extrapolate based on the derivative of the growth
curve within 0.2arcsec of the edge of the aperture to estimate the point at which all
of the flux is contained. Based on that extrapolation, 98.5% of the light passes into
the spectrograph through the A-1 aperture.
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Fig. 3.5.— Surface brightness of the total background from FOS. The solid and dashed
lines show the average of all six spectra taken during the November and December
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Fig. 3.6.— Color of the total detected background with respect to solar. The solid and
dashed lines show the detected background (November and December, respective) as
shown in Figure 3.5 divided by the Neckel & Labs (1984) solar spectrum at matched
resolution. Straight lines show the linear fits to both color spectra. The error bars
are the statistical errors in the FOS spectra per resolution element. Errors in the
solar spectrum used are negligible, as discussed in §4.4.
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Chapter 4 LCO Spectrophotometry:
Measurement of the Zodiacal Light

The second HST visit for our program took place on November 29, 1995. On Novem-
ber 26-29, 1995, we also used the Boller and Chivens Spectrograph on the 2.5m du
Pont telescope at Las Campanas Observatory (LCO) to obtain long-slit spectra of
the night sky in the HST/WFPC2 field. We use those spectra to measure the ab-
solute flux of the zodiacal light (ZL) which contributes to the total background flux
seen from HST. The first night of the LCO run was lost to clouds, and data from the
third night was discarded due to a detector malfunction (see §4.1.1). The data from
November 27 and 29, however, are excellently suited to measuring the absolute flux
of the ZL in the direction of the HST field at the end of November 1995.

The ground-based spectrum of the night sky is dominated by an absorption line
spectrum (zodiacal light) and an emission line spectrum (airglow) which contribute in
almost equal parts. Our goal is to measure the strength of the absorption features of
the ZL, which necessitates unusual data reduction and analysis. Both are described

in detail below.

4.1 Observations and Data Reduction

The exact coordinates of the spectroscopic observations were selected from ground-
based imaging to avoid objects brighter than r=26 mag/arcsec? (see Figure 4.1). We
used a 600 1/mm grating to obtain spectra over the wavelength range 3860-5150A
with ~ 1.27A per pixel. A slit-width of ~ 1.5arcsec (see §4.2.4) produced roughly
2.7A resolution in the program observations. Spectrophotometric standards were
observed through a slit 10.8 arcsec wide.

To minimize read-noise, the data were on—chip binned by four pixels in the spa-
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tial direction. With a slit-width of 1.5arcsec, the solid angle per binned pixel is
3.59 arcsec?. The slit is approximately 3.5 arcmin long, illuminating roughly 85 binned
columns, the central 80 of which were used in the analyses. The total integrating area
is thus roughly 215 arcsec?. From a a single image, spectra with a signal-to-noise ratio
near 40 can be obtained for the ZL, which has a V-band flux near 23 mag/arcsec?.

The general data quality is demonstrated by Figure 4.2, in which we show a
wavelength calibrated spectrum obtained from just one column of an 80 column image.
We detect approximately 45 DN /pixel from the sky at the red end, and 20 DN /pixel
around 4100A. Above 4100A, the count rate is more than twice that of the dark
current, which is 7DN/1800sec with 4x1 on—chip binning. The spectrum obtained
from a full, 80 column image is also shown in Figure 4.2. The maximum error at
the blue end (3900A) is 10% per resolution element. Above 4100A, the error per
resolution element from a single image is roughly 1%.

As described in §1.2.2, we determine the contribution of the ZL to the total back-
ground by the strength of the solar Fraunhofer lines in the spectrum of the night
sky. While the ZL is a uniform source spatially, our measurement of the features of
the ZL is actually a differential measurement as a function of wavelength. Unlike the
measurement of the uniform surface brightness in the HST images, bias and dark cur-
rent are not significant problems for measuring the ZL, as long as both are spatially
uniform over the two dimensional extent of the chip; an error in the mean level of the
bias or dark subtraction merely adds to the pedestal of the background. Flux cali-
bration, however, is obviously as crucial for these observations as for the WFPC2 and
FOS data. The point source calibration, aperture corrections and tertiary standard

system used for calibration are all discussed in detail below.

4.1.1 CCD Characteristics and Data Quality

The detector used is a thinned Tektronics/SITe 1024? CCD with 24um pixels. The
gain setting was roughly 1.15¢” /DN and read-noise was roughly 8.6e™ in the 4 x 1
binned configuration. The quantum efficiency of the CCD is near 50% over the
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spectral range of these observations, however then transmission of the spectrograph

optics drop by a factor of two between 5000A and 3800A (see sensitivity curve in
Figure §4.3).

Charge Transfer Efficiency (CTE)

The chip sensitivity and dark current were extremely stable on three out of four
nights. In the middle of the run, however, temperature regulation of the chip became
erratic and a drop in CCD temperature caused an increase in the spurious charge and
a drop in the charge transfer efficiency (CTE) to unacceptable levels (~ 99.995%).!
The data taken on November 28 was therefore dropped from further analysis. Even
during that night, however, the two—dimensional pattern of the dark current over the
chip showed no change. Before this problem occurred, and after it was resolved, the
dark and bias levels were stable to within 0.4 DN. In addition, the sensitivity of the
chip varied by less than 1% between the first and last nights of the run, as determined
by our standard star calibrations.

There are several ways we can monitor an individual frame for CTE difficulties. A
strong and easily-identified symptom of low CTE is trails on cosmic rays in the read
direction. However, for this data set, the bias row provides a more easily quantified
diagnostic for CTE. Only one third of the chip in the spatial direction is illuminated
by the slit, and the bias row on each image is the average of 16 rows read immediately
after the final data row is read off. A sharp change in the level of the bias row at the
boundary of the exposed and unexposed portions of the chip contains the charge lost
from the data rows. On the nights during which the temperature of the CCD remained
stable, the bias level was found to be negligible higher in columns illuminated by the
slit even in the dome flats (with mean level of 7000 DN~ /pixel). Thus, the loss of

charge in even the last row of the chip was found to be less than 0.5% in the data

In contrast to the CTE discussed with respect to WFPC2, we here mean CTE in the usual sense
implied by the term: when charge in moved down the column during read-out, only some fraction
of the charge is successfully transfered at each parallel gate. If that fraction is 99.9995%, then after
1024 transfers, 99.5% of the charge which originated in pixel 1024 is read—out in each column. If
that fraction drops to 99.995%, however, 5% of the charge is lost from row 1024 and is smoothly
distributed to subsequent rows in an exponential manner.
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which we used in our analysis. For reasons described in the §4.3, no data beyond row
700 was used in the final analysis anyway, so that the most charge lost due to CTE

in the data we used was negligible (0.3%) even in the highest numbered rows.

Deferred charge

Another possible cause of non-linearity at low count levels is deferred charge. Deferred
charge refers to electron trapping similar to that described for WFPC2, such that D
electrons are deferred if N electrons are read out when D+ N electrons are generated
in a pixel. As we have seen with WFPC2, traps can be uniformly distributed, in
which case typical tests for linearity at low-light levels should reveal the problem, or
can be particular to some fraction of the pixels. We performed the standard tests
for deferred charge as described in Gilliland (1992). Only 0.3% of the pixels showed
deviations from linearity greater than four times the read—noise in their response to
low and high light levels. These pixels were flagged as bad in all images and excluded
from analysis.

We also performed a standard linearity test by taking flats with exposure times
between 0.5 and 200 seconds. Slight instability in the dome-flat lamp was averaged
out by running up and down the time-series four times. We found no deviation
from linearity between 20 and 20,000 DN, with an rms scatter in the detected rate
of roughly 1%, which we attribute mostly to the lamp. We therefore conclude that
no significant error is accrued as a result of non-linearity between the flux level
of the standard star observations (peaking at roughly 5,000 DN) and the program

observations (20-50 DN on average).

4.1.2 Bias Subtraction

Bias level and dark backgrounds can only affect the accuracy of this measurement if
sharp features are present in the dispersion direction of the spectra, which happens
to be the read direction of the chip. Variation in the spatial direction will contribute

random errors to the mean flux measured at a particular wavelength. Periodic fluc-
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tuations and occasional jumps on the order of ~ 1 DN are seen in the read-direction
of the bias. These features do not appear in the same row from image to image. Slow
drifts along rows and columns are also common to both the bias and dark current.
Both can have quite measurable effects on the apparent strength of spectral features
in any one image.

Every image contains two diagnostics for the bias level during the read-out of
tha,t. image. The first is the overscan region, which is obtained by reading 150 pixels
at the end of every physical row on the chip. This results in 150 columns of overscan,
which are useful for monitoring the variations in bias level between rows during a
single CCD read. This overscan region has a mean level which is 60 DN lower than
the mean bias level over the physical extent of the chip. The last row of each image
(row 1024) is the average of 16 rows which are read after the last physical row of the
data is read out. The level of this row is representative of the level on the chip. Our
bias subtraction method utilized both of these diagnostics.

First, the overscan columns were averaged and fitted with an Savitsky—Golay rou-
tine (Press et al. 1992), which follows rapid jumps in the mean level while smoothing
over the noise from pixel to pixel. This fit was subtracted from each column of data,
which did an excellent job of removing row—to-row variations in the bias level. The
mean level in the bias row, which varied by less than +2 e~ over the run, was then
removed by subtracting the mean value of that row. Finally, there is some two-
dimensional structure over the chip due to consistently hot pixels and characteristic
amplifier behavior at the start of each row. These were removed using a “superbias”
frame, which was made using 250 bias frames from which the overscan and bias row
had first been subtracted.

To verify the accuracy of our bias subtraction procedure, we tested our procedure
on 50 bias frames which were taken at the end of the run and which had not been
included in the superbias. After reduction, these bias frames had an average value of
0.005 +0.03 DN, and showed no systematic trend in the residuals and no identifiable

patterns or jumps in the residual level of individual frames.
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4.1.3 Dark Current Subtraction

The mean level of the dark current was found to be constant to better than 1 e~ peak-
to—peak over the course of the first two days of the run, and the last two days of the
run. Even when the apparent dark level (spurious charge) increased when the CCD
became too cold in the middle of the run, the pattern of the dark current over the
chip showed no measurable change. Dark frames were taken immediately before and
after observations on each night, making the mean level of the dark current during
each set of observations well determined.

A superdark was made by combining 20 darks taken at the beginning and end of
the run. The noise in the resulting dark was read—noise dominated, and too large
to provide any pixel-to-pixel information. To avoid adding noise to the program
frames, and to make possible the removal of the mean level (which drifted by 1.0 DN
over the extent of the frame), the superdark was smoothed using sliding 3 x 3 boxcar
median filter. Dark frames taken in the middle of the run were not used in making
the superdark. Test-reduction of these frames verify that the dark subtraction was

good to £0.25 DN on the November 27 and 29, with no residual pattern.

4.1.4 Flat Fielding and Illumination Correction

Flat—field and slit-illumination corrections were created from dome and twilight sky
flats, respectively, using the tasks RESPONSE and ILLUMINATION in the IRAF
SPECRED package. Program observations of the ZL were taken through a 1.5 arcsec
slit to preserve resolution, while the standards were taken through a 10arcsec slit
to maximize detected flux. Different sets of flat-field and illumination corrections
were required for the two different slit—-widths for two reasons. First, microscopic
roughness on the edges of the slit jaws caused shadowing which changed as a function
of slit-width. Second, the slit-jaw mechanism on this spectrograph is such that the
jaws are parallel for separations up to ~ 5.4arcsec (500 um), but are not parallel
when the jaws are set to 10.8 arcsec in the center. Variation in slit-width is almost

10% from end to end when the width at the center is 10.8 arcsec in the middle. To
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compensate for the variable slit-width for standards, the illumination corrections for
both slit-widths were normalized to the spatial center of the slit. Standard stars
were all observed within two pixels of the central column used for normalization,
which places them within 99.98% of the nominal value for the wide-slit illumination

correction.

4.2 Flux Calibration

The accurate calibration of our ground-based spectra is dependent on the usual three
factors which contribute to accurate spectrophotometry: the accuracy of the fiducial
standard star fluxes; the accuracy of our point source calibration (sensitivity function
and extinction correction); and the accuracy of the conversion from point source
calibration to surface brightness calibration. The solid angle of the field of view and
the aperture correction are crucial for the last point. These issues are all discussed
in the following section. The conversion from a flux calibrated spectrum of the ZL to

the mean flux of the ZL through the WFPC2 band-passes is discussed in §6.3.

4.2.1 Accuracy of Tertiary Standards
Calibration to Vega

Hamuy et al. (1992, henceforth H92) quote the internal precision of their tertiary
spectrophotometric system to be better than 0.01 mag at all wavelengths, a claim
which is well corroborated by the small rms errors we find in our own spectrophoto-
metric flux calibration (see below). An additional concern for our purposes, however,
is the agreement between the H92 system and the primary calibration for Vega, es-
pecially in the wavelength range spanned by our spectra (approximately the extent
of the Cousins B-band, 4200-51004).

The tertiary system of H92 is calibrated based on the equatorial secondary stan-
dards of Taylor (1984), which were in turn calibrated to the Hayes & Latham (1975)

absolute flux measurements of Vega. In an attempt to adhere to the widely accepted
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Hayes (1985, hereafter H85) calibration of Vega, H92 recalibrate the Taylor (1984)
secondary standards in two steps. First, they apply small corrections as a function of
wavelength to improve the agreement between Taylor’s Vega spectrum and the H85
Vega spectrum. Second, they integrate Taylor’s secondary spectra over the Kron-
Cousins photometric bands (producing “synthetic” photometry) and applying slight
grey-shifts to bring each spectrum into agreement with published broad-band pho-
tometry. The photometry for nine of the ten grey-shifted secondary standards is from
Cousins (1971, 1980, 1984), the remaining one is from Johnson et al. (1966). For the
details of this method, the reader is referred to the careful discussion in H92.

H92 estimate that their internal consistency in converting Taylor’s results to the
Hayes (1985) Vega system is 0.009mag in the wavelength range of the Cousins B.
As a check on this conversion, they compare synthetic photometry of the adjusted
Vega spectrum with the broad-band photometry of Vega by Johnson (1954), and find
offset of —0.016 (£0.009) mag in B (in the sense of Taylor minus Johnson). This is, in
fact, very nearly the B-band flux (—0.016 mag) that Hayes himself finds for the H85
Vega spectrum, indicating that regardless of the agreement (or lack their of ) with the
30 year old Johnson measurement, H92 is quite solidly on the Vega H85 system. In
addition, the slight discrepancy between H92 and Johnson can be explained by the
fact that there is some difference between the Cousins UBYV systems to which nine
of the ten secondary standards are calibrated, and the original Johnson system, to
which Vega is compared (Menzies et al. 1989).

H92 have also checked their agreement with other secondary standard systems
in a number of ways. First, they find good agreement between Baldwin & Stone
(1983) monochromatic fluxes and their own, with most deviations between the two
systems resulting from the fact that the Stone and Baldwin fluxes are on the Hayes &
Lathain (1975) Vega calibration. Second, the H92 calibration included photometric
observations, calibrated to Graham (1982) and Menzies et al. (1989) with careful
attention to the color solutions. They find their own photometry of the tertiary
standards agrees very well with their integrated spectra (0.006 +0.011 mag in Cousins

B). And finally, three stars in the northern hemisphere were included in the program.
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They find less than 0.03 mag deviation between their monochromatic fluxes for these
stars and the monochromatic fluxes of Massey et al. (1988). Again, Massey et al. are
calibrated to the HL75 system, and deviations are in the direction expected given the

conversion to H85.

Comparison with the HST Spectrophotometric System

Given that the calibration of HST involves grey—shifts to match an average of B and V
photometry of Landolt (1992), the comparison between the H92 and Landolt (1992)
photometry of the southern tertiary standards is especially relevant to the issues
at hand. H92 find a differences of +0.013 £ 0.009 mag in B between the synthetic
magnitudes derived from their spectrophotometry and the Landolt (1992) results (in
the sense Hamuy minus Landolt). The Landolt UBV system is well known to be
quite different in B from the Cousins UBV system, with a strong color dependence
in the range 0 < (B — V) < 1 (see Figure 2 of Menzies et al. 1989). However,
the expected difference between Johnson—-B and Landolt-B magnitudes for a star
with the average color (B — V = 0.24mag) of the tertiary standards used here is
Bcouws — Brand = 0.0 & 0.01 mag. If there is any discrepancy between the Landolt
(1992) calibration and the H92 tertiary systems in the B-band, it is evidently of
order 1%, and it cannot be explained by a difference between the filter systems. For
ease of interpretation, possible future adjustments to the calibration, and because the
offset is within the 1o errors of both systems, we do not adopt an offset but rather

use both calibrations without adjustments.

4.2.2 Point Source Calibration

We observed tertiary spectrophotometric standards roughly 15 times each night. Nine
different standards were used throughout the run, with colors 0.0 < (B — V) <
0.6mag. Fiducial spectra for these tertiary standards were from H92. The color
distribution of the standards we observed is as broad a distribution as is available

from the H92 standards, and is in fact well distributed around the color of the night
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sky (zodiacal light plus airglow in nearly equal proportions). All standards were
observed with the slit aligned with the parallactic angle as tabulated by Filippenko
(1982) to minimize flux lost due to atmospheric refraction. To center the star in the
slit we followed the procedure outlined in H92: we first centered the star in a narrow
slit (~ 2arcsec), and opened the slit to the width used for observations only after
guiding was established.

Extinction curves were calculated from these data for each night individually in
50A bins with typical rms residuals of 0.01 mag on November 27 and 29. As no dif-
ference was found between the two nights, the final extinction curve was constructed
using data from both nights together (see Figure 4.4). We used sixth—order Legendre
polynomials fit to these data to obtain the extinction curve as a function of wave-
length. The extinction solution obtained from these spectra is in excellent agreement
with the r— and g-band extinction terms which we obtained from imaging data the
previous year (November 1994). Due to the unusual nature of the program spectra —
spatially uniform and not dominated by a component originating outside the atmo-
sphere — the method adopted for extinction correction of the program data involves
an equally unusual technique and is discussed in the §4.3.

After the extinction corrections were applied, the sensitivity curve for each night
was determined using the task SENSFUNC in the IRAF, SPECRED package. The
agreement between the sensitivity curves for the two nights is excellent: the varia-
tions between the sensitivity curves found for November 27 and 29 are 3% at the
4100A, and 2% redward of 4500A (see Figure 4.3). Variations in the QE on this level
could result from slight temperature fluctuations in the CCD (M. Blouk, personal
communication), and so we do not force the sensitivity function to be identical on
different nights. We estimate that the error in the shape of the sensitivity curve is
roughly the internal rms error of the SENSFUNC solutions (0.011mag) from either
night individually.

Even with the slit open to near its maximum width (10.8 arcsec), a significant
portion of the PSF for standard star observations falls outside of the slit. An aperture

correction is therefore required to determine the appropriate system throughput for
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a uniform surface brightness source.

4.2.3 Aperture Correction

The aperture correction is calculated in two stages to compensate for lost flux from
the optical path in two places. The first stage of the aperture correction compensates
for the flux lost from the PSF in the focal plane of the telescope (at the slit). The PSF
in the focal plane is circular, with 95% encircled energy at a radius of 5arcsec. The
slit used for standard star observations had a 5 arcsec half-width, thus allowing only
~ 95% of the flux from a point source into the spectrograph. This holds generally true
for modern telescopes equipped with standard CCD detectors mounted behind glass
windows (Racine 1996). The second part of the aperture correction compensates for
further degradation of the PSF due to scattering in the spectrograph. The spectrum
of a star can only be extracted so far out into the wings of the PSF in the spatial
direction before the signal-to-noise ratio is too low to be useful. Unfortunately, of
the flux which gets into the spectrograph, several percent is located as far out as
1 arcmin from the peak of the spectrum in the spatial direction.

To measure flux lost in the aperture plane, we measured the PSF from images
taken on the last night of the run (November 30, 1995). We plot the growth curve for
five different stars in Figure 4.2.3. To be certain that focus does not effect the PSF
at a 5arcsec radius, the stars used for this plot were taken with widely varying focus.
As 5arcsec in the focal plane of the du Pont 2.5m telescope corresponds to 0.45 mm
(almost 19 pixels for a 24um/pixels CCD), it is difficult to have the telescope out of
focus enough to effect the enclosed flux at a radius of 5 arcsec, as is clear from the lack
of variation in the shape of the growth curves shown in the figure. The flux enclosed
at the half-width of the slit is 97.88 (£ 0.2)%.

We measure the growth curve of the standard stars along the spatial extent of the
slit in order to determine the percentage of flux which is included in the extracted
spectra. We have mapped the growth curves along the spatial extent of the two

dimensional spectra for all 45 standards taken during the run. The éky level for this
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test was taken from pixels further than 80 arcsec from the peak of the star. In order
to get adequate signal in the sky, we averaged 400 rows near the peak sensitivity of
the spectrograph. As the PSF is not strongly wavelength dependent over the narrow
range of wavelengths used here, averaging in this way does not affect our results. In
order to confirm that no wavelength dependence is in fact seen over the ~ 1000A range
which we use in our final analysis of the ZL, we calculated the aperture correction at
both the blue and red ends of the spectral range and found no variation in the growth
curve. The growth curve along the slit for the 18 highest signal-to-noise spectra are
shown in Figure 4.5. The differences in the encircled energy at the inner-most radius
plotted are a result of differences in sub-pixel centering for spectra observed with 4 x 1
binning, and is irrelevant if a +4-pixel extraction aperture is used.

Standards were extracted with APSUM, out to a 10.6 arcsec radius (central pixel
+4 pixels), which is well within the region of good signal-to—noise in the star. This
includes 98.4 (£0.1)% of the flux which passed into the spectrograph. Sky background
was measured outside an annulus of 25 pixels (60 arcsec) from the peak of the star.
This aperture is small enough to ensure adequate signal-to—noise in the extracted
stellar spectrum, and also ensures minimal error due to sky subtraction, as the stellar
signal is much brighter than the sky background in the inner 11 arcsec. Because we are
explicitly correcting for lost flux outside that extraction aperture, we do not attempt
to include “all of the light” in the extraction aperture.

The total aperture correction to be applied to the sensitivity function in order
to calibrate a uniform source is then the multiple of the fractional encircled energy
at the aperture plane and the fractional extracted flux from the spectrum, or 96.8

(£0.2)%.

4.2.4 Solid Angle of the Program Observations

The accuracy with which we can measure surface brightness is limited not only by
the accuracy of our flux calibration, but additionally by the accuracy with which the

solid angle is known. The solid angle is a function of both the a,ngular pixel scale
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(spatial direction) and the angular slit-width (dispersion direction). We therefore
take great care to determine both explicitly.

The pixel scale was measured empirically by taking spectra of two stars with
known angular separation while they were simultaneously aligned in the slit. The
measured separation in pixels was then calibrated to the known angular separation
of the stars. Four pairs of stars were observed in this way with angular separations
in the range 44-82 arcsec. With a 1.5 arcsec slit, the apparent angular separation of
pairs of stars which are of order 1 arcmin apart is relatively insensitive to the exact
alignment of the slit. Nonetheless, each pair of stars was observed with the slit at 3
positions differing by less than 1 degree, in an attempt to obtain truly parallel slit
alignment. The stars used for this purpose are in the field of M67, for which the
relative astrometry of members is known to better than 0.3 mas (Girard et al. 1989).
The pixel scale was found to be 0.5843 + 0.0035 arcsec/pixel (1o error).

The slit-width of the spectrograph is adjusted by a manual micrometer while the
instrument is on the telescope. After observations were completed, the calibration
and repeatability of the micrometer was verified using a microscope. As used in our
program observations, the slit width was measured to be 1.53610.002 arcsec (1o error)
at the center of the jaws. The repeatability of the width setting was tested by opening
the jaws to their maximum extent between each of several sets of measurements. That
accuracy is included in the 1o error quoted above. The total solid angle of each pixel

is therefore 0.8975 =+ 0.0054 arcsec?(1o error).

4.3 Analysis

To motivate the technique we use in measuring the mean ZL surface brightness present
in the LCO spectra, we first briefly review the general characteristics of the spectro-
scopic night sky and the components which contribute to it.

We can describe the observed spectrum of the night sky, Itotal, as a combination
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of airglow and extraterrestrial components,

Itotal( A, 5, X) = Lir(A, 8, X) + [Tzu(A) + IeBL(A) + IpgL(})] exp(—ex). (4.1)

The contribution from airglow, I, is a rapidly varying function of time and increases
as a complex function of airmass (van Rhijn 1924, 1925; Roach & Meinel 1953),
the specific dependence of that function being of no particular importance for our
purposes. Of the extra-terrestrial components, only the ZL has significant spectral
features. Any spectral features in the EBL are suppressed due to contributions over a
wide range of redshifts. The DGL which results from scattering will have the spectral
features of the ambient interstellar radiation field, which is also likely to be fairly
smooth and is unlikely to have emission lines in the range of interest, as we discussed
in Chapter 5 (see Martin et al. 1991, Dube et al. 1976, Reynolds 1990). Moreover,
the EBL and DGL are roughly two orders of magnitude fainter than ZL and airglow,
and would not contribute consistently to all of the solar features in the 1000A range
used in this measurement. Thus, they could only add noise to the measured ZL flux.
Any diffuse stellar contribution from the galaxy which contributes consistently to the
strength of the solar features, however, will contribute to our estimate of the ZL, and
be conveniently removed along with it. This is clearly not a problem either.

We can thus consider the observed spectrum to be comprised of a time and airmass
dependent component (airglow), a stable and featureless component (EBL+DGL),
and the ZL. Because the reddening of the ZL is only a few percent per 1000A (see
§6.2.1), we can consider the ZL as a constant multiple of the solar spectrum over

100A bands. Thus, we can express the featured portion of the night sky spectrum as

Iobs(/\7t>X) = Iair(/\ata X) + IZL()‘) exp(—ex)
| = Li(A 1, x) + ci(t)Io(A) exp(—ex). (4.2)

In which Ig(}) is the total solar flux and ¢;(t) is the scaling which relates the mean
surface brightness of the ZL to the mean flux of the Sun. We assume that this value
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is independent of wavelength in ~ 100A-wide band-passes labeled by the subscript 1,
and allow ¢;(¢) to vary with time over the three days of the observations. The trick,
then, is to find an accurate way to measure ¢;(¢).

This problem is complicated by several practical considerations:
(1) The airglow spectrum is one of emission with an effective continuum due to
0+NO (NO;) recombination, broad rotation—vibrational transition bands, scattered
light, and blended lines. The ZL is a pure absorption spectrum with a continuum
surface brightness which is, anticipating our results, nearly equal to that of the air-
glow component. The combination of the two makes continuum identification nearly
impossible.
(2) There is no digital airglow spectrum which one might consider fiducial for our pur-
poses. Published airglow spectra are often continuum subtracted; fail to cover bluer
wavelengths where airglow emission features are relatively low intensity compared to
the spectrum redward of 5577A; are low-resolution; and include a zodiacal compo-
nent by default. Furthermore, airglow is variable with time, location, and geological
events. During the course of this LCO program (1992 to 1996), volcanic activity in
the southern hemisphere caused noticeable variation in the spectral features and flux
of the night sky.
(3) The two components of the spectrum have roughly inverse dependence on airmass.
The ZL spectrum has the usual wavelength dependent extinction with airmass, while
airglow increases as a complex function of airmass.
(4) Finally, the emission from the atmosphere and the absorption features in the
ZL do occasionally overlap. For example, Figure 4.7 demonstrates the variability
of the HB Fraunhofer line due to time-varying emission from the atmosphere. The
Cal feature at 4227A is also clearly affected by O, emission and an unidentified line
at 4207A. We observed in the range 3800-5100A because the strong Mgl lines at
~ 5170A were found to be frequently affected by variable airglow features. For lack
of stronger Fraunhofer line candidates above 51004, Ca H & K were included in our
observations.

As a result of these four complications, measuring the equivalent width of the indi-
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vidual Fraunhofer lines is extremely difficult. .In addition, there are only 10 Fraunhofer
lines with equivalent width less than 1A at optical wavelengths A < 5577A. Red-
ward of that wavelength, the airglow emission line spectrum becomes prohibitively
dense. The entire spectral range from 3800-5100A does, however, contains identifi-
able blended solar absorption lines. To take advantage of the whole spectrum and to
avoid ambiguous continuum identification, we have developed a conceptually simple

approach to the problem of determining the scalings c;(t).

Identification of Scaling Factors

We begin by guessing at a reasonable range of ¢;(t), and subtracting the scaled solar
spectrum from the observed spectra. When we have used a scaling which produces the
correct surface brightness of the ZL as it is observed in these spectra, what remains

is a pure airglow spectrum:

Iair(/\a t’ X) = Iobs()‘a t7 X) — c,(t)I@(A) exp(—ex). (43)

While Ii:()) will vary with time and airmass, it should be free of solar features. As a
quantitative diagnostic with which to determine the presence of residual solar features
in what we think is a “pure airglow” spectrum, we use a linear correlation. When
the correlation between the residual airglow and solar spectrum is minimized, the ZL
surface brightness has been appropriately subtracted.

In practice, some details complicate the execution of this method. Namely, the
appropriate extinction correction varies with wavelength and with time; the spectral
resolution varies slightly as a function of wavelength due to varying focus; and, most .
importantly, the respective color of the airglow and solar spectra will dominate the
strength of the diagnostic correlation if the continuum shape is not properly removed.
These problems were addressed as follows.

In order to obtain a solar spectrum which was well matched in resolution to our
observed spectra, we convolved an ultra-high-resolution spectrum (see §4.4) with a

gaussian of variable FWHM. The appropriate width as a function of wavelength was
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determined from the shape of the lines in the arc lamp spectra which were used for
wavelength calibration.

As is implied by equation 4.1, we can compensate for extinction by applying
the extinction directly to the scaled solar spectrum. Thus, we effectively simulate
the appearance of the ZL in our spectra at each airmass by applying the extinction
curves measured from the standards stars. Any error in this correction will show up
as a trend in the inferred ZL surface brightness with airmass.

Finally, in order for the strength of the linear correlation of L (A) and Ig(X) to
reflect the strength of coincident spectral features, both spectra must have stationary
mean values as a function of wavelength. The continuum must therefore be sub-
tracted from both spectra. Unlike the requirements for measuring equivalent widths
of features in typical object spectra, the absolute flux level of the continuum is irrele-
vant in our case: it is only important to correctly remove the color of both spectra on
scales much larger than the features we are trying to match. This can be seen clearly

in the generic expression for a linear correlation:

>n(Tn —Z)(Yn —7)
Ri(z,y) = : 4.4
( y) \/Zn(x" - 36-)2\/2,1(3/“ - y)Z ( )

In this case, ¢ and y are I (A) and Ig(A) respective, the subscript n runs over
wavelength, and the subscript 7 designates individual band-passes. It is clear from
this expression that the mean flux drops out of the correlation, while difference from
the mean are crucial.

In practice, we have found that consistent results cannot be obtained in regions
where the airglow contains strong rotation-vibration bands: broad features cause
rapid fluctuations in the mean value of the spectra over a broad spectral region,
making it difficult to define the level on which the solar features are superimposed.
We therefore limit our efforts to the regions where the airglow continuum is fairly
smooth and can be well approximated by a first or second order polynomial fit.
Within those regions, indicated in Figures 4.6 and 4.7, we find that our results do

not vary significantly with the method of continuum removal. Among the methods
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we used for continuum estimation were boxcar smoothing with scales between 754
and 1994, first and second order polynomial fitting, and Savitsky-Golay smoothing
(Press et al. 1992). Consistent results were obtained from all of these continuum-
subtraction methods within the indicated regions, which do not include regions with
rapidly varying mean levels. The ZL indicated by each spectrum is taken to be the
average of the result in the three bands.

Note that the solution is not sensitive to Doppler broadening at the level which
it might affect the ZL (see §6.2.1). This is true because Doppler broadening will
not alter the total flux across a feature. The correlation is unaffected by the saw-
tooth effect of subtracting features with mismatched widths at the level of the 0.3A
Doppler broadening we might expect. In addition, we allowed for a shift in the central
wavelength when calculating the correlation, and found none. Figure 4.8 shows a pure
airglow spectrum (the night sky spectrum after zodiacal light is subtracted) with some

of the identified features labeled.

4.4 Fiducial Solar Spectrum

The requirements for the accuracy of our fiducial solar spectrum are not as stringent as
one might think. Recall that our method for determining the ZL in the WFPC2 band-
passes relies on a measurement of the ZL flux at 4200-5100A, which is independent
of the absolute flux of the fiducial solar spectrum. The flux at 3000 and 8000A is
then found by scaling the same fiducial solar spectrum to the appropriate flux at
4650A, and applying a reddening which is defined with respect to that fiducial solar
spectrum. Any error in the absolute broad-band color of the Sun is subsumed in the
reddening correction, and the total flux of the zodiacal light at 46504 is based solely
on the flux calibration of our own spectra. We do, however, need a high-resolution
solar spectrum which represents the width and depth of the absorption line features
to high accuracy in the range 4200-5100A. Outside of that range, a low-resolution
spectrum will suffice.

There are several flux calibrated reference spectra of the Sun available in the
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wavelength range 0.2-1um. A comprehensive review of the virtues and accuracy of
each can be found in Colina, Bohlin & Castelli (1996), to which we refer the reader
for a more complete discussion. For the reasons just discussed, we adopt the NL84
spectrum, both because it is the most accurate at blue wavelengths, and because it
is the standard for defining the ZL color.

The only available, high-resolution spectrum of the Sun is the National Solar
Observatory spectrum at 0.01A resolution (Kurucz et al. 1984). The individual pieces
of the spectrum are normalized to the local apparent continuum as described in the
published Atlas. Quoted errors are of order 0.1% in the residual spectrum, and as is
shown in the Atlas, agreement in the overlapping regions of the normalized scans is
generally much better than 0.25%. In addition, atmospheric absorption due to H;O or
O, is thought to be negligible below 6500A. In the optical, the normalized spectrum
is converted to absolute solar irradiance using the NL84 absolute calibration. We
therefore have confidence that the accuracy of the high-resolution spectrum does not
contribute any significant error to our results.

The broad band-pass colors of various measurements of the solar spectrum vary
by as much as 5-10% in the 3000-9000A range. However, we need only be consistent
in using the same solar reference spectrum with respect to which the ZL has been
calibrated. Indeed, the standard solar spectrum against which the color of the ZL
has typically been defined is the Neckel and Labs (1984) spectrum (Leinert 1977,
Leinert et al. 1981). In addition, our own determination of the color of the ZL is by
comparison of our FOS spectra with the Neckel and Labs spectrum. The color of the
NL84 spectrum over the range 4000-9000A is thus built into our definition of the color
of the ZL, and its absolute accuracy is therefore irrelevant. Beyond the wavelengths
observed by NL84, we have used the solar spectrum of Arvesen et al. (1969) in the
near-IR (8700-9600A), and Woods et al (1996) in the near-UV as recommended by
Colina, Bohlin & Castelli (1996). These data were obtained from the STScI World
Wide Web site (http://www.stsci.edu).
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4.5 Results

The absolute flux of the ZL as measured from each of the 18 spectra taken on Novem-
ber 27 and November 29 are shown in Figure 4.9. The measurements plotted for each
spectrum reflect the combined solution for the three wavelength regions indicated in
Figure 4.6. Since we only expect roughly 4% variation in the color of the ZL with
respect to the Sun over a 1000A range, the rms scatter in our results is not small
enough to detect the change in color over the 500A range of our measurements. We
therefore average results from the three wavelength bands together and estimate the
error from the rms scatter.

There are several points to note about the results. First, while airglow features
change continually throughout the night, our ZL measurement shows no temporal
trends over the 18 spectra taken from twilight to twilight on two different nights,
despite monotonic variations in the strength of airglow features (see Figures 4.9 and
4.7). Variations in the strength of Hg lines near 4130A and 49154, for example, are
clearly visible in Figure 4.7. In addition, the fact that our ZL measurements show
no trend with airmass demonstrate the accuracy of our extinction solution, which we
derived from our own standard stars observations. Finally, the same solution is ob-
tained from data sets taken on two different nights, which were treated as completely
independent data sets. These results are excellent agreement with typical values for
the same viewing geometry quoted in the literature (see the geometrically smoothed

averages given by Levasseur-Regourd & Dumont 1980).
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Table 4.1: LCO error budget for zodiacal light flux

Step Random Error Systematic Uncertainty
Bias level removal (§4.1.2) < 0.01%
Dark current removal (§4.1.3) < 0.01%
Pixel-to—pixel flat-fielding (§4.1.4) < 0.01% e
Slit illumination (§4.1.4) “ee < 0.1%
Point source flux cal. (rms error)(§4.2.2) 0.5% -
Extinction correction (rms error)(§4.2.2) 0.1% e
Aperture correction (§4.2.3) .o 0.4%
Solid angle (§4.2.4) 0.5%

rms in correlation (§4.3) 0.8%

Total 0.9% 0.5-0.9%




Fig. 4.1.— The slit position for the LCO observations is shown overlaid on an r-
band image of the field taken with the 2.5m du Pont telescope at LCO. The pointing
was selected to avoid galaxies to a limiting magnitude of 26mag/arcsec®. The bright
galaxy in the field is that imaged in the fourth WFPC2 chip (WF4). North is up.
East is left.
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Fig. 4.2.— The upper plot shows the raw, wavelength calibrated spectrum obtained
from a single row an 1800 second LCO observations of the night sky. The spectrum
has been smoothed to the resolution of the observations. The dotted line shows the
noise spectrum, which is read-noise dominated and therefore roughly constant across
spectrum. The lower plot shows the spectrum produced by averaging together the
data from 87 rows (a full image).
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Fig. 4.3.— The plot shows the sensitivity functions obtained from observations of
tertiary standards on 2 different nights. The solutions differ by 1-2%, well within the
fluctuations which are expected due to slight variations in chip temperature.
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Fig. 4.4.— The plot shows the extinction function derived from standard star ob-
servations taken on two different nights. The extinction solutions on the two nights
were found to be identical to within the errors (rms variations of less than 0.01 mag),
so that the final extinction solution was determined from both nights together.
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Fig. 4.5.— The upper plot shows the encircled energy curves in imaging data. Images
are taken in the focal plane of the telescope and therefore can be used to determine
the flux which will enter a 5.8 arcsec slit during spectroscopic observations. The lower
plot shows the encircled energy curve along the spatial direction of a spectroscopic
image. This plot shows that resolution is lost due scattering in the spectrograph:
98.4% of the light which passes through the aperture will be included in a 10arcsec
extraction aperture.
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Fig. 4.6.— The plot shows both a spectrum of the night sky and a solar spectrum
scaled to roughly the mean flux of the zodiacal light. The ZL contributes roughly
two thirds of the total flux of the night sky from LCO. The solar absorptions features
which are reproduced in the spectrum of the ZL are clearly visible in the spectrum
of the night sky. The strongest Fraunhofer lines are marked. Note, however, that
many of the solar features that appear at this resolution are blended, and therefore
not marked. Most of these are also clearly visible in the spectrum of the night sky.
The square brackets indicate the bands in which we measure the ZL.
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Chapter 5 Diffuse Galactic Light (DGL)

The diffuse Galactic contribution to the optical (3500 A-1um) surface brightness of
the night sky is predominantly ambient starlight scattered off of interstellar dust. The
distribution of dust in the Galaxy is highly structured and well correlated with the
distribution of hydrogen nuclei. Both the optical scattering and thermal emission from
interstellar dust are therefore non—isotropic and strongly correlated with observed Hi
column densities. Even where the surface brightness of the optical scattering is very
low, it can therefore be predicted by the brightness of thermal emission from the
dust, and also by the 21-cm emission line brightness which identifies the HI column
density along the line of sight. In the near-UV (2500-3500 4), the diffuse Galactic
light consists of non-isotropic, dust-scattered starlight as well, but also includes an
isotropic component resulting from free—free, bound—free, and two-photon emission.

In the following chapter, we discuss both the non-isotropic and isotropic compo-
nents of the DGL. We begin with a discussion of the non-isotropic component caused
by scattering of the interstellar radiation field (ISRF) off of dust, as this component
dominates the DGL over the full range of our observations. We use a simple scattering
model to predict the surface brightness of the optical and UV scattered light based
on the observed thermal emission at 100um. We compare the results of the model
with observed ratios of UV and optical scattering to the thermal emission (Ivy/Iioo
and Ir/I 00, respectively). The isotropic contribution to the wavelength range of our
observations is discussed in §5.2.

The reference frame of interest for discussing of the Galactic foreground contri-
bution to our field is, of course, Galactic. Recall that in Galactic coordinates, the
field center is at I ~ 206°6, b ~ —59°8 — well out of the plane and 154° from the
Galactic center in longitude. The thermal emission at 100 ym in this field is given
by the IRAS SkyFlux maps as roughly 0.4 MJy sr™!. The absolute calibration of the
SkyFlux images at 100um is 20% with a sensitivity of £0.5MJy sr™'and 2arcmin
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resolution (IRAS Explanatory Supplement, 1986). The extinction in the direction of
this field can be estimated from the Burstein & Heiles (1978) HI observations, and is
roughly E(B—V)~ 0.009, or Ay ~ 0.03 mag.

5.1 DGL Due to Scattering (Non—isotropic)

Large scale optical structures associated with dust even at high Galactic latitudes
have been noted in Schmidt plates by several observers over the last 30 years (de
Vaucouleurs 1955; de Vaucouleurs & Freeman 1972; Sandage 1976; Danziger et al.
1974; King et al. 1979; Impey et al. 1996). The significance and prevalence of inter-
stellar dust at high Galactic latitude, however, was not widely appreciated until the
mid-1980’s, when IRAS 100 um maps showed thermal emission from dust streaking
the sky at all Galactic latitudes. The dust which produces these cloudy structures is
now commonly referred to as “Galactic cirrus.”

Multiple-wavelength observations by both IRAS (12, 25, 60 and 100 xm) and
DIRBE (100, 140, and 240 sm) have produced blackbody emission spectra for the dust
which is characterized by temperatures ~ 17°K at high Galactic latitudes ({b| > 50)
(Boulanger et al. 1996). While the dust is therefore not hot enough to radiate in
the 2500-8500 A range of our observations, it does scatter the ISRF efficiently and
produces a non-isotropic, diffuse optical background which is correlated both with
the dust column density and with the intensity of the ambient ISRF along the line
of sight. As the surface brightness of the 100 um flux is also a function of the dust
column density and the strength of the ISRF which heats the dust, the easily-detected
100 um emission is a good predictor of the optical surface brightness of the diffuse
Galactic light.

The sensitivity of the IRAS 100 um SkyFlux maps is roughly 0.5 MJy sr~!(IRAS
Explanatory Supplement). Poor calibration causes negative valued fluxes in some
high latitude fields after the zodiacal light has been subtracted. HI atlases of the
Galaxy show, however, that the N(HI) does not drop below a ~ 3x10'® cm™2 at
any orientation (Burstein & Heiles 1978; Stark et al. 1992). Burstein & Heiles (1978)
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estimates of the average E(B—V) at the North and South Galactic poles are 0.01 and
0.02 mag, respectively. Based on scaling factors between J100 and N(HI) or E(B—V),
which are discussed below, one can infer that even at high Galactic latitudes, dust

radiates with flux levels > 0.1 MJy sr~1.

5.1.1 Empirical Iyy /g and Ig/lip0 Correlations

Several groups have investigated and identified correlations between the IR surface
brightness of the Galactic cirrus and its UV and optical surface brightness. In Tables
5.1 and 5.2, we list correlations found between measurements of the DGL at wave-
lengths between 1600A and 7000A at a range of Galactic orientations and low to
moderate 100 pm flux levels (N(H1)< 5 x 102 cm™2, ;o0 < 5MJy sr™!). In general,
while strong correlations between IR fluxes and optical or UV fluxes are found by all
groups, poor agreement is found between the exact flux ratios. A technical cause of
this disagreement is the low surface brightness and difficulty of the measurements,
especially in the UV where detector backgrounds have been difficult to remove (Henry
1991, and references therein; Murthy & Henry 1995). A physical cause is asymmetric
scattering from the dust.The intensity of the radiation scattered at an angle 6 with
respect to the direction of the incident light is described by the intensity weighted

asymmetry factor,
_ Jo I(6) cos§sin 6d6
=T T1(6)sin6dd (cos 6). (5-1)

A value near 1 indicates strong forward scattering, a value near 0 indicates isotropic
scattering. Evidence for large asymmetry factors (g 2 0.6) at near-UV to near-
IR wavelengths comes from laboratory measurements of g for the components of
astronomical dust and from observations of stellar outflows (Draine & Lee 1984, and
references therein; Onaka & Kadaira 1991; Witt et al. 1997). Large asymmetry factors
for interstellar dust imply that the light scattered to the observer is also a function of
the direction from the scattering angle along the line of sight and the direction from
which the ISRF illuminates the dust. Strong forward scattering causes the optical
and UV fluxes to be weaker at high latitudes (|b| > 50) and at longitudes away from



127
the Galactic center (130 < [ < 230), where the scattering angle towards the observer
would be large (i.e., backward scattering). This trend in Iyy/lioo and Ir/I100 can
be seen in general from the data in Table 5.1 and 5.2. The entries in both tables are
arranged from large (backward) to small (forward) scattering angles.

The data shown in Table 5.2 is a partial list of investigations of the optical/IR
correlation for cirrus clouds at high Galactic latitudes. The correlations found for
different clouds vary strongly, but also considerable variation is evident within the
clouds (see, for example, Figures 5 & 6 in Guhathakurta & Tyson (1989), Table 1 in
Laureijs et al. 1987). Measurement errors in both IR and optical or UV intensities are
> 10% in most cases. Note that the IR flux levels and N(HI) column densities for the
fields list in Table 5.2 are roughly a factor of 10 higher than the values for our observed
field (I100 ~0.4 MJy st~2, N(H1)~0.47x10% cm~?, or E(B—V')~ 0.009 mag).

5.1.2 Simple Scattering Model for I,/

The near-UV is not a popular band for studying scattering off of Galactic cirrus.
Empirical relations have been published in the far-UV and at optical B~ and R-
bands, but the expected surface brightness from scattering at 3000A is not clear
from these results: neither the optical depth of interstellar dust nor the ISRF is a
monotonic function of wavelength between 1600A and 4500A (see Savage & Mathis
1979 and Mathis, Mezger, & Panagia 1983). To better understand contribution of
non—isotropic DGL over the full range of our observations, we have used a basic
radiative transfer model to predict the scattered light from dust. We compare the
results of this model to the observations UV and optical dust-scattered DGL.
Assuming the Galactic cirrus along the line of sight in question is optically thin
(Ax < 1.08mag), the surface brightness of scattered light off of interstellar dust can
be exﬁressed as a function of the scattering cross—section of the dust, @5, and the
surface brightness of the radiation field, j), in ergs s~lem~2sr7'A-1. The effective
scattering cross-section of the grains along the line of sight can be expressed as a

function of the effective albedo of the dust population, wy, and the total extinction
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along the line of sight, Q3 = wy7x. The surface brightness of scattered light from
the dust which scatters uniformly (g = (cos ) = 0) is simply I\ = jawy 7a. Allowing

for non—uniform scattering, the back-scattered intensity is given by Jura (1979) as
IA ::j,\w,\ KDY S(g, b), (52)

in which 5(g,b) is the Henyey—Greenstein phase function as expressed by Jura (1979)

in terms of Galactic latitude, b, and average phase function of the dust, g:
S(g,b) =1—1.1gVsinb. (5.3)

For b > 50° and g = 0.6 (Draine & Lee 1984, hereafter DL84), S =~ 0.4. Note
that this assumes no dependence on the scattering angle between the line of sight and
the Galactic center (i.e., Galactic longitude). Such a dependence would merely imply
that a significant fraction of the incident ISRF is from the direction of the Galactic
center, which is indicated by the ratios I)/I;o listed in Tables 5.1 and 5.2.

To estimate the optical and UV scattered light, we then need estimates of 7y,
wy, and j) for a particular line of sight. Measurements of the optical depth, 7, or
equivalently, the optical extinction in magnitudes, Ay = —2.5log ™, have long been
known to correlate well with the hydrogen column density. We can therefore use the
scaling between 7 and N(HI) to estimate 7. Although the relationship between total
hydrogen nuclei column density, N(Hi + H;), and E(B—V) has less scatter than the
N(H1)-E(B-V) relation, measurements of N(H,) are much more difficult than for

N(Hi1) alone.! This relation can be expressed as

R,

= 0.921 N(HI1)/E(B—V)

N(H1), (5.4)

121 cm line emission comes from the forbidden transition between the two hyperfine levels of the
ground state of Hi. The populations of the two levels is 3:1 for kinetic temperatures (close to the
excitation termperature for interstellar gas) more than a few degrees Kelvin. Because probability
distribution of states is known, the emission line strength is directly proportional to the number of
atoms within the beam. The observed brightness temperature is therefore directly proportional to
the column density of Hi.
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in which Ry = A\/E(B—V) is the usual expression of the normalized extinction.
Several groups find N(H1)/E(B—V) between 48 x10% and 50x10%° cm~?mag™! from
measurements of the HI densities from 21 cm line emission strength and the reddening
to globular clusters and star counts (Bohlin, Savage & Drake 1978, Burstein & Heiles
1982, Knapp & Kerr 1974). N(HI) can then be measured from in 21 cm emission maps
to get the extinction along any line of sight when reddening studies or star counts are
not practical.

The extinction can also be obtained by measuring the intensity of 100 um ther-
mal emission from the dust along a line of sight. The correlation between thermal
emission and extinction is another consequence of the association between dust and
hydrogen nuclei which produces the 7-N(HI) relation. Ij00/N(HI) has been calibrated
by Boulanger et al. (1988) using the IRAS 100 um maps and a collection of N(Hi)
measurements around the sky from 21 cm observations. The correlation was corrobo-
rated using the better—calibrated COBE data (DIRBE and FIRAS instruments) and
the Leiden/Dwingeloo N(HI) atlas of the Galaxy (Hartmann & Burton 1995). In
both data sets, however, the simple linear relation between I1go and N(HI) breaks
down for N(HI1)> 5 x 10%° cm~2, or I1p0 > 5MJy sr™!. Not surprisingly the 7/N(HI)
correlation breaks down at that same point, as a direct result of the fact that the
molecular gas fraction shows a sudden increase at N(Hi)= 5 x 10?° cm~?, correspond-
ing to E(B—V)~ 0.1, or Ay ~ 0.3 (Savage et al. 1977).

N(Hi) rarely reaches such high levels at galactic latitudes of [b] > 50. The correla-
tion between ;oo and N(HI) which we use in our model for scattering shouid therefore
be taken from high latitude N(HI) data. The fluxes in our field (roughly 0.4 MJy sr™?,
or 0.47x10%% cm~? are well within the range N(HI) <5x10%° cm~2 found by Boulanger
et al. (1996) to be described by I;00/N(HI)ox 0.85 MJy sr~!/(x10%° cm™?).2

We take our estimate of the albedo of the dust from the models produced by
DL84, which give both the albedo and asymmetry factor of interstellar dust based on
an exponential distribution in grain sizes suggested by Mathis, Rump! & Nordsieck

ZA slightly different scaling, T100/N(H1) « 0.53 MJy sr=!/(10%° cm~2), is seen in from the DIRBE
results (Boulanger et al. 1996). The difference is attributed to a well known calibration offset in the
IRAS maps. Since we are using IRAS fluxes, we use the IRAS correlation.
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(1977). The grains population consists of graphite and astronomical silicate® grains,
the relative and overall abundances of which were determined by fitting synthetic
extinction curves for the two populations to the observed extinction curves as sum-
marized in Savage & Mathis (1979). The observed extinction curves are reproduced
extremely well by the two—component model. Even more impressive is that they very
accurately predict the thermal emission seen by DIRBE, which has better calibration
than the IRAS 100 um observations. This agreement implies that the —N(HI) esti-
mate to which they calibrate the dust abundance and the w-7 relation which results
are well matched to the empirical evidence and produce an accurate, self-consistent
picture.

Finally, the ISRF used here is that found by Mathis et al. (1983) for the solar
neighborhood, taken as 10kpc from the Galactic center. The spectrum Mathis et
al. give is a combination of four stellar components which are combined to fit the
observed radiation fields. The four components include a combination of early type
stars, which dominate the UV emission, disk stars, which are described by diluted
blackbody radiation with 7 ~ 7500°K and 4500°K, and red giants, described by
blackbody radiation with T ~ 3000 °K. Their estimates of the ISRF show the intensity
dropping by a factor of 2 by 13kpc. As our observations are 60 degrees out of the
Galactic plane and away from the Galactic center (I =206°6), this estimate of the
ISRF is appropriate for our purposes, if not slightly high.

In summary, we use the values quoted in DL84 for the dust albedos, which are
nearly constant at 0.6 over the wavelength range of our observations. The phase
function from their models are high enough to imply that the scattering will be
strongly forward, evidence for which is also seen in the lack of agreement between
scattering strengths around the sky (see Table 5.1 and Witt et al. 1997). We take the
energy density of the interstellar radiation field at 10 Kpc from Mathis et al. (1983).
And we estimate the optical depth of the dust by the correlation E(B—V)/N(HI) «

0.02mag/(10%° cm™?%), which can then be expressed in terms of 100um intensity as

3 Astronomical silicate is a variation on olivine. Its scattering and emission properties are taken
from laboratory measurements of olivine at high photon energies, and astronomical observations of
stellar outflows in the infrared.
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E(B-V)/Loo « 0.024mag/(MJy sr™'), as.found by Boulanger & Perault (1988).
This allows us to calculate the intensity of optical and UV scattered light along the

line of sight for a given Ijo0. The predicted scattered fluxes from our model are shown

in Table 5.3.

5.1.3 Comparison Between Model and Observations

For ease of comparison with the quoted UV and optical correlations to IR fluxes,
the results are expressed in units common to UV, optical and IR observations. The
results demonstrate that the majority of scattering seen is well explained by a simple
scattering model, which reproduces the observed mean fluxes and optical/UV colors
of the scattered light with reasonable accuracy between the in 1600 and 45004, as is
clear from comparison with the values listed in Tables 5.2 and 5.1 at b > 45. The
phase function changes by less than 10% at latitudes |b| > 50°, so the values shown in
Table 5.3, for which |b| = 50 was used, are generally representative for high latitude
fields.

However, as noted by Guhathakurta & Tyson (1989, hereafter GT89), the ob-
served optical colors, B— R and R— I, are redder than predicted. GT89 find ratios of
I(R)/I,(B) = 3.2, 2, and 1.7 for fields irl, ir2, and ir3, respectively, and L,(I)/L(R)
2.3, 2.1, and < 1.5 for ir3, ir4, and ir2. The predicfed rations are I, (R)/I,(B)=1.4
and I,(I)/I,(R) = 0.95. One possible explanation for the discrepancy is that the
scattering is more symmetric at longer wavelengths (see w and g values from DL84
in Table 5.3), hence backscattered flux becomes stronger. The solution for w and g
from observed temperature and intensity relations is degenerate, so that larger g and
smaller w are possible (Witt et al. 1997, Onaka & Kodaira 1991, Laureijs et al. 1987),
however strong wavelength dependence in the range 4500-9000A has not been found
from iaboratory or space observations.

One obvious explanation for the red observed optical colors of cirrus is a contri-
bution from something other than dust scattering. One possibility is structured Hoa

emission. Optical studies of cirrus are differential, and would only be sensitive to
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a structured contribution. GT89 have, however, looked for structured Ha emission
using narrow—band observations in their fields and have failed to identify a dust—
correlated contribution. Diffuse ionized gas at high Galactic latitudes does produce
Ha emission (see discussion in §5.2), but a uniform contribution would not be iden-
tified in relative flux measurements on and off of the clouds being studied.

Another possible explanation is suggested by observations of reflection nebulae,
which also show excess red emission over predictions of scattered fluxes. In reflection
nebulae, the emission is thought to be associated with fluorescence from molecular
hydrogen, and hydrogenated amorphous hydrocarbons (HAC) and polycyclic aro-
matic hydrocarbons (PAH) excited by ultraviolet radiation. Such emission would be
expected to correlate with CO, and in fact, strong correlations between the small
scale structure in CO and Ip have been observed by Stark (1995) in clouds with high
peak I g fluxes (5-7 MJy sr~?t), large Ay (0.4-1.0mag). As mentioned above, the
relevance of this contribution to fields with 10 times less I;00 and N(HI) is not clear,
however, as the density of molecular gas is correlated with column densities of N(HI)
> 5x10%° cm~2. Strong variations in the correlation between color and molecular gas
density both in and between fields indicate that the emission may be very sensitive
to self-shielding effects, optical depth and local ISRF. Indeed, the results of GT89
show that the degree of reddening is well correlated to the average I;00 emission, even
if it does not correlate well with the structure within the cloud. Stark (1995) has
demonstrated that variations within the cloud can be a complicated function of the
CO distribution. It seems conservative, therefore, to adopt optical colors found for
the fields with the lowest IR flux in the GT89 sample, listed in Table 5.2. Note that
the IR flux in the 2 lower flux fields (ir2 and ir3) is more than a factor of 10 higher
than in our own.

We therefore estimate the optical flux in our field from using our scattering
model for A < 4500, and adjust the predicted scattering model at redder wave-
lengths to match the average colors observed by GT89: I,(R)/I,(B) ~ 1.8 and
I(I)/I,(R) ~ 2.0. The resulting spectrum is flat in I, with a value of roughly
0.9-1.0x10~° ergs s"!cm~2sr~! A~from 3000-9000A. Finally, we note that our scat-
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tering model was not dependent on Galactic longitude, although observations do show
some dependence on the scattering angle of interstellar radiation from the Galactic

center. This, again, makes our predicted values conservatively large for the field of

our WFP(C2 observations.

5.2 Isotropic Contributions to the DGL

Isotropic components at wavelengths < 3700 A have taken longer to identify and
appreciate than the scattering component for the obvious reason that faint, isotropic
components are only seen in absolute measurements of surface brightness. In the far-
UV (X < 2000 A), the zodiacal light makes a negligible contribution to the background
light. Contributors to the isotropic or slowly varying background flux as seen from
rocket-borne observations in the far-UV are therefore either Galactic or extragalactic.
In the last 10 years significant progress been made in differentiating the two (Reynolds
1985; Henry 1991; Martin, Hurwitz, & Bowyer 1991; Wright 1992). \

The presence of warm ionized gas well beyond the plane of the Galaxy (|b] > 15)
is demonstrated by pulsar dispersion measures and also by the faint optical emis-
sion lines of Ha, [NIJA6584A, [SiJA6716A. Fabry-Perot observations of the diffuse
Galactic Ha emission find significant levels at all orientations. For |b| > 5°, Reynolds
(1984) finds the average intensity to be consistent with that predicted by the path-
length through a slab model for the galaxy, with significant flux even at the poles:
I(Ha) = 2.9 x 1077 csc |b] ergs s~ cm™?sr~! (Reynolds 1992). Note, however, that line
emission of this strength would contribute roughly 0.1% to the background we have
detected with the WFPC2 through the F555W filter even if the line were at the point
of peak sensitivity in the band-pass. He, however, is only at the edge of the F555W
band-passes, where the sensitivity is roughly 10% of peak, so that Ha of the strength
found by Reynolds will contribute at most 0.01x 10~ %ergs s~lem~2sr~1A~to our mea-
surement. [O11] at 5007A, which is near the peak of our band-pass, is predicted (and
detected) to be lower in intensity than He by a factor of 20 (Reynolds 1985, Shields
et al. 1981).
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More important than the total flux contributed by He, however, is the hydrogen
two-photon, free—free and bound—free continua associated with the ionized gas densi-
ties that are implied by the detected Ha line strengths.* The spectrum of continuum
emission is flat in I, with a few notable exceptions. Bound—free emission arises from
the recombination of free electrons to bound states. The recombination coeflicient
changes abruptly at the onset of recombination to each level, causing a sharp drop
in emission at Balmer (A = 3648A) and Paschen (A = 8208A) limits, corresponding
to electron capture to levels n = 2 and n = 3 in hydrogen. The other exception
occurs in the far-UV and is the result of two-photon emission during the transition
of electrons from the 2s-1s bound states. The probability distribution of emitted
photons is peaked at equal energy (v(Lya)/2, A=2421A), so that the energy emitted
as a function of wavelength is skewed, peaking on the low-wavelength side of the
distribution, at 1620A. While two—photon emission is significant for far-UV observa-
tions, it therefore does not significantly contribute to our observations: it peaks in
the far-UV at roughly 0.6x10 %rgs s~'cm~2sr™*A~1, and falls roughly as A™** at
longer wavelengths.

The combined spectrum of free-free, bound—free, and two—photon emission was
calculated by Aller (1987) as a function of electron and ion densities, and has been
expressed by Reynolds (1992) as a function of the observed Ho emission. The to-
tal continuum spectrum which is emitted as a function of the Ho observed at the
Galactic poles is a function of the temperature of the warm ionized medium. For
our purposes, a conservative estimates of the total isotropic, continuum for gas tem-
peratures T ~ 10* is given by Aller (1987) and Reynolds (1992) as Ix(g 37004) <
0.3x10 %ergs s—'em~2sr~*A~land (3 37004) <0.01x10 ergs s~lem™2sr~1AL

4Several forbidden lines in the far-UV and near-IR ([N1JA1220 and 220504, [C1]A158A, and
[C11JA7um) are also associated with the observed Ha, but are not relevant at the wavelengths of this
work.
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5.3 Summary

The DGL predicted by our scattering model gives us an upper limit to the non-
isotropic Galactic contribution to our field. It includes dust properties from the DL84
model, which are very well matched to observed thermal, scattering, and extinction
properties of the interstellar dust at high Galactic latitudes. Our model includes a
scattering phase function which accounts for Galactic latitude, but not for Galactic
longitude. In this respect, the results are an upper limit, as larger scattering angles |
for light from the Galactic center will produce smaller scattered fluxes. The model is
in good agreement with the observed ratios of scattering to thermal emission, but is
slightly bluer at long wavelengths than some observations have seen. As all of these
observations are in clouds with higher N(Hi) (and higher 100 ym fluxes) than our own
field by a factor 10, it is not clear that the molecular effects which are thought to
cause this reddening are relevant to our field. Nonetheless, as a conservative estimate
of the DGL contributing to our observations, we have corrected our model to have
redder colors between 4500 and 9000A.

The isotropic contribution to our field from continuum emission (two—photon emis-
sion) is negligible. The flux from line emission also makes a negligible contribution
to our band—passes, both because most of the atomic transition lines miss our band-
passes, and also because our bands are 1000A wide, and line emission is therefore

strongly diluted.

We take the DGL contribution to each of WFPC2 fields to be IN(DGL) =
1.0x10~° (ergs s~'cm~2sr™ A1) at F300W, 0.8x10~%at F555W, and 0.8x107° at
F814W.
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Table 5.1: Observed correlation: Io1eum/ 100

Reference e |b|a IO.IG/IIOO IlOO

(°) (°)  CU’/(MJysr~!) L°/(MJIysr™!) MJysr~!
Witt et al. (1997)¢ (145) (30) 72 0.86x107° 2-8
Hurwitz et al. (1991)¢ 135 —220 > 40 80(£10)  0.96 x 107° 1-5
Sasseen et al. (1995)¢ (270) (45) <233 <2.8x107° 2-8
Jacobsen et al. (1987) (70) (50) 65(£25) 0.78x10™% 1-2.2
Witt et al. (1997) (290) (45) 258 3.10x107° 2-8

a: Bracketed values represents an average for the data used in the calculation.

b: CU = photons s=! cm~2 sr~tA-1.

c: I = ergs s~lem~2sr~ 1AL,

d: We calculate Ig 16/ I100 for Hurwitz et al. (1991) from the points plotted in their Figures 2a,b.
e: Witt et al. use a model which includes the average scattering angle and phase function along the
line of sight. Based on their observations, this entry shows their predict value for Io.16/T100 at the
Galactic position indicated.
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Table 5.2: Observed correlations: Ip r 1/Ti00um

Reference l° b° Io_45/If00 IO.65/I]I?00 IO.QO/Ifoo IIOO
GTS89 - irl¢ 174 —42 0.36x1073 1.1x10°3 11.4
Laureijs et al. 1987¢ 211 —37 0.48x1073 e o 6.3
GTR9 - ir2 235 37 1.1x10™%® 2.2x107%® < 1.6x10™% 3.6
Paley et al. 1991 104 —32 4.8x107% 8.0x107%® 11.0x10™3 2.5
GT89 - ir3 38 45 2.6x1073 4.4x1073 6.0x10™3 5.9

All intensity units in this table are I,, expressed in MJysr™1.

a: At 0.45 pm, I, (MJysr~1) = 1.5 x 10~° I (ergs s~*cm~%sr~1A-1).
b: At 0.65 pm, I, (MJyst=1) = 7.1 x 10~7 I)(ergs s~ lem~2sr~1A-1).
c: At 0.90 pm, I, (MJysr—1) = 3.7x10~7 I, (ergs s~*em~2sr~tA1).
d: Guhathakurta & Tyson 1989 — field designation

e: From the data in Laureijs et al. 1987, Table 1



Table 5.3: Model correlations: Ix/Ii00
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1600
2500
3000
4500
5500
6500
8000
9000

T /N(HI)

(10%° cm=2)~1

0.120
0.130
0.105
0.068
0.047
0.042
0.032
0.025

ws

0.410
0.550
0.581
0.600
0.600
0.600
0.540
0.500

S(g,0)°

0.42
0.50
0.54
0.56
0.59
0.61
0.68
0.71

In/Ioo

CU4/(Mly sr—1)

181.96
94.54
118.09
68.75
42.85
32.66
18.82
11.76

(MJy sr=1/(MJy sr1)

1.86x1074
3.69x107*
7.97%x10~*
1.57x1073
1.78x1073
2.24%x103
2.41x1073
2.14%x1073

Iy¢/(MJy sr71)

2.18x107°
1.77x107°
2.66x107°
2.32x10°°
1.77x107°
1.59x10°
1.13x107°
7.94x10710

a: Optical depth as a function of HI column density. The values used are given by Savage & Mathis
(1979) and match the standard value of Ay /N(H1)=0.06 mag/ (10%°cm™?) (Bohlin, Savage & Drake

1978).

b: Albedo, taken from model by Draine & Lee (1984).
¢: Scattering phase function in terms of asymmetry parameter, g, as calculated by Draine & Lee

(1984).

d: CU = photons s~lem~2sr~1A-1.
e: I = ergs s~lem~—2sr—1A-1,
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Chapter 6 Combining HST & LCO
Measurements to Detect the EBL

In the previous chapters we have described two measurements of the absolute flux of
the night sky from HST using WFPC2 and FOS. These measurements include the
extragalactic component from galaxies fainter than our adopted bright magnitude
cut—off of Viss = 23 as well as zodiacal and galactic foreground emission. We have
also described a ground-based measurement of the zodiacal light (ZL) using spectra
from Las Campanas Observatory. This measurement of the ZL is in the field of view
of the WFPC2 images and was made at precisely the same time as the WFPC2 and
FOS observations. Finally, we have used both empirical results in the literature and
a simple scattering model to estimate the contribution of diffuse galactic light (DGL)
due to dust-scattered starlight.

As in Chapter 2, we use the notation Igpr(V > 23) to indicate the extragalactic
flux from all galaxies fainter than Viss = 23. This reflects the fact that we use the
Viss—band to define the bright magnitude cut—off and also to define the masking
regions used for all three of the WFPC2 bands. This ensures that we are consistent
in our definition of the EBL as a function of wavelength, and that the contribution
as a function of wavelength is not varying due to the detection limits or spectral
energy distributions of the detectable objects. The flux from extragalactic sources,
Igsr(V > 23), is the difference between the total background measured from HST,
I1o:(V > 23), and the foreground components of ZL and DGL. The accuracy with
which: we can determine Igpr(V > 23) depends upon the accuracy of the individual
measurements, and the assumptions we must make in synthesizing the results. We
therefore begin this chapter by reminding the reader of the accuracy and limitations of
each of the measurements, and the methods we employ to incorporated the foreground

and background results. The confluence of Chapters 2-5 is measurement of the EBL
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which is presented in §6.3.

6.1 Summary of Foreground and Background Mea-
surements

The total integrated background has been measured from above the Earth’s atmo-
sphere using data from HST/WFPC2 and HST/FOS. The WFPC2 images provide
measurements of the total background It.(V > 23) through wide-band filters cen-
tered at 3000, 5500, and 8000A. These are the F300W, F555W, and F814W filters,
respectively, and each is roughly 1000A wide. We have excluded galaxies brighter
than Viss = 23 from this measurement by masking them out, and hence we refer to
a total flux from objects with V' > 23 as I1,(V > 23) . The measurements which
result from these observations have random errors of < 1% of the total background
flux (Table 2.7) and systematic uncertainties of roughly 1-2% of the total background
flux (Table 2.8). The mean levels of I1:(V > 23) shown in Figure 2.14. Recall that
I71, is between 20 times the predicted minimum for Igpy, from galaxy counts at 30004,
and as much as 90-100 times the predicted minimum at 5500A and 8000A (see Fig-
ure 1.5). An uncertainty of 1% in It therefore translates into 20% and as much as
50-100% uncertainty for our measurement of the Iggj, in the near-UV (SOOOA) and
optical (5500 and 8000A) band-passes, respectively.

The FOS spectra also provide a measurement of total flux in the range 4000-
7000A with spectral resolution of roughly 300A. The precision per resolution element
is around 2.5%, and the systematic uncertainty over the full range is roughly 4%.
Again, these percentage errors are fractions of the total background flux, I1,, in the
FOS Qbservations, and therefore several times the expected EBL. The FOS has too
small a field of view (see discussion in Chapter 3) and these errors are too large to
make the FOS useful for measuring the absolute flux level of the EBL. However, the
majority of the systematic uncertainty in the FOS observations results from wave-

length independent effects. The FOS spectra therefore provide a measurement of the
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color of the total background flux which has a statistical error of 1% in the slope.

Anticipating our results, the total background from HST is ~ 97% zodiacal light.
The color of the spectra taken with the FOS is therefore clearly dominated by the
color of the ZL. The color of the ZL is relevant to this measurement because the ab-
solute flux of the ZL can only been determined using high resolution spectra (~ 24)
with excellent flux calibration (+1%). At present, these criteria can only be met
using ground-based observations, and airglow lines preclude the measurement of the
7L outside of the range 4000-5100A. Accordingly, we have measured the absolute
flux of the ZL in a band centered at 4650A using spectra taken at Las Campanas
Observatory; the resulting measurement has a precision of 0.8%, and a systematic
uncertainty of < 1%. This absolute flux must be extrapolated from 4650A down to
3000A and up to 8000A in order to remove the ZL contribution from the HST mea-
surements of It.;. This requires knowledge about the color of the ZL. As discussed
in §81.2.2, and 4.5, the broad-band spectrum of the ZL is redder than the spectrum
of the Sun by roughly 5%/ 1000A.! Our FOS measurement is the most accurate mea-
surement of the ZL color available; but like most measurements of the color of the
ZL, it includes the color of the EBL which we are trying to isolate. This limitation is
not insurmountable, but it does figure prominently in our uncertainties.

In this chapter, we briefly discuss the observations and calculations of the color
of the ZL. As mentioned above, most measurements of the ZL color in the literature
include the color of the EBL which we seek to measure. Our measurement with the
FOS is no exception, however the WFPC2 observations can be used in conjunction
with the FOS and LCO data to place much stronger limits on the color of the ZL

than has previously been possible.

1As discussed in §1.2.2, it is common to describe the broad-band color of the ZL as a function
of the solar spectrum: C(A, o) = %. If A > Xo, then C(X, Ao) is greater than 1 for a
spectrum which is red with respect to the solar spectrum.
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6.2 The ZL Through the WFPC2 Band—passes

We can create a spectrum of the ZL with absolute flux calibration by scaling a solar
reference spectrum to match our measurement of the absolute flux of the ZL at 4650A.
At this stage in the analysis, we use as our solar reference spectrum a composite of the
UV solar spectrum of Woods et al. (1997), the optical spectrum from NL84, and the
infrared spectrum produced by Arveson (1969), as recommended by Colina, Bohlin
& Castelli (1996). We obtained this spectrum from the STScI World Wide Web site
(http://www.stsci.edu), where it was made available by that collaboration.

In addition to scaling the solar spectrum to the mean level which we measure for
the ZL at 4650A, we must also redden our scaled solar spectrum slightly to obtain
the correct color in the flux calibrated ZL spectrum over the full range 2500-8500A.
Our FOS spectra provide the most accurate measurements of the combined Iz, + IgpL
color available from 4000-7000A, and are clearly the most relevant to our observations
as they pertain exactly to the scatting angles and zodiacal dust column densities at
issue here. Before we discuss the degree to which the color of Iz and Igpr can be
separated, it is interesting to compare our results to other observations of the ZL in
the literature. We begin with a brief explanation of the scattering which produces

the ZL spectrum and the color which is predicted by scattering theory.

6.2.1 Evidence for the Color of the Zodiacal Light

Réser & Staude (1978) showed that Mie scattering of sunlight by large (r > 10pm)
grains could explain the solar-like spectrum of the ZL over the full wavelength range
from the UV to the near-IR (1500A to 10um). While near—neutral colors for the
ZL were long claimed, slight color deviations are now well documented (Leinert et
al 1981; Murthy et al. 1990; Matsuura et al. 1995). At the 10% level, the color of
the ZL results from several competing effects, with the dominant effect varying as a
function of wavelength. Mie scattering from smooth grains is wavelength independent
for wavelengths (\) and grain sizes (a) such that a 3 A. For a < A, however, longer

wavelengths will be less efficiently scattered, causing bluing of the spectrum. Surface
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roughness, on the other hand, causes less efficient scattering at wavelengths shorter
than the characteristic roughness scale, and therefore results in reddening of the
incident spectrum. The exact color of the spectrum produced by Mie scattering was
shown by Weiss-Wrana (1983) to depend strongly on the exact composition of the
scattering particles, and by Schiffer (1985) to depend strongly on the exact scale of
the characteristic roughness. A great deal is known about the composition of the IPD
and the size distribution of the particles from far~IR observations (Reach et al. 1996,
using ISO; Reach 1988, using IRAS; Berriman et al. 1994, using DIRBE), laboratory
scattering studies of particles captured in the upper atmosphere (Brownlee 1978),
studies of lunar microcraters (Fechtig et al. 1974), and basic dynamical considerations
(Dermott et al. 1996). Nonetheless, the composition and size distribution of the IPD
is not uniform, and both models and laboratory results show that the spectra are
extremely sensitive to size distributions, compositions, and surface properties. The
color of the zodiacal light cannot, therefore, be predicted with the accuracy we require.
We turn then to the empirical observations.

The Helios space probe measured the ZL at visual wavelengths to be reddened
by of order 5% per 1000A with respect to solar spectrum (Leinert et al. 1981), with
reddening decreasing at larger elongation angles (¢) and greater ecliptic latitudes
(b]). Specifically, Leinert et al. find C(5500,4400) = 1.05 and C(3650,4400) = 1.03
(quoted accuracy £0.04) for orientations similar to those of our own observations
(e ~ 130°, [b] = 31°). Models for the Galactic background were used to isolate the
color of the ZL, however the EBL was not considered in their measurement.

In a program designed to measure the EBL in the UV, Murthy et al. (1990) found
that the color of the ZL in the UV is almost linearly related to |b|, and actually
becomes bluer than the Sun at high enough viewing angles out of the ecliptic plane
(6] > 50°). At the ecliptic latitude of our measurement (|| ~ 3525), they find
C(5500,2500) = 1.17 (redder than solar), with a total calibration uncertainty of at
least 0.1. The correlation between color and latitude is likely to indicate that smaller
grains (< 0.5um) are more uniformly distributed out of the plane than larger grains

(due to Poynting-Robertson forces), so that while the redder wavelengths are less
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efficiently scattered at |b| 3 30°, scattering efficiency at shorter wavelengths does not
drop off as quickly. Murthy et al. (1990) do not find a strong change in the color
of the ZL over the spectral range of their observations, 1650-3100A, which makes it
seem unlikely that the color of the ZL is very much farther from unity than the value
they quote. Their measurement results from spectral observations, which allows them
to isolate the ZL from the EBL. While this is encouraging in terms of a consistent
picture for the ZL and interplanetary dust (IPD) characteristics, the limited accuracy
of this measurement is not particularly helpful for our purposes (see Figure 6.1).

Finally, the results of recent rocket experiments (Japanese rocket programs S-520-
11/15) at 1.4-4pm find the near-IR color of the ZL to be C(5500,1.25um) = 1.3+0.2
around b = 45° (Matsuura et al. 1995). While the poor absolute calibration of
this result makes it of limited use for us in pin-pointing the ZL color, this value is
in excellent agreement with the ~ 5%/1000A at optical wavelengths, which would
predict C(5500,1.25um) = 1.35 if the color remains linear over the full near-UV to

near-IR wavelength range.

6.2.2 Implications

Two important conclusions may be drawn from the empirical and theoretical evidence
concerning the broad-band color of the ZL. First, the color of the zodiacal light
at all wavelengths is seen to change not only with scattering angle but also with
ecliptic latitude. This is evidence for a gradual change in the characteristics of the
IPD as a function of position in the ecliptic. Such changes are not particularly
surprising, as distinct structures have also been observed in the IPD. The near-Earth
ring and low-latitude dust bands are good examples of the dramatic segregation
of particles which can result from dynamical effects (Dermott et al. 1996; also see
Reach\et al. 1996 for ISO results; Reach 1988, from IRAS; and Berriman et al. 1994,
using DIRBE/COBE).? Thus we conclude that for observations of the ZL color to

2Gravity and Poynting-Robertson drag dominate the forces on larger particles, so that they tend
to spiral in towards the Sun. Smaller particles (< 0.5um are more affected by Lorentz forces, and
thus tend towards increasing inclinations and orbital radii. Such grains would thus have a much
more uniform distribution with latitude, while the large grains which scatter visible light would
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be relevant to an observation, they must be taken along very similar lines of sight to
the observations in question. With this limitation, the results of other groups from
observations along similar viewing angles (discussed above and plotted in Figure 6.1)
are clearly in good agreement with the color we find from our ZL measurements.
Given the low accuracies of the results plotted for other groups, and the necessary
inclusion of the EBL in those measurements, this is not particularly enlightening for
our purposes, although it does represent the sum total of knowledge on the issue.

The second conclusion to be drawn is far more helpful to us, and concerns the
rate at which the color of the ZL varies with wavelength. The observed broad-
band spectrum of the ZL is well explained by Mie theory and only weak wavelength
dependence is observed. Between 2000A and a few microns, the color of the zodiacal
light is seen to be roughly linear with wavelength — the total intensity of the zodiacal
light changes by 5% with respect to intensity of the Sun over every 1000A interval from
2500A-1.4um. If variations in this linear slope exist, they have not been observed. If
any higher order dependence on wavelength does exist between the scales of moderate
resolution spectroscopy and broad-band photometry, measurements would clearly
need to have accuracies on order 1% to detect them. Our FOS observations border
on this accuracy, and we note that no significant deviations from a linear color are

apparent in our data.

6.2.3 Adopted Color

For the reasons enumerated above, we use our own FOS and WFPC2 data to de-
termine the color, C(}), of the ZL under the assumption that the color of the ZL
is a linear function of wavelength and that any slight deviations from linear will be
averaged out over the 1000A band-widths of the WFPC2 filters. By subtracting the
spect\rum of the DGL from the total background spectrum measured by FOS, we

concentrate in the plane. The UV bluing trend at large |b| can thus be interpreted as the result of a
drop in visible surface brightness with increasing ecliptic latitude, while the UV surface brightness
resulting from small (a ~ A) grains does not change as quickly with latitude. In addition, cometary
contribution to the IPD will have high orbital inclinations and will therefore remain out of the plane
while the low-latitude IPD will be predominantly asteroidal in origin.
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obtain a color for the remaining flux (Igpy, + Jz1) which is roughly 4.4%/ 10004.

Based on the results in the literature, we can assume that the color of the ZL does
not vary by more than a few percent from this value over the range 2000A-1pm. We
can identify more stringent limits for the color of both the ZL and the EBL, however,
if we consider the mutual constraints which are set by the WFPC2, FOS, and LCO
data. For clarity, we describe below the calculation of the ZL through the WFPC2
band-passes before we return to the discussion of separating the EBL from the ZL in
the next section (6.3).

The spectrum of the zodiacal light is uniquely defined by our measurement of the

mean flux of the ZL at 4650A, the solar spectrum, and the color of the ZL:

I71,(4650)

IL(A) = Ie(A) C(}) 7o (4650) "

(6.1)

Explicitly, for reddening of 4.4%/ 1000A with respect to solar, normalized at 46504,
the color of the ZL is given by C()) = 0.044 x (A/10004) + 0.795.

The spectrum Iz;,(A) as expressed above is then an absolute flux-calibrated spec-
trum of the ZL, which we can convolve with the SYNPHOT throughput tables (using
the version released in May 1997) in the usual way to obtain the absolute flux of the
ZL through each of the filters. The flux through the WFPC2 band is given by

ST InA) A dA

(6:2)

in which T()) is the throughput of a WFPC2 filter, I(A) is the spectrum of the
zodiacal light, and all spectra are in units of of ergs s~lcm~2sr~'A-!, as usual. No
addition error results from convolving the flux calibrated ZL with the band-passes
that define the WFPC2 system, as any error in the SYNPHOT synthetic photometry
is incgorporated in our estimate of the WFPC2 systematic errors. As discussed in
§§2.2.1 and 4.2.1, the agreement between the two fiducial systems is well within the

quoted uncertainties of point source calibrations.
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6.3 The Extragalactic Background Light

The EBL in each of the three WFPC2 bands is the difference between the total mean
background measured in the WFPC2 images, 1o, and the foreground contributions

of ZL and DGL:

I71,(4650)

IepL(A) = Itot(A) — | Io(A) C(A) I5(4650)

— IpgL(}). (6.3)

As we have noted, the color indicated by the FOS must include a contribution from
the EBL and the DGL. The DGL is relatively flat in I, and that contribution can
easily be removed using the results of Chapter 5. After the DGL is subtracted, the
FOS spectrum is composed of ZL and EBL. Only if the EBL is flat in I would the
color of (Igpr + Iz1) be the appropriate color to adopt for the ZL. If, on the other
hand, the EBL is blue, then the ZL is slightly redder than the color measured by the
FOS spectra. If the EBL is red, the ZL is slightly bluer.

At both 3000A and 8000A, we infer the maximum ZL flux if we assume the
minimum possible flux for the EBL. By considering the maximum possible Iz at
3000 and 8000A, and comparing those maxima to the absolute flux which we have
measured at 4650A, we can identify the extrema possible for the color of the ZL.
The WFPC2 data can be used to define a maximum value for the ZL independent
of the LCO and FOS data if we can identify a minimum possible EBL. We .can do
so by making the very conservative assumption that all of the flux in the EBL is
associated with objects brighter than our completeness limit of Vss5 = 28 ST mag.
This is a conservative assumption in the sense that even if all extragalactic light is
associated with galaxies, our detection limit is quite bright: objects are detected down
to Viss ~ 30 ST mag in the deeper exposures (e.g., the HDF). We then need to identify
the flux associated with detected galaxies in order to determine the maximum ZL at
3000 and 8000A.

The simplest method for measuring the flux from detected objects fainter than

Vsss = 23 ST mag, without using our absolute ZL measurement, is the following. After
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the initial detection of the objects, we can simply measure the total sky flux, including
foregrounds, by masking out a generous region around every object brighter than
Viss = 23ST mag and taking the average of the remaining pixels in the image.® As
discussed in §2.4, this gives us the the total background sky flux including all objects
fainter than 23 ST mag, Ite:(V > 23). If the goal were an absolute measurement of the
EBL, then we would need to subtract exactly the flux of the foreground contributions,
(Iz1 + IpgL). As our goal in the current exercise is to determine a lower limit to the
EBL, we can simply mask out all detected objects to our detection limit (Vass >
28 ST mag) and take the average flux per pixel over the remaining pixels, It (V >
28), as an estimate of the foreground flux. This approach avoids the process of
local sky estimation and individual object photometry. In other words, we measure
the total flux in the frame including objects and the total flux in the same frame
excluding objects. The difference of the two is obviously the flux contributed by
objects. This measurement has no systematic flux calibration errors and none of the
typical photometry errors which result from local sky estimation or detection-limit—
defined isophotal, total, or corrected magnitudes. This method of measuring flux
from objects is simply the equivalent of using a very generous aperture magnitude
and with a single estimate of the sky value taken from the whole frame.

To mask objects in the range 23 < V < 28 ST mag, we use the same basic mask
definition (an elliptical region 3 times the isophotal detection radius) which was used
for the V < 23ST mag galaxies discussed in §2.4, with the additionally stipulation
that the minor radial axis must be at least three pixels. In other words, if the
detection isophote had a minor axial radius of less than three pixels, then the radius
was set to three, the major axial radius scaled accordingly, and then both dimensions
were grown by a factor of three. This produces masks which are never smaller than
~ 10kpc in the rest frame of the object.* Note that we have masked out regions

which are a factor of three times larger than maximum area used for the smallest

3Viss = 23STmag is the magnitude at which galaxies become numerous enough in a
9 aremin x 2 arcmin WFPC2 field that the Poisson fluctuations in their number density become
an insignificant source of error. '

4The minimum apparent angular size corresponding to 1kpc is
0.14 arcsec, for @ = 0.2, Ho = 75 km/s/Mpc, or 0.17 arcsec for 2 = 1.0.
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objects in the HDF object catalog, in which objects are allowed to have two pixel
(0.2 arcsec) radii, and are grown by a factor of two in area, or V2 in radius.

Any “uniform” extragalactic component will be included in this estimate of the sky
level, so that the method we are describing here does not provide a true measurement
of the EBL, but rather a strict lower limit. Not only will inter-galactic components
be included in this sky estimate, but any contribution from objects with central
surface brightness faint enough to escape detection will also be included. This is
quite different from measuring the EBL by identifying the absolute fluxes of the
foreground sky (ZL and DGL) explicitly. At the very least, roughly 1000 galaxies
are seen in the HDF with Ve or Byso magnitudes in the range 28—30 ST mag (see
Figure 2.8). We can therefore be certain of overestimating the foregrounds by using
Ito(V > 28) as an estimate of the sky level.

In the remaining work, we abbreviate this method for determining the flux from
detected objects (a minimum value for the EBL) as I33<v<2s. Note that we can cal-
culate this quantity for all three of the bands F300W, F555W, or F814W using the
masks made from the detection of objects through the F555W. The minimum EBL
estimated in this way is shown in Figure 6.3. Note that this minimum EBL measure-
ment is immune to all systematic calibration problems which have been mentioned
in the Chapters 2-4, because only one instrument and one calibration system is in-
volved. All of the systematic errors discussed in Chapters 2-4 which affect absolute
surface brightness calibrations are irrelevant here. Only rms errors contribute to this
measurement of the minimum EBL flux. This lower limit therefore has error bars
which are less than 1% of 1x10~°, not 1% of 100x10~°. This limit is also immune
to possible errors in galaxy photometry, as we have not assigned individual fluxes to
the galaxies. The minimum EBL in the V5 4-band is then 0.5x 10~°, which tells us
precisely the maximum flux of the ZL at 8009A (the effective wavelength of the ZL
through the Vz14-band). One extreme for color of the ZL then follows by comparing
the I71,(8009A) with the absolute flux which we measured for the EBL at 4650A. The
change in the relative strength of the ZL to the solar spectrum, C'(}), is constrained

in this way to be <5.5%/1000A.
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Similarly, the minimum flux of the EBL at 3230A (the effective wavelength of the
ZL through the V3go—band) indicates that the ZL can be no bluer than 3.5%/ 1000A.
The possible colors of the EBL are then constrained to the hatch-marked region
in Figure 6.3. The maximum uncertainty in the EBL in the F300W and F5555W
measurements is then less than 1x107° due to uncertainty in the ZL, while the flux
in the F814W is dominated by uncertainty in the ZL. This is difficult to avoid as the
7L must be extrapolated over 3000A to obtain an estimate at the F814W based on
our measurement at 4650A.

The WFPC2 and LCO observations therefore show that the total range of possible
colors for the ZL in our field as C(A)=3.5-5.5%. This is completely independent of
the FOS measurement, but does, in fact symmetrically bound the 4.4% color found
for the total background as measured by FOS. Beyond demonstrating merely that all
three instruments were looking at the same sources, as one would certainly hope, this
also shows that the calibration of all three instruments is in excellent agreement.

We can summarize our detection of the surface brightness of the EBL from galax-
ies fainter than Viss = 23 ST mag as follows (units of ergs s~lem™2sr~1A-Y):

L(F300W): 4.0x107° (£1.9%107°) 1, [£2.0x107%],,, [£0.4x107%]0(n),
IA(F555W): 2.8x107° (£0.8x107%),m, [£1.6x107%],y, [£0.7x107%]¢(x), and
IA(F814W): 2.3x107° (£0.6X1072),m, [£1.1x107%),y, [£1.7x107%o(x).
The systematic uncertainty in each measurement, indicated by the subscript sys, 1s
given separately from the uncertainty caused by the possible range in the color of the
ZL, which is indicated by the subscript C(}).

We can define strict lower limits to the EBL, with errors less than 0.001x107°,
by computing the flux from all detected objects using the method which we have
abbreviated as Iy3<v<2s. The lower limits to the EBL are:

' Insev<as(F300W): > 2.9%107° (£ 0.2x107%) e [ 0.14x10 %,

Liacv<as(F555W): > 0.6x10~° (& 0.01x107°)m, [£ 0.01x107%],,,, and
Lacv<2s(F814W): > 0.5%10° (& 0.01x107°) g [£ 0.01x 1079,y
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Fig. 6.1.— Observed colors of the zodiacal light relative to the solar spectrum. The
solid line shows the color we obtain for the total background flux, ZL+EBL+DGL,
with the FOS relative to the solar spectrum. The slope of the FOS data is
4.25%/1000A redder than the solar spectrum. The points at U (3650A) and B
(4400A) show the results of the Helios space probe at [b| ~ 35° and elongation angle
€ ~ 135° (Leinert et al. 1981). These measurements also include any diffuse galac-
tic component and the EBL. The point at 2500A shows the results of Murthy et al.
(1990) at pointings near |b| ~ 35°, € ~ 135°. The Murthy et al. work isolates the ZL
color from other backgrounds spectroscopically, so that the point plotted represents
the color of the ZL alone. The point at 7100A shows the data of Frey et al. (1974),
also at |b] ~ 35°, € ~ 135°, and it includes other backgrounds. The dashed lines
show the bluest and reddest ZL colors which our WFPC2 data allow, 3.0%/1000A
and 5.5%/1000A, respectively.
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Fig. 6.2.— The total background fluxes in each WFPC2 band are plotted as filled
circles, with the error bars indicating the random error in each measurement as tab-
ulated in Table 2.7. The open circle shows the flux measured by FOS integrated over
the WFPC2 F555W band-pass (see equation 6.2). The x’s show the absolute flux
of the ZL in each band as defined by equation 6.3 with three different assumptions
for the color of ZL with respect to the solar spectrum. The ZL in each band—pass
which is obtained by adopting a nominal value for the color of the ZL (4.25%/ 10004)
is marked with error bars which show the rms error in the LCO measurement of the
absolute ZL flux at 4650A. The reddest possible color for the ZL (5.5%/1000A) pro-
duces fluxes in each band-pass which are offset by +100A from the central wavelength
each WFPC2 band. The bluest possible color or the ZL (3.0%/10004) produces the
results which are offset by ~100A. The relative throughput of the effect band-passes
are shown at arbitrary scale at the bottom of the plot.
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Fig. 6.3.— The points plotted show the EBL which results for a nominal color for the
ZL with a constant slope of 4.25%/1000A, normalized at the wavelength where we
have measured the ZL (4650A), i.e., C()) = 0.0425 x (A/10004) +0.798. The hatch-
marked region indicates the full extent of the range which results from assuming the
bluest and reddest possible ZL colors. These limits for the ZL result merely from the
fact that the EBL contributed by galaxies fainter than V55 > 28 ST mag cannot be
negative (see text). The dashed line indicates the sum of the flux in objects detected
with 23 < Viss > 28 ST mag. The sum in detected objects in our own field is identical
to that in the HDF. The line above that represents the difference in the EBL we
detect in our own data from objects fainter than Viss = 23 ST mag, and that from
objects fainter than Vsss = 23 ST mag. For the latter, we mask out objects brighter
than 23; for the former, we mask all objects brighter than 28 ST mag.
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Chapter 7 Discussion

The EBL which we detect by absolute surface photometry is roughly a factor of 3
brighter than the integrated flux in individually detected galaxies (see Figure 6.3).
In the most general sense, the EBL which we have detected could be explained in
two ways: it is either associated with the galaxies we detect, or it is not. If it is
coming from the galaxies we detect, why is the number we get from absolute surface
photometry greater than the integrated flux in photometry of individual galaxies? If
it is not coming from galaxies detect, but rather from regions of the sky which we do
not identify with individual galaxies, then what is the source of the light?

The difference between the minimum EBL at 5500A as determined by the method
I3<v<2s (see §6.3) and the total EBL (Iggr) as determined by absolute surface pho-
tometry of the night sky and foregrounds suggests that there is a contribution which is
not associated with galaxies we can detect. In some sense, this is not particularly sur-
prising. The HDF demonstrates that there are galaxies fainter than V = 28 5T mag
which we have not detected with our comparatively short exposures. The flux we
have identified from detected galaxies, I23<v<2s, therefore excludes a known, faint
population. As these faintest galaxies are included in our measurement of the EBL
by absolute surface photometry, we naturally expect Igpy, to be greater than Ipz<v <as.
It is commonly argued, however, that the faintest magnitude bins do not contribute
significantly to the EBL based on the fact that the integrated flux as a function of
magnitude is flattening out at the faintest magnitudes (see Figure 7.2). While this
argument becomes significantly less convincing in light of the discrepancy between
Iy3<v<os and the integrated galaxy counts for objects 23 < V' < 28 mag, it is still sur-
prising that the majority (1/2 - 2/3) of the EBL is not associated with (i.e., within
1arcsec of ) galaxies at 23 < V < 28. Even with our detection limit of V' < 28,
the discrepancy between the minimum EBL, Ip3cv<ses, and Igpy from subtracting

the foreground ZL and DGL suggests that a significant fraction of the EBL is not
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associated with detected galaxies.

It is also true, however, that the flux we find associated with objects by the method
Iy3<v<as is roughly a factor of 2 brighter than the integrated flux from galaxy counts
in all three bands. This suggest that the difference between the Igp;, we have de-
tected and the integrated flux in galaxy counts can be associated in part with the
detected galaxies, and that their individual fluxes are systematically underestimated
by photometry methods typified by the HDF. While the two methods for finding the
flux contributed by detected objects — Iy3<v<2s and integrating the flux in galaxy
counts — are clearly similar, the I3cv<2s method of masking objects and summing
the flux in the remaining pixels has the important distinction of avoiding the pho-
tometry errors which (as shown below) do appear to have a significant impact on the
integrated flux in differential galaxy counts.

In this chapter, we attempt to put this detection in the context of simple limiting
cases for the source of the EBL flux. We explore the possible sources for the EBL
which we have detected in two general ways. First, we consider the difference between
the minimum EBL from the method I53.v<2s and the minimum EBL from integrated
galaxy counts. This difference does not address the issue of undetected objects, as
both of these methods assume a sky level which will clearly include any unresolved
extragalactic contribution. It does, however, help to identify errors which may result
from loss of flux in the outer isophotes of detected galaxies. Second, we discuss
the level to which the extragalactic flux may include a significant contribution from
objects which are below the detection limit of the deepest data. This falls under the
general description of a “uniform” background in that it cannot be identified except
by absolute surface photometry. For this discussion, we use the HDF as an example
of deep imaging data: it has the advantages that it is among the deepest imaging data
ever taken, it is well calibrated, and it is publicly available. In addition, it is very
similar to our own data, albeit with the notable distinction that the exposure times
for the HDF were longer by a factor of 15 for the F555W data, 17 for the F814W,
and 21 for the F300W.
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7.1 Missed Flux from the Outer Isophotes of De-

tected Galaxies

Standard galaxy photometry packages, such as SExtractor (Bertin & Arnouts 1996)
and FOCAS (Valdes 1982, Jarvis & Tyson 1981), determine the flux of an object by
measuring the flux within some detection isophote in excess of a locally determined
sky level. Various corrections are sometimes made to this isophotal magnitude (see,
for example, Smail et al. 1995) to compensate for the light outside the isophotal limit
which is not detected. Often, the total magnitude for an object is measured within
some “grown” area which is a constant multiple of either the radius of the limiting
isophote or an intensity weighted radius. In the case of the HDF object catalog
(Williams et al. 1996), the total magnitude is measured within an aperture which is
twice the isophotal area, or /2 times the isophotal radius. When we adopt the same
method for photometry in our own data, we find a difference between the integrated
galaxy counts (23 < V < 28STmag) and Ipscv<ss to be roughly a factor of two.
For the purposes of comparison, our discussion of galaxy photometry refers to the
photometric methods employed in the HDF, however the conclusions we draw are not
strongly dependent on the use of aperture, isophotal, Kron, or “total” magnitudes,
as we discuss below.

The inferred flux from detected galaxies could be underestimated as a result of
two distinct effects. The first has to do with sky estimation and is deferred to the
next section. The second likely effect is that the photometric methods we discuss fail
to recover flux from the outer isophotes of a galaxy. This will become significant for
isophotal surface brightness levels near the noise level of the local “background” sky.
This second effect clearly occurs to some degree, as it is difficult to recover flux below
the surface brightness level of the sky noise unless one can average over enough pixels
to improve the statistical determination of the mean. One could hope to recover the
flux lost in the outer isophotes if one could integrate over enough pixels. However
the fact that Jy3<v<os is roughly a factor of two larger than the integrated flux from

galaxy counts implies that the total area in the outer isophotes of one object is not
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large enough to recover the flux in an object near the sky—noise level.

An estimate of the magnitude of this effect could be obtained by concentrically
combining all galaxies in a given faint magnitude bin (V' ~ 28 ST mag, for example),
thus creating an average profile of galaxies from which one could measure the cu-
mulative flux in the outer isophotes with significantly improved signal-to-noise. For
our purposes, however, a more direct estimate of the flux lost in the outer isophotes
can be obtained by exploiting the fact that we do indeed average over more than one
object when we measure Io3cv<2s. If flux is indeed lost from the outer isophotes of
faint galaxies, then we should be able to lower the total background flux contributed
by galaxies in any magnitude bin if we increase the size of the masks. That is, if a
significant fraction of the EBL we detect is spatially associated with detected galaxies,
then we should be able to decrease the detected EBL by masking out larger regions
around those galaxies.

To test this, we have made masks of two different sizes. The size of the small
masks is defined by ellipses which enclose twice the area of the limiting detection
isophote (a factor of /2 in radius). This is the same definition used to calculate
the “total magnitude” of an object in the HDF catalog, and is typical of galaxy
photometry packages such as FOCAS (Valdes 1982, Williams et al. 1996). The size
of the large masks is defined by ellipses which enclose at least nine times the area
of the limiting detection isophote (a factor of three in radius) with the additional
requirement that the minor axis which defines the ellipse be no smaller than 9 pixels,
or 0.9arcsec. The large masks are those which we have used to block the flux from
galaxies in our measurement of the total background (described in §2.4 and §6.3).
If we assume that a typical scale length of a disk is roughly 3.5kpc (de Jong 1996),
then the large masks enclose regions out to at least three scale lengths for objects
at all redshifts. As the scale lengths of the faintest detected galaxies are observed
to get smaller with fainter magnitudes (see Abraham et al. 1997), our “large” masks
should be significantly larger than three scale lengths for the galaxies fainter than
V ~ 26 ST mag.

We present the results of this test as a function of magnitude bin in Figure 7.1,
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which shows the normalized, differential contribution from objects in magnitude bins
V = 23-24, 24-25, 25-26, 26-27, and 27-28, define as (Ipot(V > 23) — Itete(V >
24)), (Itet(V >24) — Itet(V > 25)), and so on. The solid line shows the differential
contribution from objects when large masks are used; the dashed line shows results
from small masks. The two numbers printed in each plot show the total flux from
detected objects, Izacv<as, found using the large masks and small masks (upper
and lower numbers, respectively). The differential contributions per magnitude bin
resulting from both sized masks are normalized to the total flux detected using the
large masks.

Two important effects are demonstrated by Figure 7.1. The first is evident from a
comparison of the numbers printed in each plot: roughly 20% of the EBL flux which
is contributed by detected galaxies (23 < V < 28STmag) is located between V2r
and 3r, in which r is defined by the isophotal detection limit of the image. This can
also be seen as a function of magnitude by comparing the histograms marked with
the solid and the dotted lines, which indicate the results for large and small masks,
respectively. Further, the histograms show that while only a ~5% change is found in
the total flux identified by small and large masks for bright objects, 50% of the light
is lost at the isophotal limit for objects in the faintest bins (near the detection limit
of the data). Regardless of the surface brightness of the limiting isophote for any
particular data set, this test indicates that an error of 50% will result in the detected
flux for objects at the faint limit of the data. Because galaxy photometry uses local
sky estimation, part of the flux from the faintest objects is very likely included in the
sky value for faint objects. As galaxy photometry is really a measure of the excess
flux over the sky level for any object, the flux in outer isophotes is not only being
excluded from the sum but may even be subtracted from the flux of small galaxies
if the radius of local sky annulus was too small. The total effect is large enough
to move a V = 30STmag object into the V = 29 ST mag galaxy counts bin for
the HDF. Clearly, the EBL as determined from HDF-style photometry of individual
galaxies is an underestimate. It should be noted that the flux which we estimate is

excluded by the “total” magnitudes of the HDF catalog is similar in magnitude to
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the correction factor which has been identified for isophotal magnitudes of galaxies
near the detection limit in other published galaxy counts (see, for example, Smail et
al. 1995). The flux lost to the outer isophotes of galaxies is thus a measurable effect,
but cannot fully explain the difference between integrated galaxy counts and Igpy.

The second important conclusion to be drawn from these histograms is that the
majority of the EBL which comes from the cores of galaxies is associated with the
galaxies at V = 24 — 26 STmag. The photometry errors for individual objects are
small in terms of absolute flux, and the total flux associated with the faintest bins
is getting smaller. This implies that the difference between the Igpr, (from absolute
surface photometry and subtraction of the ZL and DGL) and the minimum EBL we
infer from Iz3<v<2s cannot be entirely associated with regions we have masked out
around the cores of detectable galaxies. In other words, it seems that when we use
I1ot(> 28) as an estimate of the sky level, we include a significant extragalactic com-
ponent which is not being removed by masking out detected galaxies, even with the
larger masks. When the local sky is measured for galaxy photometry, therefore, the
result is evidently not a good estimate of the foregrounds (ZL+DGL, from HST); it
includes an extragalactic contribution. While the flux lost in the outer isophotes is
apparently relatively small, the local sky estimates are too high, making the estimated
fluxes too small. The integrated flux from those individually measured galaxies will
therefore never be a complete measurement of the EBL, because the sky levels sub-
tracted in galaxy photometry include an extragalactic component. We explore the

nature of this extragalactic component in the next section.

7.2 The Contribution of Detected Objects to the
“Uniform” EBL

One possible explanation for extragalactic component implied by the difference be-
tween Ipscv<2s and Igpr is that it comes from overlapping wings of objects we can

detect. The total number of detected objects in the HDF is roughly 2100 over the -
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three WF chips, which corresponds to roughly 1 object per 9arcsec’. We can cal-
culate the contribution from the wings of detected galaxies to the mean sky level
by estimating the contribution to any given point on the sky by the objects around
it. We use for this simulation the detection limits of the HDF, and, for consistency,
the HDF galaxy counts. Locally, galaxies typically have scale lengths of ~ 3.5 kpc,
corresponding to ~ 1arcsec (~ 0.7arcsec) at 0.5 < z < 3.5 for o = 1.0 (o = 0.2).
Fainter galaxies, however, are observed to have smaller scale lengths. We therefore
take 3.5kpc as a typical scale length for galaxies brighter than V' = 26 mag, 1.5kpc
as a typical scale length for fainter galaxies.

We estimate the contribution of the total galaxy population to any given point on
the sky by integrating the contribution from galaxies that fall at distances between
1 and 30 arcsec. Contributions from any given galaxy were only considered outside
of what would be the detection limit for that galaxy. While the total magnitudes
quoted in the HDF catalog for an individual galaxy at V ~ 28 mag can be low by as
much as 50%, as discussed above, for simplicity we take these to be the correct total
magnitudes. Note that our results from this simulation are therefore a lower limit to
the flux from the wings of galaxies. This minimum radius guarantees the “sky pixel”
would not be within the detection masks we use for a typical galaxy. The maximum
radius is empirically the limit at which galaxies cease to contribute significantly due
to entirely negligible surface brightness (~ 30arcsec). Based on a Monte Carlo simu-
lation with 10,000 trials, we find the average contribution to the background sky level
from the wings of detected galaxies to be ~ 28.8 ABmag/arcsec™® or 3x1071° I,.
The distribution in the sky level is plotted in Figure 7.5. We remark on the average
of the distribution, as opposed to the mean or mode, because it is the average flux
level within a certain solid angle (an image) which defines the sky level.!

The asymmetry of the histogram is an indication of how much of the signal comes
from brighter galaxies, which have less uniform distribution. As mentioned above, the

total region within which galaxies were considered to contribute to the sky was 4mr?,

1The histogram we calculated is the average contribution to 10,000 different points on the sky.
Neighboring points on the sky will obviously be correlated, because they will contain contributions
from the same galaxies’ wings.
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with 7 = 30arcsec. Over the magnitude range we considered (22 <V < 29.5mag),
at least one galaxy in every magnitude bin would appear in a region that size, so
that the histogram we have produced is not unreasonable. To gain some intuition
regarding the severity of the asymmetry of the sky histogram in Figure 7.5, we can
imagine smoothing an image which had such a histogram. If we smooth on spatial
scales of a few arc seconds, we would find that the sky level would drift around the
average level, rarely below the mode. The fluctuations in the sky level are of order
a few x1071°. The foregrounds from ZL and DGL are at least ~ 1x1077 at 5000-
6000A, so that fluctuations would be < 0.5% of sky. Such fluctuations are certainly
seen, and are part of the reason that the sky is determined locally for photometry of
individual galaxies. In fact, the standard deviation of local sky measurements in the
HDF catalog is 1.4 DN per dithered pixel or 28.37 AB mag/arcsec?, 0.5 mag brighter
than our estimated variations (see Williams et al. 1996 and http://www.stsci.edu for
catalog).

The faintest galaxies in the HDF are likely to actually be fragments of galaxies (as
discussed in Colley et al. 1996 and 1997, for example). By treating them as individual
galaxies we distribute their flux more uniformly over the sky than is appropriate. We
can correct for this in an approximate way by combining the flux of the associated
fragments into one object at the center of the fragmented groups. Doing so changes
the average sky level by less than 0.01x1071°, a negligible amount even in this context.
This result is not surprising, because treating them individually does conserve flux.
Also, the fragments are likely to be within one scale length of the “parent” galaxy, so
that the flux was distributed only marginally beyond the scale of the parent galaxy
when the fragments were treated separately.

Based on this exercise, the “uniform” extragalactic contribution from detected
galaxies over a WFPC2 observation is at least 3x10™%ergs s~'cm™~2sr~ ' A~1(10-20%
of our detected Igpr). Undetected sources will, of course, contribute to the estimated

sky levels as well, as we discuss in the next section.
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7.3 TUndetected Objects

Several recent surveys have demonstrated the existence of significant number densi-
ties of galaxies with central surface brightness (o) fainter than the canonical Free-
man limit, which was long thought to define the typical po (Freeman 1970). These
populations are faint enough to have been excluded from most estimates of the lo-
cal luminosity function, such as those from the APM, CfA and LCRS redshift sur-
veys. The results of Sprayberry et al. (1997) and Dalcanton et al. (1997) collectively
show that “low surface brightness” (LSB) galaxies with central surface brightnesses

2 are at least as numerous as “normal”

in the range 23 < po < 25 V mag/arcsec
(to = 20.5 V mag/arcsec?) galaxies. They further have shown that these galaxies
contribute at least an additional 30% to the known luminosity density in galaxies
with My > —15.

Our EBL measurement was made in a very small surface area, which corresponds
to a very small volume at low redshift. In addition, it is defined by a bright-magnitude
cut—off of V = 23 ABmag. Together, these restrictions guarantee that the EBL
we have measured is not strongly affected by local (z < 0.05) galaxy populations.
However the existence of LSB galaxies at low redshift implies the possibility of their
existence at high redshift, where they would certainly be included in our measurement.
To estimate the possible contribution of a population which would escape individual
detection in the HDF data, we can simply calculate the surface brightness limit which
is beyond detection in those data and consider the likelihood that such a population
might exist at high redshift, based on the distribution in surface brightness of galaxies
at low-redshift.

We may estimate the HDF detection limit in the F606W data from the information
presented in Williams et al. (1996). The average noise level in a “drizzled” pixel
(0.002 arcsec?, or 6.25 drizzled pixels per standard WFPC2 pixel) is 2.8 DN for the

final combined image (exposure time 109,050 sec).? The detection limit as quoted in

2Drizzling is a technique which was developed to recover sub-pixel resolution taking images with
sub-pixel relative offsets and combining images onto a sub-pixel grid. See Williams et al. (1996)
and references therein.
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Williams et al. (1996) is 404y over 25 drizzled pixels, which corresponds to roughly
26.0 AB mag/arcsec? (25.8 ST mag) in the central 0.04arcsec? of an object.®> It is
impossible to fit a profile to objects near this detection limit. However, as this is the
required flux level over the entire 25 pixels in the core, it is reasonable to take this
level as an estimate of the limiting central surface brightness for detection.

The obvious question, then, is whether or not a population of galaxies with o 2
26.0 AB mag/arcsec’ might exist at high redshift. To answer this question, we can ask
how a passively evolving galaxy which had po 2 26.0 ABmag/arcsec? at high redshift
would appear at z ~ 0. In Figure 7.3, we have plotted the central surface brightness
at z = 0 of a galaxy which had po ~ 26.0 ABmag/arcsec? at redshifts 0 < z < 3. For
this calculation, we have used the K and evolutionary corrections of Poggianti (1997)
for galaxies of Hubble types E, Sa and Sc. From this plot, it is clear that galaxies at
z ~ 0 with central surface brightness between 22 < po < 24 V ST mag could easily be
undetectable in the HDF by redshifts of z > 0.5. As shown by McGaugh et al. (1995,
1996), Sprayberry et al. (1996), and Dalcanton et al. (1997), there are populations
locally which could easily be identified with such galaxies at higher redshifts.

If the luminosity density contributed by these galaxies does not increase with red-
shift, then the contribution of such galaxies to the luminosity density of the Universe
will contribute an additional 30% (~3x10~° based on the integrated local luminosity
density, Sprayberry et al. 1997) over the integrated flux from galaxies with central
surface brightnesses high enough to be detected in the HDF. * Based on this esti-
mate, galaxy counts would underpredict the EBL by at least 30% due to undetected

galaxies.

3These numbers were calculated based on information in Williams et al. (1996). Note, however,
that 2.8 DN is a much lower value than the average measured sk, values quoted for the objects in
the HDF catalog, which is available at http://www.stsci.edu. A histogram of the sky level in the
F606W, WF2 image shows that sigma in the sky is roughly 3.9 DN per drizzled pixel. The level
26 AB,mag/arcsec? is therefore a generous detection limit by the definition used in the Williams et
al. (1996).

41t is also possible that dust obscuration at high redshift would cause galaxies with normal
intrinsic surface brightness to have low apparent surface brightness in the observed optical (rest-
frame UV), as discussed further in Chapter 8.
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7.4 Summary

We have suggested three effects which could explain the disagreement between the
EBL flux we detect and the EBL flux implied by the integrated galaxy counts. The
first is that individual galaxy photometry does not fully recover the flux near the
isophotal detection limit of detected galaxies. Taking the HDF as an exemplary
case for the deepest imaging data in general, “detected” means that the core surface
brightness is higher than po=26 AB mag/arcsec’ ~25.8 ST mag/arcsec? in Vgos. Our
estimate of the magnitude of this effect shows that roughly 20% of the total flux from
galaxies at all magnitudes is recovered between the radius 1.4ris, and 3riso, where
T'iso 18 the radius of isophotal detect. The loss from individual galaxies is as great as
50% for the faintest galaxies. The lost flux is likely mistakenly included in the sky
estimates in standard photometry, which would largely explain why the integrated
flux from galaxy photometry is 40% lower than what we find by our method I>3<v<2s
(see §7.1). This also implies that galaxies in the faintest bins should be brighter by
roughly 1 magnitude, making it less clear that the counts are turning over.

We have also suggested two reasons why the sky level may be underestimated. The
first is that objects are likely to exist which have core surface brightnesses below the
detection limit. Such lurking galaxies need not have dramatically low intrinsic surface
brightness at high redshifts (z 3 3). Even at lower redshifts, standard evolutionary
corrections and K-corrections indicate that galaxies which are observed in significant
numbers in the local universe today could be faint enough to evade detection in
the HDF at redshifts z > 0.5. The second reason for underestimating the sky is
that the galaxies which we do detect have high enough surface density to contribute
significantly to the uniform sky level. The crucial point to be gained from these
three tests is that the EBL can be explained by known galaxy populations without
suggesting that the photometry of individual galaxies in those known populations is
wrong by large factors. For the faintest galaxies, HDF-style photometry is indeed
wrong by roughly 50%, but that does not explain the entire difference between the
detected EBL and the EBL inferred by the counts. The real distinction to be made is
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between the sky levels which are determined by absolute photometry of the foreground
components, ZL and DGL, and the sky levels which one finds by standard methods
of averaging over the area surrounding detected objects. Our analysis shows that
roughly 20% of the flux is lost from the outer isophotes of galaxies when standard
methods of photometry are employed, and that the missed flux may be included in
sky estimates, further compounding the error to 40%. In addition, it is possible 40—
50% of the difference between galaxy counts and the EBL we detect is contributed by
objects with low apparent surface brightness. Finally, our simulations show that 30%
of the light we detect is contributed by the wings of detected objects. These effects
together explain much of the difference between the EBL we detect and the flux in

resolved objects.
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Fig. 7.1.— Differential contribution to the EBL from objects with Vsss = 23-24,
24-25, 25-26, 26-27, and 27-28 ST mag. The solid line shows the result using large
masks; the dashed line shows the results using small masks of the size typically defined
as the total “grown” area for galaxy photometry (see text for details). The upper
numbers (in our standard units of ergs s~lcm~2sr~'A-1) printed in each plot shows
flux contributed by objects over the full range. EBL(23 > Vis5 < 28 ST mag) using the
large masks. The lower number shows the total flux determined using small masks.
The fractional flux in each bin was normalized by the total flux found using the large
masks. The total flux from the large masks represents an absolute minimum on the
EBL at 5500A from galaxies fainter than Vzss = 23STmag. The error bars in the
center of each bin represent the 1o error in the mean value plotted for each bin, based
on the v/N variation in the number of galaxies per bin and chip to chip. The drop—off
in contribution from galaxies brighter than V55 = 23 is probably statistically relevant,
as it is merely indicative of the fact that the number density of 23 mag objects varies
by at least factors of two around the sky and are poorly sampled in any 4 arcsec?
region due to random fluctuations in their number density.
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Fig. 7.2.— Integrated light from galaxies detected in the HDF as a function the
magnitude cut—off at the faint end. The dashed lines include the flux of 22 ABmag
objects, while the solid lines show the integrated flux with magnitude starting at the
cut-off of 23 ABmag which we use in our EBL measurement. The curves gives a
general idea of the contribution from each bin.
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Fig. 7.3.— The curves show the apparent surface brightness at 2z = 0 of galaxies
which could have escaped detection at a redshift of z. As discussed in the text,
the limiting core surface brightness for detection in the HDF is 26 mag/arcsec’. For
example, a galaxy of Hubble type E which has the requisite surface brightness of
26 mag/arcsec? to escape detection at a redshift of z = 1.1 would have a surface
brightness of 21.3 mag/arcsec? at z = 0. The plot demonstrates that galaxies with
surface brightness of 21.5-24 mag/arcsec® could have counterparts at redshifts 0.5 <
z < 3 which would go undetected. The K-corrections and evolutionary-corrections
used in this calculation are shown in Figure 7.4.
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Fig. 7.4.— The upper plot shows the evolutionary and k-corrections for galaxies of
E, Sa, and Sc Hubble types. The Hubble types labeling the lines pertain to the two
closest lines, and the right and left axis indicate the scale for the k-corrections and
evolutionary corrections respectively. The lower plot shows the surface brightness
dimming which results from change in angular size and luminosity distance as a func-
tion of redshift. The central surface of an object which had central surface brightness
Mtapp at a redshift, z, will have a central surface brightness o at the present epoch,
z = 0, which is given by po = fapp — 10 *log(1 + 2) — Kcorr — Ecorr- Corrections taken
from Poggianti (1997).
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Fig. 7.5.— The results of a Monte Carlo simulation of 10,000 trials which shows the
contribution to any point on the sky from the wings of detected galaxies. The HDF
surface densities as a function of magnitude were used, and only galaxies which were
statistically well represented within a region of radius 30arcsec, were considered to
contribute to a given point. See text for details. The simulation indicates that the
uniform contribution from detected galaxies to the diffuse flux at any point on the sky
is roughly 3x 107!, It also indicates that slow fluctuations from the wings of galaxies
will cause the locally determined sky level to vary on scales of 10’s of arcseconds
around the sky by roughly a 1-2x1071°.



171

Chapter 8 Implications and Future

Prospects

In Figure 8.1, our results are compared to the integrate flux from the deepest available
galaxy counts (HDF) and to the results from previous efforts to measure the EBL
at optical, UV and near-IR wavelengths. The upper limits to the optical and UV
measurements plotted are given in Table 1.1. As discussed in the Introduction, a
meaningful observational definition of the extragalactic background light includes a
bright-limit cut—off to the sources which are considered to contribute. In our case,
that limitis V > 23 ST mag. Similar bright magnitude cut—offs were used in the other
optical experiments plotted (see §1.3).

The detection of the EBL presented in this work provides a constraint for models
which attempt to explain the nature of galaxy evolution and formation. The observed
EBL is an integration over redshift of the emission from all stellar population and
rest—frame wavelengths. Any inferences of star formation rate or luminosity density
as a function of redshift are strongly dependent on the assumed initial mass func-
tion (IMF) and its high-mass cut—off, the metallicity of stellar populations, and the
effective optical depth both internal and external to the originating galaxy. All of
these effects no doubt vary with redshift. It is therefore not possible to go backwards
from a measurement of the EBL in a single passband to a detailed picture of the star
formation history of the Universe. The utility of this measurement is as a constraint
to models which consider these effects and predict the EBL, and as a completeness

check on the light detected in resolved sources (galaxy counts and redshift surveys).
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8.1 Comparison with Galaxy Counts

The EBL which we have detected is a factor of 2-3 greater than the flux detected
in galaxy counts. While it is common to consider the integrated flux of detected
sources as the total integrated background light (e.g., Cowie 1996), this is clearly
not the case. As was illustrated by several tests in Chapter 7, it would in fact be
very surprising if a measurement of the surface brightness of the EBL from absolute
surface photometry of foregrounds and backgrounds did produce the same result as
the integrated flux of individually detected galaxies and standard, relative-to-sky
photometry. We have demonstrated in Chapter 7 that a substantial fraction (40-60%)
of the difference between our measured EBL and the flux in galaxy counts could in
fact be contributed by the very galaxies that are identified in the counts. Flux from
detected galaxies could be incorrectly assessed due to errors in sky—estimation which
results from the overlapping wings of even detected galaxies, let alone from the lower
surface brightness populations. Errors in measured flux could also result from lost
light in the outer isophotes of galaxies.

In addition, LSBs which are excluded from measurements of the local luminosity
function (from which come local luminosity density estimates) contribute an addi-
tional 30-50% to the luminosity density at low redshift; at high redshift, only the
bright end of the luminosity function has been directly observed, and surface bright-
ness limits there will cause even greater incompleteness in LSBs.

Obscuration of UV light by dust in the parent galaxy is not an explanation for the
disagreement between the EBL we detect and the integrated light from sources. If a
galaxy were completely obscured by dust, its UV light would not contribute to either
the diffuse background or the counts at UV or optical wavelengths. However galaxies
will certainly be removed from resolved-object detection before they are completely
obscured, and in that sense, the EBL may contain light from dust-enshrouded galaxies
which are not included in galaxy counts. In other words, a galaxy which drops out of
galaxy count surveys at moderate to high redshifts because it has low apparent surface

brightness need not be an LSB in the sense of low intrinsic mass surface density, as
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is typically meant when LSBs are discussed in the local universe.
The most important conclusion from this work is that the EBL which we detect
does not require exotic populations in order to be explained. It does, however, indicate
that the photon census from resolved—-source methods is currently incomplete even

for the resolved sources which are detected.

8.2 General Comparison with Models

The most common method used to predict the EBL is from detected sources: galaxy
counts and redshift surveys. It is important to appreciate that these two approaches
are far from independent. To address star formation, redshift surveys are used to
construct absolute luminosity functions, which can then be integrated to get the
luminosity density in a given redshift range. The best example of such an approach is
the CFRS work (see Lilly et al. 1996 and references to the earlier papers in that series).
Luminosity functions are typically normalized to galaxy counts, so that an agreement
between the EBL calculated from integrating the luminosity density and the EBL
calculated by integrating galaxy counts is a consistency check, not a confirmation
of the completeness of either result. It is nonetheless interesting to compare our
detection with the detected flux in resolved sources and the current picture of galaxy
evolution and formation in general. To do so, we take the differential galaxy counts
as a function of magnitude from the HDF, and the CFRS redshift survey (see Lilly
et al. 1996) as representative of what can currently be achieved in the case of either
observational approach.

If complete, the luminosity density as a function of redshift and wavelength, Jx(z)
from surveys like the CFRS is precisely the information one would need to study the
evolution of the SFR with redshift. At low redshift (2 < 0.2), the CFRS data was
augmented by the luminosity function results from large-area local surveys (Marzke
et al. 1994, Loveday et al. 1992, da Costa et al. 1994, and Lin 1996), which are in
agreement in the resulting luminosity density only to within roughly a factor of two

(see, also, discussion of the low-surface brightness incompleteness of local surveys in
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§7.3, Impey et al. 1996, and Impey & Bothun 1997). At high redshift (0.75 < z < 1.0)
the CFRS includes only galaxies at most 1 ABmag fainter than M*. While this is
an impressive sample for such high redshifts, the luminosity function is extrapolated
to more than 4 ABmag below M*. Soberingly, the correction for incompleteness at
0.75 < z < 1.0 is a factor of 2 in the computed J,. The integrated flux at observed
wavelength, ), can then be calculated from the Lilly et al. luminosity density (Jv(z))
as
1 = dl

I,\ = :1; - dZ:i—;J)‘l(Z) (81)

in which M = A/(1 + z). This value, as shown by Fall, Charlot & Pei (1996) and by
Madau (1997), is roughly a factor of two smaller than our detected EBL, Iy(V > 23).

As was mentioned in the Introduction, extrapolations beyond the detection limits
in either counts or luminosity functions can be attempted to complete this picture,
however the points raised in Chapter 7 suggest that the counts themselves may well
be in error at the faint end. Extrapolations which are constrained by the counts
are then additionally uncertain. A convenient compilation of models which meet
the observational criteria imposed by galaxy counts is given in Viisdnen (1996).
As noted in §1.1 the results actually show little variation, all producing roughly
1x10~%rgs s~'cm~2sr~!A~'at optical wavelengths.

The problem with such approaches is that it is inherently circular to predict the
optical EBL based on detected optical sources, especially if the information in detected
sources is inherently incomplete and systematically biased. An intriguing method for
predicting the EBL which is not circular is that of predicting the emission from stars
from the consumption of gas and production of metals as a function of redshift. This
approach was pioneered by Lanzetta et al. (1995) and further developed by Pei & Fall
(1995) and Fall et al. (1996). As discussed in §1.1, the hot young stars which produce
the EBL are also responsible for the majority of metal production. The rates of metal
production and gas mass conversion to stars both can be used to predict the emitted
light from young stellar populations, however the result is strongly dependent on the

IMF (especially high-mass cut—off), starting metallicity, and dust obscuration of the
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emitted light.

An added concern is that the absorption line systems which are studied may
themselves present a biased sample due to dust obscuration of QSOs. The most
recent incarnations of these models by Pei & Fall (1995) and Fall et al. (1996) take
into account the effects of dust in obscuring QSOs (and thus absorbers and their
contribution to the comoving HI and metal density), intergalactic absorption, and
absorption in the emitting galaxy. The last of these corrections is based on local
observations of starbursting galaxies, which may over—compensate for the loss of UV
light in the parent galaxy (see Hurwitz et al. 1997). The predicted luminosity density
with redshift and the EBL can be brought into good agreement with the results of
Lilly et al. (1996), and consequently, with the results of most galaxy counts. The EBL
which we have detected can also, however, be easily explained by the published models
of Fall et al. (1996) when slightly different input parameters for the effects of dust and
the stellar IMF are used. The current results of that work do not so much demonstrate
that the star formation and metal production history of the Universe are completely
understood as that they can be understood and explained in agreement with all of
the observable constraints currently available: emission of galaxies, absorption seen
in QSO spectra, and the EBL which we have detected.

The effect of dust is a recurring uncertainty in the inferred SFR from both the
method used by Pei & Fall (1995) and from the luminosity density with redshift from-
Lilly et al. (1996) (see Madau et al. 1996, 1997). Even relatively small quantities of
dust in the ISM (a few percent of that found in our own Galaxy) can absorb and be
heated by UV radiation, and subsequently re-radiate that energy in the far-IR. This
significantly complicates efforts to identify the star formation rates at all redshifts,
and even making it difficult to detect galaxies at moderate to high redshifts. As we
mention above, the EBL will include more of the UV light from obscured galaxies
than galaxy counts will, but both will be effected.

The importance of IR observations in addressing this issue has recently been
underscored by deep IR and sub-mm source detections which seem to indicate that the

conversion of UV and optical light to thermal emission from dust may be considerable.
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Rowan-Robinson et al. (1997) and Smail, Ivison, & Blain (1997) have published
results which would indicate roughly 2 orders of magnitude more star formation at
high redshifts than is currently identified by Madau et al. (1996) based on the IMF-
and dust-dependent interpretation of Lyman-limit surveys of galaxies at z ~ 3.
Results from Pettini et al. (1997a,b) suggest a much smaller correction of a factor of
3 to the SFR at z > 1 which Madau et al. (1995) infer. The Pettini et al. correction is
based on the rest-frame UV colors of the Lyman—dropouts, and also the comparison
of the star—formation rate inferred from the rest—frame UV continuum compared to
the rate inferred from the strength of Hz. UV flux that goes to heating dust will
be re-radiated into the IR, thus a measurement of the EBL at IR wavelengths in
addition to the optical would provide very interesting constraints on the total UV
and optical light emitted by young stars. The IR EBL completes the detected-source
studies in the IR just as it does in the optical.

8.3 Metal Production and the EBL

As there is a correlation between the background UV-optical light from hot, mas-
sive stars and the total production of metals, it is interesting to note whether the
observed metal mass density seems to match the observed total background flux.
While Songaila et al. (1990) have noted that the resolved sources appear to account
for the metals observed in the luminous portions of galaxies, there are a number of
indications that as much as 90% of the metals in the universe may be located in the
intergalactic medium (IGM). Mushotsky & Loewenstein (1997) find that the total
mass density of metals in clusters at redshifts 0.14 < z < 0.3 is consistently 2-10
times the metal mass in stars, making the intercluster medium (ICM) the primary
location of iron mass in clusters. The gas and metals ejected by cluster galaxies are
trapped in the cluster potential where they can be studied with relative ease. In the
absence of a cluster environment, metals produced by field galaxies may be ejected
into the IGM and would be more difficult to identify. The constancy of the mea-
sured metallicity with redshift indicates that the metals produced at high redshift
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were largely expelled from the parent galaxies, and that a great deal of metal pro-
duction and inferred star formation at high redshift may be overlooked by the DLA
systems used in models by Pei & Fall (1995) and Fall et al. (1996). The inferred UV
and optical light would be significantly higher, as the metallicity found in clusters is
roughly 10 times that used by Songaila et al. (1990). If the EBL is identified with
this early star formation, the conclusion would be that the star formation occurred
in either sub-luminous regions, and is only included in a measurement of the diffuse
background, or in dust-enshrouded regions, in which case the IR EBL would be high
as a result. It is interesting to note that the metal enrichment history of the Milky
Way also indicates that much of the enrichment might have occurred before z ~ 1.
Also, studies of nearby starbursting galaxies have shown that outflows of hot, metal-
enriched gas are triggered by periods of rapid star formation, and that metals need
not be identified with the parent galaxy, but could be “hiding” in the intergalactic

medium.

8.4 Future Prospects

The work presented here is a significant improvement over previous efforts to measure
the total flux of the diffuse EBL in several respects. The measurement of the absolute
flux of the ZL presented here is a new and very accurate technique which builds on
long-standing knowledge of the spectral features of the ZL. In addition, ours is the
first measurement of the mean level of the EBL to make use of the vast increase
in knowledge of the DGL that came about as a result of the IRAS mission and as a
result of a number of N(HI), optical, and UV studies of the Galactic, interstellar dust.
Finally, the use of a high resolution, well calibrated, spectrophotometric detector
above the atmosphere has made possible the removal of starlight and eliminated the
unpredictable airglow contribution.

Two factors have been principally responsible for the errors in this measurement:
the use of different instruments for measurement of foreground and background com-

ponents, and the lack of a direct measurement of the ZL at all wavelengths. As
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discussed in Chapters 1 and 3, we originally proposed to measure the absolute flux of
the ZL by the strength of its spectra features over the full range 3000-8000A using
the FOS. This would have allowed us to elliminate the color of the ZL as a source
of uncertainty in our results. To succeed in directly measuring the color of the ZL
with 1% accuracy is the single most important improvement to be made in any future
attempts to measure the EBL. The ZL color cannot be measured from the ground
for reasons we discuss in Chapter 4, but may be measured from space if a high reso-
lution (~ 1A) spectrograph with good absolute calibration becomes available in the
future. Second, if the foreground ZL and total background are both measured with
the same instrument, then the calibration requirements for the experiment practically
disappear: it is only because we subtract two, very large, independently calibrated

numbers from each other that we require ~ 1% accuracy in absolute calibration.



179

T TT T 1 ITIIIII 1 1 IIIIIII I T T1TT17T71T7TT
. J
Sr .
: v :
= [ @ |
IS-. N
NU)
| A i
£ i g
™
2Ll 2 -
LI :
;---t'< - g -
B \@ _
: \g $ :
llll 1 1 lllllll 1 1 lIlIIll [l L 1 i1 11

1000 104 108 1068
Wavelength(R)

Fig. 8.1.— Our detections of the EBL at 3000, 5500, and 8000A (marked in filled
circles) are compared to the results results form previous efforts to measure the EBL
at optical, UV and near-IR wavelengths. Systematic errors for our results are shown
by the dashed error bars; random errors are shown by the solid error bars. The lower
limits in the optical (open circles with upward arrows) are integrated flux from the
HDF galaxy counts. Only galaxies with V' > 23 ST mag were included in this sum,
which is the bright-limit we use in defining our EBL measurement. The lower limit at
2000A is the integrated galaxy counts of Armand et al. (1992). The upper and lower
limits at 1600A are from Hurwitz et al. (1991) and Martin et al. (1991), respectively.
The upper limits at optical and UV wavelengths are given in Table 1.1. The open
squares show the results of DIRBE (see Hauser 1996). The x’s show the results of
Matsumoto et al. (1988). See text for further discussion.
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