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Abstract 

1. The Shock Hugoniot of Solid Ice 

We present a complete description of the solid ice Hugoniot based on new shock wave 

experiments conducted at an initial temperature of 100 K and previously published data 

obtained at 263 K. We identify five regions on the solid ice Hugoniot: (1) elastic shock 

waves, (2) ice Ih deformation shocks, transformation shocks to (3) ice VI, ( 4) ice VII, and 

(5) liquid water. In each region, data obtained at different initial temperatures are described 

by a single Us - D.up shock equation of state. The dynamic strength of ice Ih is strongly 

dependent on temperature. The Hugoniot Elastic Limit varies from 0.05 to 0.62 GPa, as a 

function of temperature and peak shock stress. We estimate the entropy and temperature 

along the 100 and 263 K Hugoniots and derive the critical pressures for shock-induced 

incipient (IM) and complete (CM) melting upon release. On the 100 K Hugoniot, the 

critical pressures are about 4.5 and between 5-6 GPa for IM and CM, respectively. On the 

263 K Hugoniot, the critical pressures are 0.6 and 3.7 GPa for IM and CM, lower than 

previously suggested. Shock-induced melting of ice will be widespread in impact events. 

2. Rampart Crater Formation on Mars 

We present a model for the fiuidization of Martian rampart crater ejecta blankets with 

liquid water based on the shock physics of cratering onto an ice-rich regolith. We conducted 

simulations of crater formation on Mars, explicitly accounting for the equations of state and 

shock-induced melting criteria for both the silicate and ice components and using strength 

models constrained by the observed transition diameter Drr from simple to complex craters 

on Mars, where Drr = 8 km corresponds to an effective yield strength of 107 Pa. 

For the observed size range of rampart craters (diameters D ;S 30 km) and typical 

asteroidal impact conditions (silicate impactors, D ;S 1 km, at 10 km s-1 ), we find that 

the hemispherical volume where subsurface ice is partially melted by the impact shock has 

a radius of about 15 projectile radii (rp), much larger than previous predictions of about 

6 rp. The radius of the final crater is comparable to the radius of partial melting and more 

than half the ice within the excavated material is melted. Thus, the amount of shock­

melted water incorporated into the continuous ejecta blanket is within a factor of two of 

the near-surface ground ice content. 
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We find that fluidized ejecta blankets may form in the current climate with mean surface 

temperatures of 200 K. Decreasing the effective yield strength of the modeled materials, e.g., 

by increasing the ice content or porosity, modifies the impact-induced flow in the excavated 

cavity, resulting in deeper projectile penetration, steeper ejection angles, higher crater rim 

uplift, and reduced final crater diameter. The volume fraction of shock-melted water in the 

ejecta blanket increases with distance from the crater rim. The horizontal flow velocities 

during emplacement of fluidized ejecta (rv 10 - 1000 m s-1) is nearly constant in the 

continuous ejecta blanket and within the range of large terrestrial landslides. Therefore, 

ground-hugging debris flow conditions are achieved. The ejecta blanket properties from 

impacts into a Martian regolith containing 20-403vol near-surface ice are consistent with 

the fraction of liquid water inferred from models of ejecta flow rheologies which produce 

rampart morphologies, about 10-30% liquid water by volume [Ivanov, B. A., Solar System 

Research, 30, 43-58, 1996]. 

We present a model for the formation of different rampart ejecta morphologies which may 

be used in conjunction with an ejecta blanket debris flow model to map the distribution of 

ground ice. In addition, we find that formation of single or multiple-rampart ejecta blankets 

does not require pre-existing liquid water in the Martian crust. We estimate the minimum 

water content in observed rampart ejecta blankets to be equivalent to a global layer of water 

0.6 m thick. Based on the crater sampling efficiency, the implied global Martian ice content, 

within the upper 2 km of the crust, is equivalent to a global layer of water 100 m deep. 

This result is comparable to other estimates of H20 content in the Martian crust. 
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Chapter 1 Introduction 

Impact events are an ubiquitous surface modification and evolutionary process in the solar 

system. The ages of planetary surfaces are frequently inferred from the crater density, as 

collisions occur over a wide range of planetary scales throughout the history of the solar 

system. The physics of impact cratering is studied to determine the dependence of crater 

dimensions on impactor properties and velocity, and to quantify the occurrence and amount 

of impact-induced metamorphism, melting and vaporization. 

Knowledge of the material properties of the constituent materials is necessary to predict 

the outcome of individual impact events, such as cratering vs. catastrophic disruption, and 

the history of collisionally evolved systems, including the asteroid and Kuiper belts. H20, 

in particular, is of fundamental importance in the study of collisions, as ice is a major 

rock-forming mineral in the outer solar system, water covers most of the Earth's surface, 

and the history of H20 on Mars may be illuminated by impact events. 

Although there have been several studies measuring the shock properties of H20 ice, 

interpretation of the data has been difficult [Gaffney, 1985]. The presence of different 

shock-induced phase changes to high-pressure ice polymorphs and liquid water has been 

inferred, but the details of the conditions under which a particular phase is created have 

not been explained. Complicating the data analysis, different studies show inconsistent 

results, in part because of experimental difficulties in accurately measuring shocks in ice, 

but also because a consistent framework for comparison between datasets had not been 

developed. In addition, previous work has focused on impacts under terrestrial conditions, 

and inspection of the H20 phase diagram, Figure 1.1, emphasizes the need for shock data 

at a range of initial temperatures. 

As a general theory for the response of ice subject to a shock has remained elusive, much 

of the previous work on collisional processes in ice has focused on experimental derivation of 

empirical relationships. In particular, there have been exploratory studies of impact crater 

size scaling relationships [Lange and Ahrens, 1987; Jijima et al., 1995; Kato et al., 1995], 

the velocity and size distribution of ejected or catastrophically fragmented material [e.g., 

Lange and Ahrens, 1981; Arakawa et al., 1995], and the dynamic strength of solid ice [Lange 

and Ahrens, 1983; Stewart and Ahrens, 1999; Arakawa et al., 2000]. Scaling the laboratory 
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Figure 1.1: H20 phase diagram showing stable phases with logarithmic pressure axis. 
Mean surface temperatures of solar system objects are noted. Previous ice shock data at 
To = 263 Kare only applicable to Earth conditions. Phase diagram constructed from Sotin 
et al. [1998], Petrenko and Whitworth [1999], and Dorsey [1940], with extrapolated phase 
boundaries (dashed lines). 

results to planetary-scale problems requires development of a general shock equation of 

state of ice. 

Gaffney and Matson [1980], recognizing that high-pressure ice polymorphs formed un­

der static conditions are recoverable at low pressure if maintained at low temperatures, 

suggested that ice polymorphs formed under shock processes may persist upon release to 

ambient conditions in the outer solar system. They hypothesized that the icy surfaces of 

outer solar system satellites might be a mixture of ice Ih and high-pressure polymorphs. 

The likelihood of this hypothesis has not been readdressed. 

Furthermore, many of the implications of shock-induced phase changes on planetary 

surfaces and collisionally evolved bodies, such as cometesimals in the Kuiper belt, remain 
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to be explored. In particular, the amount of impact-induced melting may place important 

constraints on the physical properties of the surfaces of icy bodies in the solar system 

and comet nuclei. For example, Turtle and Pierazzo [2001] have used the amount of melt 

produced in an impact event to constrain the thickness of the brittle ice layer on Europa. 

From observations of the size range of Europan craters with central peaks and simulations 

of melt production during an impact onto a solid ice layer over a liquid water layer, they 

conclude that the solid ice layer must be more than 3-4 km thick. 

In Chapter 2, we present the first study of the shock Hugoniot of ice at low temperatures, 

,...., 100 K. In combination with the previous temperate data at about 263 K, we develop a 

general formulation of the solid ice Hugoniot, including the temperature-dependent response 

of ice Ih and the occurrence of shock-induced phase changes. The outcome of impact 

events is dependent on the details of release from the shocked state, and we determine the 

conditions under which high-pressure ice phases may remain metastable after an impact 

event. 

We focus on the criteria for shock-induced melting of ice, where liquid water will be the 

thermodynamically favored state upon release from the shock. The production of shock 

melt is of interest in a wide range of collision phenomena, including the study of the bulk 

properties of planetary surfaces. In Chapter 3, we focus on the conditions under which 

shock-induced melting of ice may occur on Mars. 

The presence of large quantities of water on Mars has been inferred from geomorphic 

features, most notably valley networks and catastrophic outflow channels [Carr, 1996]. In 

addition, many Martian impact craters are surrounded by ejecta blankets with the appear­

ance of fluidized ground-hugging flow and terminated by one or more continuous ramparts 

[Barlow and Bradley, 1990]. The prevalent hypothesis for the formation of rampart ejecta 

morphologies is excavation and entrainment of subsurface ice or water into the ejecta blanket 

and subsequent long runout fluidized flow, forming a distal scarp when loss of fluidization 

occurs [Carr et al., 1977; Mouginis-Mark, 1981; Wohletz and Sheridan, 1983]. While ram­

part craters have long held the promise of revealing information about the water content 

of the Martian regolith, the lack of a comprehensive physical model for the formation of 

fluidized ejecta has prevented quantifiable conclusions to be drawn about water on Mars. If 

ejecta fluidization can be related to ground ice, the occurrence and morphology of rampart 

ejecta could be used to map the distribution and amount of subsurface water, and rampart 



4 

craters would be a powerful probe of the history of H20 on Mars. 

Although several phenomenological models have been suggested to explain the forma­

tion of rampart ejecta features [e.g., Mouginis-Mark, 1981; Barlow and Bradley, 1990], no 

previous study has focused on a modeling effort to explain the ejecta fiuidization by ground 

ice or water and the formation of different rampart morphologies. The shock properties of 

H20 ice, detailed in Chapter 2, are now understood well enough to be explicitly considered 

in models of cratering under Martian conditions. We present simulations of impact events 

onto an ice-rich regolith, quantifying the differences in the excavation process compared 

to cratering on pure rock surfaces. From the simulation results and the criteria for shock­

induced melting, we derive the physical properties of the ejected material. We present a 

model for the formation of different rampart crater morphologies and estimate the H20 

content of the Martian regolith. 
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Chapter 2 The Solid Ice H ugoniot: Temperature-dependent 

Strength and Shock-induced Phase Transformations 

Sarah T. Stewart and Thomas J. Ahrens 

2.1 Introduction 

Knowledge of the dynamic properties of planetary materials is necessary to describe col­

lisional processes in the solar system. The shock properties and dynamic strength of the 

constituent materials must be known to model and interpret mutual collisions and impact 

cratering phenomena. The outcome of such collisions are important for a wide range of plan­

etary studies, including mass transfer from collisions (accretion, erosion, or catastrophic dis­

ruption), the relationship of crater dimensions to impactor properties and velocity, and the 

quantitative description of impact-metamorphism, melting and vaporization. This study of 

the dynamic properties of H20 is motivated by its great abundance and importance. 

Shock wave measurements yield information about the equation of state, the dynamic 

strength, and the existence and properties of high-pressure phases. H20 has ten known 

stable phases, including liquid water, shown in Figure 2.1. Previous work on the shock 

properties of solid ice have focused on terrestrial applications, with limited scope investiga­

tions at initial temperatures just below freezing, Table 2.1. 

Although the high-pressure region of the solid ice Hugoniot (> 8 GPa) has been well 

characterized, the solid-solid phase transformations, producing multiple shock wave struc­

tures, have been difficult to interpret [Gaffney, 1985]. Observations of shock-induced phase 

transformations under terrestrial conditions have also raised the question of the likelihood 

and significance of production of high-pressure ice polymorphs by impact processes [Gaffney 

and Matson, 1980]. Furthermore, the surface temperatures of Mars and the icy satellites in 

the outer solar system are well below the range of existing data, and inspection of the H20 

phase diagram emphasizes the crucial need for shock data for H20 at lower temperatures. 

We present the results from an experimental study of shock compression of solid H20 at 

an initial temperature of 100 K. In combination with previously published shock and static 

data, we derive a complete shock Hugoniot for H20 for initial temperatures 2:: 100 K. We 
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Figure 2.1: H20 phase diagram showing stable phases with logarithmic pressure axis. 
Mean surface temperatures of solar system objects are noted. Previous ice shock data at 
To = 263 Kare only applicable to Earth conditions. Phase diagram constructed from Satin 
et al. [1998], Petrenko and Whitworth [1999], and Dorsey [1940], with extrapolated phase 
boundaries (dashed lines). 

investigate the dynamic strength, phase transformations, and shock temperatures on the 

Hugoniot. Finally, we discuss the implications of this work for impact cratering processes 

in the solar system, including the criteria for shock-induced melting of H20. 
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Table 2.1. Summary of solid ice shock data. 

Symbol Source Stress/Pressure Temp. No. Data Notest 
Range (GPa)® (K) Points Included* 

Solid Ice Elastic Shock Waves 

• this work 0.35 - 0.62 92-102 16 p 

0 Larson [1984]+ 0.15 - 0.30 263±2 8 p 
/::,. Larson [1984]+ 0.16 - 0.19 263±2 5 s 
[> Gaffney and Smith [1994] 0.05 - 0.11 263-266 3 p 

<l Davies and Smith [1994] 0.05 - 0.23 263-266 1 p 

Solid Ice Deformation Shock Waves 

* this work 0.37 - 5.32 92-102 12 p 

\l Anderson [1968] 3.55 - 30.10 263 5 p 
@ Anderson [1968] 18.00 - 27.40 263 2 s 
~ Gaffney [1973] 0.46 - 0.85 263 ± .1 0 p 

D Bakanova et al. [1976] 3.43 - 50.30 258 7 p 

® Gaffney and Ahrens [1980] 1.91 263 ± .5 0 p 

• Larson [1984]+ 0.42 - 3.56 263±2 6 p 

.&. Larson [1984]+ 0.26 - 0.31 263±2 0 s 
~ Gaffney and Smith [1994] 0.68 - 2.92 263-266 1 p 

.... Davies and Smith [1994] 0.36 - 4.45 263-266 1 p 

®Elastic shock amplitudes are principal stress; deformation shock amplitudes are pressure. 
*In multiple wave region, 0.2-6 GPa, only steady wave measurements with jump conditions re­

ported for each wave are included in this analysis. Above 6 GPa, all published data are included. 
tP-polycrystalline ice sample, S-single crystal ice sample. 
+Includes revised analysis of data from Larson et al. [1973]. 

2.2 Experimental Procedures and Data Analysis 

We utilized the embedded electromagnetic particle velocity gauge technique [ Dremin and 

Shvedov, 1964; Dremin and Adadurov, 1964; Petersen et al., 1970] to measure shock veloci­

ties and wave profiles in ice. The technique is illustrated in Figure 2.2. Larson et al. [1973] 

and Larson [1984] used the same technique. In this work, we use the vaporization of liquid 

N2 in air as a cooling system and conduct our experiments at lower initial temperatures. 

The gauges are embedded between ice discs, and the target is hung in the presence of 

a magnetic field which is perpendicular to the long axis of the gun. The particle velocity 

gauges used in thi.s study are composed of a loop of 0.5 mil (12.7 µm) thick copper film 
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between two 1 mil layers of polyimide (Kapton). The copper film's active area is 9 x 4 mm, 

with leads that are 0.5 mm wide. The gauges were custom made by Dynasen, Inc. (Goleta, 

CA). The gauges are oriented such that the 9 mm element is perpendicular to the field lines 

and aligned so that the motion of the shock wave, under uniaxial strain conditions, induces 

motion which is also perpendicular to the magnetic field. 

When subject to an impact, the particle velocity associated with the shock wave induces 

a voltage, E, across the gauges, which is given by 

E(t) = H Lup(t), (2.1) 

where H is the magnetic field strength in Tesla, L is the length of the element in the gauge 

which is perpendicular to the field lines, in this case 0.009 m, and up(t) is the particle 

velocity of the gauge as a function of time, in m s-1 . The voltage across each gauge is 

recorded by an oscilloscope, terminated in 50 n, via 50 n BNC coaxial cables. 

The major benefits of this technique are the minimal thickness of the gauges and the di­

rect Lagrangian measurement. The 2.5 mil (63.5 µm) thick gauges equilibrate with the sur­

rounding ice within about 20 ns (the longitudinal sound speed in polyimide is 2.72 km s-1, 

Marsh, 1980). Present digital oscilloscopes (HP 54540A, Gould Classic 6500) have a time 

resolution of 2 ns. Thus, the resolution of the shock profile is inherently limited by the 

gauge thickness. The polyimide has only a slightly greater shock impedance than ice, and 

the rise time of the shocks in this study (:S 5.2 GPa) are greater than 20 ns. Hence, the 

present gauges react minimally with the ice shock, unlike previous experimental difficulties 

related to impedance mismatch between the gauge and ice [e.g., Gaffney, 1973; Gaffney and 

Smith, 1994; Davies and Smith, 1994]. 

The use of multiple Lagrangian gauges permitted measuring the shock velocity from 

the travel time between gauges. Lagrangian analysis of the gauge profiles, described below, 

yields the shock loading (and unloading) stress-volume paths when the conditions of uniaxial 

strain are satisfied. 

The primary drawback of the electromagnetic particle velocity gauge technique is the 

requirement that the science sample, target assembly, and projectile contain no moving 

electrically conducting materials that would disrupt the static magnetic field. This restric­

tion inherently limits the shock pressure range that may be studied. These experiments 
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were conducted on the 40 mm single stage propellant gun in the Lindhurst Laboratory of 

Experimental Geophysics, which has a maximum projectile velocity of about 2.6 km s-1. 

The impact velocity is measured by the time interval (recorded with RACAL-DANA #1991 

universal counters) between extinction of three He-Ne laser beams in the projectile path 

and from a double X-ray exposure of the projectile at a measured time separation [c.f., 

Miller et al., 1991]. 

2.2.1 Target Assembly 

The target is comprised of multiple ice discs. Solid ice discs, with 50 mm diameters, were 

cored from a large block of transparent, bubble-free commercial carving ice (Carving Ice, 

Anaheim, CA). The ice samples were polycrystalline with a preferential crystal orientation. 

Solid ice experiments were aligned so that the shock propagates along an axis perpendicular 

to the ice Ih c-axis. The solid ice discs were polished ( 400-600 grade sandpaper, parallel 

within 0.1 mm) in the N. Mudd Ice Laboratory and the thickness measured 1-3 days prior 

to shock loading. 

The gauges are centered between the ice discs and held together in a polycarbonate 

target assembly, shown in Figure 2.2B (inset). No glues were used to keep the gauges in 

contact with the ice discs. As the targets were stored in air at -8°C, the ambient humidity 

caused the discs of ice to sinter together around the gauges. Each target contained 3 or 

4 gauges, usually with one gauge at the impactor-target interface. In most experiments, 

a 0.7 mm-thick polycarbonate disc was placed in front of the first gauge to provide good 

gauge-ice contact. Two thermocouples (Omega Chromega-Alomega(TM) #CHAL-020, K­

type) were placed in each target assembly to monitor the temperature of the ice. 

The target was hung on axis with the gun between two stacks, each of two permanent 

magnets (2 x 2 x 1/2", 0.122 Tesla NdFeB, Magnet Sales & Mfg., Inc., Culver City, CA). 

The two magnet stacks are positioned in a U-shaped steel mount set perpendicular to the 

gun axis, Figure 2.2. A nearly uniform static field is generated over an area of about 

2 x 2 cm between the two sets of magnets (see next section). The target is hung so that the 

particle velocity gauges occupy the most uniform part of the field, although the data analysis 

includes a correction for the field edge profile. The target is aligned using a barrel-aligned 

laser. The light is reflected from a mirror, placed on the target face during alignment, 

back to the laser source, over a one-way path of about 10 m, aligning the target face to 
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the barrel within 1 mrad. The magnets are aligned within 10 mrad using the barrel laser. 

The tilt of the projectile is not measured directly. The X-ray images used to measure the 

projectile velocity also provide a confirmation of the orientation of the projectile at about 

10 cm prior to impact. Non-parallel faces in individual ice discs is the largest contributor 

to the non-planarity in the experiments, up to several mrad. 

The target is transported to the shock wave in a cooler over a liquid nitrogen (1N2) 

bath, at about -20°C. The target is cooled by spraying 1N2 (rv 77 K), onto the target 

under ambient pressure ( #32885Kll full cone brass spray nozzles, ,..._, 0.2 gpm at 30 psi 

1N2 tank pressure, McMaster-Carr, Los Angeles, CA). The target is surrounded by a foam 

cooling box (PVC, 0.5" thick, McMaster-Carr) which is interior to the magnets. Figure 2.2B 

shows the configuration of the target, magnets, cooling spray, and cooling box in front of 

the gun muzzle. The front of the cooling box has a hole cut out to allow the projectile 

to pass through unimpeded. The hole is covered with transparent 10 µm plastic wrap 

(Johnson Handi-wrap) to seal the cooling box while contributing minimal interference to 

the projectile flight path. Once the ice is cooled to initial temperatures of about 90 K, the 

target tank is evacuated to pressures of ,..._, 200 - 400 mtorr prior to impact. 

2.2.2 Lagrangian Data Analysis 

The voltage record is converted to particle velocity by using Eq. 2.1 and the map of the 

magnetic field. Before every shot, the magnetic field is mapped, using a transverse Hall 

probe (Magnetic Instrumentation Inc., Indianapolis, IN, #7300-039R and Thomas & Skin­

ner 8315 Gaussmeter), along and both 5 mm above and below the gun axis, over the same 

volume occupied by the 9-mm long gauges, Figure 2.3. The scatter in the field measurement, 

typically < 0.5 mT, results in less than a 1 % uncertainty in particle velocity. 

The axial stress-volume loading paths are calculated using a Lagrangian analysis of the 

wave profiles from each gauge [ Cowperthwaite and Williams, 1971]. Based on conservation 

of mass and linear momentum, 

(2.2a) 

(2.2b) 

where V is the specific volume, Vo is the initial specific volume, h is the Lagrangian 
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coordinate corresponding to the initial position of the gauge, and CJ is the axial stress for 

one-dimensional strain. The phase velocities, Cup and Ca [Fowles and Williams, 1970], are 

defined by 

(8h/8t)up' 

(8h/8t)a· 

(2.3a) 

(2.3b) 

In a steady shock wave, the phase velocities are equal [Cowperthwaite and Williams, 1971]. 

Because shock waves in ice exhibit multiple-wave structure, phase velocities are not inde­

pendent of stress [Larson, 1984]. 

The discontinuity between the initial state, o, and shock state, i, is described by the 

Rankine-Hugoniot (RH) mass, momentum and energy conservation equations, 

Up,i - Up,O Us(1-io) (2.4a) 

Pi-Po 
Us 
Vo ( up,i - up,O) (2.4b) 

Ei-Eo 
1 2 (P; - Po)(Vo - Vi) (2.4c) 

where Up is the particle velocity, Us is the shock velocity, and E is the specific internal 

energy. 

In the shock front, pressure and particle velocity are directly related through conserva­

tion of momentum, Eq. 2.4b; therefore, the phase velocity C(up) =Ca( up) =Cup( up) can 

be calculated as a function of particle velocity. The travel time associated with a particle 

velocity and gauge (gauges 2-4), t:.t(up)9 , is calculated using the wave profile at the impact 

plane (gauge 1). The rise time of the wave at the impact plane is non-zero, so the travel 

time is calculated at every up using the Lagrangian distance, h9 , from the impact plane to 

each gauge, 9 . The phase velocity is 

(2.5) 

Now Eqs. 2.2a and 2.2b may be integrated to calculate the stress and specific volume as a 

function of time for each gauge after the impact plane gauge, as shown in Figure 2.4. The 

initial specific volume, Vo, is taken from the published crystal density of ice [Hobbs, 1974], 



14 

corrected for the initial temperature. The initial pressure is assumed to be zero. 

Finally, the phase velocity at the wave arrival is equal to the Lagrangian shock velocity, 

U fr. The Eulerian shock velocity, Us, is related to the Lagrangian shock velocity by 

Us= (Vi/Vo)Uf. (2.6) 

The Lagrangian wave velocity is larger than the Eulerian wave velocity in wave feature i by 

the particle velocity from the previous wave feature, i-l: 

ufi = Us,i + Up,i-l (2.7) 

The tabulated Eulerian shock wave velocity, Us, is a material property and independent of 

the motion of the material. 

Three Hugoniot states for each shock wave were obtained from the Lagrangian analysis 

of particle velocity traces from four gauges. For each shock front, we identify the time 

interval corresponding to the flat-topped region of each wave, as a grey-colored region in 

Figure 2.5. The particle velocity, pressure, and specific volume are averaged over this inter­

val to determine the shock state. The tabulated error associated with each measurement 

is the larger of either the scatter in the top of the wave or the formal error propagated 

throughout the Lagrangian analysis [Bevington, 1969]. The associated shock velocity is 

uniquely determined from the RH equations. Note that a small amplitude < 0.1 GPa wave 

seems to precede the 0.5 GPa elastic limit precursor in Figures 2.4A and 2.5. Split elastic 

precursor waves have been previously reported in iron [Bancroft et al., 1956]. A few gauge 

profiles in the high-pressure experiments suggest that this may occur in ice, but it is difficult 

to distinguish this apparent wave arrival from that inherent upon slight tilt (,..., 1°) of the 

impactor. 

We used polycarbonate (Lexan) projectiles (average po = 1.19 g cm-3 ) with cylindrical 

dimensions of diameter 40 mm and length 64 mm. The polycarbonate Hugoniot has been 

well measured at particle velocities between about 0.5-5.0 km s-1 [Marsh, 1980]. The 

impedance match shock state based on the polycarbonate Hugoniot and impact velocity is 

in extremely good agreement with the peak shock state derived in the Lagrangian analysis, 

given in Table 2.2. The temperature difference between the projectile (room temperature) 

and the 0. 7 mm polycarbonate plate at the front of the ice discs has a negligible effect on 

the density and peak shock state. Using the new shock wave data in ice obtained from the 
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Lagrangian analysis, in the particle velocity range from 100-600 m s-1 , and the shock states 

compiled in Marsh [1980], we are able to refine the very low particle velocity region of the 

polycarbonate Hugoniot, given as a multi-part function: 

2039(±7B) + 2.01 (±O.l6)up, Up :'S 768 

Us= 
2402(±45) + l.542(±.028)up, 764 < Up :'S 2644 

(2.8) 
5350<±25o) + 0.428(±.os4)up, 2644 < Up :'S 3427 

1910(±320) + 1.431 d.076)Up, Up> 3427, 

where Us and up are given in m s-1 and the la error for each parameter are given in 

parentheses. Our experiments are in the region of the two lowest velocity segments. Note 

that the first term (intercept) agrees closely with the bulk sound speed in polycarbonate, 

1940 m s-1 [Marsh, 1980]. 

The final Hugoniot state from each experiment, Table 2.2, is an average of the measure­

ments from each gauge beyond the impact plane. Notes and wave profiles are included in 

the supplemental information. The individual shock states from each gauge are listed in 

Table 2.3 and the a - V loading profiles are shown in Figure 2.6. Note that the measured 

a - V loading paths between each shock state are very close to ideal straight Rayleigh lines. 
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Figure 2.2: A. Composite schematic sketch and photographs of experimental arrangement 
for particle velocity gauge technique. Electromagnetic particle velocity gauges are embedded 
between ice discs and mounted on gun axis, perpendicular to projectile path. Motion due 
to impact is perpendicular to magnetic field lines. B. Target is cooled with liquid nitrogen 
spray in a foam cooling box prior to impact. A hole is cut in cooling box along projectile 
path (not visible). 
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Table 2.2. Average final Hugoniot states. 

Initial Conditions Peak Ice Shock Stated 

Exp. Toa Pob Vic Up p 

# (K) (kg m-3 ) (m s-1 ) (m s-1 ) (GPa) (MPa) 

144 69 932.8 273 125 (3.3) 0.401 (54.5) 
145 92 932.5 315 151 (3.2) 0.453 (7.4) 

1046f 95 932.4 687 366 (2.6) 
1047 98 932.4 1111 696 (8.6) 1.554 (128.4) 
1043 102 932.3 1473 883 (4.2) 2.131 (47.5) 
1045f 92 932.5 2618 1597 (11.) 5.178 (93.0) 

a uncertainty of To is usually a few degrees. See supplemental information. 

bUncertainty (la) of solid ice density is ±0.7 kg m-3 [Hobbs, 1974]. 
cuncertainty (±3a) of impact velocity ::; 2%. 

Impedance Matche 

Up p 
(m s-1 ) (GPa) 

129 0.41 
154 0.46 
409 1.03 
667 1.42 
910 2.27 

1571 4.99 

dFinal Hugoniot state is highest pressure state derived from Lagrangian analysis. When peak 
pressure cannot be determined, only peak particle velocity is reported. See supplemental informa­
tion. 

elmpedance match solution is calculated shock state in polycarbonate projectile from impact 
velocity and particle velocity and pressure in ice. 

fSee Appendix A. 
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Table 2.3. New ice Hugoniot data. 

Exp. Feature+ Up Us p p 

# G-Wave # (ms-1 ) (m s-1 ) (kg m-3 ) (GPa) (MPa) 

I44 Impact Plane 127.6 (5. 7) 
Avg., wave 1 100.7 (0.6) 3868 (29) 958 (1.0) 0.357 (28) 
G 2, wave 1 105.2 (0.9) 3767 (48) 960 (1.8) 0.367 (55) 
G 2, wave 2* 124.8 (3.3) 2369 (20) 970 (3.7) 0.401 (55) 
G 3, wave 1 96.3 (0.9) 3969 (32) 956 (0.9) 0.347 (11) 
G 3, wave 2* 118.5 (2.9) 2920 (24) 965 (1.6) 0.401 (11) 
G 4, wave 1* 78.2 (0.9) 4146 (38) 951 (0.9) 0.289 (11) 
G 4, wave 2* 102.5 (1.6) 3125 (25) 959 (0.9) 0.359 (11) 

I45 Impact Plane 154.9 (5.0) 
Avg., wave 1 115.3 (1.4) 3408 (25) 963 (1.0) 0.380 (7) 
G 2, wave 1 115.3 (1.4) 3408 (25) 963 (1.0) 0.380 (7) 
G 2, wave 2* 151.3 (3.2) 2098 (60) 981 (1.4) 0.453 (7) 
G 3, wave 1* 75.8 (0.7) 3591 (29) 952 (6.2) 0.255 (72) 
G 3, wave 2* 135.7 (0.7) 2580 (240) 974 (6.5) 0.407 (72) 
G 4, wave 1* 91.9 (1.4) 3230 (23) 959 (2.0) 0.276 (20) 
G 4, wave 2* 131.5 (0.9) 2477 (76) 975 (2.1) 0.369 (20) 

1046 Impact Plane 365.8 (2.6) 
Avg., wave 1 114.4 (1. 7) 3828 (21) 961 (0. 7) 0.408 (7) 
Avg., wave 2 267.4 (1.0) 2991 (17) 1011 (0.8) 0.860 (7) 
G 2, wave 1 120.9 (2.3) 3827 (30) 962 (1.0) 0.431 (9) 
G 2, wave 2 276.2 (1.6) 3014 (24) 1015 (1.1) 0.886 (9) 
G 3, wave 1 107.9 (2.5) 3830 (30) 959 (1.0) 0.384 (10) 
G 3, wave 2 258.5 (1.2) 2968 (23) 1008 (1.1) 0.834 (11) 

1047 Impact Plane 701.0 (2. 7) 
Avg., wave 1 155.l (1.9) 3653 (30) 973 (6.6) 0.530 (96) 
Avg., wave 2 370.9 (2.0) 3219 (30) 1051 (7.7) 1.148 (96) 
Avg., wave 3 695.9 (8.6) 1196 (22) 1449 (20.0) 1.550 (130) 
G 2, wave 1 164.2 (2. 7) 3597 (43) 977 (9.0) 0.550 (130) 
G 2, wave 2 378.7 (2.7) 3188 (39) 1057 (11.0) 1.150 (130) 
G 2, wave 3 695.9 (8.6) 1196 (22) 1449 (20.0) 1.550 (130) 
G 3, wave 1 146.1 (2.7) 3708 (42) 969 (9.4) 0.510 (140) 
G 3, wave 2 363.2 (3.0) 3251 (46) 1046 (11.0) 1.150 (140) 

1043 Impact Plane 911.2 (4.8) 
Avg., wave 1 145.6 (2.2) 3855 (17) 968 (2.2) 0.525 (32) 
Avg., wave 2 359.4 (1.9) 3361 (15) 1041 (2.5) 1.163 (32) 
Avg., wave 3 882.7 (4.2) 1757 (10) 1475 (7.8) 2.131 (48) 
G 2, wave 1 166.5 ( 4.8) 3754 (29) 975 (1.7) 0.589 (23) 
G 2, wave 2 356.l (3.3) 3330 (26) 1041 (2.0) 1.142 (23) 
G 2, wave 3 873.6 (4.5) 1811 (14) 1462 (6.4) 2.114 (23) 
G 3, wave 1 134.6 (3.3) 3900 (30) 965 (6.2) 0.491 (92) 
G 3, wave 2 359.4 (3.3) 3361 (27) 1041 (7.2) 1.160 (92) 
G 3, wave 3 891.9 (7.1) 1703 (15) 1489 (15.0) 2.148 (92) 
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Table 2.3. (continued) 
Exp. Feature+ Up Us p p 

# G-Wave # (m s- 1) (m s- 1) (kg m-3 ) (GPa) (MPa) 

G 4, wave 1 135.6 (3.3) 3911 (29) 965 (1.6) 0.496 (20) 
G 4, wave 2 362.7 (3.3) 3391 (26) 1041 (1.8) 1.186 (20) 
G 4, wave 3* 833.0 (11.0) 1604 (12) 1422 (14.0) 2.051 (20) 

1045 Impact Plane 1606.0 (16.0) 
Avg., wave 1 157.9 ( 4.8) 3700 (46) 972 (7.6) 0.560 (93) 
Avg., wave 2 1597.0 (11.0) 3275 (34) 1727 (24.0) 5.178 (93) 
G 2, wave 1* 112.2 (7.8) 3500 (1000) 960 (300.0) 0.400 (3000) 
G 2, wave 2* 1581.0 (6.9) 3130 (950) 1690 (920.0) 5.100 (3000) 
G 3, wave 1 171.7 (6.8) 3619 (35) 976 (8.1) 0.605 (92) 
G 3, wave 2 1588.0 (18.0) 3235 (50) 1716 (25.0) 5.154 (92) 
G 4, wave 1 144.0 (6.8) 3781 (85) 969 (13.0) 0.520 (160) 
G 4, wave 2 1607.0 (13.0) 3315 (46) 1739 (42.0) 5.200 (160) 

+Impact plane entry records peak particle velocity at ice-polycarbonate buffer interface. G # 
denotes gauge, numbered l, 2, etc., from the impact plane. Average values recommended for denoted 
wave feature by combining all the gauge records. 

*Indicates that this data point has a problem and should be considered unreliable. The most 
common problem is a partially released wave. Refer to the experimental details in Appendix A for 
each individual case. 
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2.3 Results and Interpretation 

2.3.1 The Us - .6.up Shock Equation of State 

The dynamic response of ice Ih is temperature dependent, and multiple-wave shock fronts, 

which include phase transformation shocks, develop when the peak pressure is less than 

6 GPa. To separate the effects of temperature and phase transformations, we consider 

each shock wave jump independently. Figure 2.7 compares two idealized multiple-wave 

shock profiles and their corresponding stress-volume loading paths, based on this work and 

Larson [1984], at different initial temperatures with peak shock stress near 1.6 GPa. In 

this example, the final wave in both shock fronts is a transformation shock to the ice VI 

structure (see section 2.4.3). The amplitude of first wave (O"E), the elastic precursor, is 

much larger at To= 100 K, with O"E = 0.55 GPa, than at 263 K, when O"E = 0.17 GPa. In 

addition, a steady 3-wave shock front develops at 100 K, with an intermediate shock in the 

ice Ih structure. Notably, Larson [1984] reported a 2-wave shock front in all experiments 

at 263 K, with peak shock stress spanning 0.26-3.56 GPa. In the wave profile from Larson 

[1984] at To = 263 K, the shock jump associated with the transformation to ice VI has 

b..up = 700 m s-1 , corresponding to b..O" = 1.4 GPa. In comparison, the ice VI shock in 

the 100 K profile has an amplitude of b..up = 540 m s-1 and b..O" = 0.4 GPa. Although the 

final particle velocity and stress are similar in these two experiments, the loading path and 

shock front depend significantly on the initial temperature. 

Previous studies (Table 2.1) have fit Us - ~up data [e.g., Gaffney, 1985], but the 

temperature-dependent response of ice Ih complicates direct comparison of ~up between 

datasets, as shown in Figure 2. 7. We find that a rigorous comparison is made by consider­

ing the variables Us, the Eulerian shock velocity, and b..up for each wave feature. In this 

case, each Us - b..up pair is described by the RH equations centered in the previous state. 

In the Figure 2. 7 example at To = 100 K, the ice VI transformation shock is centered in the 

ice Ih shock state, corresponding to state o in Eq. 2.4. 

Different Us - b..up curves describe each shock process, e.g., elastic shock, ice Ih shock, 

and ice VI transformation shock. With this approach, the P - V Hugoniot is assembled 

in segments, where the P - V center for each segment is temperature dependent. Previous 

studies measuring multiple-wave shock fronts report Us - ~up curves which describe the 

Hugoniot by a single application of the RH equations from the initial, zero-pressure state. 
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Figure 2. 7: Idealized '"" 1.6 GPa shock profiles in solid ice comparing this work (To 
100 K, solid lines) to Larson [1984] (To = 263 K, dashed lines). A. Multiple-wave shock 
front profiles 5 mm from impact plane. Full compression is achieved by two or three discrete 
shock jumps. B. Compression curves corresponding to shock profiles in A. 

Although simpler in application, centering all the RH jump relations at zero pressure results 

in loss of the information describing individual waves in the shock front. 

Us - b.up data for each shock jump from this work and previous studies with multiple­

wave shock front information are compiled. We fit different Us - b.up segments grouped 

by shock process, as shown in Figure 2.8, where the symbols correspond to the data source 

listed in Table 2.1. We find 5 clear regions on the solid ice Hugoniot: (1) elastic shock 

precursors, (2) deformation shocks in the initial ice lh structure, and transformation shocks 

to ( 3) ice VI, ( 4) ice VII and ( 5) liquid water. The coefficients for the least squares linear 

fits to each segment are given in Table 2.4, and the corresponding initial state (and its 

dependence on temperature) is discussed in section 2.3.2. Linear Us - b.up fits are justified 

by the negligible effect of the second derivative of the bulk modulus over this pressure range 
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Figure 2.8: U s-b:..up solid ice shock states fall into five groups: (1) elastic shock precursors 
with average wave velocity of longitudinal sound speed (rv 3.7 km s-1), (2) deformation 
shocks in ice Ih with intercept at bulk sound speed (rv 2.9 km s-1), and transformation 
shocks to (3) ice VI, (4) ice VII, and (5) liquid water. Available literature data (Table 2.1) 
and uncertainties (117) are included. All previously published data (inset) are plotted with 
previously used I:up abscissa. 

[Ruoff, 1967; Jeanloz, 1979]. The limiting bi.up values for each region is discussed below. 

We shall refer to linear fits in Table 2.4 as the Us -bi.up equation of state (EOS), since these 

lines may be used with the RH equations to derive the pressure-volume shock Hugoniot. 
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Table 2.4. Us - Di.up shock equation of state, Us = c + sb.up, used to calculate solid ice 
Hugoniot. 

Hugoniot c s Di.up range (m s-1) 

Region (m s-1) min max 

l. Elastic 3610 (±61) 0.92 (±.63) 0 175 
2. Ice Iht 3000 (±100) 1.00 (±.80) 0 230 
3. Ice VI 388 (±78) 2.61 (±.14) 100 850 
4. Ice VII 1200 (±140) 1.46 (±.11) 600 1540 
5. Liquid 1700 (±130) 1.440 (±.035) 1590 

la uncertainties given in parentheses. 
tsteady shock waves do not develop unless overdriven at low temperatures. Fixed bulk sound 

speed for ice Ih. 

We find that the amplitude of elastic shock precursor waves is very sensitive to the 

initial temperature. In Figure 2.8, note the offset in the mean value of Di.up between the 

low-temperature (To = 100 K, •) and temperate (To = 263 K, open symbols) elastic 

precursor data (region 1). As a result, the transition point between the ice Ih elastic shock 

region to the ice Ih deformation shock region occurs at a different pressure along Hugoniots 

centered at different initial temperature. 

We find that impacts in both low-temperature and temperate ice, reaching peak shock 

stress just above the elastic limit, do not form steady ice Ih deformation shock waves (refer 

to section 2.4.2). In low-temperature ice, steady ice Ih deformation shocks develop only 

as an intermediate state in the shock front between the elastic precursor wave and the 

transformation wave to ice VI (*points in region 2, Figure 2.8). Note that no temperate 

ice data have been included in fitting region 2. 

The Us - Di.up EOS for shock-induced phase transformations (regions 3-5), however, ap­

pear to be independent of initial temperature over the range 100-263 K. There is excellent 

agreement between the low-temperature and temperate datasets in the ice VI and VII re­

gions (3 and 4, Figure 2.8), By considering Di.up instead of ~up, the temperature-dependent 

response of ice Ih is removed, and a shock-induced phase transformation is described by a 

Us - Di.up EOS that is independent of the initial temperature. 

At pressures above 6 GPa (~up ?: 1590 m s-1 , region 5), the shock velocities are greater 

than the longitudinal wave speed. In this case, the elastic precursor is overdriven, a single 

shock front develops, and Di.up = ~up. Therefore, Hugoniot data at pressures ?: 6 GPa 
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are free from the ambiguities discussed above for shocks with peak stress < 6 GPa, which 

produce two- or three-wave shock fronts, depending on the temperature regime. The high­

pressure ice Hugoniot data and Us - ~up EOS are shown in the inset in Figure 2.8 with all 

previously published data with P < 6 GPa, where Us is plotted against ~up. 

Note the considerable scatter in the low-pressure data, ~up < 1590 m s-1 (regions 

2-4), compared to the high-pressure data (region 5). For ~up < 150 m s-1, the scatter 

is attributed to the inclusion of ice Ih plastic waves in Hugoniot datasets. In the range 

150 < ~up < 2000 m s-1 (Hugoniot regions 3 and 4), the low-temperature data lie at 

systematically lower Us, where the plotted Us corresponds to the Eulerian velocity of the 

final wave in the shock front. Because the low-temperature data have higher amplitude 

elastic precursors compared to the temperate shock data and intermediate ice Ih shocks 

(e.g., Figure 2.7), the amplitude of the final wave in the shock front is smaller and the 

shock velocity correspondingly slower compared to the temperate ice data. The scatter in 

the temperate shock data includes differences in the amplitude of the elastic precursor, data 

reduction problems, and experimental difficulties, such as the impedance mismatch between 

embedded gauges and ice described in section 2.2. 

We note that our fit of the liquid water region on the ice Hugoniot (Table 2.4) agrees well 

with the high-pressure region of the temperate ice Hugoniot published by Gaffney [1985]. 

Gaffney fit Us= 1790+1.42up for P > 8 GPa centered at P = 0 GPa and po= 918 kg m-3 , 

but he could not reconcile the scatter in the data at pressures below 8 GPa. 

2.3.2 The P - V Hugoniot 

Solid ice P - V Hugoniots centered at To = 100 (solid line) and 263 K (dashed line), 

calculated via application of Us - ~up segments, are shown in Figure 2.9 with the data 

that include multiple-wave shock front information. 

The Hugoniots are centered at the 1 bar density of ice Ih at the specific volume corre­

sponding to the initial temperature, where Vo = 1.089 and 1.072 cm3 g-1 at 263 and 100 K, 

respectively [Hobbs, 1974; Rottger et al., 1994]. The first region on the Hugoniot is the locus 

of elastic shocks, centered on the initial state (Vo, ao), where a= 0 GPa and the difference 

between the 1 bar and zero-pressure specific volume is ignored. The RH equations (Eq. 2.4) 

are applied with the elastic precursor Us - ~up EOS (Table 2.4) using (Vo, ao) as the initial 

state. 
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Figure 2.9: Solid ice Hugoniots centered at To = 100 (solid lines) and 263 K (dashed 
lines). Hugoniot segments (1-5) derived from Us-b.up EOS given in Fig. 2.8 and Table 2.4. 
Available literature data (Table 2.1) and uncertainties (la) are included. Transition pressure 
between ice Ih and ice VI on 100 K Hugoniot is dependent on peak shock stress, e.g., paths 
A and B, refer to section 2.4.3. 

The next region on the Hugoniot is the ice Ih deformation shock. The Hugoniot curve is 

obtained by application of the ice Ih Us - b.up EOS (Table 2.4) using the elastic precursor 

shock as the initial state, subscript i-l· Then, the locus of a - V states is derived by 

Usb.up 
(2.9a) O"i O"i-1 + "\!: 

i-1 

Vi ( b.up) Vi-1 1 - Us (2.9b) 

where b.uP = Up,i - up,i-l· In the plotted ice Ih region, the initial state (Vi-1, ai_i) is 

the average elastic wave precursor state, where 6 = (1.07, 0.20) and • = (1.03, 0.55) in 

cm3 g-1 and GPa at To = 263 and 100 K, respectively (see section 2.4.1). We found that, 
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at low temperatures, supported ice Ih deformation shocks develop only as part of three-wave 

shock fronts. The ice Ih deformation shock data ( *) shown in this region are intermediate 

waves in the shock front. At both initial temperatures, impacts resulting in peak stresses 

below 0.6 GPa drives a shock that separates into a two-wave profile, composed of the elastic 

precursor and a decaying plastic wave (not plotted in Figure 2.9, see section 2.4.2). Note 

that the ice Ih region on the 263 K Hugoniot in Figure 2.9 has no data points. 

On the 263 K Hugoniot, the ice VI region begins at 0.6 GPa and the ice VII region 

begins are 2.2 GPa. Both the segments use the average 263 K elastic precursor (~) as the 

initial state for application of the Us -b..up EOS, as Larson [1984] reported two-wave shock 

profiles in these regions, composed of the elastic precursor and transformation shock ( + ). 
On the 100 K Hugoniot, impact stresses reaching the ice VI region produce three­

wave shock fronts, composed of the elastic precursor, an ice Ih deformation shock, and 

transformation shock to ice VI (e.g., Figure 2.7). In our experiments, the amplitude of the 

intermediate ice Ih shock varies with the peak shock stress. When the peak stress is greater 

than about 1.2 GPa, the ice Ih shock has an amplitude of 1.157 ± 0.017 GPa and specific 

volume of 0.9566 ± 0.0061 cm3 g-1 (Exp. # 1043, 1047, Table 2.2), forming a cusp that 

defines the maximum stress on the ice Ih region of the Hugoniot. On the ice VI region of 

the 100 K Hugoniot, above 1.15 GPa, the initial state used in Eq. 2.9 is the ice Ih cusp, 

forming the base of the locus of shock states labeled A in Figure 2.9. 

In one experiment (#1046), with a peak shock stress of 1.03 GPa, the intermediate 

ice Ih shock amplitude was 0.86 GPa, the base of the locus of shock states labeled B in 

Figure 2.9. We suggest that for final shock stresses greater than 0.6 GPa, ice VI will form 

on the low-temperature Hugoniot with an intermediate ice Ih shock with an amplitude that 

scales with the final shock stress, but limited by the 1.16-GPa cusp. Intermediate ice Ih 

shocks have been observed in some experiments at To = 263 K [Gaffney and Smith, 1994; 

Davies and Smith, 1994], but the intermediate state was not a steady wave in any of the 

temperate experiments. 

Note that the same Us - b..up EOS (Table 2.4) is used to calculated the ice VI region 

on both Hugoniots in Figure 2.9. The offset in specific volume between the 100 and 263 K 

Hugoniots in this region arises from the different initial state used in application of Eq. 2.9. 

At low temperatures, the initial state is an ice Ih shock, but under temperate conditions, 

the initial state is the elastic wave precursor. 
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The average low-temperature elastic precursor (•) is the initial state for the ice VII 

segment of the 100 K Hugoniot. On both the low-temperature and temperate Hugoniots, 

shocks to the liquid water region (::=: 6 GPa) overdrive the elastic precursor. This region 

on the Hugoniot (Figure 2.9, inset) is calculated with the liquid water Us - flup EOS in 

Table 2.4 using the zero-pressure volume as the initial state. Note that the zero-pressure 

specific volume is off scale in the inset. The experimental technique used in this study does 

not reach shock pressures above 6 GPa, and no other low-temperature data in this pressure 

range are available. The To = 100 K Hugoniot is derived assuming that the liquid region 

Us - flup EOS (Table 2.4) is independent of initial temperature, as is the case in the ice VI 

and VII segments of the Hugoniot. Each segment of the Hugoniot is discussed in detail 

below. 

2.4 Regions on the Solid Ice Hugoniot 

2.4.1 Elastic Shock Precursors 

The amplitude of the elastic shock precursor wave in solid ice at To ,...., 263 K falls between 

0.05-0.30 GPa (Table 2.1). The elastic shock amplitudes measured at To= 100 Kare larger, 

reaching 0.35-0.62 GPa. Although commonly referred to as the Hugoniot Elastic Limit 

(REL), implying a single value, the amplitude of the elastic precursor in solid ice varies 

over an order of magnitude. As noted by Larson [1984], the elastic precursor amplitude 

is correlated with the peak shock pressure. A similar peak shock pressure correlation is 

observed in Si02, where the elastic precursor amplitude is also dependent on the crystal 

orientation [Fowles, 1967]. However, Larson [1984] did not observe any dependence of the 

elastic precursor or final shock state on the crystal axis in temperate ice experiments. 

Although Larson [1984] suggested that the amplitude of elastic shocks was controlled by 

the onset of (partial) melting, more recent work has shown that brittle failure is more likely. 

Gaffney [1985] argued that the energy deposited in elastic shocks is insufficient to initialize 

melting (see his Figure 9), and Arakawa et al. [2000] directly imaged a brittle failure wave 

generated by a decaying shock wave in a solid ice block at 263 K, with an initial peak 

pressure of about 10 GPa decaying to 0.03 GPa. Arakawa et al. [2000] also recovered an ice 

sample shocked to just above the REL (0.3 GPa) and observed dense shear cracks spaced 

at lOO's µm. 
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Figure 2.10: Properties of elastic shock precursor waves in solid ice with longitudinal 
sound velocity (c1) in isotropic ice Ih. A, B. Ideal c1 dependence on temperature and 
pressure overestimates measurements by a constant offset in velocity. C. Two constitutive 
models for yield strength (Y), Y / G =constant ( G is shear modulus) and Y proportional to 
homologous temperature. Symbols, shown with lo- uncertainties, correspond to the data 
source (Table 2.1). 
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Figure 2.10 displays the properties of the elastic precursor waves. The scatter in the 

wave velocity is large in both the low-temperature and temperate ice (Figure 2.lOA,B). 

Ideally, the elastic shock wave velocity is equal to the longitudinal sound speed, Cz. As 

Larson [1984] did not see an effect on crystal orientation, we use isotropic values for the 

elastic moduli. The temperature (at zero pressure) and pressure dependence (at 237.5 K) of 

the elastic constants were measured by Gagnon et al. [1988] and averaged for isotropic ice 

[Voigt, 1928; Simmons and Wang, 1971]. The temperature dependence observed by Gagnon 

et al. [1988] has been extrapolated below 237.5 K (dot-dashed line). The polynomial fits 

to the elastic constants presented by Gagnon et al. [1988] do not extrapolate well to low­

temperatures (resulting in decreasing Cz with decreasing temperature), and we assume that 

the value of cz asymptotically approaches a maximum, here given as the maximum in the 

extrapolated polynomial, at 3.97 km s-1 . The principal stress measurements of the elastic 

precursor 0"1 have been reduced to pressure P by 

(2.10) 

where the perpendicular stresses 0"2 = 0"3 = zmif(l-v) under uniaxial strain, and v = 0.325 

is the Poisson's ratio in ice Ih [Petrenko and Whitworth, 1999] (the small dependence of v 

on temperature is neglected). 

The elastic precursor wave velocities are systematically lower than ideal isotropic ice by 

0.2-0.3 km s-1 . We speculate that the offset may be a result of imperfections in the ice 

samples, such as trace porosity. The elastic precursor wave velocities measured in samples 

prepared within a given study have a wide range of scatter, corresponding to the difficulty 

in making identical ice samples. 

The amplitude of the elastic precursor, however, is strongly dependent on the initial 

temperature, as shown in Figure 2.lOC. A similar temperature dependence has been ob­

served in molybdenum (Mo) [Duffy and Ahrens, 1994]. In brittle materials, the Hugoniot 

Elastic Limit, O"HEL has been related to the compressive yield strength, Yo, by the Griffith 

yield criterion [Rosenberg, 1993], where 

(2.11) 

Duffy and Ahrens [1994] found that the temperature dependence of the yield strength in Mo 
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lies between two constitutive models, one where the ratio Y /G is constant where G is the 

shear modulus, and one where the yield strength is a function of homologous temperature 

Yo= A(l -T/Tm) (2.12) 

where Tm is the melting temperature (in K) at zero pressure and A is a constant fit to the 

data. In ice, there is an additional dependence on the peak shock pressure (see below), 

which was not observed in Mo [Duffy and Ahrens, 1994]. 

If the yield strength is constrained to zero at the melting temperature and the lowest 

yield value at 100 Kand 0.38 GPa, then A= 0.1 and Eq. 2.12 systematically underestimates 

the yield strength dependence on temperature (solid line in Figure 2.lOC) by about 0.1 GPa. 

However, the slope of the fit agrees well with the data's dependence on initial temperature. 

The constant Y/G model (dotted line), fixed at the same point at 100 Kand 0.38 GPa, 

does not have the correct slope to fit the data, where G is calculated from Gagnon et al. 

[1988]. 
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Solid ice appears to have some dynamic strength at temperatures very close to melting. 

In addition, the amplitude of the elastic shock precursors is not single-valued at a given 

initial temperature, but also shows a dependence on the peak shock stress, shown in Fig­

ure 2.11. Linear fits of the dependence of the elastic precursor amplitude 0'£ on the peak 

shock stress O'S are given by 

O"E = { 0.398 (±0.029) + 0.039 (±0.012)0"s, 

0.161 (±0.010) + 0.035 (±0.007)0"s, 

at T'"'"' 100 K 

at T'"'"' 263 K. 
(2.13) 

These lines provide a good approximation of the peak shock stress dependence, although 

there is some indication, especially in the low-pressure data, that the amplitude of the elastic 

precursor approaches a limit, of about 0.55 GPa for To = 100 K, and about 0.25 GPa when 

To = 263 K. O"E at intermediate temperatures may be estimated by interpolating between 

the existing data and using Eq. 2.12 with a 0.1 GPa constant offset (Figure 2.lOC) and the 

Griffith yield criterion (Eq. 2.11). 

The dynamic strength of ice falls significantly outside its static equilibrium stability 

field, shown in Figure 2.12. The elastic precursor data, where the principal stress measure­

ments have been converted to pressure (Eq. 2.10), are plotted against the initial temperature 

because the elastic shock compression is essentially isothermal (see below). Increase in com­

pressive and tensile strength in ice with strain rate is well established [Hawkes and Mellor, 

1972; Lange and Ahrens, 1983; Stewart and Ahrens, 1999]. Given the strong temperature 

and strain rate dependence on the static strength of ice [also see, Durham et al., 1998; 

Durham and Stern, 2001], it is not surprising that the dynamic strength of ice shows de­

pendence on both the temperature and peak shock stress (a proxy for strain rate [Swegle 

and Gmdy, 1985]). 

The comparison of the elastic precursor data with the static phase diagram led Larson 

[1984] to infer that the amplitude of the elastic precursor was limited by melting, but more 

recent work indicates that ice undergoes brittle failure (described above). The mechanism 

for brittle failure in a shock may be related to a phenomena called transformational faulting. 

Durham et al. [1983, 1998] found that, under confined conditions at 77 K, ice Ih fails 

from "stress interaction of ice II microinclusions under high shear stress." The maximum 

differential stress at failure becomes constant with increasing confining pressure at a value 

of about 0.165 GPa. Laboratory shock wave experiments, in uniaxial strain, support shear 
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Figure 2.12: Elastic shock precursor data (with principal stress reduced to pressure) 
and ice P - T phase diagram with shear stress under uniaxial strain on right vertical axis. 
Static compressive strength at 77 K limited to shear stresses of 0.08 GPa by transformational 
faulting where ice II nucleates in shear stress concentrations [Durham et al., 1998]. Dynamic 
strength may also be limited by transformational faulting to ice II (for :::; 100 K) and liquid 
water (at T ,...._, 263 K). 

stress until material failure. The shear stress, T, is given by 

(2.14) 

where T = 0.26a1 in ice under uniaxial strain. The elastic precursor amplitude appears 

to approach a limiting value with increasing shock stress (Figure 2.11), and the limiting 

mechanism could also be transformational faulting. The strain rates in a shock, with 103 -

104 s-1 , are much higher than the static experiments, with 10-7 - 10-4 s-1 , and a larger 

limiting shear stress is likely because of the dependence of strength on strain rate [c.f., 

Lange and Ahrens, 1983; Stewart and Ahrens, 1999]. The brittle failure mechanism at 
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Figure 2.13: Elastic precursor data (0-1) and elastic region on 100 and 263 K solid ice 
Hugoniots (dashed lines). Elastic precursor data, reduced to pressure (Eq. 2.10), agrees 
well with isothermal compression curves. 

263 K may also be transformational faulting, although the microinclusions in the shear 

zones would be consistent with liquid water. Examination of the shear failure bands after 

a shock experiment, where the samples are recovered and maintained at liquid nitrogen 

temperatures, may help determine whether transformational faulting is the shock failure 

mechanism in ice. 

The elastic region on the 100 and 263 K Hugoniots (dashed lines in Figure 2.13) are 

derived from the Us - Llup EOS (Table 2.4) and the RH equations. The elastic precursor 

principal stress data is reduced to pressure ( x) using Eq. 2.10 and compared 100 and 263 K 

isotherms (solid lines), which are derived below. 

Using the Us - Llup fits in Table 2.4, the intercept of the elastic segment defines the 

mean longitudinal wave speed in the ice shock data, q = 3610 m s-1 , and the intercept of 
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the ice Ih deformation shock segment defines the mean bulk wave speed, Cb= 3000 m s-1. 

The inferred bulk modulus is 8.4 and 8.3 GPa at 100 and 263 K, respectively. 

Assuming that the second derivative of the bulk modulus is negligible over this pressure 

range, the Us - b..up fit for the ice lh deformation shocks is used to constrain the first 

derivative of the isothermal bulk modulus K; [e.g., Ruoff, 1967; Jeanloz, 1989]. The slope, 

s, of the linear Us - b..up fit is related to K; by 

(2.15) 

I +3.2 where Kr = 3.0_3.0 for s = 1.00 ± 0.8 (Table 2.4). We use the Murnaghan equation for 

isothermal compression [Mumaghan, 1944; Jeanloz, 1989], given by 

p, = Kro [(Vo)K~ _ 1] 
T K' v . 

T 
(2.16) 

Because the shock data in the ice Ih phase covers a small range of pressures, isothermal 

compression curves which agree with the data are not very sensitive to the values of Kro 

and K;. The inferred values for Kro and K;, derived here under uniaxial strain conditions, 

are in good agreement with bulk static values [Hobbs, 1974; Petrenko and Whitworth, 1999]. 

From the agreement between the elastic shock pressure (x, Figure 2.13) and the hydro­

static isotherms, we conclude that the temperature increase in the elastic shock precursor 

is negligible. 

2.4.2 Ice lh Shocks 

The present low-temperature ice shock experiments record the first steady deformation 

shock waves in the ice lh structure. The steady ice Ih shocks are observed as the second 

wave in a three-wave shock front, composed of an elastic shock precursor, deformation shock 

in the ice lh structure, and transformation shock to ice VI (refer to Appendix A, shots 

#1043, 1046, 1047, also see Figure 2.7). The amplitude of the intermediate ice lh shock 

appears to be dependent on the peak shock stress up to a limiting pressure of 1.16 GPa. At 

this point a cusp forms on the ice Hugoniot, similar to the 13 GPa cusp observed on the iron 

Hugoniot, derived from three-wave shock profiles corresponding to the HEL, a deformation 

shock, and a___, E transformation shock [Minshall, 1955; Bancroft et al., 1956; Loree et al., 
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1965]. Also, a cusp at 19.4 GPa on the aluminum nitride (AlN) Hugoniot corresponds to 

the B4-Bl transformation, and similar three-wave shock profiles are observed [Mashimo 

et al., 1999]. Recent work on the Si02 Hugoniot indicate that a similar cusp may exist near 

23 GPa, between the a-quartz to stishovite phase transformation [Zhugin, 1995; Zhugin 

et al., 1994]. 

In our experiments with peak stresses in the range 0.4-0.5 GPa, a steady ice Ih shock 

wave does not develop. The elastic precursor is followed by a decaying ice Ih deformation 

wave. Previously published ice data at To = 263 K also show decaying ice Ih shock waves; 

for example refer to Figure 4 in Larson [1984] with peak stress of 0.295 GPa. The decaying 

shock data have been reported, erroneously, as Hugoniot states. Larson's deformation shock 

data with peak stress < 0.6 GPa have not been considered in the derivation of the solid ice 

Hugoniot presented here. 

In addition, the studies by Gaffney and Smith [1994] and Davies and Smith [1994] at 

263 K do not yield information on the ice Ih deformation shock region of the ice Hugoniot, 

although some three-wave shock profiles were recorded. These experiments used embedded 

stress gauges and suffered from difficulties related to the impedance mismatch between 

the gauges and ice. As steady wave profiles were not generated, the data cannot be used 

to determine Hugoniot states. Hence, previous researchers were unable to identify the 

intermediate shock as a deformation shock in the ice Ih structure. 

Therefore, the only steady ice Ih deformation shock Hugoniot measurements have been 

obtained at To = 100 K and only in cases when the wave is supported by a subsequent 

transformation wave to ice VI. These data (*) are shown in Figure 2.14 with the elastic 

and ice Ih deformation shock regions on the 100 K ice Hugoniot (dashed lines). The ice Ih 

deformation shock region on the To = 100 K solid ice Hugoniot is bound by the mean 

elastic precursor, about 0.5 GPa, and the ice Ih deformation shock cusp at 1.16 GPa. On 

the 263 K Hugoniot, the ice Ih deformation shock region is bound by the average elastic 

precursor stress of 0.2 GPa and the onset of transformation to ice VI at stresses above 

0.6 GPa (dashed line, Figure 2.9). 

Ideally, after brittle failure upon passage of the elastic shock precursor wave, the ice 

will respond hydrodynamically. The elastic shock precursor supports shear stress, and 

the measured principal stress must be corrected to pressure (Eq. 2.10, Figure 2.13). The 

principal stress measured in the ice Ih deformation shock states, however, approach the 
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Figure 2.14: Elastic and Ice Ih deformation shock regions on 100 K solid ice Hugoniot 
(dashed lines). Ice Ih deformation shocks (*) have a limiting value of 1.2 GPa, forming a 
cusp on the Hugoniot. Principal stress on the Hugoniot approaches isothermal compression 
curve (solid line) indicating loss of strength on the Hugoniot and little shock heating. 

hydrodynamic isotherm (solid line in Figure 2.14, derived in previous section). Thus, we 

infer that loss of shear strength is complete in shock states with principal stresses 2: 1.16 GPa 

(also see section 2.6). Similar convergence of the Hugoniot and isotherm at pressures just 

above the elastic limit is observed in other materials, including Si02 [Fowles, 1967] and 

AIN [Rosenberg et al., 1991]. In the phase transformation regions of the Hugoniot (2-5), 

we infer that the ice behaves hydrodynamically and may use principal stress and pressure 

interchangeably. 

The difficulty in development of a steady ice Ih deformation shock may be related to 

the failure mechanism in the elastic precursor. At shock pressures just above the elastic 

limit, the decaying shock wave propagates with an initial velocity less than the bulk sound 

speed in ice. All ice Ih deformation shocks, steady and non-steady, have thick shock fronts, 
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rather than a sharp discontinuity (see Figure 2.4, Appendix A). The same phenomena is 

observed in AlN, where just above the HEL, the shock velocity is slower than the bulk sound 

speed and the wave profile is described as plastic [Mashimo et al., 1999; Rosenberg et al., 

1991]. Mashimo et al. [1999] note that slip systems along macroscopic cracks may control 

brittle failure in AlN. If the failure mode increases heterogeneity in the material, e.g., by 

transformation faulting in shear bands (described in previous section), the low-amplitude 

planar shock wave following the elastic precursor may encounter a highly scattering material, 

which results in thickening of the shock front and decay in amplitude with propagation. 

All the ice Ih deformation shocks, steady and non-steady, fall well outside the equilibrium 

phase boundary. The deformation shock follows an elastic shock wave with amplitude com­

parable to or larger than the pressure along the equilibrium phase boundary (Figure 2.12). 

The close agreement between the steady ice Ih deformation shocks observed in this study 

and the 100 K isotherm, which is nearly isentropic over this small pressure range, indicates 

that the entropy increase in the shock is not large enough to initiate melting of ice Ih. 

The 100 and 263 K ice Hugoniots are shown in pressure-entropy (P - S) space, as 

solid and dashed lines in Figure 2.15, respectively, with a partial phase diagram of H20, 

including the H20 phases observed in shock processes. The zero-pressure entropy, So, of 

ice Ih is about 890 and 2100 J kg-1 K-1 at 100 and 263 K, calculated from the specific 

heat capacity at constant pressure [Giauque and Stout, 1936] and the zero point entropy 

of ice Ih [Petrenko and Whitworth, 1999]. The critical entropies for incipient (IM) and 

complete (CM) melting at the triple point are 2290 and 3510 J kg- 1 K- 1 [Petrenko and 

Whitworth, 1999]. The phase boundaries are constructed from latent heat and volume 

change measurements [Bridgman's data compiled in Dorsey, 1940] and the equations of 

state for ices VI and VII presented below. The shock-induced phase transformation regions 

(3-5) on the Hugoniot are described below. 

The quasi-isentropic compression in the elastic shock and ice lh deformation shock 

segments (regions 1 and 2) on the 100 K Hugoniot is shown as the vertical segment with 

P < 1.2 GPa based at SJ0° K. In the P - S diagram, it is obvious that, at 100 K, the 

failure mode in the elastic precursor does not involve liquid water. On the sub-microsecond 

time scales of a shock, the ice Ih structure may be driven far outside of its static stability 

field by a steady deformation shock before shock-induced transformation to ice VI. For 

To= 263 K, however, Hugoniot regions 1 and 2 (P < 0.6 GPa) enter the mixed solid-liquid 
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phase boundary (also see Figure 2.12), and steady ice Ih deformation shock waves are 

not observed. We also note that under quasi-isentropic compression, the 263 K Hugoniot, 

plotted in P - T space, cannot enter the liquid water stability field at pressures just above 

the elastic limit as suggested by Larson [1984] in his Figure 8 (also see section 2.5). 

2.4.3 Ice VI 

The shock-induced phase transformation to ice VI has been previously identified by Larson 

[1984] from the large volume compression on the Hugoniot, > 30%, at pressures above 

0.6 GPa (Figure 2.9). On the 263 K Hugoniot, the transition to the ice VI region is 

clearly associated with the equilibrium phase boundary of ice VI near 0.63 GPa (Figures 2.9 

and 2.1). 

An unusual feature of the To = 100 K Hugoniot is that the volume on the Hugoniot over 

the pressure range 0.6-1.2 GPa is not single valued. This pressure range corresponds to the 

regions of ice Ih deformation shocks and ice VI transformation shocks on the Hugoniot. The 

degenerate Hugoniot region is illustrated by the two possible locus of shock states, labeled A 

and B in Figure 2.9. The A locus corresponds to peak shock states > 1.16 GPa which pass 

through the ice Ih shock cusp. The B locus is centered at the ice Ih shock state observed 

in shot #1046, 0.85 GPa, where the peak shock stress was 1.03 GPa (see Appendix A). 

This kind of degeneracy of peak shock stress is not seen in other materials. The cause 

of this complicated shock response in ice seems to be related to the strain rate in the shock 

front. As described in the previous sections, the amplitude of the elastic precursor and the 

ice Ih deformation shock seems to be dependent on the final shock stress. The strain rate in 

the shock front is proportional to the peak stress [Swegle and Grady, 1985]. Strong shocks 

drive larger amplitude elastic precursors and ice Ih deformation shocks before the final 

transformation shock to ice VI. Peak shock stresses just above the phase boundary, ""' 6 GPa, 

drive lower-amplitude precursor shock waves. The observed steady ice Ih transformation 

shocks are not strictly a member of the possible end states described by a Hugoniot, as they 

are only observed as intermediate waves in multiple-wave shock fronts. We include these 

states on the Hugoniot because they are necessary to accurately describe the shock front in 

ice. 
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Table 2.5. Triple points of stable H20 ice phases. 

Triple Points t P (GPa) T (°C) 

L-Ih-III 0.209 -22.3 
L-III-V 0.350 -17.5 
L-V-VI 0.632 0.1 
L-VI-VII 2.210 81.6 
Ih-II-III 0.213 -34.7 
II-III-V 0.344 -24.3 
VI-VII-VIII 2.100 "-' 0 
Ih-XI-vap. 0 -201 

tFrom Petrenko and Whitworth [1999]. Ice II-V-VI 
not measured. 
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Phase 
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III 
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VIII 
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Selected properties of stable ice phases. 

po (g cm-3 ) Kro (GPa) 

0.93 8.4 
1.18 14.6 
1.15 9.7 
1.24 13.9 
1.30 13.08 
1.47 23.9 
1.56 
2.51 

K' = dKr/dP 

1.0 

6.8 
4.2 

To (K) 

100 
238 
246 
238 
238 
300 

Parameters used in constructing reference isotherms. If no reference given, properties from 
Satin et al. [1998]. 

* Kro, K' derived from shock data, see text. 

+ Kro, K' from Tulk et al. [1997]. 

t Kro, K' from Fei et al. [1993]. 

The shock data are shown together with ice VI isotherms and the ice VI-liquid water 

phase boundary in Figure 2.16. The triple points, VI-V-L and VII-VI-1, are horizontal lines 

in P V space where the • denotes the volume for each phase (also see Table 2.5). The 

ice II and VIII phase boundaries are not shown. 

Isotherms are constructed using the formulation presented by Fei et al. [1993]. From a 

reference isotherm (Tref) and model for the volume thermal expansion coefficient, a. An 

isotherm at T is given by 

V(P, T) = V(P, Tref) [exp (JT a(P, T)dT) l . 
Tref p 

(2.17) 

We use the 230 K isotherm for ice VI as the reference (Table 2.6). The thermal expansion 

coefficient has been measured at 1.054 GPa between 0-200 K by Mishima et al. [1979], 

showing a nearly constant value of a = 10-5 between 140-200 K. Without measurements at 

different pressures, we estimate a for ice VI with the same formulation as Fei et al. [1993] 

for ice VII: 

a(P, T) 

ao(T) 

ao(T) ( 1 + ~~ P) _, where 

a0 + a1T. 

(2.18) 

(2.19) 
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ao(T) is the zero-pressure thermal expansion coefficient. The variables derived by Fei et al. 

[1993] for ice VII agree well with the limited ice VI data and the phase boundary volumes 

are consistent with measurements reported in Dorsey [1940]. The thermal expansion values 

used for both ice VI and VII are ao = -3.9 x 10-4 , a 1 = 1.5 x 10-6 K-1 , and 77 = 0.9. 

In Figure 2.16, the volume differences at the ice VI-liquid water phase boundary and 

triple points are taken from dV measurements reported in Dorsey [1940]. The shock mea­

surements with To = 263 K ( + ~) do not fall in the ice VI stability field, but lie within 

the ice VI-liquid water phase boundary, indicating incomplete transformation to ice VI on 

the Hugoniot (dashed line). Thus, the ice VI region along the To = 263 K Hugoniot is 

composed of a mixture of liquid water and ice VI. 

This result, derived from the phase diagram in P - V space, is consistent with the 

P- S diagram (Figure 2.15). At the same temperature, the entropy (S) difference between 

ice Ih and VI is small. Note that entropy along the 100 and 273 K isotherms in the ice VI 

field extrapolate to zero pressure at values very close to the ice Ih entropies at the same 

temperature. 

Shock-induced phase transformations do irreversible work on the ice, and entropy must 

increase along the Hugoniot. At To = 263 K, the zero-pressure entropy (S563 K = 2100 

J kg- 1 K- 1) is near incipient melting at the base of the ice VI field (0.63 GPa). Therefore, 

the entropy along the Hugoniot enters the entropy gap between the ice VI and liquid water 

stability fields (Figure 2.15). 

We infer from the P - V diagram that the shock does not increase in entropy enough 

to complete the transformation to liquid water (Figure 2.16). The entropy along the ice VI 

region of the 263 K Hugoniot, shown in Figure 2.15, is estimated by the mass fraction of 

liquid and ice VI derived from the volume of the shocked state. The temperature along the 

Hugoniot will follow the equilibrium phase boundary, as the temperature increase from the 

shock will be buffered by partial melting (also see section 2.5). 

In Figure 2 .16, the volume of the To = 100 K data ( *) are consistent with pure ice VI 

in the shock state. In addition, the data lie between the 100-150 K ice VI isotherms. If 

the shock state is in thermal equilibrium, we infer that the temperature increase along the 

100 K Hugoniot is less than 50 K in this pressure range. 

The Hugoniot derived from the ice VI U8 -/;:;.up EOS (solid line A in Figure 2.9), however, 

crosses the ice VI isotherms with negative dT /dP which is not consistent with a pure phase 
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transformation, as entropy and temperature should increase along the Hugoniot. But this 

region on the 100 K Hugoniot is multi-valued, and the final shock states in the ice VI region 

are reached through intermediate ice Ih shocks of different amplitude (e.g., solid lines A 

and B in Figure 2.9). The limited data in this region indicate that the end states will not 

violate dT /dP > 0. Therefore, our interpretation of a pure ice VI phase along the 100 K 

Hugoniot is consistent with the data. In P S space, the 100 K Hugoniot is approximated 

by following the 100 K isotherm in the ice VI field. 

Larson [1984] described the ice VI region of the 263 K Hugoniot as a pure ice VI state 

by comparing the Hugoniot compression to a 263 K isotherm (see his Figure 8). We have 

shown that this region must be a mixture of ice VI and liquid water. At lower initial 

temperatures, however, it is possible to form pure ice VI in a shock. 

2.4.4 Ice VII 

Above 2.2 GPa, in the ice VII region, the Hugoniot is more compressible compared to the 

ice VI region (Figure 2.9), and the Us - t:rnp EOS have different slopes (see Tables 2.4 

and 2.6). The shock data between 2.2-20 GPa are shown together with ice VII isotherms 

and the ice VII-liquid water phase boundary in Figure 2.17. The ice VIII phase boundaries 

are not shown, and ice VII isotherms have been extrapolated out of the equilibrium field to 

lower temperatures (see Figure 2.1, and discussion below). 

The P - V T equation of state for ice VII has been well defined in our region of interest 

by Fei et al. [1993]. We use the reference isotherm at Tref = 300 K, refer to Table 2.6, and 

the thermal expansion model presented in the previous section. In Figure 2.17, the volume 

difference at the liquid water phase boundary is taken from Dorsey [1940] and linearly 

extrapolated outside the measured range. 

Between 2.2-5.5 GPa, in the region described by the ice VII Us - bi.up EOS, the To = 

263 K shock data ( + <illl) lie in or near the ice VII and liquid water phase boundary, indicating 

that this region on the Hugoniot is also composed of a mixture of phases. The * data lie well 

within the ice VII stability field, consistent with pure ice VII on the 100 K Hugoniot. Both 

the 100 Kand 263 K Hugoniots have slightly negative dT/dP between 2.2 and 5.5 GPa, 

indicating that there may be incomplete transformation to ice VII. 

Along the 263 K Hugoniot, the shock data appear to cross from a mixture of ice VII and 

liquid water to pure ice VII. Examination of the P S diagram indicates that this is possible 
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with a small entropy increase along the Hugoniot, less than about 350 J kg- 1 K- 1 between 

2.2 and 5.5 GPa (dashed line). On the 263 K Hugoniot, the entropy increase from 0 to 

2.2 GPa is about 1100 J kg- 1 K-1, where the entropy at 2.2 GPa is constrained by the 

approximate 50-50% mixture of ice VII and liquid water implied by the volume along the 

Hugoniot (Figure 2.16). The P - S Hugoniot is shown as a straight line in this region, 

although it is probably slightly concave down, as in the ice VI region. 

For both To = 100 and 263 K, shock-induced transformation to ice VII involves two-

wave shock fronts, an elastic precursor and the transformation wave. The entropy deposited 

by ice VII transformation shocks from 100 K should be nearly the same as from 263 K, 

as the amount of irreversible work deposited by the shock is similar (Figure 2.9). Slight 
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differences include the initial and final volumes and the higher amplitude elastic precursor 

at low temperatures, slightly decreasing the entropy deposited by the transformation shock. 

The 100 K Hugoniot is shown in the P - S diagram (Figure 2.15) with the same entropy 

increase at the base of the ice VII region, 1100 J kg- 1 K-1 , and the same slope as on 

the 263 K Hugoniot. This construction of the ice VII region of the 100 K Hugoniot is in 

excellent agreement with the only data point at 5.2 GPa (*). The* data lie on the 300 K 

isotherm in Figure 2.17, which, assuming thermal equilibrium, constrains the entropy at 

this point. More data at low temperatures are necessary to constrain the dS/dP along the 

Hugoniot. 

The discontinuity (dotted lines, Figures 2.15 and 2.17) along the Hugoniot between 5.5-

6 GPa corresponds to shock waves traveling near the longitudinal wave speed, which have 

previously been confused with the elastic precursor. Below the discontinuity, the Hugoniot 

is described by the ice VII Us tlup EOS and, above it, the liquid water Us - tlup EOS 

given in Table 2.4. 

2.4.5 Liquid Water 

At shock pressures above 6 GPa (Figure 2.9), the elastic precursor is overdriven and the 

data follow a single Us-tlup EOS (Figure 2.8, Table 2.4). Figure 2.18 presents the ice shock 

data above 6 GPa together with ice VII isotherms up to 800 Kand the ice VII-liquid water 

phase boundary. The liquid water Hugoniot centered at To = 298 K is also shown (dot-dash 

line). Along the liquid water region of the ice Hugoniot, the offset between To = 100 and 

263 K is dominated by the difference in initial volume. The data between 6-20 GPa are 

consistent with a mixture of ice VII and liquid water along the Hugoniot. Shock-induced 

transformation to pure liquid water is complete above 20 GPa. 

Therefore, in P - S phase diagram, the liquid water region of both the 100 and 263 K 

Hugoniots fall within the entropy gap between ice VII and liquid water. The Hugoniots will 

cross into the liquid water stability field above about 20 GPa. 

Between 25-35 GPa, both ice Hugoniots cross the liquid water Hugoniot. The larger 

initial volume of ice Ih results in more irreversible work upon dynamic compression of ice 

compared to liquid water. The larger internal energy deposited from the irreversible work 

on ice results in higher shock temperatures compared to liquid water. 
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2.5 Shock Temperatures 

Based on our analysis of the regions of the solid ice Hugoniot, theoretical temperatures 

achieved along the Hugoniot are shown in the P - T phase diagram (Figure 2.19). The 

different Us - !:::.up EOS regions on the Hugoniot are shown as hatched and dotted areas. 

The room temperature liquid water Hugoniot temperatures are derived from published 

data [Rice and Walsh, 1957; Walsh and Rice, 1957; Kormer, 1968; Lyzenga et al., 1982]. 

As mentioned in Rice and Walsh [1957], the water Hugoniot intersects the ice VII phase 

boundary near 3-4 GPa, which is also seen in the P - V phase diagram in Figure 2.17. 

The strength effects and phase transformations make a theoretical derivation of the shock 

temperatures on the solid ice Hugoniot difficult, and methods developed for hydrodynamic 

materials [e.g., Rice and Walsh, 1957] are not directly applicable. 
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As described in sections 2.4.1 and 2.4.2, the compression by elastic shocks and ice Ihde­

formation shocks is nearly isothermal on both the 100 and 263 K Hugoniots. In Figure 2.19, 

the To = 263 K Hugoniot extends nearly isothermally into the liquid water stability field. 

Although there may be partial melting, the entropy along the Hugoniot indicates that the 

shocked ice will remain primarily in the ice Ih phase. 

From 263 K, the pressures and volumes along the ice VI region of the Hugoniot indicate 

a mixture of ice VI and liquid water; therefore, the Hugoniot follows the temperatures 

along the phase boundary. The composition along the ice VII region of the Hugoniot is 

more complicated, and, based on the pressure-volume and pressure-entropy phase diagram 

analyses, the Hugoniot initially follows the ice VII-liquid water phase boundary before 

entering the ice VII stability field. There is a discontinuity on the Hugoniot near 6 GPa, 
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corresponding to the point where the shock velocity will overdrive the elastic precursor wave. 

Above 6 GPa, the Hugoniot lies along the ice VII-liquid water phase boundary and enters 

the liquid water stability field above about 20 GPa. The temperature on the 263 K Hugoniot 

will cross the 298 K liquid water Hugoniot (dot-dashed line) near 25 GPa (Figure 2.18). 

From 100 K, comparison between the shock data and ice VI isothermal compression 

curves indicates that the temperature along the ice VI region of the Hugoniot is ~ 50 K. 

Note that the inferred temperature increase in the ice VI region along the 100 K Hugoniot 

(~ 50 K) is less than along the 263 K Hugoniot (about 100 K, Figure 2.16). The smaller 

temperature increase arises from the three-wave shock fronts that are observed in this 

pressure range. The multiple shocks result in quasi-isentropic compression (see Figures 2.15 

and 2.7). 

The shock temperatures in the ice VII region are constrained by the estimated entropy 

increase, based on the 263 K Hugoniot, and a single data point at 5.2 GPa and 300 K, 

where the temperature is inferred by comparison with ice VII isotherms (Figure 2.17). The 

increase in entropy upon shock compression above 2.2 GPa (with a two-wave shock front) 

is consistent with the temperature discontinuity shown at 2.2 GPa. 

Above 6 GPa, the To = 100 K Hugoniot should follow the ice VII-liquid water phase 

boundary up to about 20 GPa, when the Hugoniot enters the liquid stability field. The To = 

100 K Hugoniot should cross the liquid water Hugoniot above about 35 GPa (Figure 2.18). 

Previous studies have used the liquid water Hugoniot as a reference to derive solid and 

porous ice Hugoniots and estimate shock temperatures [e.g., Bakanova et al., 1976; Ahrens 

and O'Keefe, 1985]. On the solid ice Hugoniot, liquid water is a good reference state only 

in the region where the ice Hugoniot lies above the liquid water Hugoniot, above 35 GPa. 

Similarly, derivation of the thermodynamic properties of liquid water from the solid ice 

Hugoniot [e.g., Bakanova et al., 1976] is only valid above 35 GPa. 

2.6 Release from Shock 

Shocked materials, that either retain or lose strength, are released to ambient pressure by 

a spreading rarefaction wave propagating with a maximum velocity corresponding to the 

longitudinal or bulk sound velocity in the shocked state, respectively (the so-called sound 

velocity along the Hugoniot). The release path, if controlled by a spreading rarefaction wave, 
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is assumed to be isentropic [e.g., Ahrens, 1987]. However, if the sound velocity increases 

as the pressure decreases, a rarefaction shock will occur and entropy will be gained upon 

decompression. 

The release path is necessary to derive the total irreversible work on the ice from the 

dynamic compression, and release wave velocities have been used to infer phase transfor-

mations along the Hugoniot. On the solid ice Hugoniot, shock release profiles fall into three 

regimes, shown in Figure 2.20: A. Shocks to the Ice Ih region follow stress-volume release 

paths below the Hugoniot. B. After shock transformation to ice VI or VII (0.6-5.5 GPa), 

ice unloads along the ice VI and VII regions of the Hugoniot. C. Release paths after shock 

transformation to liquid water (> 6 GPa) lie above the Hugoniot. 

Solid ice release path information has been obtained using three methods: (1). Two or 

more embedded gauges resolve the release wave profile, and the a - V path is derived from 

a Lagrangian analysis [Larson, 1984; Gaffney and Smith, 1994; Davies and Smith, 1994, 

where the a - V paths have been reproduced from published figures]. These paths have no 

arrows in Figure 2.20. (2). Release wave arrival times (this work) define the sound speed Cr 

on the Hugoniot and the initial slope of the isentropic release path off the Hugoniot by 

(2.20) 

The initial release slopes are indicated with V-shaped arrowheads in Figure 2.20. (3). The 

particle velocity is measured at a known pressure on the release path and the release volume 

is derived using the Riemann integral [c.f., Ahrens et al., 1969] assuming a straight line path 

in up - P space between the volume on the Hugoniot, VH, and the volume on the release 

path, VR: 

(2.21) 

These release points are indicated with solid arrowheads in Figure 2.20 [Anderson, 1968, 

and this work]. Note that the volume derived with this method usually underestimates the 

true volume in the completely release state but is useful for deriving the trend in the release 

path (below, along, or above the Hugoniot). 

The measured or derived sound velocities on the Hugoniot are given in Figure 2.21. 

In the ice Ih shock region, the release paths lie below the Hugoniot (Figure 2.20A). The 

temperature increase is negligible in this region (Figure 2.14). The sound velocity on the 
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Hugoniot is compared to the longitudinal (ct) and bulk (cb) sound speeds along the solid ice 

isotherm in Figure 2.21A. The To = 100 K data appear to retain strength on the Hugoniot, 

in good agreement with ez, up to the ice Ih shock cusp at 1.16 GPa when the sound speed 

drops to the bulk value. We note that the release wave profile near 0.5 GPa, published 

by Larson [1984], is unreliable because a steady shock wave did not develop. The release 

wave velocity reported by Larson is consistent with Cb. In comparison, decaying waves with 

To= 100 K at the same pressure have sound speeds more consistent with c1. 

In the ice VI region of the Hugoniot (Figure 2.2l)B, the release velocities are quite 

scattered. The To = 263 K data should be an ice VI-liquid water mixture, which would be 

consistent with sound speeds below the ice VI Cb. The release paths in the ice VI region are 

the least understood. 

The release information from the ice VII region (all To = 263 K) are consistent with an 

ice VII-liquid water mixture. The sound velocities lie below the pure ice VII cb. The release 

paths in the ice VI and VII regions are consistent with the idea of "frozen release" where the 

mixed composition in the shock remains constant over most of the release path, reverting to 

equilibrium states near full release [c.f., Sekine et al., 1995]. Notably, Larson [1984] reports 

release paths to zero pressure which are consistent with a metastable high-pressure phase, 

although from this pressure region, at or just before full release to ambient pressure, the ice 

will partially or completely melt. 

Above 6 GPa, liquid water forms on the solid ice Hugoniot, and the release paths, which 

lie above the Hugoniot, are consistent with release in the liquid state. In addition, the 

inferred sound velocity along this region of the Hugoniot is consistent with measurements 

of the sound velocity along the liquid water Hugoniot (Figure 2.21C) [Bakanova et al., 1976; 

Al'tshuler et al., 1960]. 

2. 7 Discussion 

2.7.1 Impact-induced Melting of Ice on Planetary Surfaces 

Unlike silicates, where shock-induced melting occurs upon release from shock pressures of 

lO's-lOO's GPa [c.f., Ahrens and O'Keefe, 1972; Pierazzo et al., 1997], shock-induced melting 

of ice begins at extremely low pressures, at only a few GPa. Shock-induced melting and 

metamorphism during impact cratering events are important surface-modification processes 
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in the solar system. In the next chapter, we will address the problem of shock-induced 

melting of subsurface ice on Mars and the formation of fluidized ejecta blankets. 

The criteria for shock-induced melting is derived from the entropy of melting under 

ambient conditions. The release paths and velocities indicate that ice unloads approximately 

isentropically after shock compression to regions of phase transformation (regions 3-5) on the 

Hugoniot. Thus, the shock pressure required for melting upon release may be determined 

from examination of the Hugoniots in the P - S phase diagram (Figure 2.15). 

Along the 263 K Hugoniot, the entropy is larger than the critical value for incipient 

melting (vertical grey line labeled IM in Figure 2.15) at pressures greater than 0.6 GPa. 

Therefore, shocks to the ice VI region on the Hugoniot will partially melt upon release to 

pressures at or below 6 mb. The entropy along the ice VII region of the 263 K Hugoniot is 

larger than the critical entropy for complete melting (CM) above about 3. 7 GPa. 

At pressures less than 2.2 GPa on the 100 K Hugoniot, the entropy is less than the 

critical entropy for incipient melting. Upon shock-transformation to ice VII, however, in­

cipient melting will occur on release from about 4.5 GPa. From 100 K, the ice will melt 

completely upon release from 5-6 GPa, the region of shock-transformation to liquid water 

on the Hugoniot. 

Previous estimates of the critical pressures for melting have been much higher. Kieffer 

and Simonds [1980] derived critical values of 3 GPa for incipient melting and 10 GPa for 

complete melting under terrestrial conditions, based on sparse H20 shock data. Ahrens and 

O'Keefe [1985] report 7.6 and 10.8 GPa for IM and CM, respectively, at 70 K and 1 bar, 

and 6.2 and 9.6 GPa, at 263 K and 1 bar. 

We find that shock-induced melting of ice should be widespread in planetary impact 

processes and mutual collisions between icy bodies (also, see Chapter 3). The critical 

pressures for IM and CM may be interpolated between the 100 and 263 K Hugoniots. 

2. 7 .2 Formation of Metastable High-pressure Ice Polymorphs from Im­

pact Events 

Our analysis of the solid ice Hugoniot motivates a critical re-examination of the hypothesis 

by Gaffney and Matson [1980] that high-pressure ice polymorphs created by shock-processes 

may remain metastable upon release. 

The likelihood of stability upon release may be inferred from the release wave profiles 
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and the entropy along the Hugoniot. In static recovery experiments, the ice is maintained 

at low temperatures (e.g., 1N2 at 77 K) to slow the temperature-dependent kinetics of the 

reverse transformation to ice Ih. 

For the average surface temperatures in the solar system (Figure 2.1), the 100 K Hugo­

niot is an appropriate reference for shock-induced phase changes from impact events in the 

icy outer solar system. We have shown that shocks to pressures below 2.2 GPa along the 

100 K Hugoniot are approximately isentropic. Therefore, the temperature increase from the 

shock is small (lO's K, Figure 2.19). It is plausible that ice in the cold outer solar system, 

subject to shocks with amplitudes between 1-2.2 GPa may form ice VI, which could remain 

metastable upon release. Ice II is probably not formed during impact events because the 

dynamic strength of ice Ih and ice Ih transformation shocks have amplitudes which lie in 

the ice II stability field. 

For shocks above 2.2 GPa, on the other hand, the increase in entropy, and corresponding 

increase in temperature, is probably too large for ice VII to be recovered under ambient 

conditions. Under shocks greater than 6 GPa, ice will completely melt upon release and 

slowly freeze and sublimate from conductive and radiative processes. 

At the lowest temperatures in the outer solar system, e.g., at Pluto and the Kuiper 

Belt, other phases of ice may be important in shock processes, e.g., the amorphous phases. 

These should be examined in future studies with temperatures below 100 K. We note that 

the increase in entropy from shock compression of porous ice will be larger than sold ice 

because of the larger initial volume. 

The region of pressure and temperature space where ice VI may remain metastable after 

a shock is small, limited to temperatures~ 100 Kand pressures of about 1-2.2 GPa. Shock­

induced transformation to ice VI is probably not an important process on planetary surfaces. 

Shock-induced melting, however, will be a widespread surface modification process. 

2.8 Conclusions 

1. We have conducted the first experimental investigation of the solid ice Hugoniot at 

initial temperatures of 100 K. Analysis of the combined data, from this study and 

previous work at 263 K, shows that shock-induced phase transformations to ice VI 

and VII are the dominant features along the Hugoniot at pressures below 6 GPa, 
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which results in the generation of multiple-wave shock fronts. The pressure at which 

ice begins to melt along the Hugoniot varies with initial temperature, and at pressures 

above about 20 GPa melting is complete along the Hugoniot. 

2. We have identified five regions on the solid ice Hugoniot: (1) elastic shock waves, 

(2) ice Ih deformation shocks, transformation shocks to (3) ice VI, ( 4) ice VII, and 

(5) liquid water. In each region, data obtained at different initial temperatures are 

described by a single Us - Llup shock equation of state. Comparison of Llup between 

data sets removes the effects of the temperature dependence on the elastic precursor 

and ice Ih deformation shock. 

3. The dynamic strength of ice Ih is strongly dependent on temperature. The Hugoniot 

Elastic Limit varies from 0.05 to 0.62 GPa, as a function of temperature and peak 

shock stress. 

4. Ice Ih deformation shocks do not propagate as steady shock waves except at low 

temperatures as an intermediate shock wave in a three-wave shock front, consisting 

of the elastic precursor, ice Ih deformation shock, and transformation shock to ice VI. 

Under temperate conditions, or when subject to peak stress less than 0.6 GPa, the 

ice Ih shock decays with propagation. Along the ice Ih region of the Hugoniot, a cusp 

at 1.16 GPa defines the maximum stress attainable by an ice Ih deformation shock. 

5. We estimate the entropy and temperature along the 100 and 263 K Hugoniots and 

derive the critical pressures for shock-induced incipient (IM) and complete (CM) melt­

ing upon release. At 100 K, the critical pressures are about 4.5 and between 5-6 GPa 

for IM and CM, respectively. At 263 K, the critical pressures are 0.6 and 3.7 GPa for 

IM and CM, lower than previously suggested. 

6. Ice VI may remain metastable upon release from shock pressures between 1-2.2 GPa, 

if under temperatures which would inhibit reverse transformation to ice Ih (e.g., 

1N2 temperatures). The increase in entropy and temperature upon shock transfor­

mation to ice VII prevents recovery of the high-pressure phase upon release. Thus, 

shock-induced formation of high-pressure solid ice polymorphs should be relatively 

rare. Shock-induced melting of ice, however, will be widespread in impact events. 
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Chapter 3 Rampart Crater Formation on Mars 

Sarah T. Stewart, John D. O'Keefe, and Thomas J. Ahrens 

3.1 Introduction 

The presence of large quantities of water on Mars has been inferred from geomorphic fea­

tures, most notably valley networks and catastrophic outflow channels [Carr, 1996]. In 

addition, many Martian impact craters are surrounded by ejecta blankets with the appear­

ance of fluidized ground-hugging flow and terminated by one or more continuous ramparts 

[Barlow and Bradley, 1990]. The prevalent hypothesis for the formation of rampart ejecta 

morphologies is excavation and entrainment of subsurface ice or water into the ejecta blanket 

and subsequent long runout fluidized flow, forming a distal scarp when loss of fluidization 

occurs [Carr et al., 1977; Mouginis-Mark, 1981; Wohletz and Sheridan, 1983]. Alternatively, 

atmospheric entrainment of fine ejecta particles may be the dominant process controlling 

distal rampart morphologies, particularly ejecta blanket sinuosity [Schultz and Gault, 1979; 

Schultz, 1992; Barnouin-Jha and Schultz, 1998]. In the atmospheric entrainment model, 

subsurface volatiles may contribute to the variability in morphologies and near crater rim 

ejecta properties. If ejecta fluidization can be related to ground ice, the occurrence and 

morphology of rampart ejecta could be used to map the distribution and amount of sub­

surface water, and rampart craters would be a powerful probe of the history of H20 on 

Mars. 

Kuz'min et al. [1988a], in a major mapping study of single- and multiple-layer ejecta 

morphologies, found that the minimum diameter crater showing rampart features was cor­

related with latitude. The onset diameter of rampart craters was about 1 km at 60° latitude 

and 6 km near the equator. The excavation depths of craters in this size range correlates 

well with models of the equilibrium stability depth of ice in the Martian crust [Fanale et al., 

1986; Clifford, 1993; Mellon et al., 1997]. They attempted to map the relative subsurface 

H20 content implied by rampart craters by examining the spatial distribution of different 

rampart ejecta morphologies, but they could not quantify their results without a physical 

model of rampart crater formation. 
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Although several phenomenological models have been suggested to explain the formation 

of single vs. multiple-layered rampart ejecta blankets [e.g., Mouginis-Mark, 1981; Barlow 

and Bradley, 1990], no previous study has focused on a modeling effort to explain the ejecta 

fluidization by ground ice or water and the formation of different rampart morphologies. 

Without a formation model, rampart crater studies were focused on derivation of the rhe­

ological properties of the spreading ejecta blanket [Ivanov, 1996; Ivanov and Pogoretsky, 

1996; Ivanov et al., 1997; Baratoux et al., 2001; Baratoux, 2001]. These studies relied upon 

initial conditions for the ejecta flow derived from scaling laws developed from experimental 

cratering in dry, particulate and solid, rock targets [e.g., Holsapple, 1993; Holsapple and 

Schmidt, 1982]. 

Experimental studies of cratering in viscous materials [Gault and Greeley, 1978; Fink 

et al., 1981] and atmospheric entrainment of fine ejecta [Schultz, 1992; Bamouin-Jha and 

Schultz, 1996; Bamouin-Jha et al., 1999] have both produced lobate morphologies and 

occasional distal ramparts. The difficulties related to scaling laboratory conditions which 

yield rampart morphologies to planetary-scale impact events has prevented derivation of 

physical properties of the Martian crust with the results from these studies. 

Until recently the shock properties of H20 ice were not understood well enough to be 

explicitly considered in models of cratering under Martian conditions. Previous studies of 

the ice shock Hugoniot have estimated the pressures required for shock-induced melting of 

ice at 6.2 and 10 GPa [Ahrens and O'Keefe, 1985; Kieffer and Simonds, 1980]. Consequently, 

Boyce et al. [1996] and Boyce and Roddy [1997] have suggested that the shock pressures 

imposed on Mars surface materials from an impact event were insufficient to melt ground 

ice within the volume of material ejected from the crater transient cavity. They conclude 

that rampart ejecta did not form as the result of shock-melting H20 ice but were evidence 

for widespread near-surface liquid water aquifers. Since liquid aquifers are not expected to 

be present near the surface of the Martian crust in the present climate [e.g., Clifford, 1993], 

rampart ejecta formation models which require pre-existing liquid water, if correct, would 

provide an important clue about previous climate on Mars. 

Recently, an experimental study of the shock properties of H20 ice has shown that 

shock-induced melting begins at shock pressures of only 0.6 GPa under terrestrial condi­

tions (Chapter 2), more than an order of magnitude lower than the 6.2-10 GPa previously 

inferred. Computer simulations of planetary-scale impacts onto an ice-rock mixture may 
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now explicitly take into account the effects of shock-induced melting of the ice component. 

In this work, we present simulations of impact events onto an ice-filled regolith, quantifying 

the differences in the excavation process compared to cratering on pure rock surfaces. From 

the simulation results and the criteria for shock-induced melting, we derive the physical 

properties of the ejected material. We present a model for the formation of different ram­

part crater morphologies and estimate the H20 content of the Martian regolith. In this 

work, we adopt the rampart ejecta terminology presented in Barlow et al. [2000]. 

3.2 Simulations of Crater Formation on Mars 

We modeled impact crater formation using the CTH code [McGlaun et al., 1990], an Eulerian 

shock wave and material deformation code with some Lagrangian features. Normal impacts 

under Martian gravity were simulated using two-dimensional cylindrical symmetry, where 

z is the vertical dimension and x the horizontal. The cell size increased by a constant 

scaling factor, typically about 1.02, from the impact point to the edge of the Eulerian mesh, 

shown in Figure 3.lA. For most calculations, the projectile radius spanned more than 30 

cells, which is sufficient to model the shock release profile [Pierazzo et al., 1997]. Because 

long calculation times are required for crater excavation and ejecta emplacement, the mesh 

extent was large to minimize edge effects, although low-amplitude reflections were observed 

from the bottom of the mesh after crater excavation. A typical calculation mesh spanned 

-500 < z < 150 rp and 0 < x < 250 rp where rp is the projectile radius. Massless Lagrangian 

tracer particles are placed in the mesh (Figure 3.lB) to determine the shock pressure decay 

profile with depth, ejection angles and velocities, and the excavated zone. The simulations 

were stopped before all the ejecta landed, and the tracer particle information was used to 

determine the properties of the ejecta blanket. 

The model Martian surface was 300-500 rp thick, or some 200-300 mesh cells deep. 

Each cell was initialized in lithostatic equilibrium under Martian gravity, 3.7 m s-2, as an 

isothermal layer with To = 200 K, representative of Martian mid-latitudes [Kieffer et al., 

1992]. We considered a range of ice content using an exponential decay profile to simulate a 

theoretical Martian regolith with ice-filled cracks and pore spaces after the work by Clifford 
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Figure 3.1: CTH Eulerian mesh and Lagrangian tracer particle distribution used in crater­
ing simulations. A. Close view of mesh at the impact point. The cell size increases towards 
the edge of the calculation grid. Total mesh extent is about 100 times larger than shown. 
B. Massless tracer particles ( x) provide time history information for the shock pressure 
decay, excavation process, and structural deformation. 

[1993]. The ice volume fraction </> is given as a function of depth z by 

</>(z) = </>oez/Kz (3.1) 

where </Jo is the ice fraction at the surface and Kz = 3 km after Clifford [1993]. We 

considered cases where </Jo= 0, 0.1, and 0.2. Each cell was initialized with the specified ice 

and rock fractions under lithostatic pressure for the model run. We did not consider the 

effects of open porosity in this study. If there is significant H20 in the Martian regolith, a 

near-surface cryosphere will form by vapor migration, filling the pore spaces with solid ice 

[e.g., Clifford, 1993; Mellon et al., 1997]. The decaying ice content avoids the effects of pure 

layer interfaces in the model and reduces the number of mixed cells in the bottom of the 



70 

mesh, which also reduces overall computation time. In this study, we do not include the 

Martian atmosphere in the computation, as it does not effect the crater shape or excavation 

flow field in the transient cavity. Possible atmospheric effects during ejecta emplacement 

will be discussed below (section 3.6). 

Because the focus of this work is on the effects of an ice-rock mixture, we employed 

simple material strength models for each component [c.f., O'Keefe et al., 2001; O'Keefe and 

Ahrens, 1999]. We considered two different strength cases using a Mohr-Coulomb model: a 

strong surface (Ystrong) and a mean Martian regolith (Ystd)· The strength model parameters 

are given in Table 3.1. The standard Mars model is constrained by the mean effective yield 

strength of the surface derived from the transition diameter from simple to complex craters; 

refer to Eq. 3.9 in section 3.3.2. In the Ystrong model, dY /dP = 1 and Poisson's ratio v = 1 

are typical for competent rocks [Melosh, 1989]. In ice, v = 0.33, and the Ystd model reflects 

a decrease in the bulk effective v from the ice component, porosity, or fractures. The net 

effect is the material behaves more hydrodynamically compared to the Ystrong model. We 

ran a few simulations with the Y;td model, which specified that the ice component behaves 

as a fluid under all conditions. The crater profiles were essentially identical to the Ystd runs 

because of the small volume fraction of ice; see discussion below. 

The material strength is degraded as the temperature approaches melting and becomes 

hydrodynamic upon melting [see O'Keefe and Ahrens, 1999]. In mixed cells, the yield 

strength is the sum of the yield strength of each component, weighted by the volume fraction. 

These simulations do not take into account shock-weakening (e.g., mechanical damage or 

acoustic fluidization) which is important for predicting the final crater shape [e.g., O'Keefe 

et al., 2001; Melosh and Ivanov, 1999], although we may estimate the final crater size. 

We used the CTH HIGH.JlESOLUTION material interface model to control the advec­

tion of each component through the mesh. All the advection models in the 1996 version of 

CTH (SLIC, HIGH.JlESOLUTION, SMYRA) produced artifacts in the cratering simula­

tions, and the ice component became slightly aligned radially from the impact point during 

the passage of the impact shock. Because the overall ratio of ice to rock in the excavated 

zone was not changed, the artifact did not have a significant effect on the focus of this study. 

In all the simulations presented here, the projectile was a silicate sphere with an im­

pact velocity of 10 km s-1 , the average asteroid encounter velocity with Mars [W. Bottke, 

pers. comm.]. The Martian surface was modeled as pure silicate or an ice-silicate mixture. 
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Figure 3.2: Shock Hugoniots for H20 and dunite used in this study over the pressure range 
of interest for 10 km s-1 impacts. The experimental Hugoniots for H20 ice and high-density 
basalt are more compressible than the ANEOS Hugoniots. 

Dunite (po = 3.32 g cm-3) was chosen as that silicate component to be an analog for the 

primarily basaltic composition of the Martian surface [Christensen et al., 2000] and because 

it has a well-defined equation of state. We used the analytic equation of state (ANEOS) 

[Thompson and Lauson, 1972] for H20 and dunite. The ANEOS for H20 have been revised 

by Tonks et al. [1997] to improve the vapor region. The ANEOS parameters are published in 

Turtle and Piemzzo [2001, supplemental information]. The ANEOS Hugoniots are shown in 

Figure 3.2 with experimental Hugoniots for ice (Chapter 2) and high-density basalt [Ahrens 

and Johnson, 1995]. The ice ANEOS Hugoniot is less compressible than the shock wave 

data at low pressures. The different segments on the experimental ice Hugoniot correspond 

to regions where different high-pressure ice polymorphs (ice VI and VII) form under planar 

shock waves. Above 6 GPa, ice shocks to liquid on the Hugoniot (Chapter 2). Although 
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there is a difference in compressibility, the H20 ANEOS formulation is a good match for 

the critical pressures for shock-induced melting and vaporization. 

To determine the region of shock-induced melting in an ice-rock mixture, the equa­

tion of state must agree with the critical pressures for shock melting and vaporization, 

and the Tonks et al. [1997] H20 ANEOS is adequate for this study. The critical entropy 

and shock pressures for incipient and complete melting and vaporization are given in Ta­

ble 3.2, where IM=incipient melting, CM=complete melting, IV=incipient vaporization, 

and CV =complete vaporization. Release from shock pressures is approximately isentropic 

[c.f. Ahrens and O'Keefe, 1972]. Thus, the critical pressures correspond to the point where 

the entropy on the Hugoniot is sufficient for incipient or complete phase change upon release 

to ambient pressure. The critical entropies for H20 and dunite are given at 6 mb to be 

applicable to mean Martian surface pressures in the present climate (6-7 mb) [Kieffer et al., 

1992]. In Table 3.2, the range in critical pressures on the ice Hugoniot for IM and CM 

corresponds to variations in the initial temperature. At 263 K, the critical pressures are 

about 0.6 and 3.0 GPa, respectively (Chapter 2). Interpolating between 100 Kand 263 K 

experimental ice datasets, the critical pressures at 200 K may be as high as 2 and 5 GPa. 

Even though the average abundance of water vapor in the Martian atmosphere is about 

0.03% [Kieffer et al., 1992], the 6-7 mb C02 atmosphere inhibits rapid vaporization of water 

on the time scales of crater formation and ejecta emplacement (several minutes) [refer to 

Hecht, 2000]. Thus, the appropriate release pressure to specify the entropies required for 

shock-induced melting and vaporization of ice is the ambient atmospheric pressure. Shock­

induced melt would remain liquid, perhaps forming an ice crust, during ballistic ejection 

(see section 3.6). 

CTH includes several cell thermodynamics options to determine the state of a mixed 

cell, including ( 1) forcing the same pressure and temperature in each component ( lPT), 

(2) fitting the same pressure but allowing each component to have different temperatures 

(MMT), and (3) allowing different pressures and temperatures in each component (MMP2). 

Normally, the more compressible material will have higher shock temperatures. Hence, the 

lPT option is not realistic for an ice-rock mixture. The MMT option would simulate an ideal 

intimate mixture, corresponding, for example, to ice confined to pore spaces much smaller 

than the thickness of the shock front, which is of order the projectile radius for planetary 

impact events [Melosh, 1989]. This option, however, causes unrealistic heating of very low-
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density materials. The MMP2 option equalizes the PdV work on each cell according to the 

compressibility of each material. Thus, the more compressible ice experiences lower peak 

shock pressures. This case would correspond to distinct layers or deposits of ice comparable 

in size to the thickness of the shock front. 
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Table 3.1. Mohr Coulomb strength parameters for Martian impact simulations. 

Strength Yo 
Model (Pa) 

Ystrong-Dunite 107 

Ystrong-Ice 106 

Ystd-Dunite 107 

Ystd-Ice 107 

v:td-Ice 0 

Ymax 

(Pa) 

2 x 108 

5 x 107 
107 
107 
0 

dY/dP 

1.0 
1.0 

v 

0.25 
0.33 
0.33 
0.33 
0.5 
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Table 3.2. Critical shock pressures for phase change on release. 

Release H20 Ice (6 mb) Dunite ( 6 mb) 
State s p s p 

J kg-1 K-1 GPa J kg-1 K-1 GPa 

IM 2290 0.6-2.0 3000 159 
CM 3510 3.7-5.0 3240 181 
IV 3510 3.0-5.0 3375 185 
CV 12800 90. 8875 4000 

Critical entropies from Chapter 2 and Pierazzo et al. [1997] for H2 0 and dunite, respectively. 

3.3 Fluidization of Ejected Material 

The central hypothesis that subsurface H20 may fluidize an ejecta blanket requires that 

either liquid water is present near the surface or solid ice is melted in the impact process. 

Rampart craters are found everywhere except on the youngest volcanic terrains [Barlow and 

Bmdley, 1990), and the Mars Orbiter Laser Altimeter (MOLA) topography data show that 

rampart crater morphologies may be ubiquitous in the northern plains. If rampart ejecta 

blankets form in the present epoch, the subsurface volatile entrainment-fiuidization model 

must be viable with solid ice. 

3.3.1 Shock Melting of Subsurface Ice 

The zones of melting and vaporization are related to the peak impact pressure and the 

decay profile of the shock wave as it propagates into the ground. In an impact event, the 

decay of the hemispherical shock front is usually described by 

P(r) = Po(r/rc)-n (3.2) 

where r is the radial distance from the impact point and Po is the peak shock pressure, which 

occupies a nearly hemispherical zone with radius r c, and n depends on the impact velocity 

and target material [Ahrens and O'Keefe, 1987). The projectile and target materials will 

vaporize or melt upon release from critical shock pressures in approximately hemispherical 

zones beneath the impact point [e.g., Ahrens and O'Keefe, 1972; Piemzzo et al., 1997; 

Piemzzo and Melosh, 2000). For most planetary impact conditions, the isobaric core radius 
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Figure 3.3: Shock pressure decay profiles for different target materials and cell thermo­
dynamic options. The critical pressure for incipient (IM) and complete (CM) melting and 
(CV) complete vaporization of H20 are noted with horizontal lines. 

re is approximately the projectile radius [Piemzzo et al., 1997]. 

Shock wave decay profiles from the Martian impact simulations are shown in Figure 3.3 

for different target compositions and cell thermodynamics options. The profiles are derived 

from the peak pressure experienced by tracer particles located off the impact axis, between 

-40 and -70° from horizontal, to average over several mixed cells at a given r, away from 

any edge effects in the mesh. For a 10 km s-1 impact by a dunite projectile, the peak shock 

pressure is 120, 119, and 76 GPa in a pure dunite target, 203vol ice-rock mixture, and pure 

ice target, respectively. 
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Table 3.3. Far field shock profile decay exponent n (r > 6 rp), where P(r) = P0 (r/rp)-n, 
and radial location of critical pressures for incipient melting (IM), 0.6 GPa, and complete 
melting (CM), 5.5 GPa. 

Simulation n Tcrit-CM (rp) Tcrit-IM (rp) 

Pure dunite 1.1 [14] [59] 
Pure ice 2.0 (5.5) 10 
203vol ice-mixture MMT 2.3 6.8 13.7 
203vol ice-mixture MMP2-ice component 1.6 (3.7) (4.7) 
203vol ice-mixture MMP2-dunite component 1.9 [9.7] [22] 

Parentheses emphasizes rcrit is not on the > 6 rp portion of the decay profile corresponding 
to tabulated n; see Figure 3.3. Brackets denote radius where pressure decay in pure rock crosses 
critical pressures for ice. 

The shock decay profiles in Figure 3.3 correspond to a pure dunite target (solid line), a 

203vol ice-rock mixture with the MMT cell thermodynamic model (dashed line), a pure ice 

target (dash-dot line), and the ice component in a 203vol ice-rock mixture using the MMP2 

model (dotted line). The rock component decay profile in the MMP2 case (not plotted) 

is essentially identical to the pure dunite profile within 6 rp and a little steeper beyond 

6 rp. The decay exponent, n, in the region beyond 6 rp, is given in Table 3.3. In the region 

between 3-5 rp, the ice and ice-rock mixture decay profiles show markedly steeper decay 

(n = 5 - 6) associated with the zone of shock melting. 

The shock pressures required for incipient melting, complete melting and complete va­

porization upon release to 6 mb is noted in Figure 3.3 by the horizontal lines, shown at 

average values of 1 and 5 GPa (Table 3.2). Note that about 50% of the ice is vaporized 

upon release from about 30 GPa. The critical radii of the zones of IM and CM are given in 

Table 3.3. Because ice in the Martian regolith is likely to be contained within pore spaces 

or fractures of size less than the projectile size, which is comparable to the thickness of the 

shock front, the shock pressure experienced by both the rock and ice should be approxi­

mately equal. Therefore, the MMT simulation is probably the most realistic model for the 

Martian regolith, indicating that ice may be melted in a hemispherical zone of about 6.8 rp. 

The MMP2 simulation probably underestimates the amount of melt, even if the ice were 

distributed in thick layers, because it falls below the amount of melt in a pure ice target. 

Thus, we consider the zone of complete melting to be bracketed by the critical radius for 

the pure ice and MMT simulations, 5.5-6.8 rp. The range of partial melting is extensive in 
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these simulations, between 10-13.7 rp. 

In reality, the zone of melting is likely to be slightly smaller because the shock impedance 

of basalt on the Martian surface is probably lower than the dunite in the simulation (Fig­

ure 3.2) and the peak pressure in the impact will be slightly less. Also, oblique impacts, 

most commonly at n = 45° angles, decrease the peak shock amplitude by a factor of about 

sin(O) [Pierazzo and Melosh, 2000]. Natural dissipative mechanisms not included in the 

simulations, such as pore spaces, heterogeneities, and partial melting of the rock compo­

nent, will cause the shock to decay more rapidly. Nevertheless, these calculations show that 

it is possible to completely melt a large zone around the impact point. The entropy for 

vaporization is considerably larger than melting (Table 3.2), and the peak shock pressures 

for 10 km s-1 impacts is just above the critical pressure for complete vaporization. Hence, 

within 6 rp, only 0.53vol (1 rp, Figure 3.3) is completely vaporized and about 133vol (3 rp) 

is within the critical radius for 503 vaporization (about 30 GPa). Thus, if any ice is present 

within 6 rp, most of the mass will be completely melted rather than vaporized. 

Previous estimates of the critical pressures for melting have been much higher. Kieffer 

and Simonds [1980] derived critical values of 3 GPa for incipient melting and 10 GPa for 

complete melting under terrestrial conditions, based on sparse H20 shock data. Ahrens and 

O'Keefe [1985] report 7.6 and 10.8 GPa for IM and CM, respectively, at 70 Kand 1 bar, and 

6.2 and 9.6 GPa, at 263 K and 1 bar. These high values led Boyce et al. [1996] and Boyce 

and Roddy [1997] to conclude that shock-induced melting was not a feasible process for 

fluidization of ejecta on Mars. More recent theoretical H20 equation of state developments 

by Tonks et al. [1997] derive much lower critical pressures, 0.4 and 3 GPa for IM and CM 

under terrestrial conditions [also refer to Pierazzo et al., 1997]. Recent experimental work 

on the H20 Hugoniot have proven that shock-induced melting occurs at very low pressures, 

about 0.6 and 3.0 GPa for IM and CM, under terrestrial conditions (Chapter 2). The Tonks 

et al. [1997] ANEOS formulation is in good agreement with the entropy on the Hugoniot, 

but the ANEOS Hugoniot is less compressible than the experimental data and future work 

will involve improving the low-pressure region of the H20 ANEOS. 

Therefore, if there is ice present in the Martian crust, it may be melted by an impact 

shock in a zone between 10-20 rp (Figure 3.3). We use nominal critical values of 5 and 15 rp 

for the zones of complete and partial melting to calculate the properties of ejecta blankets 

for 10 km s-1 impacts. 
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3.3.2 Projectile-crater Size Scaling 

Successful fluidization of an ejecta blanket by entrainment of subsurface H20 will depend on 

the relative volume of shock-induced melting to the excavated volume in the crater. Because 

the volume of the critical melting zones depends on the projectile size, we must establish 

the scaling relationships between the projectile size and final crater diameter. First, we 

consider the effect of target strength on the transient crater cavity. Figure 3.4 illustrates 

the excavated zone in relation to the projectile size for the two strength models listed in 

Table 3.1, Ystrong on the left and Ystd on the right. The tracer particles (x) are shown at 

the noted dimensionless times, Ut/rp, where U is the impact velocity and t is time. The 

excavation paths for tracers which are ejected from the transient cavity are shown with 

lines. The lines terminate at either the location of the mass element at the specified time 

or the location at the time when the density of the flow was small enough that the material 

was removed from the computation. Ideally, all the solid ejecta would continue to travel 

along approximately ballistic trajectories. 

The target and projectile are pure dunite, with projectile sizes of rp =250 m (top) and 

500 m (bottom), spanning simple to complex final crater morphologies. The projectile is 

shown at the impact point for reference. The radii of hemispherical zones of complete 

and incipient melting of ice are shown, neglecting near surface effects, to stress that both 

strength models produce transient crater cavities smaller than the zone of partial melting. 

Ice-rock mixture effects on crater size and excavation will be discussed below. In Figure 3.4, 

the maximum depth of penetration corresponds to the bottom of the crater cavity shown 

in A-C, but the crater floor has begun to rebound from a maximum depth of 11 rp, forming 

a final complex crater shape, in D. 

The Y strong simulations have shallower, paraboloid shaped, transient cavities compared 

to the deeper, nearly hemispherical, cavities for Y std. The depth of excavation is deeper 

for Ystd by about 0.6 rp, and the ejection angles are steeper by an average of almost 10°. 

Because the excavation flow is steeper, the uplifted rim of the transient cavity is higher 

in the weaker target. For the simulations in Figure 3.4A-C, the overturned flap of the 

uplifted rim is the location of the final crater diameter. The strength models used here 

are not optimized to investigate complex crater collapse, although with the Ystd model, the 

uplifted rim in Figure 3.4D will collapse to a final complex crater with radius 15-16 rp. 
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The excavation cavities for a 203vol ice-rock mixture and pure rock target are shown in 

Figure 3.5. For both the Ystrong (top) and Ystd (bottom), the transient cavity and depth of 

excavation are very slightly larger when ice is present, by a few tenths of a projectile radii. 

The effect of the mixture is more significant in the Ystrong simulations than the Ystd runs. 

In strength-dominated simple craters ( D < 8 km, see below), the depth of the transient 

cavity is deeper because the ice is more compressible. For the gravity-dominated craters 

shown in Figure 3.5 (D > 8 km), the difference in transient crater depth is negligible, but 

the excavation flow near the edge of the cavity is steeper by a few degrees in the ice-rock 

mixture, producing higher rim uplift (see section 3.4). 

We find that the final crater diameter is much more sensitive to the strength model 

than the thermodynamic effects of an ice-rock mixture [also see, O'Keefe et al., 2001]. In 

Figures 3.6 and 3.7, we present crater profiles, at the time of maximum depth of penetration 

and during transient crater collapse for rp = 500 m and Ystd simulations, to show that the 

effects of a mixture and the thermodynamic model are second order effects on the final 

crater size. Figure 3.6 compares a pure rock case (left) with an ice-rock mixture using the 

favored MMT model (right). The excavation angles and rim uplift is only slightly steeper 

in the ice mixture. Figure 3.7 compares two simulations in an ice-rock mixture, with the 

MMP2 model (left) and MMT model (right). 

We find that the size of the final crater as a function of projectile size is nearly the 

same in both pure rock and ice-rock mixtures for the average Martian surface strength. To 

discuss the ejecta properties for a range of crater sizes, we fit the Ystd simulations with 7r­

group crater scaling laws [Housen et al., 1983; Melosh, 1989]. The diameter of the transient 

crater is defined as the width of the excavated cavity at the pre-existing surface level. The 

final crater diameter is the distance between the uplifted rims for simple craters and across 

the final crater cavity for complex craters. Three simulations with Ystd were run to long 

times sufficient to determine the final crater size with rp =50, 250, and 500 m, shown in 

Figure 3.8. 

The diameter of the transient crater, DTr, is described by 

( ) 

1/3 

DTr = 7rD :; (3.3) 

where mp is the mass of the projectile and Pt is the density of the target surface. In the 
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gravity regime, the dimensionless scaling variables are 

C -{3 
D7r2 

1.61gDP 
u2 

(3.4) 

(3.5) 

where Dp is the diameter of the projectile, g is gravity, and U is the impact velocity. The 7rD 

scaling coefficients for competent rock are CD = 1.6 and /3 = 0.22 [Melosh, 1989; Schmidt 

and Housen, 1987]. In the strength regime, the dimensionless scaling parameters are 

/3' /3/((3 - 1) 

(3.6) 

(3.7) 
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y 

ppU2 
(3.8) 

where Y is the effective strength of the surface, Pp is the density of the projectile, and 

Cb= 280 is fit to the simulations with rp =50 and 250 m. 

The transition between strength-dominated crater scaling, forming simple crater profiles, 

and gravity-controlled crater scaling, forming complex crater shapes, is a function of the 

effective strength of the surface and gravity. O'Keefe and Ahrens [1993] found that the 

transition diameter scales as 

D* = 9.0Yetr' 
Pt9 

(3.9) 

where Yeff is the effective strength of the surface, p is the target density, and g is gravity. 

Garvin and Fmwley [1998] determined the mean global transition diameter from simple to 

complex craters as D* = 8 ± 0.5 km using the MOLA dataset of depth to diameter profiles 

for 98 fresh craters. Using g = 3.7 m s-2 , Pt = 2750 kg m-3 , the effective strength of the 

surface is Yo ""9 MPa, corresponding to the Ystd case (Table 3.1). 

From the simulations with rp =50 and 250 m, the final crater diameter is given by 

D$ = (1.25 ± 0.05)DTr, (3.10) 

where the final crater has a simple bowl shape. Therefore, craters with D < 8 km are in 

the strength-dominated regime and Eq. 3.10 is used to determine the final crater diameter. 

Following Melosh [1989] and his crater scaling program [copyright 1998, H. J. Melosh], 

gravity-dominated final crater diameters are calculated from the transient diameter, scaled 

to the Moon, where the transition to gravity scaling occurs at 

D* (pg)Moan D* 
Mars= (pg)Mars Moon (3.11) 

where g = 1.67 m s-2, p = 2700 kg m-3 , and D* = 18 km for the Moon. DMars is 8 km 

when the average surface density is 2750 kg m-3 . 

Under impact conditions where the simple crater final diameter given by Eq. 3.10 is 

greater than the transition diameter, D$ > D*, the final crater diameter is instead given 

by 
c (D$)us 

Dp = (D*)o.1s' (3.12) 
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where the final crater shape will be complex. 

The transient and final crater diameter scaling laws are shown in Figure 3.8 (solid lines) 

with the results from the cratering simulations with the Ystd model ( x, D). The diameter 

of the zones for complete (dotted line) and partial melting (dashed line) are shown for 

comparison. Note that over the size range of interest for rampart craters (DF ;S 30 km), 

the diameter of the zone of complete melting is about half the transient cavity and the 

diameter of the zone of partial melting is about equal to the final crater diameter. 

If the effective surface strength were weaker, the transient cavity will be slightly larger, 

but gravity would limit the size of the cavity. We considered a target an order of magnitude 

weaker than the Ystd model. Figure 3.9 compares the crater size at the time of maximum 

depth of penetration and during transient crater collapse from a simulation with rp = 250 m 

and the Ystd model (left) and Yweak, where Yo= Ymax = 106 Pa. In the weaker target, the 

final diameter is about 9-10 km, and gravity inhibits growth of the transient crater cavity. 

Like the Ystd model, the excavated zone also lies within the range of partial melting of ice. 

Note that the excavation flow is steeper in the weaker material. 

We find that, for average impact conditions on Mars, the zone of complete melting is 

about half the diameter of the transient cavity (excavated zone) and the zone of partial 

melting (D rv 15 Dp) is similar to the final crater diameter over the range of interest for 

rampart craters (D < 30 km). The excavated crater cavity will lie within the zone of partial 

melting for surface strengths within an order of magnitude of the mean effective strength 

on Mars. 

3.4 Excavation and Rim Uplift 

We have established that most of the ejected material will contain partial melt if any ice is 

present in the subsurface. To determine the distribution of water in ejecta blanket and the 

flow velocities, we need to characterize the excavation flow and ejection velocities. 

To describe the excavated zone in the transient crater cavity, we use the Z-model 

[Maxwell, 1977], which has a simple analytic formulation for the excavation flow path, 

given by 

r = re(l - cos 0) 1/(Z-2) (3.13) 

where r and 0 are polar coordinates, the 0 = 0 axis points vertically down and each re 
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corresponds to a separate ejection streamtube. When the streamtubes are centered at the 

surface impact point, re is the ejection location at the original surface level with an ejection 

angle, a, given by 

a= arctan(Z - 2). (3.14) 

Z = 3 is a previously used value that yields crater excavation flows that match detailed 

finite difference calculations similar to those presented above [Maxwell, 1977; Croft, 1980; 

Melosh, 1989]. The Z = 3 streamtubes are shown with CTH tracer particle flow histories 

in Figure 3.lOA for the simulation with Ystd and rp = 250 m (from Figure 3.5D). 

While the limits of the excavated zone are well described by a Z = 3 streamtube centered 

at the surface, the paths within the flow are not. The ejection angles are much steeper, on 

average 57°, corresponding to Z = 3.54, shown in Figure 3.lOB. With the larger value of Z, 

the depth of excavation is too deep, including mass which is displaced onto the transient 

crater wall. 

The ejection angles decrease slightly from the impact point to the transient crater edge, 

which may be described by allowing Z to vary as a function of angle (0) in the flow. 

Alternatively, Croft [1980] notes that constant Z streamtubes centered at an effective depth 

of Z-model flow, the EDOZ model, also gives a realistic description of the ejection process, 

especially in the outer region of the excavation cavity, which is of interest for the continuous 

ejecta blanket. The formulation of the EDOZ model is the same as the standard Z model 

(Eq. 3.13), but the flow field is offset in the vertical (z) direction. 

We place the effective depth of flow at the center of the isobaric core of the shock wave, 

shown in Figure 3.lOC. The center of the isobaric core from our simulations and Pierazzo 

et al. [1997] is about 0.5 rp for 10 km s-1 impacts. The value of Z = 3.3 for the streamtube 

is fit to the ejection angles from the Ystd simulations (see below). The limit on the excavated 

zone is well matched by a bounding streamtube with Z = 3 for pure rock simulations and 

Z = 3.1 for 203vol ice-rock mixtures. In this work, to calculate the ejecta distribution, 

we use the EDOZ model but truncate the streamtubes at the depth where excavation is 

observed in the simulations, shown in Figure 3.lOC. Analytic formulations for flow volumes 

in the Z and EDOZ-models are presented in Croft [1980]. 

The ejection angles and velocities are shown in Figure 3.11 for Ystrong and Ystd runs 

with rp = 250 m (Figure 3.4A, 3.5C,D). The ejection location, Xe, is scaled by the transient 
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cavity in the pure rock case. Note that in the weaker strength model, the ejection velocities 

are slower. For a fixed impact velocity, a larger transient crater cavity forms in a weaker 

material, but the peak shock pressure decay scales with the projectile size. Thus, the peak 

shock pressure is smaller at the edge of the excavated cavity in a weaker material and the 

corresponding ejection velocities (Ux) are lower. 

The ejection velocities, Ue (m s-1), at the surface level follow a log-linear curve in the 

outer portion of the transient cavity, Xe > 0.4 Rrro where 

(3.15) 

For rp = 250 m, ci = 3.246 and c2 = -1.447 for Ystd (Figure 3.llA, solid line) and 

c1 = 3.369 and c2 = -1.402 for Ystrong (Figure 3.llE, solid line). The average ejection 

angles in all four simulations is about 55°, with a large scatter between 35-80°, although 

the peak ejection angles are larger in the weaker target. In the outer excavation zone, 

Xe > 0.66 Rrr, the median ejection angles are 48, 55, 57, and 57° for the Ystrong rock, 

Ystrong 203vol ice, Ystd rock, and Ystd 203vol ice cases, respectively (Figure 3.llB and 

F). The effect of the ice-rock mixture on the ejection angles is more pronounced in the 

Ystrong model. The ejection angles and velocities are similar in the rp = 50 and 500 m runs, 

where c1 = 3.168 and c2 = -1.407 and c1 = 3.275 and c2 = -1.463, respectively. 

The ejection angles are fit with an EDOZ model, solid lines in Figure 3.llB and F, 

where Z = 3.1 and 3.3 for the Ystrong and Ystd models, respectively, and the depth of flow 

is 0.5 rp. The ejecta range and horizontal velocity component at the time of emplacement, 

Ux, is calculated from Ue(xe) and a(xe) assuming ballistic trajectories. The corresponding 

Ux is shown in the near and far ejecta field in Figure 3.llC,D,G,H. 

For comparison, the surface Z = 3 case with constant a(xe) = 45° is shown with dashed 

lines in Figure 3.llB-D, F-H. Note that the 45° ejection angle overestimates the ejecta 

blanket flow velocities. 

The effect of an ice-rock mixture on the ejection angles and velocities is relatively small 

for 203vol ice and negligible for 103vol ice. The decrease in effective strength is small in 

the strength mixing model, scaling linearly with ice volume fraction. The ejection velocities 

and angles are sensitive to the order of magnitude of the total strength (Ystd vs. Ystrong), 

which, in turn, should be related to the ice content in a more sophisticated geologic yield 
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model than included here. 

Because the excavation flow angles are slightly steeper, the uplifted rim of the transient 

crater is larger in weaker materials. In addition, the rim uplift is sensitive to ice content. 

Figure 3.12 compares the uplifted rim for four simulations: rp = 250 and 500 m with 

Ystd and Ystrong models. The rim uplift and horizontal distance are scaled by the transient 

crater radius, Rrri of the pure rock case. In the strength regime, the uplifted rim and 

overturned flap define the final crater diameter. In the simulations, the ratio of the radius 

of the excavated zone to the final crater radius is larger in the Ystd case compared to the 

Ystrong runs. The final location of the overturned flap in the Ystd runs is between 1.3-

1.4 Rrr (Figure 3.12A,C). The overturned flap is displaced farther in the Ystrong runs, 

located between 1.4-1.5 Rrr (Figure 3.12B,D). 

The mean ejection radius is 0.74 vs. 0.69 RF for the Ystd and Ystrong cases, respectively. 

The corresponding total volume of ejecta is 233 larger in the weaker surface. Therefore, the 

ejecta blanket volume is very sensitive to the radius of the ejection zone, which is dependent 

on the effective strength of the surface. In general, for a given crater diameter, the ejecta 

blanket volume will be larger for weaker surface lithologies because of the steeper excavation 

flow. 

For a given strength model, the presence of ice raises the rim uplift by a few percent, 

resulting in steeper rim profiles and moving the location of the overturned flap further 

away from the crater center (as much as 0.1 Rrr in Figure 3.12D). The transient rim uplift 

with Ystd is up to 0.1 Rrr larger compared to the Ystrong simulations. Also, because the 

uplift angles are steeper, the original location of the material at the rotation point of the 

overturned flap is closer to Rrr· Note the location of the rotation of the overturned flap 

does not change at late times for Ystd(Figure 3.12A,C). In the stronger surface, however, 

the location of flap rotation moves about 0.1 Rrr farther from the crater center at late 

times. 

The uplifted ground surrounding the crater may not have a stable slope. In Figure 3.12A, 

the uplifted rim around the crater in an ice-rock mixture has a slope of 50-70°measured from 

the horizontal, beyond the angle of repose of heavily fractured material (e.g., about 45° for 

angular pebbles). In this case, the rim may partially collapse, contributing to the volume of 

the ejecta blanket. In comparison, under the same impact conditions, the crater formed in 

a pure rock target has uplift angles of 37..:65° near the rim. The rock Ystrong simulations in 
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Figure 3.12B has an uplift angle of about 22° just beyond the overturned flap. We conclude 

that ejected material deposited on the uplifted rims of craters in an ice-rock mixture is 

likely to be unstable. 

The overall uplifted zone is well fit with a power law decay of the form 

(3.16) 

where z is the magnitude of the uplift at the range x, Rrr is the transient crater radius, 

and Rp is the radius of the final crater. The uplifted rim fits are shown as solid lines in 

Figure 3.12, and the value of Az varies from .16-.07 in Figure 3.12A-D. There is noticeable 

uplift of the surrounding terrain to about 2.5 Rrr· Until more realistic strength models are 

investigated, a working value of Az = 0.1 is a good match to the simulations. 

For complex craters, the properties of the ejecta blanket depends critically on the 

specifics of the crater collapse, which are still poorly understood [Melosh and Ivanov, 1999; 

O'Keefe and Ahrens, 1999]. The Ystd case with rp = 500 m (Figure 3.12C) produces an 

uplifted rim with diameter about 15 km, but the rim collapses to a final crater diameter of 

about 19 km, shown in Figure 3.13. When the crater rim collapses, some of the ejected ma­

terial from the transient cavity collapses back into the final crater cavity, although some of 

the ejecta may flow to the surrounding terrain before the transient rim collapse occurs. Note 

that the first ejecta lands before the rim collapses in Figure 3.13. Although the strength 

of each component is initially identical and the MMP2 model produces little shock melting 

(Figure 3.3), the collapsed crater profiles are different in the rock vs. the mixture, imply­

ing that the difference in compressibility is important for final crater shape, in addition to 

strength and phase change effects. In a Ystrong simulation, however, a rp = 1000 m impact 

produces a final crater diameter of 24 km which does not collapse. 

3.5 Ejecta Properties and Topography 

We are interested in the quantity and distribution of liquid water in the ejecta blanket for 

a given crater diameter. We use the scaling law developed from the simulations for the 

mean effective surface strength (Figure 3.8), the EDOZ excavation model, and the ejection 

velocities from the simulations (Figure 3.11). The fraction of melted ice in each excavation 

streamtube is calculated from the volume of material within the completely melted and 
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partially melted zones. The volume fraction of liquid in the partially melted zone as a 

function of distance from the impact point is extrapolated linearly between the critical 

radii for complete melting and incipient melting (refer to Chapter 2). 

Figure 3.14 shows the results for ejecta emplaced around craters with 2.5 and 5 km 

diameters, corresponding to the ejecta properties for the Ystd simulations. The excavation 

streamtubes are solid in the zone of complete melting and dotted in the region of partial 

melting. The rim uplift is given by Eq. 3.16 with Az = 0.1, which is appropriate for the 

strength-dominated regime. 

The rim uplift and ejecta blanket thickness, at the location of ejecta emplacement, are 

shown in Figure 3.14B,F. The horizontal component of the ejection velocities are shown in 

the near field (within 5 Rp) and the fraction of melted ice, fm, is given as a function of 

emplacement range. The excavation model is consistent with simulations run with near­

surface ice in the range <Po = 0 - 203v0 1, thus the volume fraction of liquid water in the 

ejecta blanket is J m</Jo. 

The ejecta blanket thickness (solid line in B, F) does not take into account any increase 

in porosity from the comminution of the material, so it may be considered a lower limit. 

If the rim uplift produces slopes which are unstable (up to 70° in Figure 3.12), the ejected 

material just beyond the uplifted rim may slide and collect on the flatter surface. The 

dashed line shows the thickness of the ejected material if the total volume emplaced within 

3 Rp is collected in an annulus between 1.5-3.0 Rp. Most distal ramparts are located at 

about 3 Rp [Mouginis-Mark, 1978] and the recent MOLA data indicate that the near-rim 

material collects at about 1.5 Rp (see below). The thickness of the ejecta annulus is about 

4 and 13 m for the 2.5 and 5 km diameter craters, respectively. 

Figure 3.15 shows the same ejecta blanket properties for 10 and 20 km diameter craters. 

Here, Eq. 3.16 overestimates the uplifted rim around a 20 km complex crater, where the 

transient crater rim is expected to collapse. In gravity-dominated case, the ballistic range 

of some of the material ejected from the transient cavity lies within the final crater cavity. 

Exclusion of this material results in a thinner ejecta blanket annulus around the 20 km 

diameter crater, with a thickness comparable to the 10 km crater. The thickness of the 

ejecta annuli are 25 and 22 m for 10 and 20 km craters, respectively. 

If the transient crater does not collapse during the formation of 10-20 km diameter 

craters, we may estimate the ejecta blanket thickness using the strength scaling law ex-
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trapolated to larger craters. Figure 3.16 presents the ejecta blanket properties for 10 and 

20 km diameter craters assuming strength-dominated scaling between the transient cavity 

and final crater diameters (Eq. 3.10). In these figures, the plotted uplift of the surrounding 

terrain corresponds to the transient crater rim uplift (Eq. 3.16). The 10 km crater is near 

the simple to complex transition diameter so there is very little difference in the ejecta 

annulus thickness, now at 28 m. The 20 km crater ejecta annulus thickness, however, is 

almost double under the strength-scaling regime, at 42 m, because most of the excavated 

material is ejected outside the final crater rim. The difference between the ejecta thick­

ness using strength vs. gravity-controlled crater scaling illustrates the sensitivity of ejecta 

blanket properties to the scaling model and, hence, to the strength model of the surface. 

Figures 3.17 and 3.18 present the MOLA topography for two fresh rampart craters, 

Dp = 9 and 20 km, craters labeled I and J by Garvin et al. [2000]. The inner region of the 

ejecta blanket has a thickness of > 100 m over the surrounding topography compared to 

lO's m in the outer ejecta blanket. The step in the thickness of the ejecta blanket occurs 

at about 2.5-3.0 Rp from the center of the crater. 

Garvin et al. [2000] note that the rim height is higher and crater cavity deeper than 

expected compared to Martian craters with normal ejecta facies. Garvin and Frawley [1998] 

find that rampart crater ejecta blankets appear to have volumes in excess of the excavated 

crater cavity estimates for impacts into pure rock surfaces. With our model, the volume of 

the ejecta blanket is consistent with the crater formation process. The larger ejecta blanket 

volume may be related to larger transient cavity size in weaker materials. In addition, the 

steep ejection angles place more mass of ejecta closer to the crater rim. The higher rim 

uplift (and ejecta fluidization) encourages ejecta to collect on the flatter terrain around the 

crater rim. In dry ejecta blankets, this process would produce hummocky terrain, but in 

fluidized ejecta blankets, the ejecta may continue to flow, forming the rampart features. 

The model ejecta blanket volumes are comparable to the MOLA ejecta topography. For 

the 9 km diameter crater in Figure 3.17, the rim uplift model (solid lines, Eq. 3.16) is in 

good agreement with the MOLA data, where the individual measurements are shown with 

+ and the profile is repeated, and offset, using a solid line. The dashed line is the thickness 

of the ejected material at the location of emplacement, with no additional porosity. Arrows 

note the edge of the rampart ejecta layers identified by Garvin et al. [2000]. 

The volume of ejecta emplaced between 1-3 Rp, collected in an annulus between 2-3 Rp, 
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is shown as filled boxes with 503 porosity on the left and 03 porosity on the right. The 

amount of liquid water in the ejecta blanket within 3 RF corresponds to about half the 

total ice content in the crust and the horizontal flow velocity ranges from 50-125 m s-1 , for 

typical impact conditions (Figures 3.15D and 3.16D). We interpret the dip in topography 

at the base of the rim to be pile-up of ejecta which slid down the uplifted rim (see below). 

The 20 km diameter crater in Figure 3.18 has lower rim uplift compared to the transient 

crater uplift model (Eq. 3.16) as would be expected in gravity-dominated craters with 

collapsed rims. Using gravity-scaling for a 20 km crater (Figure 3.15) the ejecta blanket 

thickness at the emplacement location (dashed lines) and equivalent thickness in two annuli 
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are shown in Figure 3.18. The mass of ejected material, with no additional porosity, is 

comparable to the observed volumes of the lobate deposits. 

3.6 Discussion 

3.6.1 Interpretation of Rampart Crater Morphologies 

The ice-rock mixture excavation model presented here, where ice in the excavated crater 

cavity will partially melt and weaker targets produce higher ejection angles and lower ejec­

tion velocities, explains the major features in rampart ejecta morphologies. We note that 
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Barlow et al. [2000] identify type examples for each feature. 

We consider the progression from strong, dry craters to fully fluidized, multiple-layer 

rampart craters under similar impact conditions (silicate projectiles in the absence of abun­

dant melting of the surface rock). Cratering onto a surface stronger than the mean effective 

yield strength on Mars (e.g., Ystrong) will result in smaller transient craters, Drr '"" 8 rp, 

compared to the average of about 11 rp (Figure 3.4). In the stronger material, the near 

rim ejection angles are shallower and the ejection velocities are higher compared to average 

strength targets (Figure 3.11). Thus the ejection range is farther and the ejecta is spread 

more thinly. In progressively weaker materials, the transient cavity is larger, the ejection 

angles higher, and the ejection velocities lower. Thus, the ejection range is smaller and the 

flow velocities slower, depositing proportionally more mass near the crater rim. 

When interstitial ice is present, where the bulk mass is still rock, the cratering process 

is essentially identical to a pure rock of equivalent strength. The impact shock will melt 

any ice in the transient crater cavity. Relatively large quantities of ice, e.g., 203v0 1, mixed 

with the rock on scales less than the projectile size, may decrease the shock pressures in 

the transient cavity by a factor of few (Figure 3.3). The crater shape is largely controlled 

by the effective strength of the target, which should be correlated with ice content. 

Pancake Ejecta 

The single-layer pancake ejecta morphology is characterized by a single concave lobate 

deposit, as shown in Figure 3.19A. In an analysis of 1558 craters, Mouginis-Mark [1979] 

found that the 226 craters with pancake ejecta morphology are preferentially found at high 

latitudes, poleward of 40°, and correlated with permafrost and channel materials. This 

morphology is restricted to small craters, D < 8 km, where 95.6% are smaller than 5 km in 

diameter [Mouginis-Mark, 1979]. We note that Barlow and Bradley [1990] did not find a 

latitude or terrain correlation with only 17 craters classified with pancake morphology. As 

seen in Figure 3.14, small strength-dominated craters have systematically less shock-melted 

ice emplaced in the near-rim ejecta blanket compared to larger craters (Figure 3.15). In 

this category, the ejecta blanket would contain a liquid water content of less than half the 

bulk ice content of the subsurface. In addition, for lower initial temperatures than the 

global mean (T < 200 K), the shock pressure required to melt ice will be slightly higher 

(c.f. Chapter 2), decreasing the amount of melt production. 

Pancake craters are correlated with terrain which is inferred to be weaker than average, 
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e.g., in permafrost. Therefore, the excavation flow should have high ejection angles (2 55°) 

and relatively slow ejection velocities, depositing the ejected material closer to the crater 

rim. The horizontal flow velocities are in the range of large terrestrial landslides which may 

flow up to several km in distance starting with peak horizontal velocities in the range 10-

100 m s-1 [Shaller, 1991]. Hence, pancake ejecta may be interpreted as partially fluidized 

flow associated with weaker target material around small craters where small amounts of 

melt are incorporated into the continuous ejecta blanket. The near-rim concentration of 

ejected material produces a thicker continuous ejecta blanket compared to dry craters, and 

the partial fluidization and low flow velocities of the material produces ground-hugging 

debris flow conditions. The concave terminus of the ejecta blanket implies that the amount 

of liquid contained in pancake ejecta morphologies is less than the single-layer ejecta with 

distal ramparts. Ground ice content may be inferred by the shock melting model presented 

here and debris flow modeling constraining the liquid water content to amounts which do 

not produce rampart features. 

Single-layer Ejecta 

Single-layer rampart ejecta blankets are characterized by a single continuous, convex 

distal scarp, shown in Figure 3.19B. Single-layer ejecta are found around systematically 

larger craters, but generally with D < 20 km, compared to pancake ejecta [Mouginis-Mark, 

1979; Barlow and Bradley, 1990]. These craters are found on varied terrains at all latitudes, 

although there appears to be an onset diameter dependence with latitude [Kuz'min et al., 

1988b, a]. For craters with D > 5 km, more than half the H20 in the ejecta blanket is 

melted from the impact shock (Figure 3.14), and the flow velocities are in the range oflarge 

terrestrial landslides. 

Ivanov [1996] modeled the ejecta blanket flow as a Bingham fluid and found that ram­

part features may form for rheologies between highly fluidized dry flows and water-saturated 

flows. Ivanov found that the ejecta flow properties could match the runout distances ob­

served in rampart ejecta for Bingham viscosities in the range VB = 0.5 - 30 m2 s-1 and 

Bingham yield stresses of rp,/p = 2 - 50 m2 s-2 [see Ivanov, 1996, Figure 6]. On Earth, 

most water-saturated debris flows have 0.01 < VB < 0.3 m2 s-1 and corresponding liquid 

water volume fraction in the range 30 - 603vol (.15-.25 mass fraction) [e.g., Whipple and 

Dunne, 1992; Major and Pierson, 1992; Phillips and Davies, 1991]. Extrapolating between 

dry flows and water-saturated debris flows implies a volume fraction of liquid water in the 
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flowing ejecta blanket of about 10-303vo!, corresponding to a subsurface ice content within 

a factor of 2 larger. 

Therefore, single-layer rampart ejecta may be interpreted as a flow fluidized by liquid 

water, with an estimated concentration of 10-303vol· Since rampart ejecta features are 

found on all terrains, ground ice is probably pervasive on Mars. The correlation between the 

depth of excavation hexc corresponding to the onset diameter oframpart features (hexc ,..., D) 

with the depth of ground ice stability as a function of latitude is an excellent confirmation of 

the model of entrainment of shock-melted ice in the ejecta blanket [Kuz'min et al., 1988b, a]. 

Ground ice content may be inferred by the shock melting model presented here and debris 

flow modeling constraining the liquid water content to amounts which produce rampart 

features at the observed flow distances [e.g., Ivanov, 1996]. 

Double and Multiple-layer Ejecta 

Previous work on double- and multiple-layer rampart ejecta, Figure 3.19C, have had dif­

ferent interpretations of the order of emplacement of each layer, consisting basically of either 

(a) superposition of the inner, thicker layer over the outer, thinner layer or (b) emplace­

ment of the outer layer over the inner layer. These crater morphologies are found around 

systematically larger craters, up to about D = 60 km, but generally D < 30 km [Barlow 

and Bradley, 1990]. The MOLA topography of double and multiple-layer ejecta show that 

the inner layer is considerably thicker, lO's-100 m thick (Figures 3.17, 3.18), than the outer 

layers which the MOLA data indicate have negligible thickness over the surrounding terrain 

except for the terminating rampart. Garvin and Frawley [1998] found that rampart ejecta 

features have apparent volumes greater than 1.25 the estimated excavated cavity, based on 

the Z model with Z = 3. One of the most perplexing questions has been the mechanism 

that emplaces such a large volume of material near the crater rim. An example of the 

topography of the 10-100 m thick inner ejecta layers is shown in Figure 3.17. 

From the cratering simulations, we found that the presence of interstitial ice increases 

the rim uplift and the excavation angles are steeper, resulting in more mass em placed just 

beyond the crater rim. For crater rims uplifted beyond a stable angle of repose (~ 45°), 

some of the rim and excavated material will likely yield and flow to the flatter surrounding 

terrain. Since volume of ejected material and the rim uplift both scale with transient crater 

diameter, an unstable angle of repose is more likely around larger craters. 

We propose that the thick, inner layer(s) observed in double and multiple-layer mor-
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phologies are a result of partial collapse and flow of the crater rim and near-rim ejecta. In 

the crater diameter range 10-30 km, any ice in the material ejected just over the rim is 

nearly completely melted and emplaced on a steep slope, encouraging flow to the flatter 

surrounding terrain. The volume of material in our standard excavation model is consis­

tent with the MOLA observations, although larger volumes for a given crater size could 

be excavated in weaker materials. The material ejected just beyond the crater rim may 

begin to flow to the surrounding terrain before rim collapse (see Figure 3.13), thus some of 

the material that might normally collapse into the final crater cavity could flow onto the 

surrounding terrain. The thick, inner ejecta blanket region may flow in a manner similar 

to single layer long runout fluidized flows, although the velocities are considerably larger. 

Maps of ejecta striations and flow around surrounding obstacles imply that the in­

ner portion of the ejecta blanket was emplaced first, followed by the thinner outer ejecta 

[Mouginis-Mark, 1981]. The faster ballistic ejecta, from the inner region of the transient 

cavity, forms the thinner outer ejecta blanket. The material forming the outer ejecta blanket 

experiences higher shock pressures and are disrupted into smaller fragments. These ejecta 

would be more sensitive to atmospheric drag than the larger fragments emplaced in the 

inner ejecta blanket. The outer ejecta blanket material may partially flow over the interior 

ejecta blanket deposit, as a result of atmospheric drag effects reducing the ballistic range 

and/or fast ground-hugging flow of the interior deposit reaching the range of the outer ejecta 

blanket material before the time of emplacement. The thin, outer ejecta blanket would be 

completely fluidized with large horizontal flow velocities at the time of emplacement (Fig­

ure 3.15), encouraging development of a long runout flow, forming the thin outer ejecta 

layers terminated by ramparts, extending to as much as 6Rp. 

We find that double and multiple-layered ejecta are not consistent with an abrupt change 

in the middle of excavation in the transient cavity, as suggested by Mouginis-Mark [1981], 

from penetration through layers with different ice content in the Martian crust. The stream­

lines of the excavation flow average over any near-surface layers with different composition. 

In addition, the mechanics of crater excavation cannot produce an inner ballistic ejecta de­

posit which flows over a thinner outer ballistic ejecta deposit at a later time. The material 

in the ejecta blanket layers must be emplaced from the crater rim on outward. The details 

of the post-emplacement flow, however, should be investigated to determine the timing of 

the ejecta emplacement, transient crater collapse, and possible yielding and flow of uplifted 
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rim material. Multiple-layered ejecta blankets often have an inner layer very close to the 

crater rim, indicating that rim collapse may be related to formation of layered features. 

The details of rampart ejecta layer formation must be investigated with a combined crater 

collapse and debris flow model to constrain ground ice content. 

Because of the efficiency of shock-induced melting of ice, the presence of pre-existing 

liquid water in the Martian crust is not required for multiple layered features as suggested 

by Barlow and Bradley [1990]. Therefore, at this time, we cannot discern the presence of 

subsurface liquid water vs. solid ice from rampart ejecta morphologies, although investiga­

tions of interior morphologies should be pursued. We stress, however, that rampart crater 

morphologies are found on all but the youngest volcanic terrain, and most near-surface 

H20 should be in the solid phase in the present climate, implying that shock-melting of 

subsurface ice is the dominant formation mechanism of rampart features. 

Diverse Ejecta 

As the crater size increases, the ejection velocities become much faster than the range of 

terrestrial landslides and debris flows. Rather than by lack of water content, the formation 

of rampart features around very large craters (> 30 km) is probably inhibited by the ejection 

velocities, which may not allow development of a cohesive debris flow (see Figure 3.15). If 

the ice content in the crust decreases rapidly with depth, perhaps concentrated in thin, 

near-surface layers, the vertical distribution of ice may be inferred by comparing the ejecta 

morphologies around craters over a range of sizes within a given geographic region. Future 

work will examine the relative effects of excavation depth and flow velocities in the transition 

to diverse ejecta blankets. 

Current limitations and future work 

Our model for formation of rampart ejecta morphologies is the first physical model 

that relates the major ejecta features to the excavation process. We have made the first 

quantitative estimates on the amount of interstitial ice which may be melted in an impact, 

showing that significant amounts of melt may be incorporated into the ejecta blanket. 

Future investigation of the double and multiple layer morphologies should focus on the 

effects of strength, with a model coupled to ice content and open porosity, on the final 

crater shape and collapse of the transient rim, including the timing of ejecta emplacement 

and complex crater rim collapse. There remain many intriguing secondary features to be 

examined more closely within the framework of this model, including radial straiations, 
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rampart sinuosity, and the transition to diverse ejecta blankets around the largest craters. 

Impact-generated atmospheric ring vortices [Barnouin-Jha and Schultz, 1996] or viscous 

gravity currents [Baratoux et al., 2001; Baratoux, 2001] are two proposed physical models 

for the formation of sinuous ramparts. While the near crater rim deposits are undoubtedly 

related directly to excavation and crater collapse processes, the outer ejecta deposits are 

expected to be influenced by the Martian atmosphere. The role of atmospheric drag in 

forming the sinuosity, and possibly the ramparts, should be reconsidered including the 

effects of the water vapor plume, the temperature and spatial distribution of liquid water 

and flow velocities in the modeled ejecta blanket. Also, impacts into an ice-rock mixture 

produces an H20 vapor plume. Completely shock-vaporized (CV) ice is restricted to a 

zone of radius about 1 rp (Figure 3.3), and its interaction with the projectile-disturbed 

atmosphere should be considered in future work to address the atmospheric drag effects on 

the fine ejecta. 

The effect of variations in impact velocity should also be included in future analyses, as 

the final crater size scales with impact energy but the shock pressure decay profile is more 

sensitive to the projectile size. Higher impact velocities, found on the other terrestrial plan­

ets and satellites in the outer solar system (2'.: 20km s-1 ), produce larger peak impact shock 

pressures, but also steeper pressure-decay curves related to shock-induced vaporization and 

melting [refer to Pierazzo et al., 1997]. There should be an optimal projectile size-impact 

velocity range for the most efficient shock melting and excavation of subsurface ice. 

3.6.2 Implications for the H2 0 Budget on Mars 

Using our crater excavation model, we calculate the average volume fraction of melted ice 

as a function of crater size for typical impact conditions on Mars. Thus, we may place 

a first-order estimate on the crustal ice content assuming an average critical liquid water 

fraction required for fluidized flow. Ivanov's study suggests a conservative liquid water 

volume fraction of about 203v0 1, corresponding to a near-surface ice volume fraction of 

about <Po = 20 - 403vol· Using the Barlow and Bradley [1990] rampart crater database, 

we may estimate the cumulative amount of H20 in the ejecta blankets of observed rampart 

ejecta at the time of emplacement. The amount of water required for each crater size is, to 

first order, the volume of the excavated zone times the ice fraction, ¢0. The number density 

of rampart craters is shown in Figure 3.20A, from the compilation by Barlow and Bradley 
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[1990]. The large crater (D > 8 km) number distribution suggests a mean population age 

of about 3 Ga. The 1 Ga crater production function, for the rampart crater size range, is 

given by 

logNMars,1 Ga(craters/km2
) = -l.80logDkm - 3.28, (3.17) 

where the production function is assumed to scale linearly with time back to 3 Ga [see 

Hartmann, 1999]. The smallest craters in the database, solid line in Figure 3.20A, fall 

below the production function because of the difficulty in identifying small craters with the 

km-scale image resolution of the Viking dataset. Therefore, we use the size distribution 

along the 3 Ga isochron to estimate the total number of rampart craters with D < 8 km 

(dashed lines), which assumes that there is no size dependence in the fraction of all craters 

showing rampart features. 

From the EDOZ excavation model and transient cavity scaling law (Eq. 3.3), we calculate 

the excavated volume as a function of crater diameter, shown in Figure 3.20B. The excavated 

volume VE is well described by the power law (dotted line), 

{ 

-l.79logDp + 3.24 if Dp < 8 km 
log VE= 

-l.22logDp + 2.59 if Dp > 8 km 
(3.18) 

In section 3.5, we showed that the volume of H20 melt in the ejecta blanket is within a 

factor of 2 of the near-surface ice content </>o. Assuming <Po = 0.2 after lvanov's work, we 

use the 3 Ga production function and the excavation volumes to estimate the cumulative 

volume of H20 implied by the observed number of rampart craters, given by NVE<f>o, shown 

in Figure 3.20C, where the corresponding equivalent thickness of a global layer of water 

is given on the right vertical axis. The largest craters sample the largest volume of H20; 

therefore, for this calculation, errors in the number of small craters are negligible. Although 

we are most confident in the number of observable large rampart craters, it is likely that 

some of the rampart ejecta in this size range have been eroded. 

Summing over the entire size range from D = 1-32 km, the volume of ice implied by the 

observed Martian rampart crater number distribution and </> = 0.2 is equivalent to a global 

layer of water about 0.6 m deep. This value corresponds to the amount of ice excavated by 

impact craters over about 3 Ga. Since rampart craters stochastically sample a fraction of 

the surface, limited to excavation depths within the upper 2 km for the observed size range, 
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Figure 3.20: Inferred crustal water content from rampart crater database. A. Rampart 
crater number distribution [solid line, Barlow and Bradley, 1990] and 3 Ga crater production 
function [Hartmann, 1999]. B. Excavated volume as a function of final crater diameter. C. 
Volume of water in ejecta blankets in observed craters (solid lines) and inferred from crater 
production function (dashed line) for ice content ¢0 = 0.2. 
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the actual regolith ice content must be considerably larger. 

Only 0.53 of the Martian surface area was sampled by the observed rampart craters 

(cumulative area of the transient crater cavities). Correcting for the sampling area, the 

implied total ice content, within 2 km of the surface, is equivalent to a global layer of water 

about 120 m thick. Not all craters are rampart craters, however, implying a heterogeneous 

distribution of subsurface ice and less total ice content. From the Viking database, about 

20% [Barlow and Bradley, 1990] of the craters with D > 8 km have rampart ejecta. Thus, 

the global ice content may be a factor of 5 smaller. A new crater database (in progress), 

derived from the MOLA topography dataset, implies that the fraction of rampart craters 

is larger than inferred from the Viking images, especially in the northern plains (M. Zuber, 

pers. comm.). Future work will include an analysis of the spatial distribution of ground ice 

with the MOLA dataset. 

The implied 120 m global layer reservoir, although an order of magnitude estimate, is the 

first independent estimate of regolith water budget from rampart craters. For comparison, 

estimates of the amounts of water discharged in the catastrophic outflow channels is greater 

than a global layer 40 m thick [Carr, 1996]. The crustal water content estimate may be 

improved with the new MOLA crater database and stronger constraints on the actual liquid 

water content implied by rampart ejecta flow features. The value of <Po = 0.2 used here 

could easily vary by a factor of 2. 

Because rampart ejecta features may form by entrainment of liquid water, derived from 

shock-induced melting of subsurface ice, rampart craters do not imply a significantly differ­

ent climate than exists today on Mars. Liquid water may remain metastable over the several­

minute time scales of crater formation and ejecta emplacement [Hecht, 2000]. Craters are 

found on all but the youngest volcanic terrain, implying subsurface ice presence over all time 

on Mars. The total crustal ice content could be larger than implied here because the ejecta 

properties are only sensitive to the crustal ice content near the surface, within about 2 km 

for the observed rampart crater size range. Mapping the rampart ejecta morphologies on 

different age units to study the time-variability of ice content would be a useful constraint 

on the history of the Martian climate. 
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3. 7 Conclusions 

1. We have presented the first simulations of impacts into an ice-rich regolith which 

explicitly accounts for the equations of state and criteria for melting both the rock 

and ice components. We find that the shock wave from typical impact conditions 

(Vi = 10 km s-1) on Mars partially melts subsurface ice in a zone up to about 15 Rp, 

larger than most final crater cavities, and completely melts ice within about 5 Rp. 

We have developed a model which relates the major rampart morphologies to the 

crater formation and excavation process. Pre-existing liquid water is not necessary 

for rampart ejecta blanket features. 

2. The center of the ejection flow field is below the impact surface producing higher ejec­

tion angles near the impact point, decreasing slightly toward the crater rim. Standard 

Maxwell Z-models have difficulty reproducing both the depth of excavation and ejec­

tion angles. A truncated EDOZ model may be used to approximate the ejection angles 

and volume of ejecta by centering the flow at the depth of the isobaric core of the 

shock wave and ejecting materials above a standard Z=3 streamtube. 

3. Weaker target materials have deeper transient craters, higher ejection angles near the 

crater rim and larger excavated zones. The higher angle of motion produces larger 

rim uplift. The magnitude of these effects is very sensitive to the strength model. 

Because the ejection angles are steeper, the volume of the continuous ejecta blanket 

is larger and the horizontal velocity of the flow at the time of emplacement is lower 

in weaker materials. 

4. For the mean effective yield strength of the Martian surface (Yeff = 10 MPa), most 

ice within the excavated zone is melted over the size range of observed rampart craters 

(most D :S: 30 km). The largest contribution of melt in the continuous ejecta blanket 

is from the partially melted zone. In the ejecta blanket, the fraction of melted ice 

increases away from the crater rim, where completely melted ice is ballistically ejected 

to distances of 34-0.5 Rp for 2.5-20 km diameter craters, respectively. Small craters 

will be a more sensitive measure of near surface ice content. 

5. The volume and radial distribution of ejecta is consistent with MOLA observations of 

rampart craters for simulations with a simple Mohr-Coulomb target strength model 
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with Yeff = 10 MPa and 203vol ice. More realistic strength models coupled with a 

debris flow model are required to place finer constraints on the quantity of ground ice 

and correlate ice content with different ejecta morphologies. 

6. For typical impacts at 10 km s-1 , the amount of liquid water in the ejecta blanket 

is representative of the near-surface H20 content in the crust, within a factor of 2. 

Previous work suggests that the post-emplacement flow of rampart ejecta have water 

content between highly fluidized dry flows and water-saturated debris flows, implying 

ejecta blanket water contents in the range 10-303vol [Ivanov, 1996], corresponding to 

a near-surface ice content of about 20-403vol · Based on the Viking rampart crater 

database and the impact production rate, the implied near-surface regolith H20 con­

tent is equivalent to a global water layer of order 100 m deep. 
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Appendix A: Details of Shock-Wave Experiments in Ice 

This appendix includes the calibrated particle velocity data traces from each impact ex­

periment. The data records are presented for the time period up until the gauge breaks. 

Gauge locations are specified as distances from the front of the first ice disc in the target 

assembly. The primary error on the measurement of the gauge location is the measurement 

of the thickness of the ice discs and are estimated to be about 0.025 mm. 

Thick targets (> 10 mm) are designed to measure the primary shock wave profile. Thin 

targets (::::; 10 mm) are designed to measure both the shock wave and release wave, reflected 

from the rear of the target. In this geometry, the release wave produces an increase in 

particle velocity. 

All experiments have a 0. 7 mm polycarbonate buffer disc at the front of the target, 

which preserved contact between the first gauge and the first ice disc. All shots used solid 

polycarbonate projectiles. The buffer disc thickness was comparable to the width of the 

shock front, and the particle velocity at the first ice disc was determined by the impedances 

of the polycarbonate and ice rather than a symmetric polycarbonate impact. This is con­

firmed with shots #1037 and #1038 (in preparation), with and without a polycarbonate 

buffer, where the same peak particle velocity was recorded in each experiment. 

Experiments with impact velocities < 350 m s-1 (144-145) are compressed gas (He) 

shots. Experiments with higher impact velocities (#1043-1047) are driven by propellant 

(IMR4350). The uncertainties shown in the loading path figures are la. 
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Shot #144 - Solid Ice 
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Figure A.1: Data record. 
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Target thickness: 
21.91 mm 
Gauge locations: 
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) 

Figure A.2: Loading path. 

Notes: Peak pressures just above HEL achieved. Propagating shock wave was not steady and decays 
to an elastic wave by arrival at 4th gauge. 4th gauge also displays a release profile which may be a 

combination of release from sides and rear of target. Velocity resolution of oscilloscope is,..., 1.7 m s-1. 
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Shot #145 - Solid Ice 
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Figure A.3: Data record. 
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Figure A.4: Loading path. 

Notes: Peak pressures just above HEL achieved. Final shock wave is not steady. There was a space 
between the 2nd and 3rd ice discs in the target assembly. Motion of the free surface between discs 

#2 and 3 produced a~ 30 m s-1 peak to peak oscillation of gauge 3. The space partially releases 
the shock wave, so the wave arrival at the 4th gauge has decayed to the Hugoniot Elastic Limit. 
The spike wave feature appears to reflect from the gap boundary back to the 2nd and 1st gauges, 
propagating at the sound speed in the shocked state. Only the shock propagation time from the 1st 

to 2nd gauge is used for Hugoniot data points. Release from the rear of the target is recorded in 
gauges 4 and 3. Velocity resolution of oscilloscope is about 1.3 m s- 1. 
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Shot #1046 - Solid Ice 

700 
To= 95~f K 

600 po= 932.4± .7 kg m-3 

,......._ Yi= 687± 14 ID S-l 
I 

Pmax = rn 
500 

8 0.857 ± 0.032 GPa ......... 
>. 

400 +.> 
·c:; Data points: 
0 HEL, Ih a; 
> 300 Target thickness: 
~ 9.70 mm 
.~ 
+.> 200 I 

.. 
Gauge locations: ~ 

ro 0.0, 3.2, 6.45 mm 0.. 

0 5 10 15 
Time from impact (µs) 

Figure A.5: Data record. 
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Figure A.6: Loading path. 

........ Gauge 3 

-------Gauge 4 

* Shock Wave 

• Elastic Wave 

Notes: This impact initiated a wave with peak pressures above the ice Ih shock pressure which 
propagates to gauges 2 and 3. But the wave velocity for a transformation to a higher pressure 
phase was too slow to propagate to the 2nd gauge during the time frame of the experiment. The 

release from the rear arrives before the transformation wave. Thus, only a HEL and lh shock wave 
are detected in gauges 2 and 3 before release from the rear of the target. Ideal release curves are 
recorded in the 2nd and 3rd gauges. Velocity resolution of the oscilloscope is about 1.9 m s-1. 



125 

Shot # 104 7 - Solid Ice 
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Figure A.7: Data record. 
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Figure A.8: Loading path. 

Notes: This shot produced a transformation shock to the ice VI structure. The three-wave structure 
is clear in the 2nd gauge. The release wave from the rear of the target reaches gauge 3 before the 

ice VI transformation wave arrives. Velocity resolution of the oscilloscope is about 5.4 m s-1. 
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Shot # 1043 - Solid Ice 
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Figure A.9: Data record. 
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Figure A.10: Loading path. 

Notes: This shot produced a transformation shock to the ice VI structure. The three-wave structure 
is clear in the 2nd gauge. The three-wave structure is clear in the 2nd , 3rd and 4th gauges. The 

wave has decayed a little by the arrival at the fourth gauge and this peak shock state is not part of 
the ice shock Hugoniot dataset. Velocity resolution of the oscilloscope is about 6.6 m s- 1

. 



,........ 
I 
[/] 

s 
'-' 

>. 
::::: 
() 

0 -Cll 
> 
Cll -() 

:;::; 
i.., 
ro 

0... 

2000 

1500 

1000 

500 

127 

Shot #1045 - Solid Ice 
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Figure A.11: Data record. 
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Figure A.12: Loading path. 

To= 92:'.:~ K 
po = 932.5 ± .7 kg m-3 

Vi = 2618 ± 52 m s-1 

Pmax = 
5.198 ± 0.093 GPa 

Data points: 
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Notes: This impact drove a transformation to the ice VII structure. The shock wave split into a two­
wave structure: the HEL wave and ice VII transformation shock. The loading profile is close to the 

ideal shape: a straight line from the initial to the final P, V state. Since the ice VII transformation 
shock velocity (3.4-3.5 km s- 1) is nearly the HEL wave speed, stronger shocks will over drive the 

HEL. The knee in the 1st gauge implies that the impact was not perfectly normal to the target. This 
probably resulted in a slightly higher than ideal peak pressure, since the shock wave propagated on 

top of this initial wave arrival. The imperfect impact also influenced the shape of the HEL wave, but 
did not affect the wave speed calculations. Velocity resolution of oscilloscope is about 13.8 m s-1 . 




