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ABSTRACT

In this thesis we explore the relationship between the QSO absorption line

systems and the metagalactic ionizing field at high redshifts.

In the first introductory chapter we describe the recent developments in the field
of QSO absorption lines and the ionizing radiation background. We concentrate on
compiling the new observational results and address why studies of QSO absorption
line systems and ionizing field are important to our understandings of the formation

and evolution of the large scale structure of the universe.

In the second chapter Markoff’s method has been used to derive a general
formalism to deal with the absorptions produced by randomly distributed discrete
clouds, such as the QSO absorption line systems. Some analytical forms are ob-
tained for the effective optical depth 7, 7f» the count reduction factor f. and the
optical depth probability distribution function P(r). We demonstrate that the
spectrum of ionizing background is very different from the intrinsic source spec-
trum. We calculate the QSO contributions to J,, (z,4s) by using simple analytical
expressions. We show that because of the Lyman continuum absorption produced
by QSO absorption line systems, it is very difficult to find a “clear” line of sight to
conduct the Hell Gunn-Peterson test. We have also found that dust grains in the
QSO damped Lya systems produce a marginally significant obscuration for z = 3
quasars: the count reduction factor is 1/1.7 at z = 3. The reddening is shown to

be small for a flux limited QSO sample.
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In the following two chapters we discuss fluctuations and intensity correlation
in the ionizing field. We derive the intensity probability distribution function P(J)
for randomly distributed point sources. We show that absorptions by QSO ab-
sorption line systems reduce the total number of sources involved in producing the
lonizing background and therefor enhance the fluctuation significantly, if QSOs are
the main ionizing sources. We have calculated the intensity correlation function
£ for randomly distributed QSOs. The QSO Lya clouds can be used as intensity
indicators to reveal the intensity correlation at high redshifts. We have measured
the equivalent width correlation function &, sw for several selected QSOs and have
found, in some cases, strong correlation signals at small separations. Careful ex-
amination shows that such signals are mainly generated by the lines near the QSO
emission redshifts. One explanation is that the high S/N near QSO emission red-
shifts enable us to detect very weak lines which result in the correlation signal. The
other explanation is that the correlated intensities of ionizing field near QSOs have
caused the observed equivalent width correlation. If this latter explanation is cor-

rect, from the affected range by QSOs we conclude that J,, is less than 10~ % ergs

s7lem™2Hz 'sr~! at z ~ 3.5.

The last two chapters deal with the ionization structure of the QSO Lya clouds.
We solve the coupled ionization balance and radiation transfer problem (the “inverse
HII region” problem) for the non-uniform spherical absorbing clouds and calculate

the HI column density distribution f(N). We show that with an appropriate density

gradient in the clouds we can reproduce the observed overall power law distribution
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and the apparent excess of absorption systems with N > 2 x 102°cm~2. The calcu-
lated f(V) is not sensitive to the input ionizing spectra and is a generic feature of
the density profile. In our model all QSO absorption lines have the same origin: the
ionized outer envelopes produce the Lya forest lines while the neutral cores result
in damped Lya systems. We discuss the consequences of such models and propose
star-forming dwarf galaxies as primary candidates for QSO absorption line systems.
Our calculations also suggest that uniform cloud models are highly unlikely. To cal-
culate the absorptions produced by Hel and Hell in QSO Lya clouds we also solve
the ionization structure for the clouds containing both H and He. We explore the
variation of Hel and Hell distributions under different input ionizing spectra and

discuss how to get a self-consistent spectral shape for the ionizing background.
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CHAPTER ONE

QSO ABSORPTION LINES AND THE IONIZING FIELD

AT HIGH REDSHIFTS—AN INTRODUCTION

In this introductory chapter we describe the recent developments in the field of
QSO absorption lines and the ionizing radiation background at high redshifts. We
concentrate on compiling the new observational results and explore the relationship
between QSO absorption line systems and the ionizing field. We address why such
investigations are important to our understandings of the formation and evolution

of the large scale structure of the universe.

In the past several years there have been some large surveys for QSO absorption
line systems, which have spent a lot of large telescope times. Thus we have plenty
of observational results to tell. On the other hand, there have been no direct
observations of the ionizing background at high z. The results are indirect and

subject to theoretical assumptions used to derive them.

1 QSO ABSORPTION LINES

It is now widely recognized that studies of QSO absorption line systems provide
unique information about the universe at early epochs. Using luminous quasar as
probe, the intervening gas clouds with very small HI column densities (~ 10'3cm™2)
can be detected along various lines of sight. QSO absorption spectra also show a

variety of metal lines at high redshifts which are believed to be the traces of early
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star formation processes. The distribution of QSO absorption line systems offer
clues about how matter is distributed at redshifts back to z > 4 and at very large
scales. Their evolution with cosmic time helps us to understand the evolution of

the ionizing radiation field, the chemical composition and the fluctuation spectrum

of density inhomogeneities.

It is convenient to categorize QSO absorption lines into four classes: the Lya
forest lines, the heavy element systems, the damped Lya systems and the broad

absorption line systems. We will discuss each of them in turn.

1.1 The Lya Forest Lines

At sufficiently high spectral resolution all high redshift quasars show numerous
narrow absorption lines at wavelengths shortward of Lya emission. It is now firmly
established that most of these lines are Lya absorption features, thus the name of
Lya forest, which are produced by intervening absorbers (Lynds 1971; Sargent et
al. 1980). New results show that in the redshift range 1.7 < z < 3.8, the mean
number of Wye, > 0.36A4 lines per unit redshift is n(z) = 1.74(1 + z)>75+0.29
after excluding those lines within a distance less than 8Mpc from QSOs to avoid
the “proximity effect” (Lu et al. 1991). This indicates significant evolution of
Lya absorbers with cosmic time, because a non-evolving population would result
in n(z) o< (1 + 2)72(1 + 2¢goz)~'/2. The observed HI column density distribution is
consistent with a power law f(N) o« N~™1->—N~1-8 over the range of 13 < logN <

16 (Hunstead 1988; Carswell 1988; Carswell et al. 1991). Lya forest lines show little,
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if any, clustering on scales Av > 50km s~! (Webb 1987; Bechtold and Shectman

1989; Pettini et al. 1990). Most of Lya forest lines, if not all, show no corresponding

metal lines (Sargent 1988).

The best case so far for determining the characteristic size of Lya clouds is the
recent spectroscopic studies of the gravitationally lensed quasar pair UM673 A and
B by Smette et al. (1991). They have found that all the 68 absorption lines present
at 50 in B are also present in A; there are only two anti-coincidences (present in
A, not in B at 30), and these could be a MglII doublet. The velocity differences
between corresponding lines in the two spectra are consistent with zero (¢ = 17km
s~1). The equivalent widths are strongly correlated in the two spectra, essentially
proving that the two lines of sight intersect the same clouds. From the above facts
they inferred that the Lya cloud diameters are in the range 12 < d < 160k, kpc
(20 limits); or, if the anti-coincidences are Mgll, d > 23k 'kpc. The large range in
d reflects the fact that while we can get a good lower limit we are not able to derive
a stringent upper limit. The new analyses of the spectra of the gravitationally
lensed QSO pair Q23454007 A, B by McGill (1990), Duncan (1991) and Steidel
and Sargent (1991a) also showed that the characteristic size of Lya clouds could be

considerably larger than previously quoted ~ 10kpc.

Controversial conclusions have been reached regarding the Doppler widths b

(b = V20, where ¢ is the radial dispersion of velocities) of Lya absorption lines

and cloud temperature T. Pettini et ol (1990) have observed a portion of the
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QSO 2206-199N Lya forest with a very high velocity resolution 6.5 km s~!. They
claim to have found some Lya forest absorption lines with very small b values which
correspond to T below 5000-10000K. But a more recent observation of QSO 1100-
264 by Carswell et al. (1991) with a velocity resolution < 9km s™! has failed to

find Lya clouds whose temperatures must be less than 10*K.

There are various models concerning the nature of the Lya forest clouds (see
Blades, Turnshek and Norman (1988) for comprehensive reviews). Given the facts
that the Lya clouds are large, d > 10kpc, and the typical absorption lines have a
neutral hydrogen column density N ~ 10'5cm™2, it is evident that these intervening
clouds can be highly photoionized by the integrated ionizing flux from quasars and
galaxies. Actually most of the models proposed for the Lya forest clouds satisfy
the photoionization assertion. In the pressure confinement model first proposed by
Sargent et al. (1980) and later studied in more detail by Ostriker and Ikeuchi (1983)
and Ikeuchi and Ostriker (1986), the Lya clouds are primordial clumps confined by a
hot and rarefied intergalactic medium (IGM). On the other hand, gravitational force
either involving the dark matter or from pure baryons have been proposed to confine
the Lya clouds (Black 1981; Melott 1980; Rees 1986, 1988; Ikeuchi 1986). There
are also models in which the Lya clouds need not be confined. Bond et al. (1988)
have argued that these clouds are pressure-driven relics which went to expansion
when photoionization occurred. Fransson and Epstein (1982) have proposed that
the Lya forest lines are due to the galactic wind from high redshift dwarf galaxies.

The “forest” of theoretical models reflects our poor understanding of the nature of



the Lya absorbers at present time.
1.2 The Heavy Element Systems

The heavy element systems are metal containing narrow absorption lines. Among
the numerous observed ionic line transitions the doublets of MgIIA\ 2795.5, 2802.7
and CIVAA1548.2,1550.8 are usually the strongest and easiest to detect. Most of
the identifications of heavy element systems are based on the presence of at least one
of these two doublets. At z 2 0.3 the MglI doublet moves into the optical domain.
At redshifts above 1 the CIV doublet start to dominate the picture. The recent CIV
absorption survey by Sargent, Boksenberg and Steidel (1988) and its high redshift
extension by Steidel (1990a) have shown that at z ~ 2.5 there are about 2 CIV
systems per unit redshift interval with W,,, > 0.154 for both doublet components.
For such CIV absorption lines n(z) o (14 2)~1-26£9:56 ip the range 1.3 < zops < 3.7,
if expressed as a power law. The 2-point correlation function for the CIV redshifts
shows that there is a significant clustering of the redshifts on scales up to 600km
s~1 in the rest frame of the absorbers. A CIV system with 2,3, = 4.13 has been
detected (Steidel 1990a). There are about 1 Mgll systems per unit redshift with
Wres(2796) > 0.34 at redshift 2,5, ~ 1. n(2) o (14 2)°-78%042 for such systems in

the redshift range 0.2 < z,3, < 2.2 (Steidel and Sargent 1991b).

By studying the absorption features in the spectra of close quasar pairs and
gravitationally lensed QSO images, very important information can be obtained

about the sizes of the metal absorption line clouds. The very recent observation
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of the gravitationally lensed QSO pair Q23454007 A, B by Steidel and Sargent
(1991a) has clearly revealed the differences in CIV absorption line strengths along
the two lines of sight. This means that the distribution of CIV varies over scales
as small as 1.4—8.5h~! kpc, depending on the assumed lens redshift and go. This
combined with the clustering result strongly suggests that the absorption occurs in

relatively small clouds which are embedded in much larger structures.

The heavy element systems are believed to be somehow associated with galax-
ies. There are some observational evidences which support this view. In some
cases CalIAA3933.7,3968.5 and NalAA5890.0,5895.9 absorption lines in the spectra
of QSOs are found to correspond to nearby galaxies which are close to quasars on
the plane of the sky (Boksenberg and Sargent 1978; see also the review by Blades
1988). In some other cases mapping of QSO fields reveals galaxies at redshifts same
as that of metal absorption line systems observed in the QSO spectra (Bergeron

1988; Bergeron and Boisse 1991).

One important subset of the heavy element systems is the Lyman limit sys-
tems (LLS), since most of them contain metal lines. Such systems have a neutral
hydrogen column density larger than 1.6 x 10'"cm™2 and are optically thick to Ly-
man limit frequency photons. Sargent, Steidel and Boksenberg (1989) found that
n(z = 2.950) = 1.91 £ 0.33 for LLS with N > 2.4 x 10'"cm~2. The more recent

survey by Lanzetta et al. (1991) confirmed this result (Lanzetta 1991). But con-

troversial results regarding the evolution of LLS are reached by these two groups.
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Sargent, Steidel and Boksenberg found n(z) « (1 + 2)°8%%%4 in the range of
0.67 < zp1s < 3.58, while Lanzetta claimed that n(z) is virtually constant over the

redshift range 0.35 < z < 2.5 and evolves as n(z) « (1 + z)>7*! in the redshift

range 2.5 < z < 3.7.

1.3 The Damped Lya Systems

Damped Lya systems have column densities greater than 102°cm™2. The Lya
absorption lines produced by such systems are broadened by radiation damping
and have rest frame equivalent widths > 5A (Wolfe et al. 1986). The recent
spectroscopic survey by Lanzetta et al. (1991) showed that at an average redshift
of (z0ps) = 2.5, 0.16 3 0.03 < n(z) < 0.25 & 0.04 for those systems with HI column
density N > 2 x 102°cm™2. They also found that over the HI column density
range 20.3 < logN < 21.8, f(N) o« N~1:6720-19  From these observations it can be
inferred, quite model independently, that the mean value of the cosmological mass
density contributed by the damped Lya absorbers is (2p) = 0.7940.14 x 1073A!
for go = 0 and (Qp) = 1.45 £ 0.25 x 1073~~! for g9 = 0.5. This value is roughly

equal to the entire present-day luminous matter content in the universe.

When a damped Lya system is observed against a radio-loud quasar, 21 cm
absorption is usually detected at the same redshift as the Lya absorption. Briggs et
al (1989) have used VLBI to show that the damped Lya system detected in 21 cm

absorption at z = 2.04 in front of radio source PKS 0458-020 extends across a trans-

verse dimension exceeding 8 h~1kpc. Foltz, Chaffee and Wolfe (1988) have found
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low-ionization absorptions at z >~ 0.44 in spectrum of QSO 3CR 196. This absorp-
tion redshift is only ~ 60km s~! away from the previously known 21 cm absorption
feature observed in the same object. Since the radio emission is predominantly from
extended lobes, the whole absorption system must be at least large enough to cover
the optical QSO and part of one or both of the lobes. This leads directly to a lower

limit on the size of the absorption system of about 6.5 kpc.

Wolfe et al. (1986) (see also Wolfe 1988) have proposed that damped Lya
systems may be large HI disks which are the progenitors of normal galaxies. Very
recently Lowenthal et al. (1991) have reported the detection of a galaxy associated
with the damped Lya absorbing cloud seen at z = 3.09 toward the QSO PHL 957
(zem = 2.681). This association encourages an identification of the damped Lya
systems with nearby galaxies. But the rate of incidence of damped Lya absorbers
is greater than that expected for local galaxies (Lanzetta et al. 1991). It is possible
that two different populations of damped Lya absorbers exist. One is associated
with large sized disk galaxies, and the other may consist of a large number of small

objects, such as dwarf galaxies at high z, which produce the observed high incidence

rate.

1.4 The Broad Absorption Line (BAL) Systems

About 10% of all optically selected QSOs show very broad absorption troughs (Turn-
shek 1988). Resonance line transitions due to CIV, SiIV, NV and OVI are commonly

observed, indicating high ionization states. The outflow velocities relative to QSOs



can reach as high as 30,000 km s™!. It is almost certain that BAL systems are

associated with quasars themselves.

2 THE INTERGALACTIC IONIZING FIELD

According to the standard picture of big bang cosmology, at early epochs the uni-
verse kept cooling while it was expanding. When it was cool enough (this happened
at z ~ 1000) protons and electrons combined to form hydrogen atoms. Shortly
after this had happened the universe was neutral. From observations of the cosmic
microwave background we know it was also very smooth. Because of gravitational
instability small density perturbations grew. When they became strong enough
gravitational collapses occurred and stars, galaxies and quasars formed. Schneider,
Schmidt and Gunn (1991) have recently discovered a quasar with ze;, = 4.9. From
its spectrum we can clearly see the existence of heavy elements at that epoch. These
heavy elements are believed to have been formed from cooking hydrogen atoms in

star formation processes.

The formation of astronomical objects, in turn, affected the IGM by depositing
energy and radiation into the surrounding environment. The integrated ionizing flux
from quasars and galaxies may have been responsible for the reionization of IGM,
the ionization of Lya clouds and even the metal absorption line systems. Studies
of the ionizing field and its evolution with redshift provide important clues to the

formation and evolution of quasars and galaxies.
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2.1 The Ionizing Flux from QSOs

If we could observe all the ionizing sources in the universe we can simply add them
together to get the integrated ionizing background. Of course this is only a dream.
At high redshifts the only ionizing sources which are observed in large quantities
are quasars. And even for these intrinsically luminous objects we still don’t know
enough about the luminosity function at z 2 2.2. The situation is further com-
plicated by absorptions produced by QSO absorption line systems. Bechtold et
al. (1987) and Miralda-Escudé and Ostriker (1990) have calculated QSO contribu-
tions to the ionizing field. In Chapter Two and Chapter Four we will show that for
z 2 2.2 the calculated Lyman limit frequency intensity is roughly constant at a level
of J_31 ~ 0.4, where J_;; is the Lyman limit frequency intensity of the ionizing
field expressed in units of 107*'ergs cm™2 sec™'Hz!sr~!. In our calculations we
have assumed that the comoving space QSO luminosity function is unchanged and
takes the form as determined by Boyle et al. (1988) at z = 2.2. The recent work
by Schmidt, Schneider and Gunn (1991) have showed that QSOs are endangered
species at early epochs and their comoving space densities decline steeply for red-
shifts larger than 3. Also we have used n(z) « (1 + z)Y with v = 0.5 or 1 for LLS,
thus we may have underestimated the absorption at high z since Lanzetta (1991)
showed that LLS may evolve much more rapidly at early epochs. So our results

should be taken as upper limits for QSO contributions to the ionizing field.

2.2 The Gunn-Peterson Effect
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The Gunn-Peterson effect states that if there were any significant smoothly dis-
tributed neutral hydrogen component, there would exist a significant trough-like
absorption in the spectra of quasars shortward of the Lya emission. The absence
of such absorption feature in the observed QSO spectra indicates strongly that
the reionization must have taken place at redshift larger than 4. Upper limits for
the Gunn-Peterson optical depths at various redshifts have been obtained by many
people (Steidel and Sargent 1987; Jenkins and Ostriker 1991; Webb et al. 1991).
These limits are important, since they allow us to put constraints to the ionizing

background and the mass density of the smooth IGM.

Since the IGM is highly ionized the time scale to recombine the small amount
of IGM nyy is shorter than the Hubble time (Sargent et al. 1980). This means
the ionization equilibrium is valid and we can relate the Gunn-Peterson optical
depth 7gp to the smooth IGM mass density and the ionizing field intensity. We
have J_z1 ~ 0.3(1 + 2)°(1 + 2g02)~V/2Q%h3 /G p, where Q; is the contribution to
the present day density parameter by the smooth ISM component. Steidel and
Sargent have shown that at redshift z = 2.64, rgp < 0.02 £ 0.03. Taking go = 0.5,
2y =0.05, h = 0.5 and 7gp < 0.05, we get J_p;(z = 2.64) > 0.6. Miralda-Escudé
and Ostriker (1990) estimated rgp < 0.1 for QSO 0000-26 (zem = 4.1) from the
spectrum taken by Webb et al. (1988). This means J_y;(z = 4.1) > 1.4! These
results indicate that QSOs may not be the dominating ionizing sources at high z.
There may be other sources, such as young galaxies (see Bechtold et al. 1987) with

plenty of massive main sequence stars within them, which dominate the ionizing
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background. With the discovery of the z.,, = 4.9 quasar we hope a more stringent

limit will be obtained in the near future.

We should point out that the Gunn-Peterson effect is mixed together with
the Lya forest lines and it is very hard to disentangle them, especially for high
redshift QSOs (Webb et al. 1991). This makes the accurate determination of
Tgp very difficult. Also J_,; is very sensitive to Q;, which we don’t know. But
since the galaxy formation process is most unlikely to be perfectly efficient, ;
may not be very much smaller than the total baryon contribution €, obtained
from nucleosynthesis calculations: 0.04 < Q, < 0.1 (Boesgaard and Steingman
1985), here we have used A = 0.5. Further complications may involve subtraction
of Lya emission lines, accurate determination of continuum level and correction
for the proximity effect (see Chapter Three). In Chapter Two and Chapter Three

we will also discuss the Hell Gunn-Peterson test using HST and the future space

observatories.
2.3 The Inverse or Proximity Effect

The proximity effect or the inverse effect, was first noticed by Carswell et al. (1984).
It seems that the cloud number density rises less rapidly with redshift within an
individual QSO, as one approaches the QSO, than in an ensample of QSO spectra at
the same redshift. Using a large sample of QSO Lya forest lines with W,.., > 0.36 4 ,
Lu et al. (1991) recently showed that the line number density per unit redshift is

n(z) o (14 2)237¥026 Byt when those lines within a distance less than 8Mpc
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from the QSOs are excluded, they got n(z) o« (1 + 2)>73*%2° which means a
more significant evolution. One explanation for such effect is that the enhanced
ionizing field near QSOs ionize HI more significantly and remove week Lya lines
from the rest equivalent width limited sample. If this ionization model is correct,
J_21 can be determined. Bajtlik et al. (1988) and Lu et al. (1991) have carried

out detailed analyses to show that J_,; is constant for 1.7 < z < 3.8 and equal to

logJ_31 = 0.0 £ 0.5.

A way to check the correctness of the ionization model is to search for correla-
tions between QSO Lyman limit luminosities and the proximity effect. Bajtlik et al.
(1988) found a weak positive correlation but Lu et al. (1991) found no evidence for
such correlation. It should be pointed out that in these two samples most of QSO Ly-
man limit frequency luminosities are estimated from their visual magnitudes using
a empirical fitting formula given by Tytler (1987). Such a scheme may lead to large
errors. Since there are only a few W,., > 0.36A lines within a typical bright QSO
influence range in which the enhanced ionizing field is at least two times larger than
the mean background, we expect large fluctuations. Regarding the QSO emission
redshifts an additional complication should also be considered. It has been found
that the high-ionization lines, such as CIVA1549, and Lya emission lines have lower
redshifts by around 1000km s~! compared to the low-ionization lines and Ho (see
Carswell et al. (1991) and references therein). Carswell et al. (1991) have argued

that the redshift of low-ionization lines represents the systematic quasar redshift,

because in the spectrum of QSO 1331+170 the detected [OIII]A5007 emission line,
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which is expected to arise in the extended emission region and thus represents the
systematic quasar redshift, has a redshift similar to that of low-ionization lines.
This means that in the two QSO samples used by Bajtlik et al. (1988) and Lu et al.
(1991) the systematic emission redshifts for the quasars have been underestimated,
since they are mainly derived from CIV emission lines. All these caveats make the

determination of J_p; a very hard task and the uncertainties may be larger than

quoted by Bajtlik et al. and Lu et al..

Very recently Dobrzycki and Bechtold (1991) have discovered a large (~
10Mpc) void in the spectrum of QSO 0302-003. From the assumption that the
void is due to the proximity effect generated by the observed nearby quasar, they
derived the background UV flux at z ~ 3.2 to be J_31 = 0.1. But this result can
be further complicated by the possible quasar anisotropic emission and luminosity

variation in the time scale of a few times 107 years.
2.4 Other Constraints to the Ionizing Background

While the Gunn-Peterson effect and the proximity effect seem to set important
constraints to the Lyman limit frequency intensity of ionizing field, the observed
relative column densities of metal ions in QSO heavy element systems may be used
to constrain the shape of the ionizing flux spectrum. This assumes that the metal
line systems are photoionized by the lonizing background. Steidel and Sargent
(1989) and Steidel (1990b) have argued that one can rule out young galaxies as the

main source of ionization, because their spectrum is too soft. This soft spectrum
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leads to the result that metal line systems are dominated by low-ionization species,
in clear contradiction with the observations. But there are two factors which should
be considered before this conclusion is confirmed. One is that although QSOs may
not be the dominating source for ionizing HI, they may be important contributors
to the ionizing flux at shorter wavelengths. Another factor one should consider
is that QSO absorption line systems produce significant absorption to the ioniz-
ing flux, especially at high redshift. Since the absorption is frequency dependent,
photons with energies just above 13.6eV can travel only a small distance before
they are absorbed while higher energy photons can contribute to the ionizing field
from a much larger volume. The resulting ionizing spectrum is then flatter then
the intrinsic spectrum of ionizing sources (see Chapter Two and Chapter Three).
More recently Giroux and Shapiro (1991) and Madau (1991) have shown that when
this frequency dependent absorption effect is taken into account, the ionizing field

generated by young, star-forming galaxies can reproduce the observed results.

An interesting upper limit for J_,; is obtained by Songaila, Cowie and Lilly
(1990). They noticed that observations so far have failed to detect significant Lya
emission from damped Ly« clouds. They argued that the surfaces of damped Lya
systems must absorb the incident ionizing photons and emit roughly one Ly« photon
per ionization. Therefor the 3o upper limits of 10™17ergs cm~2s~!arcsec~2 around
the four damped Lya systems observed by Smith et al. (1989) leads to J_g; <

53\(1 4 2)/3.5) in the redshift range z = 2.3—2.8.
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Locally direct measurements of diffuse far ultraviolet background have been
carried out with detectors on sounding rockets or spacecraft (see Bowyer 1991 and
Henry 1991 for comprehensive reviews). The intensity of the diffuse background is
estimated to be J,(2 = 0) ~ 2.7 x 1072}[A\/(10%A)]ergs cm™2s~'Hz !sr~! in the
wavelength range ~ 1216 to 32004 (and possibly beyond). This background is
not detected at wavelengths below 1216A. The upper limit is ~ 8.2 x 10~ ?2ergs
cm™2s"'Hz~ s, But this background may primarily Galactic in origin (Bowyer
1991; Henry 1991). An indirect upper limit for the local ionizing field intensity was
obtained by Songaila et al. (1989). They have measured an H, surface brightness
of 30 mR at two positions on high-velocity neutral hydrogen cloud complex C. They
argued that each incident ionizing photon onto the system must be matched by one
recombination which in turn produces 0.46 H, photons (case B). Thus the observed
surface brightness means J_21(z = 0) <€ 0.06. Our calculations in Chapter Two

show that the observed QSOs contribute a J_;;(z = 0)~1.4x 1072
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CHAPTER TWO

ABSORPTION BY RANDOMLY DISTRIBUTED CLOUDS

—THEORY AND SOME APPLICATIONS

SUMMARY. Using Markoff’s method we have derived a general formalism to deal
with the absorptions produced by randomly distributed discrete clouds, such as the
QSO absorption line systems. Some analytical forms are obtained for the effective
optical depth 7.ff, the count reduction factor f. and the optical depth probability
distribution function P(7). We demonstrate that the spectrum of ionizing back-
ground is very different from the intrinsic source spectrum. We calculate J,, (zobs)
by using simple analytical expressions. We show that because of the Lyman con-
tinuum absorption produced by QSO absorption line systems, it is very difficult to
find a “clear” line of sight to conduct the Hell Gunn-Peterson test. We have also
found that dust grains in the damped Lya systems produce a marginally significant
obscuration for z = 3 quasars: the count reduction factor is 1/1.7 at z = 3. The

reddening is shown to be small for a flux limited QSO sample.
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1 INTRODUCTION

The spectra of high redshift quasars show numerous absorption lines. It is now
widely accepted that most of these absorption lines are produced by intervening
discrete objects. The Lya forest lines are believed to have been produced by pri-
mordial gas clumps; the narrow metal line absorption systems are thought to be
somehow related with galaxies; and the damped Lya systems may even be the
primeval disk galaxies in the making (see Blades, Turnshek and Norman (1988)
for comprehensive reviews about these QSO absorption line systems). The Lya
forest lines show little, if any, clustering on scales Av > 50km sec—? (Webb 1987;
Bechtold and Shectman 1989; and Pettini et al. 1990). By contrast, the distri-
bution of velocity splittings for CIV absorbers shows a strong excess of pairs with
splittings of Av ~ 500km sec™ (Sargent, Boksenberg and Steidel 1988). These
absorption systems contain enough neutral hydrogen atoms to significantly absorb
the ionizing flux from distant sources, and some of them may have a significant
amount of dust grains to redden background quasars or even remove them from a
flux limited sample. Thus they have important consequences to our understanding
of the universe at early epochs. In this paper, as the first order approximation, we
neglect any deviation from Poisson randomness and derive a general formalism to
deal with the absorptions produced by randomly distributed discrete absorbers in
an expanding universe. The previous works on this sub ject include studies of dusty
galaxy obscuration of distant quasars by Ostriker and Heisler (1984), Heisler and

Ostriker (1988) and Wright (1986, 1990), and the Monte Carlo simulation of the
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“Lyman valley” transmission by Mgller and Jakobsen (1990).

2 FORMULATION
2.1 Optical Depth Distribution P;(7)

Assume that along a line of sight there are k clouds between redshifts z,5, and
zy. The probability distribution for a cloud being at redshift z and with a neutral
hydrogen column density N is f(z, N). We observe at z,4, and at the wavelength
Aobs- Let the optical depth produced by a cloud of column density N at z be
Te(2, N). We want to know the probability distribution function of the total optical
depth r = ZLI ri. Using Markoff’s method (see Chandrasekhar 1943) we can

easily write down the probability distribution:

Pi(r) = L /°° e~ Ag(s)ds, (2.1)

2r J_ o

where N; and N, are the lower and upper column density limits, respectively, and

Ny Zy k
Ak(s):[/ dN eisrc(z’N)f(z,N)dz}. (2.2)

N Zobs

For k = 1 we have

Pi(r)= //f(z,N)é[T — Te(2z,N)]dzdN. (2.3)

Let n(z, N)dzdN be the mean number of absorbing clouds in the redshift interval

2 = 2 4 dz and with a neutral column density in the range N — N + dN, we
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have f(N,z) = n(z, N)/7, where @ = [ [n(z, N)dzdN is the mean total number of

clouds between z,4, and z,,.

For a simple example we consider the case of face-on uniform disks used by
Ostriker and Heisler (1984) in exploring the dust grain obscuration of high redshift
quasars. In this case zo5, = 0 and (2, N) = wring(c/Ho)(142) /26( N — Ny ), where
Ny is column density of the face-on disks, which are assumed to be identical, n, is
the assumed constant galaxy comoving space density and rq4 is the disk radius. For
the local selective dust grain extinction Ostriker and Heisler adopted 7, oc NA™1.
At the observed wavelength if we denote the optical depth produced by a local disk
as 7o then we have 7. = 19(1 + z) for an intervening disk at z. Let ¢t = T /70, i.€., We

measure the optical depth in units of 75, we can easily show that

Pl(t)={D‘/z fl<t<l+z, (2.4)

0 elsewhere,

where D = 1.5 [(1 + 2,)!5 - 1]—1. In this simple case a closed form for P(t) can

also be obtained. Denoting ¢, = 1 + z, we have

0 for t < 2
D? [(% —D)Vt-1+ —arcsm (1 — —)] for2<t<2+z2,
Py(t) =
2(1) D? [(tu — %) tut — 12 4+ z—arcsin (2—:-“- — 1)] for 242z, <t < 2t,
0 for t > 2¢,.

(2.5)
Py(r) with k > 2 may be obtained by convolving lower k value distributions. For

example, we have

2(1+2y)
Py(t) = /2 Pi(t - u)Py(u)du, (2.6)



26
2(1424)
Py(t) = /2 Py(t — u)Py(u)du, (2.7)

and so on. Some of our calculated results are shown in Fig. 1.
2.2 Optical Depth Distribution P(r) and Effective Optical Depth 7.5

Now consider that the total number of clouds between 2,3, and z, is not a fixed

number but obeys Poisson distribution with a mean total number 7, that is,

nr

P(k,m) = -E-!-e'". (2.8)
In this case the optical depth probability distribution is

P(r) = ZP ) Pi(T) =§};Lwe'i”6_i[l_l(3)]ds, (2.9)
where
=/ dz/ (z,N) |1 —ei’TC(Z’N)] dN. (2.10)
Zabs

We see that p(s) = e ™[1=10) is actually the Fourier transform of P(r).

In studying the effect produced by discrete absorbing clouds a very useful
concept is the effective optical depth 7.5f. 7.sy is defined by e~ 7/s = (e™"). From

Egs. (2.9) and (2.10) we have, for b > 0,

(e—br> 2];‘./ dse—_U I(s)]/ —bre—isrd,r
0

1 > 1 — .
= e~ P1—1(s)] ds = e~ ™1—1(s=1b)] 2.11
Im /_oo (s —1b) °Te (2:11)
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In the last step we have used the theorem of residues to evaluate the integral.
Therefore the effective optical depth at )., produced by absorbing clouds from

Zobs tO 2, along a line of sight is

Tef§(Zobss Zus Aobs) = 7[1 — I(s = 1)) = dz/ n(z, N) 1 —e (% N)) dN.
Zobs
(2.12)
The physical meaning of the effective optical depth is very clear. When all 7, < 1,

we have 7.5 ~ (1), where

Zu N,
(T(zobsa Zuy ’\obs» = / dz / Tc(z, N)U(Z, N)dN (213)
2obs NI

1s the mean optical depth. For all 7. > 1 we have 7, ff =7, the mean total number

of optically thick clouds. The variance of e~ is

o¥(e™")

(e = (e7m))") = (e727) —e™2"ess, (2.14)

Another powerful concept is the count reduction factor introduced by Wright
(1986). Assume that at a given redshift z, (here zop, = 0) the QSO luminosity
function can be described by a power law of the form ®&(> L) o« L™, the count

reduction factor is then (Wright 1986)

fe(zu,a) = (e727) = /000 e~ *TP(r)dr. (2.15)

This means that the QSOs at z, will be reduced by a factor of f.(z,,a) on average
in a flux limited sample when looking through dusty absorbers. As we have seen

before this quantity may be readily calculated. Notice that here the flux limit is for

the wavelength X, at which we calculate the optical depth 7.
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For the Ostriker and Heisler uniform face-on disks discussed in §2.1, we have

(208s = 0 and 4 > 0)

Rl — I(s = ib))] =§A [(1 +24)%? — 1] -

A(brg)~15 [7 <§-,b7—0(1 + zu)) _y (-g- bfo)] . (2.16)

where A = ngwri(c/H,) and v(a,z) is the incomplete gamma function.

Spectroscopic observations of bright quasars have shown that the HI column
density distribution of QSO absorption line systems can be well fitted by a power
law of the form f(N) ox N~# with 8 ~ 1.5. Therefore it is of great interest
to calculate 7.5y for n(z, N) = A(1 + 2)YN~P, where A and v are two constants.
Assume that the absorption produced by a single cloud is proportional to its neutral

column density N, this is usually true for the cases we are interested in, we can

write 7, = N{(z). We then get

. Nu&(2)
Teff=/ A(1+2)7€"‘1dz/ uTA(1 — e ")du. (2.17)
Zobs N{f(z)

If1 < f <2and{(z) > 0 we can extend the u integration from 0 to co. For 8 = 1.5

we have the effective optical depth

Teff = 24T - (14 2)"\/€(z)dz (2.18)

Zobs

and the count reduction factor (for 2,4, = 0)

fo(zu, ) = e7VaTers, (2.19)
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From Boyle, Shanks and Peterson (1988) we know that for z < 2.2 optically selected
quasars a =~ 0.4 at the low luminosity end and @ ~ 2.7 at the high luminosity
end. Thus the reduction fraction f, is larger if the flux limit is set to detect only
intrinsically bright quasars. In the case of Lyman continuum absorption we have,
for A\, < 9124 , €(z) = b(1 + 2)73, where b = oo(1 + zob,)3(/\01,,/912;1)3 with
09 = 6.3 x 107'8cm? denoting the threshold HI photoionization cross section. The

effective optical depth is

2AVmb 5 [(1+ 24)77%5 — (1 + 205s)7%3]  for v #0.5
eff = (2:20)

2Av7bln (ﬁi‘*-) for v = 0.5.

1+ 2,0,

For dust grain obscuration with a local extinction curve 7. o« NA~! we have

k 142 4400
= 2.21
6() = Tom (1 +zobs> (Aob,)’ (2.21)

where k = 102! (rg/N)cm™? is the dimensionless “dust-to-gas ratio” (Pei, Fall and

Bechtold 1991) with 7p denoting the local optical depth at Ap = 4400A produced

by a neutral column density N. The ratio k is assumed to be the same for all clouds.

In this case we get

(14 2a)™1 — (14 2085) 7). (2.22)

2x10711A 44007k
Teff =

Y + 1.5 0.1(1 + Zob_q)Aobs

For n(z,N) = A(1+2)YN~=® and 7. = N¢{(2) it is also possible to get a closed

form of the optical depth distribution P(7). We have in this case (for real s)

n[l - I(s)] = 2:% Ooou_l's(l — ") du = Teff\/g(l —18/|s]), (2.23)
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and (Phinney 1989, private communication)

2
e

_ Teff e— 4r

r

The above P(7) expression is easily checked by using (s > 0 and a > 0; see Erdélyi

et al. 1954)
/ $—3/26—a/zCOS(3w)d$ = \/7(/0,6_ v 2a"g(:OS 2(13, (2°25)
0
and
/ 7327 %gin(sz)dr = \/n/ae_‘/msin 2as. (2.26)
0

The cumulative probability for the total optical depth being smaller than a certain

value 7 is (Phinney 1989, private communication)

P(<t)=1—erd (%) , (2.27)

where erf(z) is the error function. We have plotted P(< 7) as a function of 7 in

Fig. 2 for several selected 7.s; values. Since erf(0.48) = 0.5, the 50% probable

: 2
value 1s 7, ~ Teff

For more complicated n(z, N) form an analytical expression of P(7) is generally
not available. In this case we may first calculate the Fourier transform p(s) and
then use FFT to get P(r) (Wright 1986). For the Ostriker and Heisler uniform

face-on disks discussed in §2.1, however, when the mean total number of absorbers

along a line of sight 15 small, say 7 < 5, it 15 best to calculate first a few low k
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valued Py(T), weighted by their Poisson factor, and then add them together to form

an approximation of P(r).
2.3 Joint Optical Depth Probability Distribution W(r;, )

In exploring the possible existence of dust obscuration of distant quasars it is very
important to know the joint probability distribution for the reddening and extinc-
tion of quasars by dusty galaxies along the line of sight. This is because usually
quasar candidates are selected to satisfy both flux and color criteria. In a Euclidean
space if we know the total optical depth 7, along the line of sight at wavelength
A1, we also know the total optical depth 7, at wavelength A, adopting a certain
wavelength dependent extinction law. But in an expanding universe the situation
is very different. Generally the same total optical depth 7, at observed wavelength
A1, generated in different realizations of dusty galaxy distribution along the line
of sight, corresponds to different 7, values at a different observed wavelength ;.
For the special case in which extinction is described by a power law of the form
Te & A%, Tc1/Teg is independent of redshift z, and we have 7, /7, = (A2/A1)%. Only
in this case the extinction and reddening are the same thing and we do not need

the joint probability distribution.

Recently Wright (1990) has developed a Monte Carlo technique to calculate the
joint probability for color and extinction. In this section we introduce a new method

which, like the method used for calculating P(7) in the previous section, is based on

the evaluation of the Fourier transform of the joint probability distribution. Suppose
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there are k clouds along the line of sight between 2,45 and z,. Let 71.(2,N) and
72¢(z, N) be the optical depths produced by a cloud at the observed wavelengths A,
and A,, respectively. Using Markoff’s method the joint probability distribution of

the total optical depths 7 and 7, along the line of sight can be write down directly:

1 oo [e <] i .
Wi(r, 1) = (2#)2/ dp/ e T eTT2 AL (p, 0)do, (2.28)
—00 —o0
where
_ ‘ k
Ar(p,0) = [ / / e'Pic(nN) giomac(aN) £ N)dzdN| . (2.29)

For Poisson distribution of the total number of absorbers between z,4, and z,

with a mean total number of 7, the joint distribution is given by

W(r,m) =Y P(k;m)Wi(r1,m2)

k=0

—t1pT ,—10T2 | — - (214
@) /;wdp/_we PTLeT10T2 = L1 TE2M T g (2.30)

where

Ci(p) = // (1 - eiprlC(z’N)) n(z, N)dzdN, (2.31)

Calp, o) = / / iPnee) (1 - gioraesM)) gz, N)dzdN, (2.32)

From Egs. (2.30), (2.31) and (2.32) we can show that

[e o] 1 Zu Nu oo . .
| rwtnmin =5 [T e [ Tnenamay [ emimmciinay,
0 s N[ — 00

27 J,,,
(2.33)
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and
(T1T2) = / dTl/ 7'1T2W(7‘1,T2)d7'2 = (TlcTzc) + (Tlc)(Tzc), (2-34)
0 ]
where
(T1eT2e) = //TlCTQCT](Z,N)dZdN, (2.35)
and
(7'1’2(:) = //Tl‘gcn(Z,N)dZdN. (236)

3 SOME APPLICATIONS
3.1 Lyman Continuum Absorptions by QSO Absorption Line Systems

3.1.1 The Effective Optical Depth ./

The effective optical depth 7, f(2ops, Zu, Aops ) due to HI Lyman continuum absorp-
tion can be readily calculated by using the observed HI column density distribution
n(z, N). We adopt the conventional form of n(z, N) = A(1 + z)YN=# with g = 1.5.
Since 7c(z, N) o< N, it is clear from Eq. (2.12) that the major contributors to the
Teff integration are those clouds with 7.(z, N) ~1,i.e., the clouds with HI column
densities a few times 10! cm~2—the Lyman limit systems (LLS). The survey of LLS
in the spectra of 59 high redshift QSOs by Sargent, Steidel and Boksenberg (1989)
showed that there are 1.91 + 0.33 Lyman limit systems with N > 2.38 x 107 cm ™2

per unit redshift at a mean redshift (2) = 2.950. This result is confirmed by a

NEW spectroscopic survey for high redshift LLS (Lanzetta 1991). But controversial
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results regarding v for the Lyman limit systems are reached. Sargent, Steidel and
Boksenberg found that v = 0.68 + 0.54 for 0.67 < z < 3.58. Lanzetta claimed that
v = 5.7+ 1.9 over the redshift range 2.5 < z < 3.7 and the rate of incidence of LLS
is virtually constant over the range 0.35 < z < 2.5. In our calculations we consider
two models. We adopt 4 = 0.5 for our Model 1 and 4 = 1.0 for Model 2. The con-
stant A is obtained by normalizing to get 1.91 N > 2.38 x 107cm™? systems per
unit redshift at z = 2.950. We get A = 2.3 x 108 for the Model 1 and A = 1.2 x 10®
for the Model 2. So our Model 1 is basically the same as the Miralda-Escudé and
Ostriker (1990) Model A2, except that we extrapolate the LLS expression to lower
HI column densities to approximate the Lya forest contribution. Since the weak
Lya forest systems evolve like n(z) o (1 + 2)*™ (Lu et al. 1991), we may have

underestimated their contribution to 7.y at high redshifts.

For Aops < 9124 we use Eq. (2.20) to calculate refs. For 9124 < Aops <

912(1 + zu);l and 2,3, = 0, we have

Teff = { 24,/mog LEL [(1 4 2,)770% — (14 2,)77%%] for 7 # 0.5 (3.1)

24, /o5 (1 4+ 2.)'°1In (i—’%‘:) for v = 0.5,

where 1 + 2. = Aops/912. For Ay > 912(1 + zu)‘;l y Teff due to the HI Lyman
continuum absorption is zero. Qur calculated results for z,;, = 0 are shown in Fig.
3. The results for A\, < 9124 and Zobs > 0 are given in Fig. 4. In both the figures
the Model 1 results are shown in solid lines, while the Model 2 results in dashed

lines.
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Now we discuss the § value, 8 = 1.5, which we have used in our calculations.
We must point out that the 8 value for the neutral column density N in the range
2 10%cm™2 t0 2.38 x 107cm ™2 is very uncertain, because we cannot measure the
Lyman limit discontinuity accurately for these column densities. Since the flux level
shortward of the Lyman limit is indistinguishable from zero for the absorptions with
HI column densities larger than 4.8 x 10}7cm ™2, it is also impossible to get accurate
column density measurements for these clouds from the Lyman limit discontinuity
(Sargent, Steidel and Boksenberg 1989). Sargent, Steidel and Boksenberg (1989)
claimed 3 ~ 1.39 for logV > 17.38 and Lanzetta estimated 8 = 1.2540.03 for 17.2 <
logN < 21.8. We think the 3 value for column densities a few times 1017 cm~2 is still

not well determined. More observations are needed to improve the determination.

3.1.2 Spectral Index of Ionizing Flux at High z

From Figs. 3 and 4 we see that the effective optical depth . ff due to the Ly-
man continuum absorption is large, especially at high redshifts or for high redshift
objects. The absorption can significantly attenuate the ionizing flux from distant
lonizing sources and thus has important consequences to the ionizing background
(see Chapter Three and Chapter Four). Besides reducing the magnitude of the ion-
izing field, the frequency dependent Lyman continuum absorption also changes the
shape of the resulting ionizing spectrum. This effect can easily be demonstrated as
below. Let ¢(M, z) be the proper space density of lonizing sources per unit absolute

magnitude at redshift z and let L(M,v,) « v7® be the source luminosity at the
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frequency v, = (1 + 2)Vobs/(1 + 2obs), the mean intensity of the ionizing field is

1 ¢ [ 14 255, 3 €e~Tess
: =L . (32
J Oh(ZOb’) 4 HO loh dz ( 1 +z ) (1 + 2)2(1 + 2q02)1/2 ( )

where
e= / $(M, 2)L(M, v,)dM (3.3)

is the proper volume emissivity at redshift z. We now define z; by demanding
Teff(Zobs» 21, Vobs) = 1. For large z,p, and at vy, 2 vy, where vy is the Lyman
limit frequency, the absorption is significant as we can see from Fig. 4. In this case

21 is close to z4p4, and we have

S oy e L el =)
Voba \“0bs) — ar HO (1+zob,)2(1+2quoba)l/2

x €(z1 — Zobs)- (3.4)

From Eq. (2.20) we see that when 2, — z.p, is small, z; — 2,55 V3, independent of

1.5—a

. —a
v. Since € x v_;;, we have J oba

Vobs x v

. The resulting spectral index is changed
from the intrinsic source spectral index a to a — 1.5. We should point out that the
above analysis is valid only for v, 2 vr. For higher frequencies the absorptions
generated by Hel continuum absorption (threshold rest frame wavelength 5044 ),
Hell Lya (A304A ) forest line blanketing and Hell Lyman continuum absorption

(threshold rest frame wavelength 2284 ) in QSO absorption systems should also be

taken into account.
3.1.3 J,, (20ps) as a Function of zyp,

In this section we calculate J,, (z,4,) produced by QSOs as a function of zs,,
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including the Lyman continuum absorption. At veps = v, we have

142 =(14 z,,l,s)eo““m(1'*"’”")_3,2 (3.5a)

for Model 1 absorption; and
2
142 = [0.468(1 +zope) 2+ (14 zo,,,)lﬂ] (3.5b)

for Model 2 absorption. We make the approximation that for z < z; the absorption
can be neglected, and for z > 2; the flux from QSOs is significantly attenuated and
makes negligible contribution to J,, at z.5s. We adopt ¢o = 1/2 and Hy = 50km

s™'Mpc~! in our calculations below. We then have

1 ¢ ™ 1+ 2,8 3 €
v obs ) =& —— . 36
'] L(z b ) 47r HO / dZ ( 1 + 2 ) (1 + 2)5/2 ( )

Zobs

For the QSO intrinsic spectrum we adopt L(Mp,v) « v~ for A > 1216A and
L(Mp,v) = L(v/v)~! for A < 1216 A . Thus the Lyman limit frequency luminosity
L is related with the absolute B magnitude Mp by L = 1070-4Ms+20.33 The
observed proper QSO luminosity function at z < 2.2 can be fairly represented by a

two power law form (Boyle et al. 1987; Boyle al. 1988)

a+1
P*(1+2)° [L.L(z)] for L > L*(z)

A+1
®*(1+2)3 [L.L(z)] for L < L*(z),

¢(Mp,z) = (3.7)

where L*(z) = 10704Ma()+2033 with Mp(z) = M} — 2.5kt log(l + z). In our

calculations we have adopted (Boyle et al. 1987: Boyle al. 1988 model B) & = -3.79,
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B =-144, My = —22.42, k;, = 3.15 and ®* = 10~%Mpc—3mag~!. Since z; = 2.2

for 2,5, = 1.898 and v,;, = v, we have

Jur(Zobs) 2 3.9 X 1072(1 4 2085)* [(1 + 21)°% — (1 + 2055)°%°] (3.8)

for zop, < 1.898. For 205, > 2.2, the QSO luminosity function is not well determined.

We assume that the comoving QSO luminosity function is the same as that at

z = 2.2. We then get

1+ 2 2.5
Jug (Zobs) = 3.97 x 10722(1 + 24p,)"° [1 - (———"—) ] (3.9)
1 + 21

for 2,4, > 2.2. In Eqs. (3.8) and (3.9) J,, is in the unit of ergs s~ 'cm™?Hz !sr~1.
Our calculated results are plotted in Fig. 5. The solid line is for Model 1 absorption

and the dashed line for Model 2 absorption.

For 2,5, = 0 we see that z; = 0.63 (1.16) and log(J,,) = —22.84 (—22.60)
for Model 1 (Model 2) absorption. An indirect upper limit for the local ionizing
field intensity was obtained by Songaila et al. (1989). They have measured an Ha
surface brightness of 30 mR at two positions on high-velocity neutral hydrogen cloud
complex C. They argued that each incident ionizing photon onto the system must
be matched by one recombination which in turn produces 0.46 Ha photons (case
B). Thus the observed surface brightness means log(J,,) < —22.22 at z., = 0,

which is consistent with our calculated result.

The flatness of the J,, (205 ) curve at zop, > 2.2 is due to the combined effects of

the increasing of proper QSO space density and the increasing of Lyman continuum
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absorption at early epochs. We should point out that we may have overestimated
Jy, at high z.,, since according to Lanzetta (1991) the absorption should be more
significant at z > 2.5 and according to Schmidt, Schneider and Gunn (1991) the

luminous QSO comoving space densities decline steeply for redshifts larger than 3.

3.1.4 On the Difficulty of Detecting Hell Gunn-Peterson Effect

One of the key projects of the Hubble Space Telescope (HST) is to observe high
redshift quasars shortward of the Hell Lya emission to carry out the Hell Gunn-
Peterson test. Positive detection of the Hell Gunn-Peterson effect will not only help
to check the Big Bang nucleosynthesis theory, but will also provide important infor-
mation about the physical conditions of the intergalactic medium and the spectral
shape of the ionizing background (Mgller and Jakobsen 1990; Miralda-Escudé and
Ostriker 1990). Since a typical line of sight intersects many Lya clouds, we expect
the Lyman continuum absorption to be significant. For quasars with emission red-
shift z.,, > 3.1, the A304A4 line is observable by HST optics (Mgller and Jakobsen)
at Aops = 304 (1 + zem)A . We have calculated the effective optical depths for some
selected z.m at Aops = 304 (1 + zem);i . From these 7, ¢ values the probability that
along the line of sight the total optical depth 7 is less than unity, P(<r=1),is
calculated. The results for our Model 1 and Model 2 are shown in Table 1. We
see that P(< 7 = 1) is small for z.m > 3.1 quasars, especially for the Model 1
parameters (for ze, = 3.1, P(< 7 = 1) = 1%). This means that it is difficult to

find a line of sight which is “clear” to conduct the Hell Gunn-Peterson test. Our



40
chances improve if we observe the relatively low redshift quasars. The future space
observatories, such as the Hopkins Ultraviolet Telescope, Orfeus and Lyman/FUSE,
can probe QSOs with emission redshift z.,, as low as 2.1 (Mgller and Jakobsen
1990). We see that for our Model 2 parameters and zem = 2.1, P(< 7 = 1) = 24%.
One good way to improve the chances is to observe those quasars which are known
from the ground observations to show no LLS and damped Lya systems, or quasars
which contain only weak LLS with absorption redshift z,;, high enough so that the

Lyman continuum flux recovers after going through the “Lyman valley” (Mgller

and Jakobsen 1990).

We notice that there are only two QSOs observed to date with the International
Ultraviolet Ezplorer Satellite (IUE) which have an EUV continuum that is not
severely depressed by intervening absorbers at the short wavelength end. These
are QSO HS17004-6416 (zem = 2.72) reported by Reimers et al. (1989) and PG
11154080 (zem = 1.722) by Green et al. (1980) (see also Tripp et al. 1991). The
former is detected down to Ay, ~ 12284 and the latter down to Aobs 2 13004 .
Very recently Beaver et al. (1991) reported the detection of EUV flux down to
16304 for QSO UM 675 (zem = 2.148) using the HST. But this QSO was chosen
for observation because it is known to show no strong absorptions from the ground
based spectrophotometry. We have calculated P(< 7 = 1) for these three QSOs
at the lowest Aop,. P(< 7 = 1) for HS17004-6416 is 2% and 7% from our Model
1 and Model 2, respectively; for PG1115+080, P(< 7 = 1) is 11% (Model 1) and

247 (Model 2); for UM 675, P(< 7 =1) is 5% (Model 1) and 11% (Model 2). We
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consider these are lucky cases, but we see that these three cases are not inconsistent

with our calculations.

We have neglected in the above calculations the line blanketing by HI Ly«
forest, the higher Lyman series lines and the Hel continuum absorption of QSO
Lya clouds. Like in the HI Gunn-Peterson test, the Hell Gunn-Peterson test may

also face the similar difficulty of separating the real effect and the Hell Ly« forest

line blanketing.

3.2 QSOs and Dust Grain Extinction

3.2.1 Dust Grain Extinction from Observed Damped Lya Systems

Dust grain extinction is significant only when the line of sight intersects very large
column density clouds, i.e., we need only to consider the damped Lya systems. We
use the new results published by Lanzetta et al. (1991). They showed that the mean
number per unit redshift of the damped Lya systems with HI column density N >
2x10%°cm™2i5 0.16+0.03 < n(z) < 0.25+0.04 at an average redshift z,p, = 2.5. We
assume the distribution function is of the form n(z, N) = A(1+2)YN~#. According
to Lanzetta et al., § = 1.67 £ 0.19 for 20.3 < logN < 21.8 and v = 0.3+ 1.4. We
use 3 = 1.5 and ¥ = 0.5 in our calculations. Adopting n(z = 2.5) = 0.25, we get

the normalization constant A = 1.2 x 10°. We adopt the 1/ extinction law and use

the dimensionless “dust-to-gas ratio” k defined by Pei, Fall and Bechtold (1991),
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From Eq. (2.22) we get the effective optical depth due to the dust grain extinction:

4400 k

0, Zu; Aobs) = 2.1 x 1072
Teg (0, u daba) 0

[(1+2.)%-1]. (3.10)

Adopting k = 0.1 (Pei, Fall and Bechtold 1991) and observing at Ay, = 44004
Tefs 18 0.32, 0.50 and 0.74 for z, = 3, 4 and 5; the corresponding count reduction

factor f, = e~ V™17 is 1/1.7,1/2.3 and 1/3.4 for a = 2.7.

Following Wright (1990) we also calculate the quasar rest frame color excess
E([1770] — [4220]) which is produced by dust grain reddening. Neglecting the obser-
vational complications such as the transmissions of band passes and using the 1/
extinction law, we have E([1770] — [4220]) = 0.637;, where 7y is the optical depth

at 1770(1 4 2,)A to a z, quasar. For a flux limited QSO sample with redshift z,,

we get the mean rest frame color excess

0.63)X o6 _ _
E(]1 — [422 = — ATets T P(1)d
(B((1770) - (1220)) = gttt =varas [ remer P(ryar
0.63) Tess

1770(1 + 20) . 2y/a’ (3.11)

In the above equation the flux limit is at Ao, 7 and 7,55 are both calculated at
Aobs and they are produced by the dust grain extinction. The QSO luminosity
function at z, is assumed to be ®(> L) « L~* and all QSOs have the same
spectrum. For Ay, = 44004 and a = 2.7, the mean rest frame color excess
is (E([1770] — [4220]))=0.04, 0.05 and 0.06 for z, = 3, 4 and 5; for o = 0.4,

(E([1770] — {4220])) is increased to 0.10, 0.12 and 0.15.

We must point out that there are several complications which we have over-

looked. One is that we have extended our integration to include very large clouds
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which are not observed. The main contributors in 7.y integration are those clouds
with 7, ~ 1. For k = 0.1 and \,;, = 44004 , these are the clouds which have column
densities a few times 102'cm™2. Since the maximum observed column density in
Lanzetta et al. (1991) sample is about 6 x 1021cm™2, we may have overestimated
Teff- We note that the extrapolation to very large column densities will lead to an
infinite total mass of gas, so the distribution at very high column densities must go
down very rapidly. The second complication is that for z > 2.6 the Lya forest moves
into the B band, and for z > 3.8 the Lyman continuum absorption should also be
taken into account, as we have seen in the above section. These two absorption
mechanisms are far more important than the dust grain extinction when they play
roles in removing quasars. The third complication is observational. Quasar candi-
dates are based mainly on color photometry or multi-object spectroscopy. Variabil-
ity and absence of proper motions are also used as complementary information. The

detailed analysis including these complications is beyond the scope of this paper.

3.2.2 Discussion

Ostriker and Heisler (1984) (see also Heisler and Ostriker 1988) first suggested
that clouds (or intervening dusty galaxies) may produce enough extinction at high
redshifts to remove background quasars from a flux-limited sample. This is because
of the crowding of galaxies at early epochs and the increasing of dust opacity with
decreasing wavelength. These intervening dusty objects should imprint absorption

features on the background quasar spectra. The damped Lya systems are natural
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places to search for dust. Pei, Fall and Bechtold (1991) have indeed found that
quasars with damped Lya systems in the foreground are stochastically redder than
those without damped Lya systems in the foreground. They claimed that the
significance level of reddening is at least 40. But we notice that there is no significant
correlation between the neutral column densities of the damped Lya systems and
the quasar spectral indices. The Galactic-type dust appears to be ruled out by the
absence of strong extinction near 21754 in the rest frame of of several damped Lya
systems. By using the observed neutral column density distribution of Lanzetta et
al. (1991) and also adopting the dust-to-gas ratio determined by Pei, Fall and
Bechtold, we have seen in the previous section that the resulting obscuration is

marginally significant and the reddening in a flux limited sample is small.

As Ostriker and Heisler have argued there may be a bias against detecting opti-
cally thick clouds, since the spectroscopy required to measure the column densities
requires a fairly bright optical continuum, very few quasars will be luminous enough
to remain observable behind such optically thick clouds. As we have seen in the
above section that adding in more very high column density clouds will not help a
lot and is restricted by the total mass of gas clouds. The dust-to-gas ratio for the
observed damped Lya systems determined by Pei, Fall and Bechtold (1991) seems
too low to significantly remove the background QSOs. So the only possibility for
dust obscuration to be very significant is to introduce a new population of optically

thick absorbers with high dust-to-gas ratio. Very recently Wright (1990) has indeed

constructed models which match both the observed quasar reddening trend and
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the Lya absorber column density distribution and at the same time can still have

significant effects on quasar counts: count reduction factors at z = 3 of 2.7—4.

4 CONCLUSIONS

Using Markoff’s method we have derived a general formalism to deal with the ab-
sorptions produced by randomly distributed discrete clouds, such as the QSO ab-
sorption line systems. Some analytical forms are given for the effective optical depth
Teff, the count reduction factor f. and the optical depth probability distribution
function P(7). We then use these results to address problems of the attenuation of
ionizing background by QSO absorption line systems, the difficulty of conducting

the Hell Gunn-Peterson test using HST and the dust grain obscuration of distant

quasars.

The Lyman continuum absorption from QSO absorption line systems not only
reduces the magnitude of ionizing field significantly, but also tilts the intrinsic source
spectrum to result in a flat background spectrum near the Lyman limit frequency.

For sources with an intrinsic spectral index a, the resulting ionizing background

spectrum near vy, is a — 1.5.

With a few reasonable approximations we have derived analytical expres-
sions for J,;(zops). We have obtained an upper limit J,, ~ 4 x 107 %?ergs
-1

sTlem™?Hz sr~! for QSO contributions to the ionizing background at redshifts

larger than 2.2.
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We have shown that it is very difficult to find a line of sight which is “clear” of
the Lyman continuum absorption for z.,, > 3.1 quasars. For our Model 1 param-
eters, the probability that along a line of sight the total optical depth is less than
unity is only 1%. In order to carry out the Hell Gunn-Peterson test successfully,
it is necessary for HST to observe those quasars which are known from the ground
observations to display no LLS and damped Ly« systems, or quasars which contain
only weak LLS with z,;, high enough so that the Lyman continuum flux recovers

after going through the “Lyman valley”.

We have shown that the observed damped Lya systems combined with the
dust-to-gas ratio determined by Pei, Fall and Bechtold (1991) produce a marginally
significant obscuration for z = 3 quasars. The count reduction factor is calculated
to be 1/1.7 at z = 3. The reddening is shown to be small for a flux limited QSO
sample. We point out some complications which have been overlooked in such
calculations. We have also shown that in order to boost dust grain obscuration
more significantly, it is necessary to introduce a new population of optically thick
absorbers with a high dust-to-gas ratio. Such dusty absorbers may have escaped
spectroscopic detection so far, simply because quasars behind them have too faint

continuum levels to be studied spectroscopically.
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Table 1. Calculated P(< 7 = 1) for Hell Gunn-Peterson test.

Zem Aobs(A)  Tesr M1) 75y (M2) P(<r=1) (M1) P(<7=1)(M2)

21
2.7
3.1
3.5
4.0

942.4 2.36 1.67 0.10 0.24
1124.8 3.08 2.38 0.03 0.09
1246.4 3.59 2.92 0.01 0.04
1368.0 4.13 3.52 0.003 0.01
1520.0 4.84 4.34 0.0006 0.002
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FIGURE CAPTIONS

Figure 1. Optical depth probability distribution Pi(t) as a function t = 7/7, for

Ostriker-Heisler hard edged, face-on uniform dusty disks. (a)z, = 0.5; (b)z, = 4.0.

Figure 2. The cumulative probability distribution P(< 7) as a function of 7 for

various T.ss values.

Figure 3. The effective optical depth 7.7 #(0, 2y, Aobs ) as a function of A, produced
by HI Lyman continuum absorption of QSO Lya clouds. zp3, = 0. Solid lines are

for the Model 1 absorption and dashed lines the Model 2 absorption.
Figure 4. Same as Fig. 3, but for 2,5, = 1, 2, 3 and 4. For A, < 9124 only.

Figure 5. J,, (2,5,) as a function of z,3, for Model 1 absorption (solid line) and

Model 2 absorption (dashed line).
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CHAPTER THREE

FLUCTUATIONS IN THE IONIZING BACKGROUND

SUMMARY. We have derived a formalism to deal with fluctuations in the ion-
1zing field produced by randomly distributed sources in an expanding universe, as
well as in a Euclidean space. The probability distribution function P(J) has been
calculated for some models. Absorption by QSO absorption line systems reduces
the total number of sources involved in producing J and therefore enhances the
fluctuations significantly. We explore the possibility of detecting the “clearings” or
“voids” in Lya forests. We show that it is very difficult to distinguish statistically
between a real clearing and a large gap produced merely by fluctuations in the
line distribution. We also examine the HI and Hell Gunn-Peterson effect under
the influence of the enhanced ionizing filed near a quasar. We show that a lumi-

nous quasar can reduce the Gunn-Peterson optical depth significantly out to a large

wavelength interval.
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1 INTRODUCTION

The studies of QSO absorption spectra offer important information on the domi-
nating ionizing sources at high redshifts. If QSO metal absorption line systems are
photoionized by a metagalactic ionizing field, as believed to be the case by many
people, then the observed relative column densities of the most abundant ions can
be used to set constraints to the possible spectral shape of ionizing flux. This in
turn may tell us about the spectral shape of ionizing sources, although it is further
complicated by the frequency dependent absorption of hydrogen and helium ions
contained in intervening absorbing clouds (Madau 1991; Giroux and Shapiro 1991;
Steidel 1990; Steidel and Sargent 1989). On the other hand the absence of the
Gunn-Peterson effect in the spectra of high-redshift quasars and the decline of the
counted number of Lya forest lines with rest equivalent widths larger than a limit-
ing value, the so called “inverse” or “proximity” effect, can be used to set a lower
limit to the amplitude of the Lyman limit intensity of the ionizing background. The
results thus obtained indicate that the observed QSOs cannot provide the required
ionizing photons at high redshifts (Shapiro and Giroux 1987; Bajtlik, Duncan and
Ostriker 1988; Lu et al. 1991). Other sources, such as young, star-forming galax-
ies (Bechtold et al. 1987), may be the main sources of the ionizing field at early
epochs. There are also other ways to get information about the dominating ionizing
sources. Since the space densities of different ionizing sources are expected to be

very different, we expect that the fluctuations they produce in the ionizing field to

also differ considerably. By studying the intensity fluctuations and exploring its
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influence upon QSO Lya absorption lines we can get some clues about the nature

of the main contributors of the ionizing field at high z.

In this paper we develop a theory to deal with the fluctuations produced by
randomly distributed sources in an expanding universe, as well as in a Euclidean
space. We first apply a similar method used by Wright (1986) and Fall and Pei
(1988) in dealing with cloudy absorption to derive the intensity distribution P(J,).
We then show that application of Markoff’s method leads to a more general for-
mulation. A related subject, the correlation of the ionizing field at high redshifts
1s discussed in another paper (Chapter Four). We will adopt an Einstein-de Sitter

universe (go=1/2) and use Hy = 50km s~ !Mpc~! throughout this paper unless

otherwise specified.

2 FORMULATION

2.1 Divergence of o(J,,,,)

Suppose we have ionizing sources and absorbers in an expanding universe. We
assume that these sources and absorbers are distributed randomly and are indepen-

dent of each other. We observe, at redshift z,4,, the mean specific intensity J,,,,,

which is defined by
J f IVobsduJ

Vobs A7 )

(2.1)

where I,,,, is the usual direction dependent specific intensity. At epoch z, the

frequency v,, which will be redshifted to vy, at zops, is given by the following
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expression

142
1+Zobs

VvV, =

Vobs- (22)

Now suppose we divide the universe into numerous thin “onion layers” of thick-
ness Az; (1 = 1, 2, ..., 00), and denote z; as the mean redshift of the i** layer.

Then in one realization of the distribution of both sources and absorbers, we have

1 oo

14 2 _
_ 2: 2: ij 2.3
Jvob. dr 47"2 1 ¥ Zops pae L:JC ( )

where N; is the number of sources in the i** layer, r, is the luminosity distance
from z,p, to z; as measured at z,p,, L;; is the luminosity of the jt* source in the
i** layer at frequency Vs, and 7;; is the optical depth to this source. The proper

volume of the i** layer as measured at z;, AV}, is given by

3
1 1+ Zoss Az
AV = =B : A Ty 2.4
47rrpHo(l+z)3/2<1+z,~) 1+ 258 (2)A2 (2.4)
where
2c 1/2 -1/2] 1

o _ . 2.5
o= g (1 ) = (142 7] (2.5)

is the proper distance to the it* layer as measured at z,5,. The luminosity distance

rL; 1s related to rp, by the following expression:

1+ z;
= . 2.6
"L (1 + zoba) TP' ( )

Let ¢(M, z) be the proper space density of sources per unit absolute magnitude

at redshift z, it can be shown that the ensemble mean of Eq. (2.3) is

1 ¢ [* 1+ 20ps 3 eemTess
” = —— d , 2.7
(Tuona) 47 H, /za ? ( 1+ =2 ) (14 2)5/2 _ (2.7)

bs
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where

e= / (M, 2)L(M, v,)dM (2.8)

is the proper volume emissivity at redshift z and 7. 7f(Vobs, Zobs, z), Which is defined
as e""T/f = (e”T), is the effective optical depth between z and z,;, at frequency

Vobs-

If we square Eq. (2.3) and then take the ensemble average, we can calculate

variance of J,

obs*

7*(Jven) = ((Joar = (Toan )P) = (J2,,,) = (Jus). (2.9)

After some algebra, we have

2 _ 1 _c * 2 (6_2T> 2 —4.5
o (Jv,) = @y H, - dz | ¢(M,2)L*(M,v,)dM 7 (14 20p5)%(1 + 2)™*5.

(2.10)

Since r7? o« (2 — 20p5) 2, it is clear that o(J,,,. ) diverges.
2.2 The Probability Distribution Function P(J,|z)

The formal expression (2.10) for 02(J,,,, ) diverges. A moment description is there-
fore not useful. Instead we calculate the probability distribution of J,. We define
P(J,|z)dJ, as the probability that sources between z,3, and z will produce a specific
intensity in the range J, — J, + dJ, at z,5,. For simplicity we neglect absorption

effect in this section. Let p(j,,z)dj,dz be the mean number of sources in the redshift

interval z — z + dz which produce a specific intensity in the range j, — j, +dj, at
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Zobs; and let ¢(J, |2,z + 62)dJ, be the probability that the sources between z and
z + 6z will produce a specific intensity in the range J, — J, +dJ, at z,;,,. When

6z is very small, we have

o(Julz,z2 4+ 62) ~ 6(J,) [1 - 62/ dj,,p(j,,,z)] + o(J,, 2)bz, (2.11)
0
neglecting the higher order small quantities.

The J, probability distribution produced by sources between z,4, and z —

z+dz is
By
P(J,|z 4+ 62) = / dJ,P(J, — J,|2)q(J} |2,z + 62). (2.12)
0
Using Eq. (2.11), we get

00 J,
6P(a‘£u|z) = —P(JVIZ)/ d]up(]u,z) +/ dJLP(JV — JLIz)p(Jl’”z) (213)
0 0

The Fourier transform of a function y(z), §(s), is defined by

y(s) =/ dzy(z)e?™=. (2.14)
Since P(z|z) = 0 and p(z,2) = 0 when z < 0, we have
Jy oo . )
dJ,P(J, — J,|2)p(].,2) = / dsP(s|z)e™ 2™ 5(s, 2). (2.15)
0 —oo

The Fourier transform of Eq. (2.13) leads to

OB _ pafe)iats, =) - #0,2). (2.16)

The boundary condition P(J,|ze,) = 6(J,) means P(s|zob3) = 1. This leads to

P(s|z) = exp{ i dz'[p(s, 2"y — p(0, z')]} : (2.17)

2Zoba
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From the definition of Fourier transform, we get

1 0"
(2wi)™ Os™

(J?) = /0 " dJ,JP(J,|z) = P(s|z)|,_,- (2.18)

Notice that at redshift 2, a single source with a luminosity spectrum L(M, v,)

produces a
1 LM,v,) 14z
]Vob- = 4— ( 2 ) (2.19)
T 4Anry 14 2Zop,
at zops- So p(J,, 2) is related with ¢(M, z) by
. AN
pinnz) = (M, 2)B(2) (o2s ) (2:20)

where B(z) is defined by Eq. (2.4). It is now easy to show that Eq. (2.18) gives
the same (J,) and (J2) as in the previous section (if absorption is neglected). The

inverse Fourier transform of P(s|z) gives
P(J,|z) = / dsP(s, z)e” ¥ sy (2.21)

We can also use Laplace transform to get P(J,]z). The Laplace transform of

a function y(z) is defined as

y(s) = /0‘°° y(z)e **dz. (2.22)

The similar method as in deriving P(s|z) leads to the following expression for the

Laplace transform of P(J,|z):

Pafz) = exp{ [ 3o, - 400, 1}, (2.23)

Zobs
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where (s, z) is Laplace transform of p(J,,z). The inverse Laplace transform of

P(s]2) leads to (see Mathews and Walker, 1970)

1 C+ico .
P(Jule) = 5 / e*% P(s|z)ds. (2.24)

C—ioco
2.3 J, Fluctuations in a Euclidean Space and Markoff’s Method

In a Euclidean space there is no frequency redshift, so we drop the subscript v in
Jy. Let P(J|r) be the probability that sources between r = 0 and r will produce
a specific intensity (neglecting absorption) in the range of J — J + dJ at r = 0.
Denote p(j,r)djdr as the mean number of sources in the interval r — r + dr which
produce a specific intensity in the range j — j + dj at r = 0. Using the similar

arguments as in §2.2 we get

r oo J
aPéiI ) _ —P(Jlr)/o djp(j,r)+/0 dJ'P(J = J'[r)p(J", 7). (2.25)

We can use either Fourier or Laplace transform to solve the above equation as in

§2.2.

Actually there is a more general method which can be used to derive the P(J|r)
distribution. This is Markoff’s method (see Chandrasekhar 1943). Consider this
problem first: given N uncorrelated sources in a spherical region of radius R, and
given f(L,r)dLdr, the probability of finding a source at a radius between r — r+dr
and with a luminosity in the range of L — L+dL, what is Py (J|R), the probability

distribution of intensity J at the center r = 0? The contribution to J from a single
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source at a radius r and with a luminosity L is j(L,r) = L/(47r)?. Using markoff’s

method, we can write down Py(J|R) directly (Chandrasekhar 1943):

PN(J|R)=% / eI IN (5)ds, (2.26)
where I(s) is given by
R . .
I(s) = / dr / e'*ILn) f(L r)dL. (2.27)
0

To understand this new scheme better we now consider the situation in which
N identical sources are uniformly (randomly) distributed in the spherical region.
In this case we have

3r2
f(L,r) = F&(L — L,), (2.28)

where L, is the source luminosity. We then get

R 2

. 23

I(s) = / gtale/(4mr) 71,%—dr. (2.29)
0

Let u = J/[L,/(4wR)?], we can easily calculate Py(u|R) for N = 1:

34=5/2 foru>1;
P, R) = 2u - 2.30
1(ulR) {0 for u < 1. ( )
For N = 2 we have
3 u—2 2 .
Py(u|R) = { Wi onerz (u” +8u—8) foru>2; (2.31)
0 for u < 2.

For larger N, Py(u|R) can be obtained by convolving the lower N value distribu-

tions. For example, we have

Py(u|R) = / Py(t|R)Py(u — t|R)dt, (2.32)
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Py(u|R) = / Py(t|R)Py(u — t|R)dt, (2.33)
and so on.

Now let us consider the situation in which the total number of sources in the
spherical region is not fixed but obeys Poisson distribution, i.e., the probability of

finding N sources, N =0,1,2,..., 00, within the spherical volume is
P(N;N) = —re™ ", (2.34)

where N is the total mean number of sources. In this case the intensity probability

distribution is

P(JIR)= Y p(N;N)Pn(J|R) = L —N/ e~ NI g, (2.35)
N=0 271'

— 00

where I(s) is given by Eq. (2.27). It can be shown that this P(J|R) expression is

the same as the one given by Eq. (2.25).

3 SOME NUMERICAL CALCULATIONS
3.1 Calculations in an Expanding Universe

For simplicity we assume in this section that all sources are identical and their

proper space density is given by the following expression:

0 if 2> zon;
n(z) = {no(l +2) if 2 < z,,. (3.1)
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We further assume that the spectrum of ionizing sources is of a power law form,

that is,

L,=L (i) b : (3.2)

vy
where v, is the Lyman limit frequency and L is the luminosity at v;. For definite-

ness we take a = 1. In this case the mean specific intensity at the Lyman limit, (J)

(hereafter we drop the subscript vy, for the Lyman limit frequency), is given by

()= nsz};_o - +2.'ng3)4 (1+ zlo,,a)2-5 T+ zlo,,)2-5 (3:3)
We have, for v, = vy,
p(3,2) = 6[j — j*(2)]B(2)n(2), (3.4)
where
)= g (35)

is the specific intensity at the Lyman limit frequency produced by a single source

at redshift z. We then get from Eq. (2.17)

. Fp3

P(s|zon) = exp [Ii - —f ] , (3.6)
where
Zon . s ﬂ X ( __,-24

I; =/ B(2)n(z)e?™s3 (Ddy = F/ drr2etbs = ) (3.7)

Zobs 0

L C —2 3

N 3.8
E 397 (Ho) (1+zobs) ’ ( )

3
F = 327mn, <_c_) (14 20p4) 715, (3.9)
Hy
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and B =1 — [(1 4+ 25b5)/(1 + 2on)]®3. It is clear that for z > 2z, we have P(J|z) =
P(J|zon); and for J < j*(z,p) we get

20

P(J)zon) = §(J)exp [— " B(z)n(z)dz] . (3.10)

Zobs

This leads to

%o

Py = /0 S Hea)dd = exp [- " B(z)n(z)dz] . (3.11)

Zobs
The physical meaning of the above equation is very clear: the probability of finding
no sources between z and z,y is the probability of observing J < j*(zon). It is
interesting to note that when z,, — oo, 7°(2on) — 0, but Py approaches a non-zero
value, although it may be very small. This is because in a flat Einstein-de Sitter

universe the mean total number of lonizing sources we can see at 2zop, is finite.

Since we have neglected absorption, all photons have their energy reduced by

the same fractional amount. The scaling in frequency for P(J) is thus very simple.

We have, for a =1,

(Toms) = () (") o (—'—’-) , (3.12)

vy

)= (222) 7 =iy () (313)

v
In P(slzon), the only thing we should change for a frequency v, is to replace j°(z)

in Eq. (3.7) by j°(2)(vobs/vr) ™. This replacement leads to

Pl lion) = P Jzon) (222). (3.14)

vy
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The scaling with L can be done in the same way. If L is replaced by aL, where a is

a constant, then the probability density is simply replaced by P(J/a)/a.

We have carried out some numerical calculations for P(J). The input model pa-
rameters are given in Table 1. Notice that a Lyman limit luminosity L = 103%ergs
sT1Hz™! corresponds to an absolute B magnitude of Mp = —24.2, if we adopt
L, xv~!for A < 12164 and L, xv™%%for A > 1216A . Our six models are so con-
structed that noL is big enough to produce a (J) 2 1072 ergs sec " lem~2Hz !sr~!
at zops = 3, the value estimated by Bajtlik et al. (1987) and Lu et al. (1991)
from the so called “proximity” or “inverse” effect. In our calculations we have used
the inverse FFT to convert f’(s]zon). Our calculated results are shown in Fig. 1
and Fig. 2. In these figures, as well as in Table 1, J_,; is the mean intensity at
the Lyman limit’ frequency in unit of 10™2! ergs s™lem™2Hz!sr~!. In all our six

models j°(z,,) and P, are very small and we have neglected them.
3.2 Calculations in a Euclidean Space

As in §3.1 we assume that all ionizing sources are identical and have the same
luminosity L at the frequency we are interested in. Let sources be randomly dis-
tributed in a sphere of radius r,,, which is finite to avoid the Olbers’ Paradox. We
observe at r = 0. The mean number density of these ionizing sources is denoted as
n and we neglect absorption effect. The mean total number of lonizing sources is
ne = (4/3)7r3,n. The intensity produced by a source at distance r is

j*(r) = —— (3.15)

" 4rmdnr?’
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The mean intensity at r = 0 is

(3.16)

We now introduce a new variable z = J/(J), i.e., we measure J in unit of (J). From

§2 we know that Fourier transform of the probability distribution P(z|rp,) is

Plsirm) =exp{ [ arte,r) - 50,11
where (s, ) is Fourier transform of p(z,r), which is given by
p(z,r) = dmrn(J)8[z(J) — j°(r)).
Denote w = 273/(3n;), we can show that
P(slrm) = €',
where the real and the imaginary parts of I1 are, for s > 0,
Re(I1) = [cosw — 2w sinw — 2w1'5\/§ + 22703 C(w) - 1)n,

and

Im(I1) = [sinw + 2w cosw — 2w1'5\/§ + 2V 27w S(w)]n,.

(3.17)

(3.18)

(3.19)

(3.20)

(3.21)

In the above two expressions C(z) and S(z) are the Fresnel’s sine and cosine inte-

grals which are defined by

1 * cos(s)

TV s

C(x) ds,

(3.22)
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and

1 * sin(s)

Ver Jo Vs

We also have Re(I1(—s))=Re(I1(s)) and Im(J1(—s)) = —Im(I1(s)). We see from

S(z) = ds. (3.23)

the above equations that P(s|ry,), thus P(z|ry), depends only on the total mean
source number n,. Our calculations for n,=10, 100, 1000 and 10000 are shown
in Fig. 3. As expected the peak of distribution function for n; = 10000 is quite
narrow while for n,=10 it is pretty wide. We see from Fig. 3 that the probability
of J < (J)/2is ~ 20% and the probability of J > (J) is only sim30% in the case

of ny = 10, indicating significant fluctuations.

By rescaling P(z|r,,) curve we can easily get intensity distribution P(J|ry,).
For n = 3.2 x 10°Gpc™3 and L = 10%%rgs s~'Hz™!, these are the proper space
density at z,5,=3 and the Lyman limit luminosity in our model #2 of §3.1, we
choose rp,, to match n, =10, 100, 1000 and 10000. The P(J_31|rsm) curves obtained
by rescaling the corresponding curves in Fig. 3 are plotted in Fig. 4. We see that
the widths of P(J_3;|r,,) peaks are roughly the same for all four curves while the
peak positions are shifted to different places for different n, values. This indicates
that for a fixed source space density the absolute width of P(J_y;|rm) curve is not

sensitive to rm, and is actually dominated by a few (< 10) local sources.

The fluctuations in J caused by the nearest neighbors from an observer at
r = 0 can be readily calculated. Suppose we generate various realizations of source

distribution in the spherical region. Let ry, ry, ... be the distances to the nearest
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random source, the second nearest random source, and so on, the distribution of r,

(s=1,2,...)1s

s—1

(sn’ o e " 4nrindr,, (3.24)

p(rs)drs =

where n, = 47rin/3. The above distribution can be understood directly by ob-
serving that the probability that (s — 1) sources are within the spherical region of
radius r, is ny~'e™™ /(s — 1)!, and the probability of a source being in the shell
(rs,7s + dr,) is 4wrlndr,, since these two are independent events, product of their
probabilities leads to p(r,)dr,. The probability distribution of J, P,(J), produced

by the s'* neighbor, can be calculated using the following expression:

dr,

Py(J) = —p(rs) =7, (3.25)

where J is related with r, by J = L/(47r,)?. For n = 3.2 x 10%Gpc=> and L =
10%%rgs s™'Hz™!, the calculated results are shown in Fig. 5. For s = 1, P(J)
reaches its maximum value of 40.11n"2/3L=1 at J = 1.17 x 10~ 2n?/3L. Since (J)
converges and (J?) diverges, when J is large the asymptotic form of P(J)x J~®
must satisfy the condition: 2 < a < 3. From Eq. (3.25) we can show that P;(J)
goes like Py(J) o nL'3J~25 when J is large. This means that the closest source

dominates the behavior of P(J) at very large J (see Appendix A).
3.3 A Simplified Treatment for Absorption Effect

In the above P(J) calculations we have completely neglected absorption effect. We

now give a simplified treatment for this effect. We define 2¢(Vobs) by demanding
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Tef f(Vobss Zobss 2c) = 1, i.e., the effective optical depth between z,5, and z. is unity.
We approximate the absorption effect by simply dropping the ionizing sources with
redshift z > z.(v,p,) and neglecting absorption for those sources with z < z¢(Vops)-
Adopting our Model 1 absorption discussed in Chapter Two we have (see Eq. (3.5a)

of Chapter Two), for v,3, = v,
L+ 2e(v1) o (1 + zop,)® RO H#000) ™2, (3.26)

From the above expression we get, for zo5, = 3, z.(v1) =~ 3.25. So our model 2,
4 and 6 in §3.1, in which zo, = 3 and z,, = 3.2, should be good approximations
for the absorption effect. It is also clear that for vy, = vr, since zy5s — 2. is small
at high z0p,, we can use the results derived in a Euclidean space. We should point
out that the recent result by Lanzetta (1991) showed that the line number per unit
redshift of the optically thick Lyman limit systems may evolve much faster at high
z than what we have assumed (1+2)°®. This means that we may have considerably

underestimated the absorption at early epochs.

We now examine how many ionizing sources are involved in producing the
ionizing background at v;. We define the absorption length scale T0(Zobs) as the
proper distance between z,;; and z. as measured at zpps. At zops = 3, we have
ro = 45Mpc. The sources which are responsible for producing Jy,, are contained
in a spherical region of radius ry. According to Boyle, Shanks and Peterson (1988)
the QSO luminosity function at z < 2.2 is most simply parameterised by two power

laws, with O(L) o L3701 44 high luminosities and ®(L) o« L~14%%2 at low
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luminosities. The knee luminosity L* evolves with redshift z. Those QSOs with
L ~ L* dominate the ionizing flux. At z = 2.2, L* ~ 10%'ergs sec™'Hz~!, which
corresponds to an absolute B magnitude Mg = —26.5. The comoving space density
of QSOs with Mp bright than —26.5 is roughly 103Gpc™2 at z = 2.2. Let us assume
quasars are non-evolving at z > 2.2 and have a constant comoving space density.
We then see that there are about 20 QSOs with Mp brighter than —26.5 at z = 3,
and there are about 4 such QSOs at z = 4. Very recently Schmidt, Schneider and
Gunn (1991) have shown that the luminous QSOs are endangered species at early
epochs and their comoving space densities decline steeply for redshifts larger than
3. This combined with the result regarding the evolution of Lyman limit absorption
systems by Lanzetta (1991) suggests significant fluctuations in the ionizing field at

high redshifts, if QSOs are the major ionizing sources at early epochs.

4 Lya CLOUDS AND P(J)
4.1 Neutral Hydrogen Column Density Distribution and P(J)

It is now widely believed that the forest absorption lines observed in quasar spectra
blueward of Ly« emission are produced by highly ionized intervening clouds. If this
is true the neutral hydrogen column density N may be written as N = A/J, where
A depends on the intrinsic properties of an absorbing cloud. Let the probability

distribution of A be f(A), the neutral hydrogen column density distribution is

n(N) = /0 " {NIIPV (4.1)
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We see that the observed (V) has been modulated by P(J). For f(A) = §(A— Ao)
we have n(N) = AoP(Ao/N)/NZ%. In this case n(N) distribution is completely
determined by P(J). On the other hand if f(A) is of a power law form, i.e.,
f(A) x A™F we get n(N) « N~ no matter what P(J) is. As we have seen in §3.2
the observed n(N) may be best described as a power law distribution and despite
the line number per unit redshift evolves as a function of z this power law form
seems to remain unchanged. This argues for a power law distribution of A, with

the same power index as observed for n(N).

When a cutoff neutral column density N. is imposed by observational limi-
tation, the probability of observing an absorption line with N > N, are different
at places with different J values. For a fixed J the column density distribution is
n(N) o< JTPHIN=F for f(A) x A~8. Suppose that at place 1 the intensity is Jy
and at place 2 we have J,. If the mean number of lines per unit redshift interval
is ny at place 1 and n, at place 2, we have ny/ny = (J2/J1)?~1. When observed
near a QSO at the end of the line of sight, this effect is the so called inverse effect.

The “clearings” in Lya forests, which we will discuss below, is another form of this

effect.

4.2 Clearings in Lya Forests

We define a clearing as a region around an ionizing source within which the Lyman

limit frequency intensity of ionizing field is enhanced by at least a factor of 2 over
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the mean intensity (J,,). By this definition the radius of a clearing, r, is given by

L
("ﬂr)2 (S (2))’

ra(z) = (4.2)

for a source at redshift z and with a Lyman limit luminosity L.

For ionizing sources with an intrinsic, non-evolving luminosity spectrum L, =

L(v/vL)™® and a constant comoving luminosity function ®(L), we have

1 ¢ (1 + Zob3)3+a
(J,,L(Zob,» _Z— F /@(L)LdLWx
1

At high redshifts the absorption is strong and we have, from Eq. (3.26),
1+ 20, \ /2
2o = Zops ~ 0.25 (-“Ef-”) : (4.4)

Using the above approximation Eq. (4.3) becomes

1

(o) = g 5= [ #(D)LAL. (43)

The expected number of clearings per unit redshift interval, which a line of

sight intersects, is given by

-1
dNC 1. —(1.54+«a)
L 5+"(1+ 2)” 1[1—(1+z°> . (4.6)

dz 142

dNci/dz does not depend on ®(L). At high z Eq. (4.4) can be used, and we get

dN., 1+2\%°
Eizl( 4) . (4.7)




7
The expected number of clearings along a line of sight between z; and z is easily

obtained by integrating the above equation:

Nep 2 0.3[(1 4 22)'° — (1 4 2)'9)). (4.8)

For z; = 2 and 2z, = 4, N, ~ 2. Note that this includes all kinds of clearings with

various sizes.

As pointed out by Kovner and Rees (1989), at sufficient resolution, QSO spectra
can be examined for patches of reduced HI column density in Lya clouds. We now
explore the possibility of detecting such clearings in Lya forests. The detection of
a clearing depends critically on the clearing size. After correction for the inverse
effect, the observed number density of Lya forest lines with a rest equivalent width
W > 0364 is dNpya/dz ~ 1.74(1 + z)%75 (see Lu et al. 1991). The mean
separation of W > 0.36A lines is thus Alpya ~ 2.4((1 + 2)/4)"%%Mpec. If a
clearing is much larger than this then it is more likely to be detected. Since the
lonizing sources which contribute most to (J,) also create most clearings’ cross-
sections, if faint sources such as young galaxies dominate the ionizing field then
the typical clearing size is small and we are not expected to detect these galaxy
clearings. Bright QSOs create big clearings which can contain many Lya clouds.
Put in numerical values we have r. ~ 2.7J_21(L/10% ergs s~ 'Hz" ! )Mpc. We see
that it is still very difficult even to detect QSO clearings, unless J_3; < 1. But
we know that there are numerous weaker (W < 0.36A4) Lya forest lines per unit

redshift interval. Counting these weak lines will help to identify clearings more
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easily.

Another difficulty in detecting clearings is that the absorption lines in a clearing
are not necessarily removed from observations, and even when they are removed it
is still very difficult to distinguish statistically between a clearing and a large gap
produced merely by random fluctuations in the line distribution (see Appendix B).
For a Lya forest having 100 lines, which would be the case for a zem ~ 4 quasar, the
probability that a random gap has a size larger than six times the mean separation
is ~ 20% (see Appendix B)! We think that the best strategy to detect clearings is
to observe weak lines and to observe at high redshifts (z 2 4), because a clearing
there contains many lines. In fact we suspect that at very high redshifts the Ly
forest lines may become so dense that they may blend together to destroy the forest.
Should this happen a clearing may take the form of an isolated “Lya hill” and be
easily recognized. A line of sight may sometimes penetrate at least two clearings.
In this case it is better to check the probability of finding more than one large gap
due to random fluctuations in the line distribution. We have worked out a relevant

statistics in Appendix B.

5 PROXIMITY EFFECT AND GUNN-PETERSON TEST

The Gunn-Peterson test addresses the cumulative line absorption effect produced by
a smoothly distributed component of intergalactic medium (IGM). Since it was first
proposed in 1965 by Gunn and Peterson, spectra of distant quasars shortward of the

HI Lye (A1215.7A) emission, and very recently shortward of the Hel Lya (1584.34)
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emission probed with the JUE and HST, have been searched for absorption troughs
produced by smoothly distributed intergalactic HI and Hel (Gunn and Peterson
1965; Steidel and Sargent 1987; Jenkins and Ostriker 1991; Tripp et al. 1990;
Beaver et al. 1991). So far all attempts have failed to find positive evidence of the
Gunn-Peterson effect. But very important upper limits have been set for the IGM
number densities ny; and ny.; at various redshifts. These limits are important,
since they allow us to put constraints to the ionizing background and the mass
density of the smooth IGM component. With the launch of the HST we may
also be able to conduct the Hell Lya (A303.84) Gunn-Peterson test for distant
(2zem > 3.1) quasars, if we are lucky enough to find “clear” lines of sight which do
not display significant Lyman continuum absorption to destroy the flux level at the

wavelengths corresponding to Hell Lya emissions (see Mgller and Jakobsen 1990;

Chapter Two).

Similar as in the cases of clearings in Lya forest and the decline of number den-
sity of Lya forest lines near QSO emission redshifts, we expect the Gunn-Peterson
optical depths be reduced by the enhanced ionizing field near QSOs. We examine

this effect quantitatively below.

The Gunn-Peterson optical depth at redshift z is

() = ni(z) me? f;

where the subscript : means HI, or Hel, or Hell. ni(z) is the proper number density

of the smoothly distributed HI, Hel and Hell species at redshift z. The oscillator
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strength f; = 0.4162 for HI and Hell, and fz.; = 0.2762 for Hel.

The number density n; can be calculated from the ionization equilibrium equa-
tions. The ionization balance is valid because the IGM is highly ionized and the
time scale to recombine the small amount of n HI, NHer and ny.yy is shorter than
the Hubble time (Sargent et al. 1980). To solve the ionization balance for n; we
assume that ny/ny. = 12, ny(z) « (1 + 2)® and the smoothly distributed IGM
component contributes Q; to the present density parameter. We adopt the following

broken power law form for the background ionizing field:

;"—) for v < v < vy;

"t

) for vy < v < 4uy; (5.2)
J3

5 (
J, = (
(2

“I

)_ ’ for v > 4vy,.

The Lyman limit frequency has been denoted as vr. hvy = 24.6eV is the threshold
energy for ionizing Hel. The photoionization cross-sections for HI, Hel and Hell have
been taken as (Osterbrock 1989) o, (HI) = 6.3 x 10~18(v/vy)3cm?, oy(Hel) =
7.8 x 107%(v/v2)"%cm?® and o, (Hell) = 1.58 x 10~ '8(v/4v;)~3cm?. For the re-
combination coefficients we use a4(HI) = 2.51 x 10713, a4(Hel) = 2.69 x 10~13
and as(Hell) = 1.36 x 107!2, all in units of cm? sec~!. These values are appro-
priate for IGM temperature T = 2 x 10*K (Osterbrock 1989). The Monochromatic

QSO luminosity is assumed to be L, = Lo(v/vy)™®.

Since the IGM is highly ionized, there is little Hel, and its Gunn-Peterson

optical depth is negligible for reasonable input parameters. So in what follows we
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only consider HI and Hell. The ionization equations can be easily solved to get
nyr and ny.ry (see Osterbrock 1989). Inserting the ny; and ny.ry results into the

Gunn-Peterson optical depth expressions we get

302 5(1 + 2gy2)~1/2
rai(z) ~ 9.75 x 102 ST 3R Q1 + 2)° (1 + 2¢02)

5.3
J_a(HD[1 + wyi] ©9
and
—2(3+59)h*Q3(1 + 2)° (1 + 2gp2)~1/2
o11(z) > 4.41 x 10-2{ : ' 54
THer1(2) X J_21(HeID[1 + whers] ¢4
For go = 1/2, we have
N 3+s
whgr =1.85 x 10 7L31J_21(H1)h2 (3 +0:) X
-2
142 \'*® 1+2
3 — 5.5
(1+2) (1+zem) [1 1+zem] )
and
_ 3+33 J_21(H€II)
- , 5.6
Hell (3+31> J_n(HD) M >0

In the above equations Lj; is defined by Lo = Ljyergs sec™'cm™2; and J_g (HI)
and J_o;(Hell) are J; and J; expressed in units of 10~* ergs cm~2sec " 'Hzlsr~!,

respectively. The flux from a distant (zem) quasar is attenuated by a factor of

e~7(?), where 1+ 2 = \o,/(1215.74) for Hl and 1 + z = Aobs/(303.84) for Hell.

We have calculated some numerical results. For definiteness we have used
$1 = s3 = 0 and a = 0.7. We adopt gy = 0.5, » = 0.5 and Q; = 0.02. We have
neglected the complications due to the HI and Hell Lya emissions and the HI and

Hell Lya forests produced by discrete absorbers. Our results are shown in solid
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lines in Fig. 6. The dashed lines represent the results without the Gunn-Peterson
absorption. The input parameters zepm, L3y, J—o1(HI) and J_y;(Hell) are shown
in the same figure. Notice that \o5, < 9124 is not observable due to the Galactic

Lyman continuum absorption.

6 DISCUSSION AND CONCLUSIONS

We have developed a theory to deal with fluctuations of the ionizing field produced
by randomly distributed point sources in an expanding universe, as well as in a
Euclidean space. The probability distribution P(J) has been calculated for some
models. At high redshifts absorption by quasar absorption line systems reduces

the total number of sources involved in producing J and therefore greatly enhances

fluctuations.

We have explored the possibility of detecting the “clearings” or “voids” in Lya
forests. We have shown that it is very difficult to distinguish statistically between a

real clearing and a large gap produced merely by fluctuations in the line distribution.

We have also examined the HI and Hell Gunn-Peterson effect under the influ-
ence of the enhanced ionizing filed near a quasar. We have shown that a luminous
quasar can reduce the Gunn-Peterson optical depth significantly out to a large

wavelength interval.
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APPENDIX A: ASYMPTOTIC EXPANSION OF P(z|ry)

We will use the same symbols as defined in §3.2. The probability distribution of

z = J/(J) is (in a Euclidean space)

P(zlry) = /°° dse2miez eIl (A1)

— 00

where I1 is given in §3.2. Denoting Cr(w) = Re[e/!“)] and Cy(w) = Im[e/1 )],

where w = 27s/(3n,), Eq. (A1) can be written as

P(:z:|rm)=7r—1m/ [C’R <3: )cosu-i—CI (3u )sinu] du. (A2)
0 tZ T

From Egs. (3.20) and (3.21) we find

Re(I1) = [-V2mw?/? + %uﬂ - %Ow“]nt + o(w?), (A3)

and

Im(I1) = [3w — V27rw®/? + %w:’]nt + o(w?). (A4)

Using the above expressions we get

Cr(w) =1 — V210,32 + o(w?/?), (A5)
and
Cr(w) = 3nw — V2rnw®/? + o(w?/?). (A6)
We then have
P(zlrym) = Lnt_l/zx—w2 + 0(1:"5/2). (A7)

2v/3
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Converting the above expression to the intensity distribution P(J |Tm ), we get

1

P(Jlrm) = z5=n

L3/2J75/% 4 o(J8/%), (A8)
Comparing this with the distribution due to the closest source,

1 _
P(J) = -327@3/2.1-5/2 + o(J7%?), (A9)

we see that at very large J the closest source dominates the P(J|r,,) behaviour.
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APPENDIX B: LARGE GAPS IN Lya FORESTS DUE TO FLUCTU-

ATIONS IN LINE DISTRIBUTION

Spectroscopic observations of bright quasars show that mean number density of Lya
forest lines, which satisfy certain criteria, evolves like dN/dz = A(1+ z), where A
and v are two constants. Given the above intrinsic line distribution we examine the
probability of finding large gaps in the Lya forests. We concentrate here only on
the statistics and neglect all observational complications such as the line blending

effect (see Ostriker et al. 1988).

Suppose we have observed a Lya forest between redshifts z; and z, and found
N —1 lines. For high redshift quasars usually z; is the emission redshift z.,, and
z1 is set t0 (ALyg/ALya)(1 + zem) = 0.844 (1 + zepm) to avoid contaminations by
Lyp lines. We want to know whether the largest gaps observed in the forest are
significantly inconsistent with the above line distribution. To do this we introduce

a new variable z:

.o (14 2)7* — (1 4 2)7H! (B1)
(T4 22)74 — (14 2740

z varies from 0 to 1. We then have dN/dz = ), where ) is the mean number of

lines between 2; and 2, and is given by

Al(L + 2)7+ — (1 4 2)7+]
¥+1 '

A

]

(B2)

This means that the Lya forest lines are uniformly distributed in z. The probability

of finding N — 1 lines between z, and 29, Pn_1, is assumed to be the Poisson
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distribution:
A N-1

PN—I()\) = me

X (B3)

Here we assume this probability is not significantly small and assume these N — 1
lines are randomly distributed in accordance with the underlying distribution law.
The N — 1 random lines along with the two end points ¢ = 0 and ¢ = 1 form
N intervals. From Kendall and Moran (1963) we know that the probability that
exactly k intervals are larger than an assigned value of z44p, (K = 0,1,2,... and

kzg4.p < 1), P(N,k), is given by

Py =(]Z) (1 = kzgap)¥~" = (N N k)(1 — (k4 Dagap)V ™" 4 ..

+ (_)s (NS_ k)(l - (k + 3)$gap)N_l]v (B4)

where the series stops at the last term for which 1 — (k + s)z 44, is positive. Py g is
the probability that the largest interval is less than z44p. The probability that the

largest exceeds x4, is then

N N )
P(> :Egap) =1 _PN,O = (1)(1 _xgap)N_l _ (2)(1 _2xgap)N 1 + ...

(1— Qxyap)N_l

=N(1=z40p)V ' =N(N-1) 5

+ o (B5)

We plot in Fig. Bl P(> r4,,) for several N values. We see that for N = 100
and z44p = 0.06, P(> 0.06) ~ 20%. This means that the probability of finding a

gap with a size larger than six times the mean separation is not significantly small.

When the mean number of lines is large, A ~ N > 1, our P(> 2,,,) approaches the
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result obtained by Ostriker et al. (1988) for small (but still very large if measured in

unit of the mean separation) z4p, i.€., P(> T4qp) ~ N(1 — 240p)V ™1 ~ Ne A 2s0r,

Sometimes a line of sight may penetrate more than one clearing. To test
this it is better to calculate the probability that more than one gaps exceed Tgap,
Py (> zgap). This is given by Ppi(> z4ap) = P(> Tgap) — Pny. In our Fig.
B2 we plot Ppni(> z44p) for the same N values used in Fig. Bl. For N = 100

Pni(> 0.06) ~ 1%.



Model #

) O QO BN+

Zobs

W W wWWwww

zon

6.0
3.2
6.0
3.2
4.0
3.2
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Table 1. Model parameters.

L(ergs s~'Hz™1)

1030
10%°
1031
1031
1029
10%°

Mg

-24.2
-24.2
-26.7
-26.7
-21.7
-21.7

no(Gpe™3?)

5 x 10*
5 x 104
5 % 103
5 x 103
5 x 108
5 x 105

(J-21)

6.39
0.98
6.39
0.98
3.63
0.98
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FIGURE CAPTIONS

Figure 1. P(J_;;) as a function of J_; for #1, #3 and #5 models in an expanding

universe.

Figure 2. P(J_;;) as a function of J_; for #2, #4 and #6 models in an expanding

universe.

Figure 3. P,(z) in a Euclidean space for the mean total source number n=10,

100, 1000 and 10000.
Figure 4. P,(J_3;) in a Euclidean space (see the text for details).

Figure 5. P,(J_;;) as a functions of J_,; for the st* neighbor; the input parameters

are the same as in Fig. 4.

Figure 6. The Gunn-Peterson absorption of the flux of a z.n, quasar, including
the proximity effect, for various assumed ionizing field intensities. (a) HI Lya
absorption for a zem = 4.5 quasar with Ly; = 5; (b) same as in (a) except zem=5.0;
(c) Hell Lya absorption for a z.,, = 2.2 quasar with Ls; = 2; (d) same as in (c)

except zem = 3.2.

Figure B1. P(> Tgap) @s a function Tgap for, from left to right, N = 160, 150,

140, 110, 100, 90, 50, 45 and 40.

Figure B2. P,;(> Tgap) as a function x4, for, from left to right, N = 160, 150,

140, 110, 100, 90, 50, 45 and 40.
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CHAPTER FOUR

INTENSITY CORRELATION OF IONIZING BACKGROUND

AT HIGH REDSHIFTS

SUMMARY. We have derived the joint probability distribution of intensities of
lonizing background at two different places. The intensity correlation function £
has been calculated for randomly distributed QSOs as the main ionizing sources.
The QSO Lya clouds can be used as intensity indicators to reveal £; at high z.
We have measured the equivalent width correlation function & /w for some selected
QSOs and have found, in some cases, strong correlation signals at small separations.
Careful examination shows that such signals are mainly produced by the lines near
QSO emission redshifts. One explanation is that the high S/N near QSO emission
redshifts enable us to detect very weak lines which result in the correlation signal.
Another explanation is that the correlated intensities of ionizing field near luminous
QSOs have caused the observed equivalent width correlation. If the latter explana-
tion is correct, from the affected range by QSOs, we conclude that J,, is less than

10~?'ergs s~ lem~2Hz 'sr~! at z ~ 3.5.
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1 INTRODUCTION

In Chapter Three we have shown that absorptions produced by QSO absorption
line systems reduce the total number of ionizing sources involved in generating
the ionizing background and therefore enhance the J v, fluctuations significantly, if
QSOs are the main ionizing sources at early epochs. In this paper we discuss a
related subject, the correlation of the ionizing field at high redshifts. We examine
the relation between the intensity correlation and the equivalent width correlation
of QSO Lya forest lines and explore the possibility that the observable equivalent

width correlation may be used to constrain the source space density.

2 DERIVATION OF INTENSITY CORRELATION FUNCTION £y

2.1 Markoff’s Method and the Joint Probability Distribution W(J, J1)

Suppose there are N ionizing sources which are randomly distributed in a region
of volume V. Here we only consider for Euclidean space. At high redshifts the
absorption produced by QSO absorption line systems can effectively block away
lonizing flux from the far away sources and the ionizing field at the Lyman limit
frequency v, is a local phenomenon (see §3.2). So it is good enough to use results
derived for a Euclidean space at high redshifts. We assume that the occurrence
of ionizing sources with a Lyman limit frequency luminosity L at the position 7
is governed by the probability distribution function f(7,L). Given two positions

7 = 0 and 7; we want to know the probability wy(Jy, J;)dJodJ; that the mean
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Lyman limit frequency intensity at 7= 0 is between Jo — Jo +dJy and at the same
time the mean Lyman limit frequency intensity at 7 is between J; — J; + dJj.
Using Markoff’s method (see Chandrasekhar 1943) we can easily write down the

probability distribution:

1 o0 o0 . —io
wn(o ) = oz [ do [~ doeihe iR avp), @21

where Ay (p,0) = IV and

I= / dL / e'PIo eI f(F7, L)d*F. (2.2)
\%4

In the above expression

o —7(r)
]0 - 547"7‘2 € (2'3)

and

J1 = 1 ____L e~ TUF-71]) (2'4)

T dman|i— 2
are the mean Lyman limit frequency intensities at ¥ = 0 and 7}, respectively, pro-
duced by a source of luminosity L at the position 7. Here we assume that the
optical depth T at v} between 7, and 7, depends only on the distance between the
two points. Actually the absorption along various lines of sight can be different
because of the fluctuations in the number of absorbing clouds involved. But as we
will see in §3.2 that there are many optically thick absorbing clouds contained in a
volume of a radius one absorption length scale at high z, so the fluctuations in the

number of clouds can be neglected.
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Now consider that the total number of sources in the volume V is not a fixed

number but obeys Poisson distribution with a mean total number (N}, that is,

P(N,(N)) = <JX,>!N6-<N>. (2.5)

In this case the probability distribution becomes

W(Jo,Jl) = i P(N, <N))’wN(J0, J])
N=0

1 ® * -1 —i0 1
= W/;wdp/_oodae plog=t A(p. o), (2.6)

where A(p,a) = e~ C1(P)=C2(p9) with

Ci(p) = / dL / ei?io) &(L,)d*F, (2.7)
and
Cy(p,0) = / dL /V e'fio (1 — e'77) ®(L, 7)d*F. (2.8)

In the above expressions ®(L,7) = (N)f(7, L) is the luminosity function. Since

8(s) = 2% /—00 dze™"® (2.9)

and A(p,0 = 0) = e~©1(?) one can easily get the probability density of J, at 7= 0:
P(Jo) = / W(Jo, Jy)dJ, = QL / dpe—ipTo=Ci() (2.10)

0 T J—oo
A detailed discussion of P(Jy) produced by randomly distributed sources at high z

can be found in Chapter Three. Using the relation

—1

§'(s) = — /oo ze " dz (2.11)

2r J_ oo
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and integrating by parts we get the mean intensity at 7= 0:

(Jo) = /O " JoP(Jo)ddo = / dL /V jo®(L. )T, (2.12)

It is also not difficult to calculate two more lower moments of W(Jy, J;). We have

o0 e o} .
/ I W (Jo,J1)dJy = % / dpe~PJo—C1(p) / dL / P05, ®(L, F)d*7 (2.13)
0 - 00 |4

and

(JOJI)E/ dJO/ JOJlW(JO,Jl)dJl:/dL/j0j1<I>(L,F’)d3F'+(J0)(J1).
0 0 \4

(2.14)

2.2 The Intensity Correlation Function ¢;

In the following discussions we make some further approximations. We assume that
the ionizing sources are uniformly distributed in the volume V and the luminosity
of an ionizing source is independent of its position, so that ®(L, ) = n¢(L), where
n = (N)/V is the mean number density of sources and [@(L)dL = 1. Since the
absorption produced by QSO absorption line systems is significant, especially at

high redshifts (see §3.2), we can extend the integration to the whole space. We thus

get

(1) = (Jo) =(J) = nLLr) /0°° e " (dr, (2.15)

where (L) = [ L¢(L)dL is the mean luminosity of the ionizing sources. We define

the Lyman limit frequency intensity correlation function as

{(JoJ1)
(Jo)?

§s(r1) = -1 (2.16)
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Using the above approximations and introducing the new variable [ = |7 — 7|, we

get
1 (L?) 1
§a(r1) = —1I;(ry), (2.17)
8rn [ f3° e"’(')dr]2 (L)2
where
© o—7(r) rtry o —r(l)
Iy(ry) = / dr / dl. (2.18)
0 r |r—ri}

The integration area in I; is the shaded region in Fig. 1. We can choose a new

co-ordinate systems (z,y) to simplify the integration (see Fig. 1). With

T = %(r —l+ry), (2.19q)
1
y= E(r +1—ry), (2.19b)
we get
\/2_7'1 oo e—r(r)—r(l)
I;(ry) =/ d:z:/ dy 5 5 (2.20)
0 0 1 r 1 r
(Frv+2) - (Fe- %)

To proceed further a particular form of 7(r) must be known. Here we assume that
the optical depth takes the form: 7(r) = r/ry, where rq is the distance at which
the effective optical depth at v, is unity. With this expression for the absorption

we have 7(r) + r(1) = (v/2y + r1)/ro. This leads to

Iy(w) = 2/ lin (“ i “‘) e "du, (2.21)

, U U —uy

where u; =7, /ry. By introducing another new variable

v=In (“+”‘>, (2.22)

u—uy
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the I integration becomes

[o o} —u llc_"
Ij(uy) = 2/ L TMST gy,
0

shov

For the mean intensity we have

(2.23)

(2.24)

(2.25)

We show in Fig. 2 the numerical calculations of Ij(u;)/u; as a function of u;. Since

I;(uqy =0) =n2/2, £5(r;) « 1/r; when r; approaches zero.

3 SOURCE LUMINOSITY FUNCTION, ABSORPTION AND ¢£;(r;)

3.1 Ionizing Source Luminosity Functions and ¢;(r;)

To understand the effects produced by source luminosity functions we first consider

a simple situation. Suppose that there are only two kinds of sources, one with a

higher luminosity Ly and a space density nj and another with a lower luminosity L;

and a space density n;. In this case the total number density of sources is n = nj+n;

and the luminosity distribution is

¢(L) =

n

nh6(L — Lh) + n16(L - Ll)

(3.1)
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From ¢(L) we can easily get

(L) = Tzt mB (32)

<L2) _ np Li +n1Lf
(L)2  (na Lp +ni Li)?

1 (3.3)
n

We see that if the high luminosity objects dominate (L) thus they also dominate
the mean intensity (J), then (L2)/(n({L)?) ~ 1/np; on the other hand if the low
luminosity sources dominate (L) then (L%)/(n(L)?) ~ (1/n;)[1 + nyL?/(n,L?)).

Roughly speaking the intensity correlation function ¢ is inversely proportional to

the mean number of dominating ionizing sources within a spherical region of radius

ro (see Eq. 2.25).

At high redshifts, quasars are the only known ionizing sources which are ob-
served in large quantity. We now examine how would their luminosity functions af-
fect the intensity correlation function £. For definiteness we will adopt an Einstein-
de Sitter universe (go = 0.5) and use Hy = 50km sec™'Mpc~! in the following
discussions and throughout the paper. According to Boyle, Shanks and Peterson
(1988) the QSO luminosity function at z < 2.2 is most simply parameterised by
two power laws, with ®(L) oc L737*01 a¢ high luminosities and ®(L) o« L1402
at low luminosities. The characteristic luminosity L* evolves with redshift z. At
higher redshifts the results for the QSO luminosity function are still controversial.
For simplicity we assume here that at z > 2.2 quasars have a constant comoving

space density and there was no luminosity evolution for individual sources. Thus
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the proper QSO luminosity function at z > 2.2 can be expressed as

N ®(L*) (&) "(1+2)>3 HL<L*
Bk = {cb(v)(%)‘”(lmf 1> L,

—-1.4

(3.4)

1 1
(L)? ™ 2.5 &(L*)L* (1 + 2)*

—
b‘
(5]
|~

(3.5)

For the quasar spectrum we adopt L, « v~ %5 for A > 12164 and L, x v~! for
A < 1216A4. The Lyman limit frequency luminosity L and the absolute B mag-
nitude Mp is then related by L = 10704M8+2033¢ergg5 sec™1Hz~!. From Boyle,
Shanks and Peterson (1988) we know that at z = 2.2 the characteristic absolute
B magnitude is Mp ~ —26.5 and the corresponding comoving space density is
about 10"®Mpc~3mag~!. Using these figures we get (L?)/(n(L)?) ~ 0.4 x 108(1 +
z)73Mpc? for z > 2.2. A better estimate may be obtained by using Boyle, Shanks
and Peterson (1988) model B QSO luminosity function. By adopting a lower lu-
minosity cut-off Mp = —20 and a higher luminosity limit Mg = —30 we get, for
z > 2.2, (L*)/(n{L)?) ~ 0.3 x 10%(1 + z)~3*Mpc?, which makes only a slight modi-

fication. This result is not very sensitive to the assumed lower and higher cut-offs.

3.2 The Absorption Length Scale r

We now discuss the effects produced by QSO absorption line systems. It is known
that the Lyman continuum absorption from quasar absorption line systems signifi-
cantly attenuates the ionizing radiation background, especially at high redshifts (see

Miralda-Escudé and Ostriker 1990). A useful description of absorption produced by
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discrete clouds between z,4, and z. at frequency v,p, is the effective optical depth
Teff(Vobs, Zobsy Ze) Which is defined by e~"ss = (e~7), where the average is along
various lines of sight. Let 1,(N)dzdN be the mean number of absorbing clouds
along various lines of sight in the redshift interval 2z — 2 4+ dz and with a neutral

hydrogen column density in the range N — N + dN, we have, for A\, < 9124 ,

Ze

de:
Teff(Voba,zob.g,ze) = / T]Z(N)[l — e_TC(u”N)]deZ, (36)
Nmin

Zobs

where 7(v,, N) = 6.3X 10718 N[(14 2085 ) /(1+2)]>(Xobs/912)? is the optical depth of
a single cloud, and N,,;, and N,,,, are the lower and upper column density limits,
respectively. Observationally the distribution function n,(NV) is not well determined.
This is because at the high column density end the number of Lyman limit systems
are not numerous enough, while at the low column density end the Lya forest lines
are badly blended together in usual intermediate-resolution spectra (~ 14 ). High
signal-to-noise ratio, high spectral resolution observations are needed to improve
our current knowledge about 1,(NN). For our purpose here we use a distribution

function adopted by Miralda-Escudé and Ostriker (1990) in their Model A2:

2.4
n:(N)=56x108N"15 (I—'-Z—z> ,10Mem™? < N < 1.59 x 107em™2;  (3.7a)

0.5
n:(N)=4.6x 108 N713 (;}5) ,1.59 x 1017ecm ™2 < N < 10*2ecm™2.  (3.7b)

Since n,(N) « N~ and 7.(v,,N) o« N, the contributions to 7.ss from very
small and very large column density clouds are negligible. We show in Fig. 3
our calculated 7.fs(vL, 2obs, 2) curves for vops = v. We see that 7esf(vL, 2obs, 2)

increases very rapidly with increasing z.
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If we use Eq. (3.7b) and extrapolate it to both small and large column densities

we can get an analytical approximation for 7 y:

(3.8)

1 +z (1 + Zobs)/\obs 3/2
14 256 912 '

Teff(VObav Zobss Z) ~ 2ln <

We also plot this approximation for v[, in our Fig. 3 (the dashed lines). We see that
this approximation is pretty good for z,;, =~ 2.5 but underestimate the absorption
at higher redshifts. Another approximation can be obtained by approximating in
Eq. (3.6) e ™ ~1— 7. for 7, <1and e ™ ~ 0 for 7, > 1. This approximation is
shown in dotted lines in Fig. 3 for v,. We see that this approximation always gives

a higher 7.5 value.

In order to estimate the absorption length scale ry we introduce z.(zo,) by
demanding 7. ff(vL, Zobs, 2c(20bs) = 1, i.e., at frequency vy the effective optical
depth between z,;, and z.(z,,) is unity. Since at high redshifts the absorption is

significant and z.(ze6s) — zobs is small, we get
r0(2obs) 2~ 6 X 10%(1 4 2ops) "> [2c(20bs ) — Zobs|MPC. (3.9)

Some calculated z.(z,p5) and 7¢(zops) are listed in Table 1. In this table we also
list J_22(20b5), the mean Lyman limit intensity of ionizing field at redshift zo,,
expressed in unit of 107*?ergs cm™2sec™'Hz~!sr~!. In this calculation we have used
the Boyle, Shanks and Peterson (1988) model B QSO luminosity function at z = 2.2
and have assumed that for higher redshifts the comoving space density is fixed and

there was no luminosity evolution for individual quasars. These assumptions are



111
also used to calculate (L?)/(87r3n(L)?) for various z,4,, which are listed in column
5 of Table 1. In the sixth column we give r.,,, the intensity correlation length scale
at which the intensity correlation function £ is unity. The last column of Table 1
lists Adcorr = AaHo(1 +2)%®reorr/c, where A\ = 1215.67A . This is the separation
of two Lya lines at z = 0 produced by two clouds separated by a distance Teorr(Zobs)
at 204, along a line of sight. Using the Table 1 values we have calculated 1 + £ 5(r)
as a function of separation r at various redshifts. Qur results are shown in Fig.
4. From these calculations we see that at high redshifts the ionizing field intensity
correlation is significant and it may be detected by studying high resolution, high

signal to noise ratio QSO absorption spectra.

We now give a rough estimate of N, the mean number of optically thick Lyman
limit systems (LLS) in a spherical region of radius ro. From Eq. (3.7b) we know
that the mean number density of LLS along a line of sight is dN/dz = 1.15(1 4 2)°5.
The definition of 7y means that on average there is about one LLS within a distance
ro along the line of sight. Let the absorption cross section of LLS be o, = 772, where
rc is the absorption radius of a LLS cloud, N, can be estimated by N, ~ 47r2/(30.).
For r. = 5kpc and ry ~ 18Mpc at z = 4 we get N, ~ 107. This means that there
were many optically thick absorbing clouds contained in a spherical region of radius
ro and the fluctuations in the number of clouds could be neglected in calculating
the intensity of ionizing field. From the assumed QSO luminosity function we
can also see that at z = 4 there are only about 3 QSOs, on average, with Mz

bright than —26.5mag in a spherical region of radius ry. More accurately we have
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4nrin(L)?/(3(L?)) ~ 10 at z = 4. This is the reason why the fluctuations in the

ionizing field are significant at high 2.

Finally we should point out that the recent work by Lanzetta (1991) has shown
that the LLS may evolve much faster than what we have assumed dN/dz o (1 +
z)°® at high z. And Schmidt, Schneider and Gunn (1991) have recently shown
that bright QSOs are endangered species at early epochs and their comoving space
density decline steeply for redshifts larger than 3. So we may have considerably
underestimated the fluctuations and intensity correlations in the ionizing field at

high z, if bright QSOs are the dominating sources.

4 QSO ABSORPTION LINES AND ¢£,(r)

4.1 Lya Forest Line Clouds as Intensity Indicators

In the previous section we have shown that if the “observed” quasars dominate
the ionizing field then the small scale correlation of the background intensity is
significant, especially at high redshifts. According to standard models the Lya for-
est lines observed in quasar absorption spectra are produced by intervening clouds
which are highly ionized by the ionizing background. Therefore these clouds may
serve as intensity indicators at high 2 and help us to determine the intensity cor-
relation function observationally. When this is done we can compare the results
with our theoretical calculations to get important information about the luminosity

function of the ionizing sources. We now discuss how this could be done in practice.



113
Assume the majority of Lya forest lines are on the linear part of the curve of growth
and the rest equivalent width W of an absorption line is proportional to the Lyman
limit frequency intensity J of the ionizing field. We may write W = A/J, where

A depends on the intrinsic properties of an absorbing cloud. Let the probability

distribution of A be f(A), we then get

- / / % f(A)p(J)dAdJ:(-jI)(J), (4.1)

and

////iﬁf D F(A)W (Jy, J2)dA1dA,d Ty dJ,

= (37 ), (42)

where the two subscripts represent two different positions 1 and 2, separated by a

distance r. We see that

(wrws) _ o = J1d2)
(_pll[—/)z —1+£1/W( )_ (J)2

=1+ &5(r). (4.3)

This indicates that we may get the intensity correlation function £(r) by simply
measuring the 1/W correlation of QSO Lya forest lines. Unfortunately this is not
quite true. In the above equations we have assumed that we are able to detect all
lines, including very weak lines, and the integration is over the whole range of J and
A. Observationally only those absorption lines with W larger than some limiting or
cut-off value W, can be positively detected. In this case the integration region at

a given spacial place is the shaded area shown in Fig. 5. And the above equations
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need to be modified. Let A,;in and Amaz be the lower and upper limits of A and

denote J4 = Apin/W, and Jiaz = Amaz/W,, we then get

1 C
(37! = o (4.4)
where
JA Jma: Amaz
C= / JP(J)dJ(-l-) + / J P(J)dJ MdA (4.5)
0 A Ja gw., A
and
Ja Jmas Amaz
Cy = / P(J)dJ + / P(J)dJ/ f(A)dA. (4.6)
0 Ja JW,
We also have
1 1 D
—— = = 4,

where

JA JA 1
D= / dhy | W, D) Dad a5+
0 0

J J A A

maz mazx maz max A
/ dJl/ W(JI,JQ)JIJQdJQ/ MdAl/ £ 2)dA2+
Ja J J

A J1We 1 2W A2

) (48)

Ja Imaz Amaz f(AZ)
2 % d]l W(J],J2)J]J2d¢]2 dAg(
0 Ja Jo W, 2 A

and

Ja Ja
Dy =/ dJy W(J],J2)d.]2+
0 0

Jmﬂz Jma: Amaz Amaa:
/ dJ / W(Jy,J2)dJ, / F(A)dA, / F(Ar)dAs+
Ja

J1 Wc J2Wc

JA Jmnz Amﬂ&'
2)(/ d.]]/ Jl,Jz)dJ2/ f(Ag)dAg (49)
Ja

Ja W,
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It is clear that the measured 1+ £, = (1/(W1W2))/(1/W)? also depends on W,
and f(A).

4.2 Equivalent Width Cut-off Effect—A Top-hat Toy Model

To investigate the cut-off effect we consider a simple one-dimensional toy model
here. Suppose some identical “ionizing sources” are randomly distributed in a
straight line. The mean source number per unit length is n. Assume the “in-
tensity” produced by such a source is of the top-hat shape with an affection range

21, that is the intensity at z produced by a source located at z, is given by

]__{]c forz, —l<zr<z,+]1, (4.10)

0 otherwise.
The mean intensity is clearly (J) = (N;)j., where (N,) = 2In is the mean total
source number within a length 2/. Since the probability of finding N sources in a

length 21 is (N;)Ne=(Ne} /N1, the intensity probability distribution P(J) is

—(M)Z 5(J Nj.). (4.11)

The intensities at two points 1 and 2, separated by a distance r > 21, are not
correlated, and we have W(Jy, J;) = P(J;)P(J;) in this case. But for separation
r < 21, the intensities are indeed correlated. The correlation is generated because
the sources falling within the length 21 —r near the positions 1 and 2 can affect the
intensities at both points. With this physical picture in mind the joint probability

distribution W(Jy, J;) can be written down directly:

X &R &= N+K M
W(Jy, Jp) =e(nrH(Ne) Z Z Z (nr) ({N¢) — nr) y

IMIK!
M=0 N=0 K=0 N
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6[J1 — (N +M)j.]é[J. — (K + M)j.]. (4.12)
Using the above equation the intensity correlation function £(r) can be shown to be

1 nr
£5(r) = { TN [1 - m} for 0 =7 <24, (4.13)
0 forr > 21.

We can also show that Marcoff’s method applied to the one-dimensional problem

leads to the same results.

In our Fig. 6 the calculated intensity correlation function £;(r) is shown in
dashed lines as a function of r. In the calculations we have used j. = 1, 21 = 1
and n = 10. We have adopted different f(A) distributions to investigate the cut-off
effect. For clouds having an identical A = A value, the condition W > W, means
we can detect an absorption line only at places where J < J. = A¢/W.. Fig. 6(a)
shows the calculated £ ;(r) curves for various J, values. We have also investigated
the cut-off effect for uniform and power law f(A) distributions. Our results are
plotted in Fig. 6(b), (c) and (d). We see that when W, increases the “observed”
correlation £;/w usually decreases. But for different f(A) distributions the fall off
speed of &,y is different. In Fig. 6(d) the small open circles are results of our
Monte Carlo simulations for W, = 0, W, = 0.08 and W, = 0.15. They agree well
with the calculated results. In Fig. 7 we show a new model, which is similar to the
model shown in Fig. 6(d) but with A, = 10 and n = 100. The two models have
the same (1/W) but the intensity correlation is reduced in the new model. The

intensity distribution P(J) is more sharply peaked around (J) since n is larger in
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the new model. This means ¢, yw drops more rapidly when W, increases (see Fig.

7).

We point out that the one-dimensional top-hat toy model discussed above is
not a good approximation to the real ionizing field. But the behavior of ¢; Jw under
an imposed W, should be similar for real Ly« forest absorption lines. We also point
out that in all the above discussions we have assumed that most Lya forest lines
are on the linear part of the curve of growth so that we have W « 1/J. Since weak
lines dominate ¢, ;w and since many, if not all, strong absorption lines which we will
study later in §5 may in fact be blends of several weaker components (see Pettini
et al. 1990), this may be a reasonable assumption. The future work should also

examine the saturation effect.

5 ABSORPTION LINE EQUIVALENT WIDTH CORRELATION E1yw

5.1 Measurement of ¢, i

To compare our calculations with the real observational data we have measured
the equivalent width correlation functions for some selected quasars. There are
N(N —1)/2 line pairs for a quasar with N observed Lya forest absorption lines.
For a high redshift QSO there are many Lya forest lines between Ly and Lya
emission region and these lines sample a fairly large distance along the line of

sight. So high z QSOs with high quality spectra observed are ideal objects for our
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statistical studies. We calculate the proper separation between the two clouds with

absorption redshifts z; and z,(> 2;) by

2% 1 _ _
() = 2 (142072 = (14 20)712] (5.1)

where z = (2 4+ 2;)/2. We then regroup the N(N — 1)/2 line pairs into many bins,
each with a size Alog(r)=constant, and the equivalent width correlation 1+ ¢; Jw is
estimated for each bin. It is clear that the results thus obtained depend on the bin

size. What we have done is to require that the first bin is large enough to contain

about 15 line pairs.

We have carried out our measurements by using the published QSO absorption
line lists. We have excluded all identified absorption systems and the lines shortward
of Ly emission. Since different quasars are observed by different authors with dif-
ferent sensitivity to absorption features we have decided not to combine all quasars
together to form a huge sample, rather, to do it individually. For each quasar we
construct several line samples. These samples are described by three parameters.
The first one is the rest equivalent width cut-off W,, which means only those lines
with a rest equivalent width W > W, are accepted in the sample. The second is ry,,
which allows no lines with a distance from the quasar less than r; be included in
the sample. This is desired to avoid the inverse effect. The third parameter is the
lower wavelength cut-off Aj., which excludes the lines with \ops < Aje. Our results
for the four quasars with z.,, > 3.65 are shown in Fig. 8. The results for four other

quasars are plotted in Fig. 9. The sample parameters and the references to the
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absorption line lists are given in Table 2.
5.2 Discussion of Individual QSOs
5.2.1 Q0000-263 (zem = 4.104)

This QSO, discovered by Hazard and McMahon (1988), is the brightest QSO known
with a redshift larger than 4.0. The extrapolation of the mean line density dN/dz ~
2.67(1 + 2)*%7 (Lu et al., 1991) to z ~ 4 predicts ~ 84 Lya forest lines with
W > 0.36A for this QSO. Actually 70 are observed between the LyS and Lya
emission region, slightly lower but not inconsistent with the extrapolation. Our
results for the rest equivalent width correlation function are plotted in Fig. 8(a)
for 7 different line samples. The samples 1, 2, 4 and 6 indeed produce a significant
signal at the smallest separation. From the figure we also see that the signal is
considerably reduced if we exclude those lines (about half of the total lines!) with
a distance less than 30Mpc from the QSO (sample 3). Note that sample 6 satisfies
the criteria which define sample 2 of Sargent et al. (1980), i.e., the signal-to-noise
ratio in the spectrum is demanded to be larger than 10 to ensure that lines with

rest equivalent widths greater than 0.164 will not be lost in the continuum noise.

If the strong correlation signal is due to the enhanced ionizing field near the
QSO, we can estimate the intensity of the ionizing field at z = 4.1. From Sargent et
al. (1989) Fig. 1 we know that the observed flux at Ao, = 70004 is about 380uJy.

Longward of Lya emission Sargent et al. measured a spectral index a ~ 1 (f,
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v~%). According to Steidel and Sargent (1987) the true continuum in the Lya forest
region can be represented by the extrapolation of the continuum defined longward
of Lya emission, we thus estimate a Lyman limit luminosity L ~ 7 x 103!ergs
sec"'Hz™! for this QSO. The mean intensity of the ionizing field at v can be
obtained by using J ~ L/(4rrc,)?, where r., is the distance from the QSO at
which the intensity produced by the quasar is equal to the mean intensity. Adopting
Teq > 20Mpc, we get J_5; < 1.2 at z = 4.1. This is at least an order of magnitude
smaller than the value logJ ~ —21 + 0.5 estimated by Bajtlik et ol (1988) and
Lu et al. (1991) for 1.7 < z < 3.8. Notice that since L « H,? and ro, o« Hy!
the estimated J does not depend on Hy. We also point out that if the QSO has

a steeper spectrum shortward of Lya emission then the estimated J will be even

smaller.

5.2.2 Q12084101 (zem = 3.811)

The spectral resolution for this QSO is not high (1.64 ). The sample 1, which
includes all lines, does not show any significant correlation signal for log(r(kpc)) >
2.7. The sample 2, which excludes several weakest lines, shows a signal in the first
bin, and further exclusion of the lines within a distance 10Mpc from the QSO (the

sample 4) reduces the correlation signal.

9.2.3 Q2000-330 (zem = 3.78)

The absorption spectrum of this QSO has been fairly extensively discussed in the
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literature. We notice that with a comparable resolution Steidel (1990) found 119
absorption lines between A3, = 50004 and \,;, = 58054 , while Hunstead et al.
(1986) observed 145 in the same spectral range! We have used the line list compiled
by Hunstead et al. to estimate the equivalent width correlation. According to
Hunstead et al. the line list is highly reliable and essentially complete for W,;, >
104 , or W > 0.254 . As can be seen from Fig. 8(c) there is a significant
correlation signal in the first separation bin for the samples 1, 2 and 4. Exclusion of

the lines within a distance 30Mpc (the sample 5) from the QSO reduces the signal

considerably.

From Sargent et al. (1989) Fig. 1 we see that the observed flux at .5, = 70004
is about 350uJy. The spectral index longward of Lya emission is given by Sargent et
al. as a > 0.75 (corrected for Galactic reddening). These leads to L = 6 x 103'ergs

sec 'Hz™1L. Adopting r., & 20Mpc we get J_3; = 0.9 at z = 3.8.
5.2.4 Q0055-269 (zem = 3.653)

Only 43 Lya forest lines are listed by Steidel (1990). The sample 1 shows fairly
large fluctuations in correlation and produces a strong signal for the first separation
bin. The strong signal disappears when the seven weak lines (lines 42 t0 48) within

a distance 5Mpc from the QSO are removed.

Sargent et al. (1989) Fig. 1 shows that the observed flux at A4, = 70004 is
about 170uJy. The spectral index longward of Lya emission is given by Sargent et

al. as a =~ 0.47. These lead to L ~ 3 x 103'ergs sec"'Hz!. Adopting r., ~ 5Mpc
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we get J_z2 ~ 8 at z = 3.65, this is in agreement with the result obtained by Bajtlik

et al. and Lu et al..

5.2.5 Q14424101 (2em = 3.544) and Q1159+124 (2. = 3.502)

These two QSOs both have a redshift z.,, > 3.5. For Q14424101 the line list by
Morton et al. (1989) lists 83 Lya forest lines. The spectral resolution for this
quasar is low (~ 24 ). For Q1159+124 (res.=0.8, 1.54 ) Sargent et al. (1988)
list 98 Lya forest lines. We have measured the equivalent width correlations for
these two quasars. We did not find any significant correlation signal at a separation
log(r(kpc)) > 2.7 (2.6) for Q1442 (for Q1159). The results for these two quasars

are not plotted.

5.2.6 Q08374109 (zem = 3.326)

This QSO was selected because the high resolution (0.84 ) spectrum by Sargent et
al. (1988) reveals 88 Lya forest lines. The samples 1, 4 and 5 display a significant
correlation signal at the smallest separation. Careful examination shows that the
signal is largely produced by the three very weak lines (16, 17 and 18) at Ay, ~
4919A (see the sample 6 result). These three lines may not be real since all of them

have W < 0.14 .

9.2.7 Q0142-100 (zem = 2.727)
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The high resolution spectrum (0.84 ) by Sargent et al. (1988) shows 115 Lya forest
lines between the Ly and Lya emission region. We did not find any significant

correlation at a scale log(r(kpc)) > 2.5 (see Fig. 9(b)).
5.2.8 Q2206-199 (zem = 2.559)

This QSO was selected for our correlation study because Pettini et al. (1990)
observed it with an extremely high resolution (~ 0.094 ). There are 74 Lya forest
lines in the line list given by Pettini et al.. Although there are gaps in the spectrum
which are not covered by the observation this should not affect the correlation
measurement significantly. The extremely high resolution enables us to explore
the correlation at very small separations. Marginal signals are detected at small

separations, that are caused by very weak lines with W < 0.14 (see Fig. 9(c)).

5.2.9 Q12474267 (zem = 2.039)

This QSO was selected because it has a relatively low redshift. Also this is a very
bright quasar and the spectrum by Sargent et al. (1988) has a very high S/N ratio.
There are 47 Lya forest lines listed by Sargent et al.. The sample 1, which includes
all these lines, shows a significant signal for the smallest separation bin (see Fig.
9(d)). After removing the 7 lines (lines 42 to 48) within a distance 20Mpc from the

quasar the correlation signal disappears.

From Green et al. (1980) Fig. 9 we see that the observed flux at A,;, = 60004

1s about 750uJy. The spectral index longward of Lya emission is a ~ 0.5. We thus
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have L ~ 5 x 10%'ergs sec"'Hz™!. Adopting r., & 20Mpc we get J_z2 ~ 0.8 at

z = 2.

5.3 Summary and Discussion

We have measured the equivalent width correlation functions of the six highest
redshift QSOs (2., > 3.5) for which we could find the absorption line lists in the
literature. We have also investigated four other QSOs which have high quality
spectra and published absorption line lists. In four cases (Q0000-263, Q2000-330,
Q0055-269 and Q1247+267) we have detected a positive correlation signal in the
smallest separation bins, which seems to have been produced mainly by the lines

near the QSO emission redshifts.

It is well known that there are many uncertainties involved in measuring equiv-
alent widths of QSO absorption lines: (i) the noise due to counting statistics, sky-
background and small-scale detector irregularities; (ii) the subjective decomposition
of blended lines; and (iii) the uncertainty in the continuum level in the Lya forest
region. Our measurement of the equivalent width correlation relies critically on the
quality of measurement of the weak lines, because of the uncertainties these lines are
usually the least reliable, especially in the case of low resolution and low S/N ratio
spectra. We also know that the measured redshift of an absorption line does not
necessarily represent its position in space. At z = 4 a line of sight peculiar veloc-
ity 100km/sec corresponds to a separation of 180kpc. Such velocity dispersion, as

well as poor spectral resolution, affect our correlation results at small separations.
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But these uncertainties alone are not enough to explain why the correlation is pro-
duced by the lines near QSO emission redshifts. One possibility is that the spectral
signal-to-noise ratio (S/N) systematically declines towards the blue end because of
the observed wavelengths becoming closer to the ultra-violet atmosphere cutoff and
because of instrumental throughput and detector sensitivities decrease at shorter
wavelengths. Also a strong Lya emission will enhance S/N near the emission red-
shift. This may allow more weak lines near QSO emission redshift to be accepted
into the line list and thus generate a significant equivalent width correlation. In
Fig. 10 we have plotted the S/N for some line samples of Q0000-263, Q0055-269
and Q12474267. Notice that in Q1247 the S/N is the continuum signal-to-noise
ratio while in Q0000 and Q0055 the S/N is calculated over the range of pixel val-
ues included in each absorption line; thus, for the weakest lines, the plotted value
represent the actual continuum S/N, whereas for strong lines the plotted value is
likely to be considerably less than the actual continuum S/N (Steidel 1990). The
decline of the S/N towards the blue end can be clearly seen. To test this expla-
nation simulated spectra with inhomogeneous continuum S/N should be measured
to see if a significant correlation can be generated. Another explanation for the
correlation signal is that the continuum level at the blue wing of the Lya emission
line has be underestimated, or the continuum level at the shorter wavelengths has
been overestimated. This can also lead to more weak lines near the QSO emission

redshift and thus an equivalent width correlation signal.

On the other hand if the above mentioned observational uncertainties are not



126
serious at least for some line samples, say, the sample 6 of Q0000-263, then the
detected correlation signal needs a physical explanation. We have discussed in §5.2.1
the possibility that the signal may be produced by the enhanced ionizing field near
QSOs. In the case of the Q0000-263 sample 6, the affected range is large and the
inferred J at z = 4.1 is considerably smaller than the value estimated by Bajtlik et
al. (1988) and Lu et al. (1991) for lower redshifts. But it may still be consistent
with what we have computed for QSO contribution (see Table 1). It is interesting
to note that very recently Dobrzycki and Bechtold (1991) have discovered a large
(~ 10Mpc) void in the spectrum of QSO 0302-003. From the assumption that the
void is due to the proximity effect generated by the observed nearby quasar, they
derived J_5; = 0.1 at z &~ 3.2. But this result can be further complicated by the

possible quasar anisotropic emission and luminosity variation in the time scale of a

few times 107 years.

After removing the enhanced ionization effect the residual small (or even zero)
equivalent correlation may be explained by invoking the cut-off effect which we have

discussed in §4.

At present epoch the mean space density of L* galaxies is roughly 10~2Mpc~3,
while for QSOs we have assumed that the comoving space density is n(L)?/(L?) ~
3% 107%Mpc~3 at z > 2.2 (see §3.1). Since £ is inversely proportional to source

space density, we are not expected to see any detectable ¢, yw if galaxies dominate

the ionizing field, unless we include those lines near a powerful QSO.
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6 CONCLUSIONS

By using Markoff’s method we have derived the joint probability distribution of
intensities of ionizing field at two different places. The intensity correlation func-
tion £; has been calculated for randomly distributed QSOs as the main ionizing
sources, including the absorption produced by QSO absorption line systems. We
have shown that the Lya forest line clouds can be used as intensity indicators to
reveal {7 at high z. The equivalent width cutoff effect, which is introduced because
spectroscopic observations cannot detect very weak lines, has been examined by
constructing a top-hat toy model. It is shown that such effect usually leads to a
smaller equivalent width correlation {;,w, compared with £;. We have measured
£1/w for some selected QSOs and have found, in some cases, strong correlation
signals at small separations. Careful examination has shown that such signals are
mainly produced by the lines near the QSO emission redshifts. One possible expla-
nation to the detected correlation is that the spectral S/N is not uniform, it declines
at shorter wavelengths. This means that more weak lines can be detected near the
QSO emission redshifts which leads to the measured equivalent width correlation.
Another explanation is that the correlation is produced by the enhanced ionizing
field near QSOs. If this latter explanation is true, from the affected range by QSOs
we conclude that J,, is less than 10~ 2'ergs cm™2s"!Hz !sr~! at z ~ 3.5. More

works are needed to determine the nature of the detected correlation.
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Table 1. Some calculated results.

2 o,
Zobs zc(zoba) "'O(zoba)(Mpc) J—-22(zobs) m(oLrn()-Isi rcorr(kpc) A/\corr(A )

22  2.52 104.8 5.0 3.2x10™* 163.5 0.61
2.5 2.79 75.9 4.8 6.4 x 10~¢ 236.0 1.10
30 324 45.0 4.2 2.1x 1073 446.4 2.90
3.5  3.70 27.9 3.7 6.1 x 103 758.9 6.62
40 4.17 18.2 3.3 1.6 x 1072 1175.7 13.34

42 436 15.6 3.2 2.2 x 1072 1319.8 16.52
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Table 2. Absorption line samples for measuring &;/w.

Object Sample W, (A) r, (Mpc) M. (A) # oflines Pair #  Refs.

in bin 1, 2

Q0000-263  S1 140 17, 40 1
Zem = 4.104  S2 20 96 16, 41
res.=1.24 S3 30 73 16, 38

S4 0.16 124 15, 38

S5 0.2 112 20, 36

S6 0.16 20 5515 62 20, 33

S7 0.2 20 77 17, 37
Q1208+101  S1 62 15, 44 1
Zem = 3.811  S2 0.2 55 19, 32
res.=1.64 S3 10 47 16, 27

S4 0.2 10 44 16, 32
Q2000-330  S1 126 19, 35 2
Zem = 3.78 S2 0.16 111 16, 34
res.=1.54 S3 0.25 84 12, 41

S4 20 93 17, 29

S5 30 74 19, 45

S6 0.16 20 81 18, 53

S7 0.25 20 63 18, 40
Q0055-269 Sl 43 19, 35 1
Zem = 3.653  S2 0.16 36 16, 25
res.=1.14 S3 5 36 18, 28
Q0837+109  S1 88 19, 34 3
Zem = 3.326 S2 0.1 80 15, 30
res.=0.84 S3 0.2 55 15, 21

S4 20 57 16, 31

S5 4880 81 15, 35

S6 4925 70 16, 35
Q0142-100  S1 115 18, 30 3
Zem = 2.727  S2 0.1 91 16, 30
res.=0.84 S3 10 106 14, 41
Q2206-199  S1 74 14, 37 4
Zem = 2.559  S2 0.05 63 18, 28
res.=0.094  S3 0.10 47 17, 62

S4 10 69 14, 32
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Table 2. (continued)

Object Sample W, (A) rp (Mpc) A (A) # oflines Pair#  Refs.

in bin 1, 2
Q12474267 S1 47 16, 47 3
Zem = 2.039  S2 0.1 39 17, 29
res.=0.84 S3 20 40 16, 37

References: 1. Steidel 1990; 2. Hunstead et al. 1986; 3. Sargent et al. 1988; 4.

Pettini et al. 1990.
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FIGURE CAPTIONS

Figure 1. The coordinate systems (r,1) and (z,y); and the integration area (shaded

area) for calculating I;(r;).
Figure 2. I;(u;)/u; as a function of u.

Figure 3. The effective optical depth 7 (v, 2obs, 2) as a function of z for various

Zobs- The dashed and dotted lines are the two approximations (see the text).
Figure 4. Calculated intensity correlation function 1 + £;(r) at various epoch z.

Figure 5. The integration region (shaded) for calculating Eqs. (4.1) and (4.2)

when a cut-off W, is imposed.

Figure 6. Calculated equivalent width correlation function & yw for the top-hat
toy model. Various cut-offs are labeled beside the curves. (a) f(A) o §(A— Ay); (b)
uniform f(A) distribution; (¢) f(A4) o A~}7 with a high A cut-off; (d) f(A) x 4717
without a high A cut-off, the open circles are the Monte Carlo simulation results

for W, = 0.0, 0.08 and 0.15.

Figure 7. Calculated equivalent width correlation function & yw for the top-hat
toy model. Various cut-offs are labeled beside the curves. f(A) < A=!7 without a

high A cut-off, similar to the model in Fig. 6(d) but with A,,;, = 10 and n = 100.

Figure 8. Measured equivalent width correlation functions for four QSOs with
zem > 3.65. (a) Q0000-263; (b) Q1208+101; (c) Q2000-330; (d) 0055-269. Defini-

tions of various samples can be found in Table 2.
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Figure 9. Measured &, for some selected QSOs. (a) Q0837+109; (b) Q0142-

100; (c) Q2206-199; (d) 1247+267. Definitions of various samples can be found in

Table 2.

Figure 10. (a) The signal-to-noise ratio S/N calculated over the range of pixel
values included in each absorption line for the Q0000-263 sample 1 lines (from
Steidel 1990); (b) same as (a) but for the Q0000-263 sample 6 lines; (c) same as (a)
but for the Q0055-269 sample 1 lines; (d) the continuum S/N for the Q12474267

sample 1 lines (from Sargent et al. 1988).
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CHAPTER FIVE

ON THE HI COLUMN DENSITY DISTRIBUTION OF

QSO ABSORPTION LINE SYSTEMS

SUMMARY. We present a simple explanation for the observed neutral hydrogen
column density distribution of QSO absorption line systems. We model a “typical”
absorption system as a non-uniform spherical hydrogen cloud exposed to an isotropic
1onizing background. We solve the coupled ionization balance and radiation transfer
problem (the “inverse HII region” problem) for the absorbing clouds and calculate
the column density distribution f(N). We show that with an appropriate density
gradient in the clouds we can reproduce the observed overall power law distribution
and the apparent excess of absorption systems with N > 2 x 102°cm™2, which is
recently discovered by Lanzetta et al. (1991). The calculated f(N) curve is not
sensitive to the input ionizing spectra and is a generic feature of the assumed density
distribution. In our model all QSO absorption lines have the same origin, the ionized
outer envelopes produce the weak Lya forest lines while the neutral cores result in
the damped Lya systems. We discuss the consequences of such models and propose
star-forming dwarf galaxies as primary candidates for QSO absorption line systems.

Our calculations also showed that the uniform cloud models are highly unlikely.
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1 INTRODUCTION

High resolution spectroscopy observations of bright quasars have revealed a very
impressive feature of neutral hydrogen column density distribution of QSO absorp-
tion line systems. From logN(HI) ~ 13 for the weak Lya forest line systems to
logN(HI) ~ 22 for the damped Lya systems, the distribution function f(N) can
roughly be represented by a single power law: f(N) oc N~# with 8 ~ 1.5 (Tytler
1987, Sargent et al. 1989). This remarkable observational fact sets very stringent
constraints to the possible models of QSO absorption line systems. For example, if
QSO absorption line systems are produced by randomly distributed and randomly
oriented identical sheets, then the resulting column density distribution would be
f(N) o« N72 (notice that for a tilted sheet the projected cross section along a
line of sight is reduced), too steep to explain the observed distribution. Another
example concerns the pressure confined model of Lya forest line systems (Sargent
et al. 1980; Ostriker and Ikeuchi 1983; Ikeuchi and Ostriker 1986). In this model
the optically thin (logN < 17) clouds are confined by a hotter and more rarefied
intergalactic medium. But as pointed out by Rees (1987), since the model requires
the same density for all clouds at a certain epoch, column density N scales only
with the cube root of mass, and for 10'3cm™2 < N < 10'7cm™2 a resulting range

of 10'? in cloud masses is too large to be accommodated.

The observed smooth connection of the optically thin and the optically thick

parts around N ~ 10"cm™ in the observed f(N) curve is a surprising result.
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People had expected that for those clouds with N 2 10'7cm ™2, where self-shielding
occurs, the distribution would look very different. Duncan and Ostriker (1988)
had constructed models in which a “step-down” in f(N) at N ~ 10'7cm™2 does
appear. They claimed their result is in agreement with the observations by Bechtold
(1987). We now know that better data from Sargent et al. (1989) have failed to
show such a “step down” at the claimed place. However, very recently Lanzetta et
al. (1991) have measured a large sample of damped Lya systems and discovered
an apparent excess of absorption systems with N > 2 x 10*°cm™? compared with
what is expected based on an extrapolation of the column density distribution for
systems with N < 2 x 10*°cm™2. In this paper we demonstrate that non-uniform
spherical clouds with an appropriate radial density distribution can reproduce the
observed column density distribution. We solve the coupled ionization equilibrium

and radiation transfer problem in such clouds and discuss the implications of this

model.

2 MODEL CALCULATIONS

2.1 Model Description

We develop a simple model for Lya clouds below. We model a “typical” absorption

system as a spherical hydrogen cloud with a non-uniform density distribution

na(r) =ng(0)/(1+(r/rc)*)?, (2.1)
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where ng(0) is the central number density, . is the core radius and p is a constant.
Since we are only interested in the neutral hydrogen content of a cloud here, the
neglect of helium introduces little error (the results including helium will be given

in a separate paper).

We adopt the widely held belief that Lya clouds are photoionized by an
isotropic ionizing background produced by integrated UV flux from quasars and
young galaxies at high redshifts. Since the optically thin outer envelope of a cloud
has little effect on the radiation transfer, we have done our calculations by using a
cut-off radius R.,, for an absorbing cloud. R, is smaller than the real cloud size
R, but we make sure that R,y is big enough so that the final results will not be

affected. The geometry of such non-uniform spherical clouds is shown in Fig. 1.

We solve the ionization equilibrium in a cloud:

*d4nJ,0,
nHI/ ™ dv = ap(HI,T)(nyg — nyr)?, (2.2)
vr

where v[, is the Lyman limit frequency, ag(HI,T) is the hydrogen recombination
coefficient to all excited states, and o, = oo(v/v)™® with 09 = 6.3 x 107 '8¢cm? is
the hydrogen photoionization cross section. In our calculations we have assumed
apg(HI,T) is a constant throughout the cloud, i.e., the cloud is isothermal. Since
ap(HI,T) varies only slowly with temperature T, this is a fairly good approxima-
tion at the optically thin outer parts. At the optically thick parts of an absorbing

cloud, hydrogen is mostly neutral and the neutral fraction is independent of the
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adopted recombination coefficient. Since the transition region between the opti-
cally thin and the optically thick parts is quite narrow, as we will see below, this

assumption should not affect our results seriously.

The mean intensity J, at radius r is given by

1
4rJ, = 2#]3/ e_"‘("/"")—adu, (2.3)

-1
where J) is the mean intensity of the isotropic ionizing background and y = cosé

(see Fig. 1). For u < 0 we have

Reut 1 !
Tu(r) = 09 npilr Jdr 5 (2.4a)
P V1= (r/r)2(1 - p?)
and for u > 0 we get
r N0 Reut Ndr'!
ra(r) = o0 nar(r)dr nurly )dr (2.48)

+0 )
Tmin \/1 - (r/r,)2(1 - “2) ° Tmin \/1 - (r/rl)2(1 - “2)
where rpin = ry/1 — p?. Let t2 = (+'/rpmin) — 1, the above two equations can be

rewritten as

\/Rcut/rmin—l 1+t2
V1/V/i-pi-1 V2 + ¢

Tu(r) = 200r/1 — p?

nHI[rm,-n(l + tz)]dt (2.5(1)

for 4 < 0, and

Tu(r) =20or/1 - 42

V1/y/1-p2-1 1+t2 ) 9 p
min +1 t
‘/0 \/2_*_—t2nHI[r ( )]

vV Rcut/rmin_l 1 +t2

2+ ¢2

’nH[[T'm,'n(l + t2)]dt (25b)

+ 209ry/1 —,u2/
0

for 1 > 0. Egs. (2.5a) and (2.5b) have been used in our numerical calculations.
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Define A as
o dndioy 4,
- 29
we get
nHI = A2 S . (2.7)

(1+ﬁ)+\/(1+_ﬁ)2—1

It is clear that when A decreases ny increases, and a larger n 1 leads to a smaller A
value. So we can use an iteration scheme to solve the above ionization equilibrium.
For the starting step we simply neglect absorption and A is easily calculated. From
Eq. (2.7) nyy is calculated and 7, is calculated from Egs. (2.5a) and (2.5b). Then
a better A is evaluated, and a better ny; calculated, and so on. In our practice this

scheme is quite stable and the solution converges quickly after 10—20 iterations.

After ny has been obtained, we calculate the neutral fraction log(ny/n H)s

the radial optical depth 7,(r), and the optical depth at an impact distance b, 73(b).
These two optical depths are given by
RC"‘
Tr(r) = 0y / nHI(r/)drl, (28)
and
(R:u!_b2)1/2
(b) = 200/ nyi(z)dz. (2.9)
0

Since the probability of obtaining a column density in the range N—N + dN is

proportional to the projected area corresponding to b—b + db, the neutral column

density distribution function can be written as

f(N)IN = —Bbdb, (2.10)
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where B is a normalization constant. This expression implicitly assumes that all

absorbing clouds are identical.
2.2 Density Gradient in a Cloud

We first examine the number density distribution ng(r). At radiusr > r., ng(r) <
r~2P_ Since the outer envelope of a cloud is almost completely ionized and ng o n¥;
we have for low column densities f(N) oc N7%, where 8 = (4p + 1)/(4p — 1) (see
Rees 1987 and Milgrom 1988). Observationally, Hunstead (1987) found that at
(2)=3.6, 8 = 1.57 £ 0.05 for logN > 13.25; while Carswell (1987) claimed 8 ~ 1.75
for 13.5 < logN < 15.5. We adopt 8 = 5/3 and thus use p = 1 in our model

calculations.

We are still left with two free parameters, ny(0) and r., in the ny(r) distribu-
tion. We now try to “determine” very roughly the values of these two parameters
for our model clouds. Firstly, we observe that the central hydrogen column density,
1.e., the maximum neutral hydrogen column density in optically thick case, is given
by N (0) =~ 10*2ny(0)(r./kpc)em™2. If we require Ny (0) ~ 1022cm~2, which is
about the maximum observed neutral hydrogen column density in QSO absorption
line systems, we get n H(0)(rc/kpe) ~ 1. Secondly we notice that for a small core
radius and an input ionizing background J? = Jy(v/vy)~*, the neutral column

density as a function of the impact parameter b is given by

N(b) ~ 2 x 10°n%,(0) (ﬁ’;) B (1&)4 (3 ; 3) x
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ap(HI, T) Jo \7' _
( 2 % 10-13 ) (10-21 om™" (2.11)

for the optically thin outer envelope. Spectroscopic observations of the gravitation-

ally lensed QSO pair Q23454007 A, B by Foltz et al. (1984) showed that the two
lines of sight contained a number of common Lya absorber at 243, ~ 2. New anal-
yses by McGill (1990), Duncan (1991) and Steidel and Sargent (1991) have shown
that the characteristic size of Lya clouds is not well constrained by the observa-
tions and it could be considerably larger than the previously quoted ~ 10kpc. This
is further supported by the very recent work of Smette et al. (1991) for the Lya
forest in the gravitational lens system UM 673 A, B (2em=2.727, separation 2."2).
They found that all 68 lines present at 50 in B are present in A; there are only
two anti-coincidences (present in A, not in B at 30), and these could be a MgII
doublet. They also found that the equivalent widths are strongly correlated in the
two spectra, essentially proving that the two lines of sight intersect the same clouds.
The inferred cloud diameters are in the range 12 < d < 160k, kpc (20 limits). If
we take Jo ~ 10™*ergs sec!cm™?Hz " !sr !, a value suggested by studying the so
called “proximity effect” in Lya forest line distribution near quasar emission red-
shifts (Bajtlik et al. 1987 and Lu et al. 1991), and require N(b) = 10'%cm~2 at
b = 20kpc, we get very roughly, using ny(0)(r./kpc) =~ 1, ng(0) ~ 5ecm™2 and
re ~ 0.2kpc. We will use these values in most of our models. And we will also do

some calculations with different input ny(0) and r. values.

2.3 Input Ionizing Spectra and Models
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At present we don’t know what kind of ob jects dominated the ionizing background
at high redshifts. So we don’t know the spectral shape of ionizing field. We do know
that absorption produced by QSO absorption line systems is significant, especially
at high redshifts. Because of such absorption the resulting integrated spectrum
of ionizing background will be quite different from the intrinsic source spectrum
(see Chapter Two and Chapter Three). It is then clear that the absorption and the
resulting background are coupled together. This makes it very difficult to determine
the ionizing spectrum at high frequencies, because we have to model the helium
absorption in absorbing clouds to get a self-consistent solution. Fortunately the
hydrogen content of a cloud is not very sensitive to the number of high energy
photons because of the small ionization cross section of HI at high frequencies. We

will try various ionizing spectra below and examine the resulting neutral hydrogen

column density distributions.

2.3.1 Power Law Spectra

Quasars have a power law intrinsic spectrum. Here we consider an input power law

ionizing background:

I = Jo(v/vy)~e. (2.12)

We choose s = 1.5 for simplicity and call these P15 models. One P15 model, P15-1,
is shown in Fig. 2. The input model parameters can be found in Table 1. Notice that
the result depends on the ratio J, /ep(HI,T), not Jy or ag(HI, T) individually. For

Jo/aB(HI,T) = 5X10'9ergs cm_5Sr'1Hz"1, ap(HI,T) = 2x10713cm3s~! means
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Jo = 107%Yergs s~'em~2Sr~1Hz~!. The observed data points are from Lanzetta
et al. (1991). For comparison we have normalized our results to the observations
at logN=17.6, simply because this column density bin has a small vertical error
bar. We see that our simple model fits the observations quite well. And it even
reproduces the apparent excess at N > 2 x 1022cm~2. We see that a significant

deviation from the power law distribution begins at logN 2 19.5 and a “shoulder”

is formed around logN ~ 20.5.

2.3.2 Black Body Spectra

Spectra of young galaxies, in which there are still many massive main sequence
stars, may be approximated by black body radiation. We now consider a black

body ionizing field:

2h1? 1
2 etk —1’

J=Jp (2.13)

where T is the black body temperature and Jp is a normalization constant. We
calculate for T=3,000K and T=5,000K and call these BB models. Two such BB
models, BB-I and BB-II, have been calculated and the results are shown again in
Fig. 2. The input parameters are listed in Table 1. The normalization is done
by assuming that the total ionizing photons are the same as in the above P15-I
model. This leads to Jg = 887.66 x 10~%! for T=3,000K and Jg = 50.68 x 10~2!
for T=5,000K. It is equivalent to say that J,, = 2.4 x 10" ?!ergs s~ lem~2Sr~!Hz ™!
for T=3,000K and J,, = 1.2x 10" ergs s~ !cm~2Sr~!Hz~! for T=>5,000K. Because

of the lack of hard photons the low T' model produces a steeper transition from the
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ionized region to the neutral core. This results in a slightly larger bump in f(N)
distribution around logN=20.5 for the low T model. We see that these two models
still fit the observations quite well. This means that the neutral hydrogen column

density distribution is not sensitive to the spectral shape of the input ionizing field.
2.3.3 Flat Spectra with a Cut-off

It has been shown in Chapter Two and Chapter Three that for ionizing sources
with an intrinsic power law spectrum L, v~?, because of the Lyman continuum
absorptions produced by QSO absorption line systems, the resulting spectral index
of ionizing background is tilted from s to s — 1.5 near the Lyman limit frequency.

So it is of great interest to consider an input flat spectrum with a cut-off at v,:

0 _ Jo ifVL<V<Vc;
o= {0 ifv>v,.. (2.14)

We choose the Hel (5044) or Hell edge (2284) as the cut-off frequency in our
calculations and call these POC models. Such cut-offs may be relevant if the helium
absorption is important and/or if young galaxies dominate the ionizing background
(see Miralda-Escudé and Ostriker 1990). Results of five POC models are shown
in Fig. 3. The corresponding input parameters are given in Table 1. We see
that for A\, = 5044 (model POC-IV) the transition from the optically thin region
to the optically thick core is sharp and a sizable bump in f(N ) distribution near

logN=20.5 results in. We also see from our models POC-1, POC-II and POC-III that

increasing the amplitude of the ionizing field at the Lyman limit frequency reduces
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the size of the neutral core, but the shape of f(N) curve is almost unaffected. All
these three models fit the observations fairly well. In the model POC-V we have
used ngy(0) = 0.5cm™2 and the central hydrogen column density is thus lowered
by a factor of 10, we see again that the f(N) curve is similar to the other models.
We conclude that the shape of the f(NN) curve is a generic feature of the assumed
density profile in the absorbing clouds and is not affected significantly by the input
lonizing spectra. So the observed f(IN) distribution may be used as a diagnostic to

determine the density distribution within absorbing clouds.
2.3.4 6-function Spectra

We have seen from the above that different input ionizing spectra produce some-
what different features near logN=20. Generally the transition from the optically
thin region to the optically thick region is sharper and the bump feature is more
significant when there are very few high energy photons. Here we consider an ex-
treme case in which all the ionizing photons have the same frequency vy, 1.e., the

lonizing spectrum is a é-function:
J) = Job(v —vy), (2.15)

where Jo is a normalization constant. Again we choose to normalize to the total
lonizing photons of our model P15-1. This normalization leads to Jo = 2.2x 10 %ergs
s"lem™2Sr™!. We call these D models. One such model, D-I, is shown in Fig. 2.

The input parameters are given in Table 1. As expected the bump feature is quite

remarkable and the fit to the observations is poor at logN ~ 19.5.
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2.4 Uniform Clouds

If we let r. be very large in our density distribution n H(r), we get a uniform cloud.
To understand the f(N) distribution for uniform clouds we first consider the case
in which all clouds are neutral. The neutral column density corresponding to an
impact distance b is N = 2npy(R2 — 2)1/2 for a uniform neutral cloud, where R,

is the radius of a cloud. If all clouds are the same we get

N for N < N,uz;
F(N) o {0 for N > Nymas. (2.16)

In the above expression N,,,, = 2R.ny 1 1s the maximum neutral column density.
Therefore we expect that the neutral cores of optically thick clouds will produce a
f(N) « N at high N end and the ionized outer parts will also lead to a f(N) x N
for low column densities. To see how the transition region joins the high and low
N parts on the f(N) curve we have calculated four uniform models. We call these
U models. In all these models we have used a flat spectrum with a cut-off at )\,
for the input ionizing field. Our results are shown in F ig. 4. The input parameters
can be found in Table 1. All our four models have the same normalization constant
B. These curves confirm our speculation about the slop at both high and low N
ends. We see that the calculated shape of f(N) curves for uniform clouds is very
different from what is observed. Thus many kinds of clouds with different sizes
and densities are needed, and their relative space densities have to be fine-tuned
in order to reproduce the observations. We feel that such uniform cloud model is

highly unlikely.
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3 DISCUSSION

We have seen from §2 that our simple models fit the observations quite well. But
we want to point out that in the above calculations we have assumed that all
absorbing clouds are the same. This certainly is an oversimplification. There may
exist many kinds of clouds with different masses and diameters. But as long as these
clouds are optically thick at the center and have an appropriate density profile, they
all produce a similar column density distribution, and the shape of the resulting
f(N) distribution will not be very different. Deviation from a single power law
distribution does occur because the central parts of a cloud are neutral while the
outer parts are ionized. But we see that the “bump” appears at logN ~ 20.5, instead
of at logN ~ 17 as some people had claimed. Our simple model thus explains the
overall power law shape of f(NV) and the apparent excess at N > 2 x 102%cm~?2
quite naturally. Our results also support the speculation made a few years ago by
Tytler (1987) that all QSO absorption lines have the same origin and belong to a
single population. In this new picture the Lya forest lines are produced when going
through ionized outer envelopes of absorbing clouds, while the damped Ly« systems
arise from neutral cores. Similar conclusions have also been reached by Murakami

and Ikeuchi (1990) in a recent paper.

We now turn to discuss the consequences implied by our model. First we notice

that the hydrogen mass of a cloud is given by

2
My ~ 3 x 10%n1(0) (k'"—pc) (kipcc) Mo, (3.1)
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for p=1and R. > r.. For ng(0) = 5em™3, r. = 0.2kpc and R. = 50kpe we get

My ~ 3 x 10° Mg, similar to that of the present day dwarf galaxies.

We then estimate (2§, the contribution of such clouds to the present day cosmo-
logical density parameter. To do this we first evaluate the comoving space density of
absorbing clouds at redshift z, Ncom(2). For simplicity we again assume all clouds
are identical. Let dn/dz be the number of systems with neutral column density
larger than some criterion value N in unit redshift interval, and let ¢ be the ab-

sorption cross section for producing N > N, we then get

dn/dz 1
o(dl/dz) (1 +2)%’

ncom(z) =

(3.2)

where dl is the proper length interval corresponding to dz. dl/dz depends on the
cosmological models used. For the standard Friedmann cosmology (A = 0) with a

density parameter g, we have

dl
= Hiou +2)72(1 4 Qoz) /2. (3.3)

In a flat inflation model with a non-zero cosmological constant, we get

dl - -
i A (R0 Sl (RS L - R (34)
0

The above expression can be obtained by differentiating Peebles’ (1984) Eq. (7)
relative to z. According to Sargent et al. (1989) the number of clouds per unit

redshift interval, with Lyman limit optical depth 7 > 1.5, is ~ 2 at redshift z ~ 3.

Let ry 5 be the impact distance corresponding to a 7 = 1.5, we have o = nr? <. For
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our model POC-I r; 5 ~ 4kpc. Adopting this value we get, at z = 3, Neom(2)
7ThMpc~3 and 4hMpc 3 for Q = 1 and 0.2, respectively, in the standard Friedmann
model; n.om(2) 2 3hMpc~2 for Qp = 0.2 in a flat inflation model with a non-zero
cosmological constant. In these expressions h = H, /(100km sec™'Mpc~'). These
values can be compared with the local number density of dwarf galaxies. In the
above three cases we thus have Q5h ~ 0.023, 0.013, and 0.010(My/10°Mg) from
QSO absorption line systems at z = 3. For comparison the theory of Big Bang
nucleosynthesis predicts QA% < 2.2 x 1072, where § is the baryon density in units
of the critical density (Kawano et al. 1988). We see that at z = 3 it is possible that

most baryons took the form of QSO absorption line systems.

We can also estimate the volume filling fraction, f., for our model clouds. We

have, at redshift z,

_471'

fe==

Rgncom(z)(l + z)3. (3.5)

For the three cases considered above we get f. ~ 0.23, 0.13 and 0.10h(R./50kpc)®
at z = 3. We see that at z = 3 our model clouds filled a large fraction of the

universe.

We must point out that due to the simplifications used in this paper the above
estimates are necessarily very crude. Although it has been demonstrated that our
results are compatible with current observations and theories, the adopted model
parameters are by no means unique. Different sets of parameters might lead to very

different conclusions about M H, 2§ and f.. A complete model should also address
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the effects due to a distribution of cloud masses and sizes which we currently don’t
know. Future observations are needed especially to get better determination of the

sizes of absorbing clouds.

We also point out that since cloud mass My is small in our models, its gravity
cannot confine the hot outer envelope. These clouds may be confined by cold dark
matter minihalos as suggested by Rees (1986) and Ikeuchi (1986) or they may be
undergoing free expansion when the ionization of the universe occurred (Bond et
al. 1988). Whether such mechanisms can produce the right density profile across
an absorbing cloud remains to be investigated. In such investigations it is necessary

to include thermodynamics and hydrodynamics.

We notice that the Lya forest lines and the stronger metal containing Lyman
limit systems evolve quite differently (Hunstead 1987; Sargent et al. 1989). This
cannot be due to the evolution of ionizing background alone. It is true that the
decrease of J? at low redshift (see Bechtold et al. 1987) increases the neutral
core radius and thus we would expect to see more high N systems than predicted
by a non-evolving model. But at the same time the absorption cross sections for
producing low column density lines also increase and the resulting f(N) distribution
will not be changed significantly. This point has already been demonstrated by our
model calculations in §2. Thus the low N systems and the stronger lines would
evolve in a similar way, inconsistent with the observations. Clearly we need some

other mechanisms to produce different evolution laws for low N and high N systems.
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One possibility is that because of the increase of neutral core radius at low redshift,
an absorbing cloud might become more vulnerable to gravitational instability, as
pointed out by Murakami and Ikeuchi (1990). The central parts of a cloud may
collapse, fragment, and form stars. In this way the observed clustering of strong
line systems can be explained and there are metal lines associated with these strong
lines. It is also possible that the absorbing clouds may merge together to form
larger systems at later times. They could evolve into dwarf galaxies, or/and even
normal galaxies which we observe today. Still another possibility is that the ionized
outer envelope is undergoing free expansion, as we have mentioned before. This
reduces ny within the envelope and leads to a decrease of detectable absorption
systems along a line of sight at low redshift. There is one more piece of evidence
which favors this freely expanding envelope picture (actually it is not that free since
the expansion is against gravity of a cloud). Recent observations by Pettini et al.
(1990) indicate that very low-N Lya forest lines have small velocity widths (but see
Peacock 1991 and Carswell et al. 1991). The temperatures implied by these lines
are less than 10*K and cannot be reconciled with photoionization. But Duncan et
al. (1991) have shown that these observations can be understood as the result of

expansion cooling against some confining agent (gravity or external pression).
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Table 1. Model parameters.

Models  n(0) re Reut Jy, Jap(HI,T) T (K) A J(A)
(em™)  (kpc) (kpc) (ergs cm™5 Sr~! Hz™?1)

P15-1 5 0.2 23 5.0 x 10~°

BB-I 5 0.2 23 1.2x 1078 3 x 10*

BB-II 5 0.2 23 6.0 x 10™° 5 x 10*

D-1 5 0.2 20

POC-I 5 0.2 23 5x10~° 228

POC-II 5 0.2 15 2.5 x 108 228

POC-III 5 0.2 30 1x10°° 228

POC-IV 5 0.2 23 5% 107° 504

POC-V 0.5 0.2 4 5x 1079 228

U-1 0.05 5 5x 1079 228

U-11 0.05 5 5x107° 504

U-III 0.05 3 5x 1077 228

U-1V 0.03 5 5x10~° 228
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FIGURE CAPTIONS

Figure 1. Geometry of non-uniform spherical models.

Figure 2. (a) log(nyr/ny) vs. r for models POC-I (solid line), P15-I (dashed line),
BB-I (dot-dash-dot-dash line), BB-II (dotted line) and D-I (dash-dot-dot-dot line);
(b) log(7r(r)) vs. r; (c) log(rs(b)) ws. b; (d) log(F(N)) vs. log(N), the observed

data points are from Lanzetta et al. (1991).

Figure 3. (a) log(ngs/ny) vs. r for models POC-I (solid line), POC-II (dashed
line), POC-III (dot-dash-dot-dash line), POC-IV (dotted line) and POC-V (dash-dot-
dot-dot line); (b) log(r(r)) vs. r; (c) log(rs(b)) vs. b; (d) log(f(N)) vs. log(N),

the observed data points are from Lanzetta et al. (1991).
Figure 4. (a) log(nyr/ny) vs. r for models U-I (solid line), U-II (dashed line),

U-III (dot-dash-dot-dash line) and U-IV (dotted line); (b) log(7-(r)) vs. r; (c)

log(7s(b)) vs. b; (d) log(f(N)) vs. log(N).
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Figure 1
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Figure 4
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CHAPTER SIX

THE IONIZATION STRUCTURE OF QSO Lya CLOUDS

SUMMARY. In this paper we present an iteration scheme to solve the coupled
lonization balance and radiation transfer problem (the “inverse HII region” prob-
lem) for a non-uniform spherical cloud, which contains both hydrogen and helium
and is exposed to an isotropic ionizing field. We calculate the HI, Hel and Hell
abundances as a function of radius r. We explore the variation of the ionization
structure under different input ionizing field spectra. As expected the Hel and Hell
abundances are sensitive to the input ionizing flux at short wavelengths. We apply
this model to the QSO Lya clouds and discuss how to get a self-consistent spectral

shape for the ionizing background.
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1 INTRODUCTION

The HI continuum absorption produced by the QSO absorption line systems is
significant, especially for high redshift objects and for the ionizing field at early
epochs (Chapter Two). It significantly reduces the magnitude of the Lyman limit
frequency intensity of the ionizing field and at the same time tilts the intrinsic source
radiation spectrum (Chapter Two). Such absorption effect is easily calculated since
we know from spectroscopic observations the HI column density distribution and
the line number density evolution of QSO absorption line systems with cosmic time.
The situation is very different for the absorptions produced by Hel and Hell in the

same absorption systems, because these ionic species have not yet been directly

observed.

There are at least two reasons why we should bother to model Hel and Hell
absorptions. The first one is that with the launch of the Hubble Space Telescope
we can now probe distant (z., > 3.1) quasars at wavelengths shortward of the
Hell Lya emissions. This will enable us to carry out the Hell Gunn-Peterson test
and to study the Hell Lya forest lines (Mgller and Jakobsen 1990). In order to
predict how significant the Hell Lya line blanketing is, we need the knowledge of
the ionizing field at short wavelengths, i.e., the intensities at frequencies larger than
the threshold energy hv = 54.4eV. Even if we have detected the Hell Gunn-Peterson
absorption produced by smoothly distributed intergalactic medium (IGM) in the

future, we also need this knowledge to translate the observed IGM ny,;; to the



175

IGM mass density.

The second reason for modeling the Hel and Hell absorptions in QSO absorp-
tion line systems is to explain the observed relative ionic column densities in QSO
metal absorption line systems. In some models these systems are assumed to have
been photoionized by the intergalactic lonizing background. Steidel and Sargent
(1989) and Steidel (1990) have used photoionization models to show that the re-
sulting relative column densities of the most abundant ions are very sensitive to
the input spectral shape of lonizing radiation. They have demonstrated that the
“soft” spectra such as those expected for young, star-forming galaxies will lead to
the result that metal line systems are dominated by low-ionization species, in clear
contrary with the observations. Thus, the observed relative ionic column densities
in QSO metal line systems may be used to set some constraints for the dominating
lonizing sources at high redshifts. To achieve this goal, however, we must first un-
derstand the frequency dependent absorptions to the ionizing flux produced by HI,
Hel and Hell in QSO absorption line systems. Given the facts that the threshold
energy for ionizing CIII is 47.9eV and the ionization potential of Silll is 33.5eV, it

1s very important to get a good estimate for the Hell continuum absorption.

There are some simplified calculations which relate the Hel and Hell column
densities to the observed HI column density by assuming the absorbing clouds are
either fully neutral or highly photoionized. In some cases the clouds are also assumed

to be uniform (Miralda-Escudé and Ostriker 1990, 1991; Giroux and Shapiro 1991;
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Madau 1991). We have seen from Chapter Five that our non-uniform spherical
cloud model reproduces the observed HI column density distribution quite well. So
it is of great interest to see how this model predicts for the corresponding Hel and
Hell column density distributions when helium is added in. In this paper we develop
an iteration scheme to solve for the ionization structure within our model absorbing

clouds and explore its variation under different input 1onizing field spectra.

2 MODEL DESCRIPTION
2.1 Physical Processes and the Ionization Equilibrium

We develop a simple model for Lya clouds below. We model a “typical” absorption
system as a spherical hydrogen and helium gas cloud with a non-uniform total H

density distribution

np(r) = —22O) 5 (2.1)

2
[1 +(2) ]
where ng(0) is the central number density, r, is the core radius and P 1s a constant.
From Chapter Five we see that the observed HI column density distribution of the

QSO Lya clouds requires p ~ 1, so we use p = 1 in our calculations. The total

heltum number density is assumed here to be n He =ng/12.

We adopt the widely held belief that Lya clouds are photoionized by an
isotropic ionizing background produced by integrated UV flux from quasars and

young galaxies at high redshifts. Since the optically thin outer envelope of a cloud
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has little effect on the radiation transfer, we have done our calculations by using a
cut-off radius Ry, for an absorbing cloud. R,,; is smaller than the real cloud size
R, but we make sure that Ry, is big enough so that the final results will not be

affected. The geometry of such non-uniform spherical clouds is shown in Fig. 1.

The ionization equations for H and He are straightforward to write down in

the on-the-spot approximation, though complicated in detail. We have

nHIJHI + Yy nHernear(Hel) + 0.96ngermeap(Hel)+

nproy(Hell)nengerrr
nHI+16.2nger + 16nperr
[1 - X(HeII)]nHIaB(HeII)nenHeHI
nygr+12.2ng.s *

0.68X(Hell)ag(Hell)n.nyerr+

0.26ap(Hel)nengerrr +

0.74ny X(Hell)ag(Hel)n.nger1
nHr + 8. Ty

= npyneapg(HI), (2.2a)

16.2nH81a1(H6II)nenHeH]
nHI +162ng.r + 16ngerr
12.2[1 - X(HeII)]nHeIaB(HeII)nenHeH]
+
nygr+12.2ng.r
6.4Tnp.r X(Hell)ag(Hel)nengerrr

ngr+ 8. Mmyer

nHeI']HeI + (1 - y)nHeHneal(HeI) +

= nenHeHaA(HeI), (22b)

and

16ngerran(Helnengerrr
nHI+16.2ng.; + 16ng. 1t

NHerlJHerr + = nengerrraa(Hell). (2.2¢)

In the above equations

© 4nJ,0,(HI
JHI = / inhvo,(HD (2.3q)

hv k

L
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oo
THel =/ _ﬁa,,(H_eI)dV’ (2.3b)
Vs hv
and
o0
JHeII :=/ 47TJ,,0’,,(H6II)dV' (236)
vy hv

The Lyman limit frequency has been denoted as v;. hvy = 24.6eV is the threshold

energy for ionizing Hel. The mean intensity J,(r) at radius r is given by

1

drJ,(r) = 27rJ3/ e (Nl gy, (2.4)

-1
where J? is the intensity of the incident isotropic ionizing background and 7,(r, u)
is the optical depth at frequency v measured from Rcu: to r along the direction

p = cosf (see Fig. 1). The optical depth per unit length is

nuro,(HI) if 13.6eV< hv < 24.6eV;
iT_., _ Jnuioy(HI) + npero,(Hel)  if 24.6eV< hv < 54.4eV; (2.5)
d nH[U,,(HI)+nHeIO',,(HeI)+ )
nHeIIU,,(HeII) if hv > 54.4eV.

The photoionization cross-sections for HI, Hel and Hell have been taken as (Oster-
brock 1989) o, (HI) = 6.3x 10718 (v /vy ) "% cm?, ou(Hel) = 7.8x107"8(v/vy)~2cm?
and o, (Hell) = 1.58 x 107'%(v/4v1)"3cm?. In our calculations we have assumed
that the various recombination coefficients are constant throughout the cloud, i.e.,
the cloud is isothermal. The following values have been adopted which are accurate
for cloud temperature T = 2 x 10*K: ap(HI) =143 x 10713, a (Hel) = 2.69 x
107'%, ap(Hel) = 1.55x 10713, ai(Hel) = 1.14x 10713, a 4(Hell) = 1.36 x 10712,
apg(Hell) =9.08 x 10~!3, and ay(Hell) = 4.56 x 10713, all in units of cm3sec™!.

The electron number density is n, = Ny +NHerr + 2nyerrr.
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The detailed descriptions of the physical processes involved in this problem
can be found in Hummer and Seaton (1964) and Osterbrock (1989). Here we only
briefly explain the ionization terms due to the ionizing photons produced by the
recombinations to form Hel and Hell. The second term in Eq. (2.2a) and the second
term in Eq. (2.2b) are due to the photons emitted in recombinations to the ground
level of Hel. These photons have energies just above hv; which can ionize both HI
and Hel. The fraction absorbed by H is (Osterbrock 1989)

NHI
_ , 2.6
v ngr+ 7.33nger (26)

The third term in Eq. (2.2a) is due to the ionizing photons emitted in recombi-
nations to the excited levels of Hel. The fifth term in Eq. (2.2a), the third term
in Eq. (2.2b) and the second term in Eq. (2.2c) are due to the recombination to
the ground level of Hell. The photons are emitted with energies just above 54.4eV,
capable of ionizing HI, Hel and Hell. The fourth term in Eq. (2.2a) comes from
the Hell Balmer continuum emission. In this process the recombination photons
have energies concentrated just above hvy, = 13.6eV. The sixth term in Eq. (2.2a)
and the fourth term in Eq. (2.2b) are due to the recombinations that lead to 2 Zp,
resulting in Hell Lya emission with hv = 40.8eV. We have assumed that among the
recombinations to all the excited levels a fraction of 1 — X (Hell) ends up populat-
ing 2 2P. The other X (HelI) fraction leads to population of 2 2, resulting in Hell
228 — 1 %S two-photon emission for which A’ + k" = 40.8¢V. For the two-photon
emission process, the photons with energies between 13.6eV and 24.6eV can only

ionize HI (the seventh term in Eq. (2.2a)), while those photons with kv > 24.6eV
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can jonize both HI and Hel (the eighth term in Eq. (2.2a) and the fifth term in
Eq. (2.2b)). In calculating the fractions absorbed by HI and Hell we have used
the approximate form of the two-photon spectrum given by Hummer and Seaton

(1964). In our calculation we have adopted X(HII) = 0.31 (Hummer and Seaton

1964; Osterbrock 1989).
2.2 Solving the Ionization Equations

We adopt the following broken power law form for the incident isotropic ionizing

field:

for v < v < vy
for v, < v <4up; (2.7)

—s3
4—) for dvy, < v < v

[ 0 for v > v,.

The ionizing spectrum is cut off at .. Now the problem is well defined: we want

to find out ng(r), nges(r) and nHerr(r) as functions of radius r.

To solve the coupled ionizing equations we first make a few simplifications. We
drop all the terms involving ny.srr in Egs. (2.2a) and (2.2b). We also drop the
second term in Eq. (2.2c) and replace a4(HeII) by ag(Hell), i.e., we assume all
photons emitted in recombinations to Hell ground level are absorbed by Hell “on

the spot”. We thus have the simplified set of the ionization equations:

nHrJHI + yngermeon(Hel) + 0.96nyerneap(Hel) = npne.ag(HI), (2.8a)

NHelJHer + (1 = y)nperneas(Hel) = nenpgerraa(Hel), (2.8b)
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and

NHelIJHerr = nenperrrag(Hell). (2.8¢)

The dropped terms may be added as small perturbations after the above equations

have been solved.

The coupled ionization equations with the incident isotropic ionizing field as
boundary condition at R.,; can be solved by using an iteration procedure. For
the starting step we assume the cloud is highly ionized and take n, = 7ng /6. We
neglect the optical depths at all frequencies and Jyj, Jyer and Jy.;; are thus

easily obtained. We calculate the first step number densities by using the following

expressions:
nH
nyr = , 2.9
HI 14+ JHI/[TLeaB(HI)] ( )
NHe
] = —m—, 2.10
MHl = T7770 (2.10)
and
JJO NHe
eIl = , 2.11
MU Z 750 15 Taerr/inean(BelD)] (2.11)
where
JJ0 = —JHel JHerr (2.12)

neas(Hel) neag(Hell)|"
After this the electron number density n, = Ty /6—(ngr+2nHer+nyerr) and y are
calculated by using the first step nyy, ny.; and ngerr- The optical depth 7,(r, )
can be calculated by integrating Fq. (2.5) along the direction i Then the new
JHur, JHer and Jy.p; can be obtained by integrating over v and y. In our practice

the directional integration is performed using a twenty-point Gaussian quadrature
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procedure. Finally from the ionization equations the new number densities are

calculated. In this step we use the following equations:

ny NHell
nyr = 1- Hel) +0.96ap(Hel)]|,
HI 1 -I- JHI/[neaB(HI)] nHOAB(HI){yal( ) B( )]
(2.13)
NHe
= 2.14
and
JJ1 NHe
_ , 2.15
MHL =TT X T Tt Jneap(HelID)] (2.15)
where

neaa(Hel)  1—(1-y)ay(Hel)/aa(Hel)
It is very important to use the above expressions since they guarantee 0 < nyr < ngy
and 0 < ny.r,nyerr < ny.. This last step is repeated many times until the results
converge. In practice this scheme is quite stable and the whole process needs about

twenty iterations to finish.

3 SOME NUMERICAL RESULTS

3.1 Model Results

We have carried out numerical calculations for several models. In these calcula-
tions we have adopted ny(0) = 5cm™3, r, = 0.2kpc and s; = 83 = s3 = 0. The
other input model parameters are given in Table 1. In this table J_,;(H]I) is the

HI Lyman limit intensity of the input ionizing field expressed in units of 10~ ?ergs
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sec”lem™2Hz'sr~!. J_5 (Hel) and J_21(HelI) are similarly defined. The adop-
tion of J_z1(HI) = 0.715 makes J? /ap(HI) = 5x10"%rgs cm~Hz'sr~!, which

is the value used in most of our Chapter Five models for pure hydrogen clouds.

The calculated HI, Hel and Hell fractions, nyI/nH, nHer/NHe and ngerr /.,
and their logarithms, as a function of radius r are given in Figs. 2—7. Also shown in
these figures are the radial optical depth 7.(r), and the optical depth at an impact

distance b, 74(b). For HI these two optical depths are defined by

Reue
(r) =0, (HI)/ nyr(r)dr, (3.1)

and
(Rgut—bz)llz
75(b) = QUVL(HI)/ nyr(z)dz. (3.2)
0

These two optical depths are similarly defined for Hel and Hell. In Figs.2—7 results
for HI are shown in solid lines, Hel results in dashed lines and Hell results in dot-

dash-dot-dash lines.
3.2 Discussion

We now discuss briefly some of the results. Comparing Fig. 2(b) (Model 1) and
Fig. 4(b) (Model 3) we can examine the effect due to the different cut-off frequencies.
In Fig. 2(b) v./v,=15 while in Fig. 4(b) this ratio is 30. As we have discussed
in Chapter Five the high frequency cut-off has little effect on the HI distribution.
But the very high energy photons can effectively ionize Hel to form more Hell deep

into the cloud. The reason is that the Hel photoionization cross section oy(Hel)
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goes like v=2 while o, (Hell ) o« v~3. Since Hell is not further ionized by these
very high energy photons, there is a net increase in Hell abundance. Compare the
other curves in Figs. 2 and 4 we see this high frequency cut-off effect is not very

significant to the optical depths 7,(r) and 75(b).

We now compare Model 1 (Fig. 2) and Model 4 (Fig. 5). In Model 4 the
intensity at the Hell Lyman limit is further decreased by a factor of 10, com-
pared with that in Model 1. This has little effect on HI and Hel distributions.
But since Hell ionizing photons are decreased significantly the Hell abundance is
drastically increased, as can be seen from Fig. 5(b). The outcome is that be-
yond radius r =~ 4kpc the Hell Lyman limit optical depth 7y(Hell) (at v = 4vp)
is about < 100 times larger than the HI Lyman limit optical depth m,(HI) (at
vL). Since J7, /JJ, = 100 in Model 4, assuming the cloud is fully ionized we get
To(Hell)/my(HI) ~ 45. The reason this estimate is a factor of 2 smaller than the
model result is that in our numerical calculations we have included the ionizing
photons produced in the Hell recombination processes to form Hel. Since Hel ab-
sorbs the high energy photons and re-emits them at lower frequencies where the
ionization cross section for ionizing HI is larger, thus the HI is further ionized. It
will be very interesting to include the Helll recombination terms which we have

dropped to see how the ration 7,( HelII)/r,( HI) changes.

Comparison of Model 4 and Model 5 (Fig. 6) shows that decreasing the inten-

sity at vy affects the HI content deep into the cloud and the ionization boundary
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is moved out a little bit (about 0.7kpc; see Figs. 4(b) and 5(b)). Again the HI
optical depth 7,(HI) is not significantly altered (see Figs. 4(d) and 5(d)). But

understandably the Hel optical depth m( Hel ) is significantly increased (see Figs.

4(d) and 5(d)).

Finally in Model 6 (Fig. 7) the intensity at v, is decreased by a factor of 10

as compared with that in Model 1. The comparison of these two models is like

comparing Model 4 and Model 5.

It is clear from our model calculations that the absorptions produced by QSO
absorption line systems and the resulting background are coupled together: in order
to know the absorptions we need to know the input ionizing radiation spectrum,
which, in turn, is determined by both the lonizing sources and the intervening
absorbers. The spectral shape just above the HI Lyman limit frequency can be
readily calculated if we know the source luminosity function. In this case only HI
Lyman continuum absorption is important and we know from observations the HI
column density distribution and the line number density evolution with redshift.
For higher frequencies, at which Hel and Hell continuum absorption is significant,
an iteration scheme may have to be used to get a self-consistent spectral shape
for the ionizing field (Madau 1991), even though we know the source luminosity

function. This is the work we are going to do in the next step.
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Table 1. Model parameters.
Models Rcy: (kpc) J_2a1(HI) J_21(Hel) J_21(Hell)

M1 23 0.715 0.715 0.0715
M2 23 0.715 0.715 0.0715
M3 23 0.715 0.715 0.0715
M4 45 0.715 0.715 0.00715
M5 45 0.715 0.0715 0.00715
M6 45 0.715 0.0715 0.0715

ve/vL

15
20
30
15
15
15
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FIGURE CAPTIONS

Figure 1. Geometry of the non-uniform spherical cloud models.

Figure 2. For Model 1 parameters. (a) Fractional ionization log(frac) vs. r for
HI (solid line), Hel (dashed line) and Hell (dot-dash-dot-dash line); (b) Fractional

ionization frac vs. r; (c) log(r(r)) vs. r; (d) log(m(b)) vs. b.
Figure 3. Same as in Fig. 2, but for Model 2 parameters.
Figure 4. Same as in Fig. 2, but for Model 3 parameters.
Figure 5. Same as in Fig. 2, but for Model 4 parameters.
Figure 6. Same as in Fig. 2, but for Model 5 parameters.

Figure 7. Same as in Fig. 2, but for Model 6 parameters.
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