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ABSTRACT

Ion implantation at keV energies has become a well-established technique for
surface modification of solid materials, especially semiconductors. The technique of
MeV ion implantation has attracted considerable attention in recent years as it pro-
vides an extension of ion implantation technique with a high potential for interface
modification of solid materials and for 3-dimensional electronic device fabrication.
Extending the ion energy from keV to MeV provides many advantages in terms of
the great ion range for deep implantation and the minimized surface damage for
modification of deeply buried layers. It also gives rise to many interesting ques-
tions about the mechanism of radiation damage and ion-radiation-induced phase
transitions. A comprehensive experimental study, from the fundamental to the
practical, has been undertaken to investigate MeV ion irradiation effects in III-V
compound semiconductors, especially InP and GaAs, and to explore the possibility

of its application to optoelectronic semiconductor device fabrication.

Characterization of implanted samples has been conducted by a variety of
analytical techniques, such as NRRA, CRBS, XRC, XTEM, HRTEX, SIMS, and
IVC. The results have not only demonstrated the complementary nature of all these
techniques but also have given clear pictures about the implant distribution, pro-
filcs and microstructures of radiation damage and lattice defects, structural phase
transformation, and the build-up of lattice strain, as well as electrical property
changes. They have revealed the physical relation among all of the effects and led
to a better understanding of physical processes involved in MeV ion implantation
into III-V compound semiconductors. It has been discovered that MeV nitrogen ion
implantation can create a deeply buried high resistivity layer in n-type InP crystals,
similar to the case where MeV oxygen ion implantation generates a semi-insulating

layer in GaAs-AlGaAs systems. Application of this technique to the fabrication
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of GaAs-AlGaAs quantum well laser devices with MeV oxygen ions for the electri-

cal isolation and carrier confinement has resulted in a device with high quantum

efficiency, low current threshold, and excellent electrical characteristics.

In this thesis, the experimental studies on MeV ion implanted InP and GaAs
are presented. Based on the experimental results obtained, the mechanism of MeV-
ion-implantation-induced damage and phase transitions in III-V coumpound semi-
conductors is discussed in terms of electronic spikes and nuclear spikes. A mecha-
nism for ion-implantation-induced lattice strain in III-V compound crystals is also
proposed. Finally, an example of the application of MeV ion implantaion to semi-

conductor laser device fabrication is given.
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finement; b) buried cresent double heterostructure in a semiconductor-

on-insulator (SOI) InP substrate prepared by MeV ion implantation.
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Chapter 1

INTRODUCTION
TO MeV ION IMPLANTATION

1.1 Brief Historic Review of Ion Implantation

Nuclear physicists developed the art of producing energetic ions with accel-
erators in the early 1930s, which led to the study of nuclear structure. During this
research they noted the discoloration and modification of accelerator components
and experimental targets after ion bombardment. Solid-state physicists discovered
the technology to produce many new materials, especially semiconductors, which
has led to a revolution in modern instrumentation. There was also a rapid ex-
pansion of research into, and a persistent demand for, techniques for modification
of materials and doping of semiconductors. Joint efforts from people in these two
areas in the early 1950s opened a new and challenging field of ion beam processing
of materials. Using nuclear experimental approaches, several kinds of ion beam
techniques have been developed for material analysis and characterization, such as
nuclear reaction analysis (NRA), particle-induced x-ray emission analysis (PIXE),
and Rutherford backscattering spectroscopy (RBS). In the area of ion beam modifi-
cation of materials, ion implantation into semiconductors has been one of the most

attractive and interesting fields and has attracted a major amount of this effort.

This is the subject we address in this thesis.

The earliest report of ion beam modification of semiconductors was made by

Ohll!! in 1952, showing that ion beam bombardment could modify semiconductor
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diode characteristics. The first experimental study on ion implantation for electri-
cally doping a semiconductor was reported by Cussinsl?l, who looked at the electrical
changes in Ge after implantation with various ions. There were several patents filed
in that period. In this early period, because there was not easy access to ion acceler-
ators by solid-state physicists, a large effort was devoted to develop low-energy ion
implantors for material scientists to use. The experimental research was focused on
the use of low energy ions, ranging from a few keV to a few hundred keV. There was
an increasing stream of publications on the research that included both theoretical
and experimental work on keV ion implantation. These investigations covered the
topics of ion range distribution, damage profiles, annealing studies of activation
of implants and recovery of crystallinity, and device applications. The theoretical
treatment in this field can be found in many publications associated with names
such as Bohr, Bethe, Thompson, and Lindhard. The experimental investigations of
these subjects can be found in numerous reports by a too large number of people to
be listed. Extensive reviews®—?! have been made every few years lately due to the
rapid development in this field. Today, keV ion implantation has been accepted as
a well-established technique in the Si industry[®:1%, and is being extended to III-V

compound semiconductor technology!!1l.

The development of processes for semiconductor technology using high energy
implantation (HEIM) in the MeV range (thereafter we refer to the MeV ion im-
plantation as high energy implantation, and to keV ion implantation as low energy
implantaion (LEIM)) was limited and the progress was surprisingly slow at first.
There have been more theoretical studies than experimental ones. This is not due
to the lack of application potential in semiconductor technology, but to the lack of
availability of MeV energy implantation machines. Another reason originated from
the experimental difficulties in analysis of the deep implants and characterization
of the buried implanted layers at that time. The first experiment of HEIM dated
from the 1950s when nuclear physicists were trying to inject ®He into Al for use

as a target and noted the embrittlement and flaking of the target after the heavy
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dose implantation!!?l. In the late 1960s, the investigation of HEIM was stimulated
by establishment of an implantation beam line on the 2.5 MeV accelerator at the
Air Force Cambridge laboratories in the United States and by the establishment
of a “Rent-a-Beam” 4 MeV accelerator facility at Ion Physics Co. In that period,
Schwuttke and collaborators!!3] investigated in detail the special case of damage
and annealing of ion implanted silicon where the surface remains mostly crystalline.
At the end of this decade the first successful application of HEIM was made by
Martin'. An integrated E4+dE/dx detector was made by implantation with 11
MeV or 22 MeV boron ions to separate the two detector devices in a single sili-
con crystal. In 1970s, a few experimental investigations were contiﬁued, such as
measurements of electrically active profiles in MeV ion implanted samples, studies
of formation of isolation and buried layers, and applications of HEIM for surface
and interface modification. It was not until the 1980s that high energy accelerators
or commercial MeV ion implantors became available to solid-state physicists and
material scientists. More publications on HEIM have appeared in the early five-year
period of the 1980s than in the proceeding thirty years. This increased interest is
also probably due to the saturation of information for LEIM and the natural evo-
lution of interest towards the new frbntiers of implantation at MeV energies. An
extensive review covering the main interests shown in that period has been made by
Ziegler!®. In addition, as commercial and military uses of GaAs and other III-V

compounds increased, the study of HEIM into these semiconductors also expanded.

At Caltech, starting from the early 1970s, our MeV tandem accelerator was
fully devoted to applied physics aud waterial science research. Several initial inves-
tigations in the field of MeV ion beam processing of solid materials have been per-
formed. The work includes the development of ion beam analysis techniques (e.g.,
NRRA) for elemental composition profiling1®—18], MeV ion beam modification of
interfaces (e.g., MeV ion beam induced enhanced adhesion in metal-semiconductor
and metal-metal interfaces(!®~21), and MeV ion implantation in semiconductors
(e.g., MeV ion radiation effects in GaAs(?122] and the formation of buried insu-

lating layers in Si crystals(?®!). All of them have been successful. Following this
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previous work, we have continued to devote our efforts to this field (see the Ap-
pendix for work the author has done at Caltech). The main thrust of our interest
lies in understanding the physical processes involved in MeV ion implantation, the
formation of buried layers in III-V compound semiconductors, and its application
in device fabrication. We present in this thesis the results of experimental investi-
gations of formation, characterization, and application of MeV ion implanted layers

in III-V compound semiconductors.

1.2 Introduction to MeV Ion Implantation

The development of HEIM for semiconductor device technology and other ap-
plications has been steadily increasing in recent years. The motivation may come,
as mentioned above, from the scientific interest in fundamental knowledge of the
processes involved. However, another driving force stems from its high application
potential in the modification of interfaces, doping of deep buried layers, formation
of deeply buried heterostructural layers, and for 3-dimensional device fabrication,
based on the nature of HEIMI24, For basic research interest, HEIM can also pro-
vide an cfficient mcans for producing a buricd amorphous layer in a crystal for
amorphous semiconductor studies!®®]. There are several areas where HEIM offers
a decided advantage over alternative methods such as thermal diffusion, chemical
etching, and liquid-phase and molecular-beam epitaxy (LPE and MBE). In addi-
tion to known features of highly precise control, high reproducibility, and spatial
masking selectivity that LEIM has, the most obvious advantage of HEIM is the
greater range of the ions, which allows them to be implanted deeper into a target
or through overlying layers with minimal damage at the surface. Another distinct
feature of HEIM is its electronic ionization effect (that is, electronic spikes as we will
term them in this thesis) at the sample surface region during implantation. These

electronic spikes may induce many other interesting phenomena, which LEIM does

not have.

In order to understand the distinct features of HEIM, it is necessary to un-

derstand first how an MeV ion loses its energy when travelling in the target, and
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Figure 1.1 The general dependence of the energy loss per unit length for an
ion in a solid, dE/dx, on its incident energy, E, in a nonrelativistic regime.
(taken from Sigmund!*)

its relation to its incident energy. When an incident ion penetrates into a solid, it
loses its energy by collisions along its path with electrons and nuclei in the target.
The strength and probability of the collision would not only depend on the target
properties, but would also be determined by the jcn’s charge and energy. Fig. 1.1
illustrates a schematic graph of the energy loss per unit length of an energetic ion,
dE/dx, as a function of the ion energy, E. There exist two distinct regimes — &
nuclear stopping regime and an electronic stopping regime. In the nuclear stopping
regime where the ion’s energy ranges from a few eV/amu to a few tens of keV/amu,

the primary means of energy loss of the ion is through screened-Coulomb collisions
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with nuclei in the target. The energy transfer and stopping cross section can be esti-
mated by classic two-body elastic collision kinematics2”l. When the direct transfer
of kinetic energy from the ion to a target nucleus is greater than a threshold, it re-
sults in considerable atomic recoil motion and displacements. At a higher energy —
particularly in the range of a few hundred keV/amu to a few MeV/amu — electronic
stopping through interactions of the ion and the electrons in the solid dominates the
energy loss process. In this electronic stopping regime, the ion’s kinetic energy is
dissipated primarily in the production of ionized or excited electronic states of the
lattice atoms in the target. The atomic displacement can be induced in this regime
only if other fast deexcitation mechanisms are unavailable. The electronic energy
loss is determined by the properties of the incident ion itself, and its maximum value
lies at the ion incident energy about v &~ Z2/3 e?/h. For instance, an oxygen ion
has its maximum electronic energy loss around 6~8 MeV. While, the nuclear energy
loss is dependent on the target atoms; and its maximum loss occurs at the incident
energy, Ex~(1/3)(1+M2/M;)(Z1Z2e%/a), about a few keV /amu for most light ions.
Therefore, in the context of these two energy loss regimes, one realizes that the case
of LEIM lies in the nuclear energy stopping regime, while HEIM employed in this
work falls into the regime where the electronic stopping initially dominates, but

below the maximum electronic energy loss region.

Due to energy transfer through ion-electran collisions in the target surface
region, an MeV ion eventually loses its kinetic energy and gets into the keV range.
Then the ion behaves very much the same as a keV lon, where the nuclear stop-
ping dominates. Fig. 1.2 shows an example of stopping powers of 200 keV and 5
MeV oxygen ions in GaAs as a function of the ion’s penetration depth. They were
calculated by a program that uses the theory of the transport of ions in matter
(TRIM)[?7]. As seen in the figure, the ion energies have determined the maximum
penetration range of 5000 A for 200 keV and 3.6 pm for 5 MeV. In the low eﬁergy
case, the electronic stopping ((dE/dx). = Se) and nuclear stopﬁing ((dE/dx), =
Sn) are comparable over the whole range of the ion path, while there exist two dis-

tinguishable regions for MeV ions. As most of the range (Region 1, about 3.1 ym) is
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Figure 1.2 Depth profiles of nuclear and electronic energy losses of oxygen
ions in energies of 200 keV and 5 MeV in GaAs.

dominated by the electronic stopping (Se >> Sn), in the last 0.5 um region (Region

2), the behavior of both electronic stopping and nuclear stopping is very much like

the case of the keV ions. The nuclear stopping is peaked in this region, with a tail

extending into Region 1. The nuclear stopping power in Region 2 is typically several

ev/A, higher than the threshold energy (~10 ev/atom) required for a lattice atom’s

displacement. Thus, significant structural damage is produced in this region by ion-

nucleus cascade collisions and lattice atomic displacements. An amorphous layer

forms when individual damage zones uniformly overlap. This is the most important

region for application in semiconductor device processing, and thus has attracted

the most attention. In Region 1, however, the electronic stopping induces electronic
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excitation and ionization of the target atoms (electronic spikes) and does not cause
direct lattice displacement unless the target is an insulating material. It distorts
the electronic configuration of the lattice and changes the charge state of lattice
atoms and defects. As a result, it wil_l stimulate atomic diffusion, defect migration,
defect recombination and other secondary effects. The effect of the electronic spike
has attracted interest and has been employed for studies of MeV ion-induced crys-
tal regrowth(?8], MeV ion bombardment stimulated impurity interdiffusion?®], and
MeV ion modification of the surfacel®®). However, considering structural damage
in MeV ion implanted samples, the damage in the target surface is minimal and
contains only point defects caused by the tail of nuclear stopping damage. Thus,
we can take advantage of this in the interface modification of deeply buried layers

with an undamaged surface, and in three-dimensional device fabrication.

1.3 MeV Ion Implantation into ITI-V Compounds — An Overview
of the Thesis '

Application of ion implantation, especially with keV ions, for Si device pro-
cessing has been a standard technology in the Si industry. However, along with
epitaxial growth techniques (such as LPE, MBE, and MOCVD) it is extremely
useful and important for III-V compound semiconductor technology because the
alternative processing methods of thermal diffusion and chemical etching are rather
hard to control. HEIM in III-V compound semiconductors has received considerable
attention in recent years due to practical imperatives arising from the demands of
microelectronics and optoelectronic technology. Application of ion implantation in
GaAs device fabrication has achieved great success, where ion implantation is the

preferred method for forming active layers for production GaAs FET devices and

integrated circuits//,

In situations of practical importance, however, the damage mechanisms as

well as other associated physical processes during the ion implantation are severe.
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A thorough understanding of the nature of these processes is crucial for appro-
priate application of ion implantation. Only if this is accomplished can one take
advantage of MeV ion implantation to tailor devices to specific requirements in the
semiconductor technology. III-V compound semiconductors are more complex sys-
tems than Si and Ge, because primary defect formation in a binary compound is
more complicated, and the threshold energies for damage production and crystalline
regrowth are much lower than for Si. It is the purpose of our research to investi-
gate further the physical processes involved and to get a good understanding of the
mechanism of the transient physical processing and damage production that occurs

in the high-energy heavy-ion implantation into III-V compound semiconductors.

The work described in this thesis is divided into three parts. In the first
part, we present the experimental results of the investigation of MeV ion implan-
tation into III-V compounds. Chapter 2 deals with the case of InP materials, for
which few HEIM results have been previously documented. We have found that
MeV nitrogen ion implantation can generate a buried high-resistivity layer in inP,
which can be used for electrical isolation in device fabrication. By characterizing
the implanted samples with several analytical techniques (such as NRRA, CRBS,
XTEM, and XRC) we have obtained a clear picture of the implant depth distribu-
tion, lattice damage profile, microstructural changes, and phase transitions induced
by ion implantation as well as subsequent thermal annealing. In Chapter 3, the
study of ion implantation into the GaAs system is presented. The investigation em-
phasized ion implantation-induced clectrical change and the influence of the target
temperature on the radiation-induced lattice damage. We have confirmed oxygen-
iou-implantation-induced high resistivity in the n-type GaAs by in situ resistivity
measurement. It has also been found that the implantation at room temperature
involves significant dynamic in situ annealing, which has been confirmed by lattice
strain measurement with the XRC and damage profiling with the CRBS. In the
AlAs/GaAs superlattice system, we have discovered that oxygen ions can induce

compositional disordering with Al interdiffusion through both the electronic spike
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effect and the nuclear spike effect. Low temperature implantation greatly enhances
this effect. Here, critical dose for completed lattice disordering would be lower
by one or two orders. From the results presented in Part 1, we have obtained a
better insight of the physical processes involved in MeV ion implantation. Two
important issues are treated in Part 2. In Chapter 4, we discuss the defect gener-
ation and lattice strain build-up in ion-implanted III-V compounds. A kinematic
model describing defect generation, migration, and recombination in ion implanta-
tion is proposed. Based on this model, the mechanism of lattice strain generation
and build-up in terms of its magnitude and sign is presented. In Chapter 5, the
mechanisms for lattice structural damage and phase transitions during MeV ion im-
plantation as well as during thermal annealing are examined. It leads us to a clear
understanding of the effects of the electronic spike and nuclear spike induced by
MeV ions. We have also obtained a comprehensive picture of defect annealing and
recrystallization in an MeV-ion-implanted amorphous layer under thermal heating.
In the last part (Chapter 6), an example of the application of MeV ion implantation
for optoelectronic device fabrication is presented. We utilized 2 MeV oxygen ions
implanted into a single quantum well GRINCH laser device for electrical isolation
and interface modification. The devices fabricated in this way have demonstrated

excellent performance with better electrical and optical confinement.
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Chapter 2

MeV ION IMPLANTATION
INTO InP COMPOUND SEMICONDUCTORS

2.1. Introduction

InP is an important III-V compound semiconductor because InP and alloys
on InP substrates can be used for the fabrication of microwave, integrated elec-
tronic, and optoelectronic devices on the same chip for high speed computer and
communication applications. This is due to the fact that high electron mobility
can be obtained in n-type InP materials, and the emission wavelength of the In-
GaAsP/InP material system falls into the right range for present optoelectrical fiber

communication.

As is well known, ion implantation has been widely used for semiconductor
doping and surface property modification as well as device fabrication!!l. It is ex-
tremely useful and important in III V compound semiconductor technology because
the alternative method, thermal diffusion processing, is rather hard to control. Ap-
plication of jon implantation to CaAs has achieved great success in the fabrication
of GaAs FETs and integrated circuits(®3], but application to InP is just at the be-
ginning stage, in part because the potential of this compound in device technologies
has been widely recognized for only about ten years and because it is thought to

have similar properties to GaAs in several respects.

The thrust of our effort on the study of MeV ion implantation into InP is to

create a deep buried sefni—insula.ting layer under a semiconducting crystalline layer,
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also known as a semiconductor-on-insulator (SOI) structure, which may be used as
a substrate for laser device fabrication and other integrated optoelectronic devices,
or to produce an electrical isolation of a desired region in a device. A method called
separation by implanted oxygen (SIMOX)!Y has been developed in silicon device
technology, which requires high-dose (2x10*®/cm?) oxygen ion implantation plus
subsequent high temperature annealing. Among III-V compound semiconductors,
most of the interest has been focused on ion implantation in GaAs. It is reported
that proton or deuteron bombardment!3:% and implantation of oxygen ions[™#®l into
GaAs can create excellent electrical isolation. This technique has been employed for
fabrication of GaAs devices such as GaAs/AlGaAs optoelectronic lasers(®~11] and
microwave devices!!2l. Several works on InP have been reported. In 1977 Donnelly
and Hurwitz['® reported using proton bombardment to make p-type InP highly
resistive, but they observed that the bombarded layer converted to n-type material
at high dose, and the maximum observed resistivity of proton bombarded n-type InP
was approximately 10 ohm-cm. In 1983 similar work was reported by Focht and
Schwartz!!4l. They used deuteron bombardment to make high resistivity layers in p-
type InP and showed the relationship of sample resistivity to bombardment dose. In
n-type InP, a semi-insulating layer with a resistivity as high as 10° ochm-cm made by
Fe-ion implantation has been demonstrated by Donnelly and Hurwitz{'®!, employing
Fe-doping during the growth of bulk semi-insulating InP crystals. A technique of
this kind has been utilized to make channeled substrate buried heterostructure
lasers'®]. In our study[!"] it has been found that implantation with MeV nitrogen
ions at a moderate dose can create a high resistivity layer buried deeply inside an

InP crystalline substrate.

A comprehensive study on MeV ion implanted InP crystals has been under-
taken using a variety of techniques, in order to understand the radiation damage
mechanism, crystalline structural phase transitions, and electrical modification as
well as the influence of post-implantation annealing. The distribution of the im-

planted ions was determined by using nuclear resonant reaction analysis (NRRA).
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Radiation damage and lattice strains induced by the implanted ions were measured
with the x-ray rocking curve technique (XRC). Channeling Rutherford backscat-
tering spectrometry (CRBS) and cross-sectional and high resolution transmission
electron microscopy (XTEM and HRTEM) have been employed to observe the struc-
tural changes and radiation-induced defect distribution in the as-implanted and
subsequently annealed crystals. The electrical change has been examined with the
I-V characteristic curve (IVC) measurement. These techniques have clearly revealed
substantial changes in structural properties and radiation-induced damage distri-
bution as well as the influence of post-implantation annealing in ion-implanted InP
samples. The results from these measurements are shown to be consistent with each

other, and have led to a coherent description of the effects of the implantation and

subsequent annealing.

In this chapter, the experimental aspects and the charaterization results are
presented in detail. The mechanisms for damage production, phase transitions, and
other associated phenomenon based on these results will be discussed in Chapters

4 and 5. Its application for device fabrication will be proposed in Chapter 6.

2.2. Experimental Aspects

2.2.1. Sample Preparation

The samples used in this study were cut from n-type InP single crystalline
wafers. They were 0.5 mm thick with a polished surface in the (100) orientation with
an Sn-doping concentration of ~10!% /cm?®. Implantation was done with the Caltech
6 MV EN-tandem accelerator. The beams of nitrogen, oxygen, or chlorine ions in the
energy range of 2 to 15 MeV were used. In order to make depth profiling easier, ions
- of the rarc isotope, 15N, were also used. The incident beam was uniformly defocused
and projected onto the sample through a 6x6 mm? collimator. The samples were
irradiated at ambient room temperature onto the front polished surfaces at a beam

flux of 0.5~0.8 #A/cm?. The doses ranged from 5x10'% to 5x10'® jons/cm?. During
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implantation, the sample was tilted about 5~7 degrees to minimize the possibility
of ion channeling. The beam flux had to be limited to under 1pA/cm? to prevent
the sample from overheating, which was found to cause in situ dynamic annealing

during implantation.

Post-implantation annealing was done by the conventional process using a
graphite strip heater with an ambient H, gas flow. Samples were uncapped and set
in the heater in the face-to-face configuration with a large piece of virgin InP crystal
covering the implanted sample surfaces. This provides a local phosphorus pressure
to prevent compositional dissociation of InP occuring near the surface during high
temperature annealing. For the detailed study of the influence of annealing temper-
ature on the lattice strain relaxation, a process of isochronal annealing was carried
out with a step of 50°C every 15 min up to 600°C. Based on the XRC study of
this isochronal annealing, which showed complete strain recovery for ion-irradiated
InP at temperatures higher than 450°C, the temperature of 500°C for 20 min was
chosen for a normal annealing process. As a special test, a few samples were also
annealed in a liquid-phase-epitaxial (LPE) growth furnace at 650°C for one hour.
This condition was taken to simulate the environment during crystal regrowth by

LPE for further steps in device fabrication.

2.2.2. Sample Characterization

In order to evaluate the property changes in the samples after implantation,
both the as-implanted and implanted-annealed samples were subsequently charac-

terized by a variety of analytical techniques available in the laboratories in the

Caltech Material Research Group.

1. Implant Depth Profiling by NRRA

Nuclear resonant reaction analysis (NRRA) has been well developed and ap-
plied extensively in the last decade. This technique has proved to be valuable in
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Figure 2.1 Schematic of experimental set-up for nuclear resonant reaction
analysis.

providing detailed depth profiles of certain elements in materials. Its success de-
pends on the existence of an isolated é-function-like resonance in a nuclear reaction

involving the element to be profiled. Its principle can be found elsewherel!8},

To locate precisely the implanted nitrogen with depth in InP crystals, the res-
onant reaction *N(p, av)'?C at a proton energy of 897 keV was employed. The re-
verse reaction p(1°N, av)12C has been investigated intensively in this laboratory!18],
We found that the resonance at 13.35 MeV for incident nitrogen-15 ions (correspond-
ing to an incident proton energy at 897 keV in the reaction of '""N( p, ay)'?C)

can provide high sensitivity and good depth resolution for depth profiling. In the



—_—18 —

measurement, the characteristic 4.43 MeV v-rays emitted promptly during the de-
excitation of excited states of the residual nucleus 2C* were detected. The yield,
as the incident beam energy is varied, gives a direct indication of element concen-
tration as a function of depth in the target. The experimental set-up is shown in
Figure 2.1, which is the same as that used for hydrogen depth profiling, described
in detail in Ref. 18. It consists of a glass chamber with a sample holder, a NaI(TI)
scintillation detector for 4-ray detection, electronics for power supply and pulse
analysis, and a beam current integrator. In the resulting profiles, the depth scale is
converted from the corresponding incident proton beam enefgy using the stopping
power, which can be estimated using the InP density of 3.95x10%? atoms/cm® and
stopping cross sections for single-element solids found in standard referencest®.
The yields were normalized by setting the integrated yield under the peak to be
equal to the implanted doses.

2. Electrical Evaluation with IVC

To find the electrical property change in these nitrogen-ion-implanted InP
samples, IVC measurement was conducted in the face-to-back mode, as shown in
Figure 2.2. Metallized ohmic contacts with GeAu/Au (about 1000 A) were evapo-
rated on both sample surfaces, an array pattern on the front face with a contact pad
size of 150 x 150 pm?, and a full surface contact on the back face. These samples
were then alloyed at 380°C for 20 sec. The IVC measurement was made with a
Tektronix type 576 transistor eurvetracer, biasing the sample positive on the front
surface contact pad. The slope of the I-V curve was taken, which gives a value of
- the resistance, Ry, at a given bias voltage point. Then, an average resistivity, pj, of
the buried implanted layer is deduced based on a simple model given by Focht and

Schwartzl14);

pi = RAJW;,

where A is the area of the metal ohmic contact pat. W; is the width of the buried

implanted layer, which is believed to contribute the most to the vahie of R, measured
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Figure 2.2 Schematic of sample chip for the current-voltage characteristic
curve measurement.

and that dominates the resistance due to the remaining bulk material and the

contacts.

A testing measurement on a virgin InP sample ensured the ohmic nature of

metallization contacts with a bulk resistance less than 1 ohm.

3. Lattice Strain Measurement by the XRC Technique

The so-called x-ray rocking curve (XRC) technique based on x-ray double-
crystal diffractometry (DCD) is a very sensitive, precise, nondestructive, and rapid

technique for crystalline structural analysis, especially for deformation-induced strain
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Figure 2.3 Schematic of experimental apparatus for x-ray rocking curve
measurement in the Caltech Material Research Laboratory.

and damage depth profiling in semiconductor crystals!?*=22, Much progress was
made during the last ten years both in the theoretical and the experimental aspects
of the XRC technique. Many successful applications have demonstrated its capa-
bility for the study of imperfect crystals, superlattices, epitaxial layers, as well as
radiation-induced damage and strain in semiconductors. We have used this method

in characterizing the high-energy heavy-ion implanted III-V compound crystals.

The XRC measures the reflecting power of the sample as a function of the
deviation of the incident angle from the Bragg angle. In the measurement, the

sample is mounted on a goniometer that rotates (i.e., “rocks” ) the sample crystal
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by a step angle with a high precision of up to one thousandth of a degree at a time.
At each step the reflection intensity is measured and recorded by a computerized
data acquisition system. Figure 2.3 shows a schematic of a typical system developed
at the Caltech Material Science Laboratory. A highly monochromatic, planar, and
partially polarized beam out of the first crystal (GaAs(100) is used) is incident onto
the sample (i.e. the second crystal) through a Bragg angle for a certain diffraction.
The reflecting power is defined as the intensity ratio at the sample surface of the

diffracted beam to the incident beam.

In the rocking curve, the angular shift in reflection peaks is caused by the
misorientation and the deviation of the lattice parameter from its reference value,
i.e., deformation-induced strains; while both the thickness of a strained layer and
the change of the structure factor induced by random displacement of atoms from
the original lattice sites, i.e. lattice damage and defects, cause a decreasc in the
integrated intensity of Bragg peak as well as a broadening of the peak width. The
rocking curve from a sample with a uniformly strained layer on a relatively thick
(approximately unstrained) substrate has a well defined zero order peak separated
from the substrate Bragg peak. A series of small peaks of decreasing amplitude are
formed on either side of the zero peak when the crystal layers are of good quality.
When the normal to the sample surface lies in the diffraction plane defined by
the incident and diffracted beams, the angular separation of a misoriented layer is

related to the strains byl?1:22]

~Afo = —(8 — 05) = kyet + koell £ £, (2.1)
where
k1 = cos®yYtandp + sinpcosip, (2.2)
and
ko = sin®yptanbp F sinpcosip. (2.3)

¥ = angle between the diffracting plane and the crystal surface.
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0p = Bragg angle of the substrate.
€~ = strain normal to the crystal surface relative to the substrate.
el = strain parallel to the crystal surface relative to the substrate.

¢4 = component of the misorintation of the layer with respect to the sub-

strate in the diffraction plane.

The upper sign in equations is used when the angle of incidence of x-rays
is 8 — 9 from the surface, and the lower sign is used for 8p + v incidence. The
lattice damage and defects cause a decrease in the structure factor and the diffuse
x-ray scattering. Commonly, the Debye-Waller factor is used for the structure factor

correction. It is expressed in terms of the average atomic displacement by

8n2sin28 —w
_--———-----—-2 BUZ] = FI(?IG (U), (2.5)

where the subscript H represents the Miller indices of the reflecting lattice plane,

FY, is the structure factor of an undamaged crystal, and U is the root mean square

atomic displacement where a random Gaussian distribution is assumed.

In the quantitative analysis of x-ray rocking curves, the dynamical x-ray
diffraction theory as well as kinematical theory would be used. The dynamical
model properly accounts for normal absorption (photoelectric process and Comp-
ton scattering) and extinction (coherent scattering or diffraction) of wave fields in
a crystalline medium. The kinematical theory is just an approximate model when
the strained layer is thin and the absorption and extinction can be neglected. By
comparing the experimental rocking curves of imperfect crystals with the theo-
retical curves, information about strain and damage distributions as well as the

composition and structure of the crystal can be extracted with high sensitivity and

precision.
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In our experiment, the symmetric (400) diffraction XRCs were taken from
(100) InP by using a Fe-Ka; beam. In this case, perpendicular lattice strain has
been measured. Here, because {4 = 0 and ¢ = 0, thus k3 = 0 and k1 = tanfp.
Then the perpendicular lattice strains in the sample can be extracted from the
angular shift in the rocking curve, described by:

EJ' = —Aeo/kl = —AB/tanGB (26)

Asymmetric (333) diffraction measurements were taken to obtain the parallel lattice

strain through:

E" = —(Aeo + klil)/kg (2.7)

In the plots, the small peak from the substrate contribution is centered at the
zero point as a reference. The large peak away from the 0 degree angle is the
reflection contribution from the radiation-induced strained surface layer and the
buried amorphous-crystalline interfaces. In the analysis of these rocking curves,
the dynamical theory has to be used because the radiation-induced strain layers
are very thick (about 2 ~ 5um) and the maximium reflecting power of the surface
strained layer is much higher than that from the substrate.

4. Damage Depth Profiling by CRBS

Channeling measurement of crystalline materials with Rutherford backscat-
tering spectroscopy (CRBS)[?324 is a well-established analytical tool for profiling

imperfections and damage in crystalline solids.

In our laboratory, the channeling RBS experiments were performed using
the EN-tandem accelerator. As an implanted layer is deeply buried (in a few um),
a high energy *He™* beam is required (3.5 MeV was used). The 400-keV “He™
beam is first generated by a JN-injector (a 1-MV Van de Graaff accelerator), then
neutralized by passing through a differentially pumped canal filled with helium

gas. The neutralized beam then enters into EN-Tandem accelerator and coasts
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through the first acceleration stage. Following charge exchange by gas stripping,
the positively charged beam is re-accelerated to the energy required. Finally, 3.5
MeV *He™ ions are selected by analyzing magnet and focused to a spot of 2 mm in
diameter on the target surface. Crystal channelling alignment was carried out with
a goniometer, which can tilt the sample with respect to the incident beam direction

and rotate the sample in the plane normal to the beam direction.

During channeling measurements, the samples were aligned along the surface
normal axis direction, and backscattered particles were detected by a solid detector
sitting at a lab angle of 165°. The random spectra were obtained by tilting the

sample about 5 ~ 7 degrees and rotating the sample continuously.

5. Structural Characterization by XTEM

Transmission electron microscopy (TEM) is an extremely interesting tech-
nique for crystalline structure studies/25:26], When a parallel, monochromatic, and
high energetic (a few hundred keV) electron beam is incident on a very thin speci-
men, the transmitted beam and diffracted beam as well as other secondary products
(x-rays, Auger electrons, and scattered electrons) carry the information about the
structure, imperfection, and composition in the specimen with a spatial resolution
of a few angstroms. The most important advantage of TEM in material science
is its ability to provide almost all the data needed to characterize completely the
microstructure of materials. Cross sectional TEM (XTEM) has been used in this
study to characterize MeV-ion-implanted layers and radiation-induced defects in

the surface layers of implanted samples.

The cross-sectional specimens of both as-implanted and subsequently an-
nealed samples were prepared through a standard procedurel?”l. This was, however,
difficult in this case because the InP crystals, especially the implanted samples, are
much more fragile than those of Si and GaAs. The samples to be analyzed were

first cut along the (110) direction into 1x3 mm? picces, then two pieces were glued
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together in a face to face configuration with epoxy (M;Bond 60). After being cured
in a heater at 100°C for 1 hour, the specimen was first mechanically thinned down
to a few tens of um thick, polished with 1 pm sized diamond paste, and then dim-
pled down to a few thousand angstroms thick in the center part. The specimen was
finally thinned by ion milling with 5 keV ions to obtain a very thin region (elec-
tron transparency) for observation. Reactive iodine ion etching!?®] has to be used
because Ar ion milling causes preferential sputtering of phosphorus, leaving minute
metallic indium islands on the sample surface. The specimen is also cooled down to
LN, temperature during the milling process in order to minimize milling artifacts

and avoid in situ annealing of the amorphous layer at ambient temperature.

The XTEM observation was conducted using the Caltech Material Research
Group’s Phillips Model EM430 TEM. The machine was operated at 300 kV. Bright
field imaging was used to obtain a cross section view of the implanted layer. In the
micrograph, the implanted layer and defect clusters in the sample shallow surface
were shown in a different contrast with respect to the perfect crystalline substrate.
The diffraction patterns were taken to identify the specimen orientation, crystalline
quality, and defect spatial location. The fine features of the structure changes in
the specimen have been studied by high resolution lattice imaging. The observation
was normally taken in a < 110 > direction plane at a magnification of 5x10°. In
this case, the lattice structure has been shown at the atomic scale, and the lattice

spacing of 3.4 A from the {111} plane is clearly visible.

2.3. Distribution of MeV Implanted Atoms in InP

Depth profiling with the NRRA method with the reaction of "N(p, a7)12C
has experimentally established the distribution of implanted atoms in the *N-ion-
implanted samples. The measured depth profiles are shown in Figure 2.4. As ex-
pected, the profiles show Gaussian-like distributions of 1°N implanted in InP with
a slight asymmetry tail extending towards the surface. The nitrogen peak concen-

tration reaches a level of 5x102° atoms/cm?. In the figure the calculated Gaussian
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Figure 2.4 Depth profiles of **N by NRRA in the InP crystals implanted
with 5 MeV *N to doses of 2x10'®/em® ( X points ) and 5x10'°/cm?® { +
points ). The Gaussian-like distributions were found with a depth centered
at 3.71 zm and a width of 0.65 #m and were independent of dose. The solid
curves are calculated from Gaussian function with the parameters listed.
The profile with o points is taken from the sample implanted with 8 MeV
15N, illustrating the energy dependence of the depth range and width.

function curves (solid lines) are plotted. The depths of these peaks mark the aver-
age depth range of the 5 MeV !*N ions in the InP single crystal. It shows that the
implant distribution has a peak centered at 3.71 pm, which is dose-independent.
The measured peak width (FWHM) is shown to be 0.65 um. Considering the
energy straggling of MeV protons in InP, which is estimated through the Bohr
formulal??], incident beam spreading, and other instrumental broadening effects,
the total broadening would be less than 5 keV (~0.2 ym) at a depth of 4 pm in InP.
Thus, the real width of the implant distribution is about 0.64 ym. Considering the
experimental uncertainties, these data are consistent with simulation by the TRIM

codel®®), which predicts the mean range to be 3.81 pm with a standard deviation



2.5x104 i LN N S (R SN R [ RN R A B S (D B SN SR U B SR M S i 0-30 —_
a - — Distribution of Implants : <
E [ — -Distribution of Vacanucies -10.25 ?
5 .
2.0+ i
» - 5 MeV N Ions into InP | ] é
g [ \‘ J0.20 3%
S s ] =
- 1.5 - | - >
- - ! 40.15 =
0 i ‘ - g
5 10F 11 ] e
a - 1 J0.10 A
- C ] >
5 \ 1 8
E Q0.5 N _ _- ‘ . 0.05 g
= T | A 10.00 =
Depth (um)

Figure 2.5 Ion distribution and damage profile of 5 MeV nitrogen-15 ions
in InP, calculated by the TRIM code.

of 0.32 ym (FWHM = 2.35 x 0.32 = 0.752 pm) for 5-MeV-'*N-ions in InP (see
Fig. 2.5). In addition, a profile from the sample implanted with 8 MeV 3N is also

presented in Fig. 2.4, illustrating the energy dependence of the depth range and
the distribution width of the implanted !*N in InP.

2.4. High Resistivity Produced by Nitrogen in n-Type InP Cystals

A major effort of our investigation is to produce deeply buried insulating
layers in InP crystals by MeV ion implantation. The IVC measurement has given
clear evidence that the implantation of MeV nitrogen ions plus subsequent thermal
annealing can generate a deep buried layer with a resistivity up to about 10 chm-cm

in n-type InP crystals. This layer exhibits high thermal stability and reproducibility

over a dose range 5 x 10} — 1 x 106 /cm?.
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Figure 2.6 Typical I-V curve.measured in a [ront-to-back moude. The
sample was implanted with 5 MeV nitrogen ions at a dose of 5 X 10'®/cm?
and annealed at 500°C for 20 min. a). measured with a small bias, a
zero bias resistivity of about 10° ohm-cm is obtained. b). with a larger
bias, which shows that the high resistivity is maintained, with a beakdown
voltage greater than 20 volts.
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Typical I-V characteristic curves of an implanted sample are illustrated in Fig,.
2.6. This sample was implanted with 5 MeV nitrogen ion at a dose of 5 x 10®/cm?
and annealed subsequently at 500°C for 20 min. The curve shows a nonlinear
relation between the current and the bias voltage, which is nearly symmetrieal for
forward and reverse bias on the sample. The curve in Fig. 2.6a was taken with
a relatively low bias, where the slope of the curve gives a resistance of about 10°
ohms at the zero bias point. With a contact dot area, A = 150x150 pm?, and a
width of the buried implanted layer, W; = 1 ~ 2um, as observed by XTEM, the
corresponding resistivity is deduced to be ~ 10° ohm-cm. From the curve shown in
Fig. 2.6b one can clearly see that the highly resistive layer can sustain a high bias,
the breakdown voltage being greater than 20 volts. The effect of dose-dependence
on such nitrogen-implantation-induced electrical isolation was investigated with a
sequence of samples implanted at doses from 1 x 10*/cm? to 1 x 10'%/cm?. It
has been found that the high resistance behavior appears on samples implanted
with doses greater than 5x10!%/cm?, and the resistivity increases slightly with
increasing implant dose. This can be correlated with the expansion of the buried
layer width as the implant dose increases, as shown below by the XTEM results
(see Section 2.6). Thus, the estimated average resistivity of buried semi-insulating
layers at different implant doses is roughly unchanged after a uniform buried layer

is formed.

The thermal annealing effect and thermal stability of the resistivity change
have been studied with the sauples treated under different thermal conditions.
The result is presented in Fig. 2.7. In Fig. 2.7a the samples were implanted with
a dose of 5 x 10'*/cm?. Curve 1 is taken from the as-implanted sample with non-
alloyed metal contacts, showing weak Schottky-junction-type characteristics with
a resistance of only a few k. Curve 2 results from an implanted sample after
alloying at 380°C for 20 sec, where a significant thermal annealing effect has been
observed. The desired characteristic of high resistivity due to nitrogen implantation

is obtained after annealing the samples at high temperature (at 500°C for 20 min.)
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Figure 2.7 I-V characteristic curves of the implanted samples which have
been subsequently treated in different thermal annealing conditions. a). the
sample implanted with a dose of 5x 10'* /cm?, (1) as-implanted, (2) annealed
at 380°C for 20 sec, (3) annealed at 500°C for 20 min; b). the samples were
annealed at 650°C for 1 hour, (1) implanted with a dose of 1 x 10**/cm?,
and (2) of 1 x 10'®/cm?.
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as shown by Curve 3 in Fig. 2.7a. In order to investigate the stability of the
nitrogen-implantation-induced high resistivity after higher temperature and long
period heating, which is the required environment of LPE crystal regrowth for
further device fabrication, two samples implanted with doses of 1 x 10**/cm? and
1 x 10%8/cm?, respectively, were annealed in an LPE furnace at 650°C for 1 hour.
The I-V curves, as illustrated in Fig. 2.7b, show that after such a high-temperature
and long-period annealing process the low dose implanted sample has become almost
conducting, behaving like an unimplanted sample; while the high dose implanted
one remains insulating with linear characteristics. The correlation of these features
with the lattice damage and implanted layers can be interpreted by CRBS and
XTEM studies of these samples, which will be presented in the next section.

A full understanding of the mechanism of ion implantation induced elec-
trical isolation in III-V compound semiconductors is complicated. It is believed
that the effect of electrical isolation in light ion (proton or deuteron) bombarded
samples(5%:13:14] is mainly due to radiation-induced crystal defects because the re-
sistivity in the as-implanted layers increases with the implant dose, and decreases or
even disappears after annealing at temperatures over 600°C. In oxygen implanted
GaAs materials!”8], it is found that oxygen-related deep electron traps are responsi-
ble for semi-insulation generation. In Fe-implanted n-type InP[*®!, chemical doping
is the dominant effect, where the implanted Fe acts as a simple deep acceptor near
the middle of the energy band gap, and compensation of free carriers drives the
Fermi level to the intrinsic Fermi level position. In the case of nitrogen implanta-
tion into InP, the process seems much more complex. Evidence from thc cxperi-
mental results presented above suggests that the effect of high resistivity in nitrogen
implanted InP laycrs is not dircctly due to radiation induced crystal damage, but
rather to a highly disordered structure in the implanted layer, which is formed after
thermal annealing. Such a structure would greatly reduce the mobilities of charge
carriers. However, another possible mechanism is that the high resistivity behavior
of the nitrogen implanted InP is not solely due to the disordered regrowth struc-

ture but also requires nitrogen to be present. One experiment of MeV oxygen ion
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implantation into n-type InP crystals was performed earlier3!. The IVC measure-
ment of the sample implanted at a dose 1 x10'%/ecm? showed moderate resistivity
after annealing at 450°C for 15 min, but it decreased dramatically after annealing
at 650°C for 1 hour. This is in contrast to the cases of oxygen in GaAs and nitrogen
in InP because oxygen is a typical shallow donor in these compounds, which was
also observed early in GaP system 32, Nitrogen is known to be a different type of
impurity in III-V compounds than is commonly used in semiconductors. From the
point of view of chemical bonding, it is called an isoelectrical impurity because it
comes from column V of the periodic table and therefore has five valence electrons,
as does the phosphorous that it replaces in crystal lattices. -As a consequence, nitro-
gen introduces no charges if it replaces phosphorous in the crystal lattice. However,
unlike conventional isoelectrical impurities, nitrogen may provide deep electronic
trap centers in the column V element-based compound materials. From the point
of view of electrical band spectroscopy, nitrogen is an isovalent atom for III-V com-
pounds. Such impurities may produce bound states in the forbidden gap, binding
a hole (or an electron). Both experimental data and theoretical prediction have
suggested that this effect is very closely associated with the difference of electroneg-
ativities between the isovalent atom and its substituted atom{32:33], It may bind a
hole (electron) only if its electronegativity is smaller (larger) than that of the host
atom it replaces. It is also found that only very large atoms or very small atoms
produce bound states (isoelectronic traps). Typical examples have been observed
in GaPP, where Bi (or N) replaces P, giving rise to a weakly bound electron (or

hole) and acting as a donor (acceptor). A similar effect would be expected in InP

with the nitrogen isovalent impurity.

The electronegativity as a dimensionless constant is a measure of the ca-
pability of an atom to attract electrons to itself when forming a compound. Its
variation depends strongly on the orbital states of valence electrons as well as the
core electron configurations that determine the valence radial size of the atom. The
elemental electronegativity of III-IV and V column atoms as well as their tetra-

hedral covalent radii are listed in Table 2.1, taken from Ref. 34. One finds that
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Table 2.1. Electronegativities (in the first row) and covalent
radii (in the second row) of nontransition elements in tetrahedral
coordinated environments

Li Be B C N (0] F

1.00 1.50 2.00 2.50 3.00 3.50 4.00

1.06 0.88 0.77 0.70 0.66 0.64
Na Mg Al Si P S Cl
0.72 0.95 1.18 141 1.64 1.87 2.10

1.40 1.26 1.17 1.10 1.04 0.99
Cu Zn Ga Ge As Se Br
0.79 0.91 1.13 1.35 1.57 1.79 2.01
1.35 1.31 1.26 1.22 1.18 1.14 1.11
Ag Cd In Sn Sb Te I
0.57 0.83 0.99 1.15 1.31 1.47 1.63
1.52 1.48 1.44 1.40 1.36 1.32 1.28
Au Hg Tl Pb Bi
0.64 0.79 0.94 1.09 1.24

1.48 1.47 1.46 1.45

* The data were taken from Ref. 34.

the electronegativity of a nitrogen atom is much larger than that of other elements
in the column V. When nitrogen substitutes for those column V elements in III-V
compounds, the change of covalent bond length produces a lattice strain field. In
turn, when the lattice relaxes, it produces an excess atomic pseudopotential that is
short range but sufficiently strong. Thus, it attracts an extra valence electron to
itself and becomes negatively charged. As a result, the Coulomb field of the nega-
tively charged nitrogen atom can weakly bind a hole, and this hole can be ionized
to make it available to carry current. One could imagine the additional electron
as being very tightly bound to the nitrogen atom, while the additional hole circles
around the impurity at a distance of several lattice constants. This makes nitrogen
an isovalent acceptor in III-V compounds. In the case of nitrogen-ion-implanted

InP, the implants induce the strain field in an as-implanted sample. After high
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temperature thermal annealing, the radiation-induced strain relaxes, and nitrogen
occupies the phosphorous site in the host lattice and becomes ionized, thereby cre-
ating a deep acceptor acting as an electron trap. As a result, these electron traps
compensate with the original dopants, reducing the electron carrier mobility and
generating a high resistivity layer in the n-type InP substrate. This effect has also
been demonstrated through carrier compensation in n-type GaAs resulting from
nitrogen implantation®®], where it has been concluded that the observed compen-
sation is due to a deep acceptor-like center associated with the nitrogen. We would
expect that a similar effect may be present in other III-V compounds with nitro-
gen ion implantation as isovalent doping. Detailed calculation of the change of the
pseudopotential band-structure induced by isovalent impurities!®! would be of great
help to us for understanding this phenomenon, as well as extending this method to

other systems.

2.5. Profiles of Ion-Radiation-Induced Lattice Strain

Radiation-induced lattice strain is an important and interesting subject be-
cause it is an indication of the structural property of the implanted layer. The
lattice strain measurements with the XRC technique can also provide us with infor-
mation to understand the phenomenon of radation damage production and amor-
phization in crystalline materials by MeV ion implantation. The XRC studies of
ion-implanted Si, Ge, and several III-V compound semiconductors have been re-

ported earlier!?2:37:38], The results of MeV ion implanted InP are presented here.

The XRCs shown in Figure 2.8 illustrate the build-up of radiation-induced
strain in InP and GaAs single crystals, which have been implanted by 15 MeV chlo-
rine ions at several doses. The postive angular shift of these strain peaks in InP
samples (in the left-hand plot) indicates lattice spacing contraction has occurred
in the plane parallel to the surface. It was also noticed that similar behaviour
presented in (110) and (111) oriented InP crystals!®]. This is most suprising, as
the result is opposite to the case of GaAs(100) (in the right-hand plot in Fig 2.8)
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Figure 2.8 X-ray rocking curves of the 15 MeV-**Cl-ion-implanted InP and
GaAs from (400) symmetrical diffraction with respect to the substrate. The
radiation-induced strain and the strain saturation are shown. See details in
the text.

and other III-V compounds that have been studied in detail by Wie et al.?2l, The
evolution of the lattice strain field as a function of the implant dose for 5 MeV
nitrogen ion implanted samples is presented in Figure 2.9. It has been found that
perpendicular lattice strain has been gradually induced in the surface and implanted
layer (unamorphized) inside the crystal, with a saturation at the average perpen-
dicular strain level of -0.06040.002% when the implant dose is greater than 2x10®
ions/cm?. This value is equal for the cases of 15-MeV-Cll*? and 8-MeV-OB! jon
implanted InP (100) samples. Comparing with the results by CRBS and XTEM
that will be preseated in the next section, it can be concluded that duc to the
ion-induced lattice disordering and defect production, the Bragg diffraction angle
broadening and lattice-strain production reveal the dose-dependent nature of the

crystal damage and lattice parameter variation induced by implants and defects
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Figure 2.9 X-ray rocking curves of the 5MeV-'*N-ion-implanted InP from
(400) symmetrical diffraction with respect to the InP substrate. The evolu-
tion of radiation-induced strain is shown. See details in the text.

during the implantation, and that the strain saturation indicates the occurrence
of implantation-induced amorphization. In addition, one noticeable feature that
can be clearly observed from the XRCs of those samples implanted with very high
doses, is that the levels of saturated strain have decreased when the dose is over
1x10'®/cm?. At those doses, as shown by CRBS and XTEM, the implantation-
induced amorphous layer has already approached the top surface. Thus, the de-
crease might be a sign that in-situ annealing and recrystallization have occurred
incide the sample during implantation. Asymmetric XRCs from implanted samples
show no evidence in the build-up of parallel strain. A possible reason may be the co-
herent coupling of the surface layer to the substrate lattice and stronger constraint
in the lateral dimension than in the vertical direction. Detailed damage and strain
profiles can be extracted from the these XRCs by theoretical simulation and fitting
with the x-ray dynamical diffraction theory!2?l, The calculated results obtained for



— 37 —

ENERGY (keV)
1000 2000 3000
8000 ﬁ T T l T T T T I T T T T l T 8000
ARl \ P ] He' 3.6MeV 4
» . (100) \\&.h -
~ 6000 L 3 —{ 6000
(A i
g i )
o - '\'I\'..‘\.\. .
o A
©n I .
a 4000 — —14000
2000 — — 2000
o Lt i TR T T AR N N VU NS S B BRI e\ 0
200 400 600 800 1000

CHANNEL NUMBER

Figure 2.10 Channeling RBS spectra of InP crystals as-implanted with 5
MeV '°N at room temperature with a sequence of doses as marked beside
the curves.

InP are very similar to those for GaAs reported by Wiel??l, except for the strain

sign inversion.

The mechanisms on the radiation induced lattice strain in semiconductors

will be discussed in detail in Chapter 4.

2.6. MeV Ion-Implantation-Induced Lattice Damage and Structural

Phase Transitions

The processes of lattice damage and crystalline-to-amorphous (c-a) transition

in InP by MeV ion implantation have been clearly revealed by the combination of-

CRBS and XTEM measurements.

The typical resulting spectra from the as-implanted samples are illustrated in
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Figure 2.10. The lowest curve is a channeled RBS spectrum from the non-irradiated
sample, showing a minimum dechanneling yield from the residual defects in the
virgin crystal. The top curve is the random spectrum, indicating a backscattering
yield from an amorphous-likc InP. The curves in the middle are taken from the
implanted sample with different doses as marked beside the curves. As shown in
the spectra, the *He particles suffer more and more de-channeling in the irradiated
sample as they go deeper inside, which illustrates the depth distributions of the
damage in the InP crystals caused through the implantation. It is clearly observed
that as the implant dose increases, the dechanneling yield dramatically increases.
At a certain depth inside the samples it saturates at about 100% when the dose is
over 1 x 103 /cm?. This region gradually extends towards the sample surface with
higher doses; this saturation is an indication of the formation of a buried amorphous
layer established by the XTEM micrograph. Note that the spectrum from the as-
implanted sample at the dose of 1x101¢/cm? is not shown here, as it looks almost
the same as the random spectrum except for a slight drop for a few hundred A
near the surface. This implies that at this dose an implantation-induced buried
amorphous layer has formed from the end of the ion range to a shallow depth near

the surface. These have been clearly observed through the XTEM analysis.

Micrographs in Figure 2.11 show the typical bright field XTEM views of the
entire implanted region of a set of InP samples that were implanted with nitrogen
ions at different doses. The sample surface lies on the left-hand side in the mi-
crographs, with the arrows indicating the incident implant beam direction, which
is normal to the sample surfaces. The region with irregular dark spots is found
to be heavily damaged with a high density of point defect clusters induced by the
ion implantation. The contrast-featureless band in the micrographs is the buried
amorphous layer formed during implantation. Selected area diffraction patterns
taken from those regions allow us to determine the structural phase, whether they
are in the amorphous form or just heavily-damaged crystalline materials. In Fig.

2.11a, the sample was implanted with a dose of 5 x 10’ /cm?, where one can see
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Figure 2.11 XTEM micrographs of § MeV nitrogen ion as-implanted
InP and < 110 > diffraction patterns of the buried implanted layers. The
samples were implanted with a dose of a) 5x10'*/cm?, b) 1x10'®/cm?, ¢)
2x10'%/cm?, and d) 1x10'°/cm®. The sample surface lies at the left-hand
side, the arrow indicates the incident beam direction. See the text for details.
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only a heavily damaged region with a high density of point defects distributed in a
gradient from the sample surface to the end of the ion range, around 4 pm deep.
This follows a predicted pattern of damage shown in Fig. 2.5. The distribution of
point defects in the damaged regions does not correlate directly with the implant
depth distribution, but instead with the integrated ion energy loss due to nuclear
stopping at each point;. The diffraction pattern taken from this area shows its single
crystalline structure. The streaks that appear indicate the presence of thin twins
within {111} twinning planes. Presented in Fig. 2.11b is the sample implanted
at a dose of 1 x 10*®/cm?. A buried continuous amorphous layer, appearing as a
white band in the picture, has been created with the maximum depth at 4 um.
This amorphous structure has been identified by diffuse rings in the corresponding
diffraction pattern. The maximum depth corresponds to the ion maximum range
and is well defined statistically by the beam energy. Assuming that the concentra-
tion of damage-created defects increases linearly with the implant dose, then from
the TRIM calculated damage profile as shown in Fig. 2.5 one can estimate that
the critical defect density for the crystalline-to-amorphous transition is 10*°/cm3.
This is consistent with the NRRA implant profiles and the CRBS damage profiling
data. Damaged regions appear on both sides of the amorphoﬁs band with a narrow
defect-contained region preserved behind the amorphous layer and a widely spread
region in front of the amorphous layer extending to the surface. XTEM micro-
graphs of higher dose implanted samples are presented in Figs. 2.11c-d. They show
that wider amorphous layers are created, about 1 pm in a 2x10'®/cm? implanted
sample (Fig. 2.111c) and 3 pm in a 1x10'®/cm? implanted sample (Fig. 2.11d),
with a heavily damaged top crystalline surface. In Fig. 2.11d, the micrograph con-
trast does not show very clearly the top damaged surface because this surface has
also been highly disordered. Howcver, this crystalline-amorphous layer interface

becomes easily recognized after the sample is annealed at high temperature (see the

micrograph in Fig. 2.16).

Through XTEM observation, it has been found that the critical dose for for-

mation of a continuous buried amorphous layer is around 1x10'®/cm? for nitrogen
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ion implanted InP; and the width of the amorphous layer broadens towards the
sample surface as the implant dose increases. The implanted layer near the end of
the ion range becomes amorphous due to direct heavy nuclear damage with a fixed
maximum depth, independent of the implantation doses. The radiation-induced de-
fects in the surface layer gradually accumulate until the density goes over a critical
level at which the material transforms to the amorphous phase. This morphology
has been shown by CRBS analysis for lattice damage profiling, and has also been
deduced from the measurement of an implantation induced lattice strain profile with
the x-ray rocking curve technique shown in the last section. It will be discussed in

detail in Chapter 5.

A similar phenomenon is observed in chlorine ion implanted samples, where
the critical dose for the crystalline-to-amorphous transition is a little lower (5 x
10**/cm?) than that for nitrogen ion implanted samples, which is consistent with
the fact that heavier ions have higher efficiency for producing damage in the crystals.
The correlation, extracted from XTEM measurements, between the width and the
maximum depth of the buried amorphous layer and the implant dose in chlorine
implanted InP samples is plotted in Fig. 2.12. It was found that the depth of the
implanted layer is almost fixed at 6 pum, and is precisely determined by the ion
energy. The width of the layer expands linearly with the logarithm of the implant
dose, and approaches saturation when the dose is over 5 x 10'% /cm?, whereupon
the formation of the amorphous state begins by relaxation of damaged crystalline
matrix when the defect density reaches a critical value. However, it is noted that
the relationship of the layer width to the implant dose is not uniquely controlled,
and strongly depends on the implantation conditions, such as the beam flux and

the substrate temperature.

The fine features of the structural transformation have been studied by
HRTEM lattice imaging. HRTEM micrographs in Fig. 2.13 illustrate as-implanted

samples from the regions near the interfaces. In a low dose implanted sample as
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Figure 2.12 A plot of the width and the depth of the buried amorphous
layer versus the implanted dose in 15 MeV Cl ion implanted InP(100) sam-
ples. The data are obtained from XTEM measurements.

shown in Fig.2.13a (5%10'*/cm?), only a high density of radiation-induced damage
can be found. Most of the common defects in InP appear as point defect clusters,
microtwins, stacking faults, and partial dislocations that lie in {111} planes. They
may be associated with distributed implants but probably are due to channeled
collision cascades, and determined by the binary nature of InP compound as will
be discussed later. As the dose increnses, the density of defects dramatically in-
creases and the damage along ion tracks becomes more visible and more stable. As
direct evidence, Figs. 2.13b-c present two HRTEM micrographs taken from the top
and inner interfaces, respectively, of a sample implanted by Cl ions to a dose of
2.5 X 10**/cm?. In Fig. 2.13b, a great density of amorphous pockets is found to
precipitate in the crystalline matrix. While in Fig. 2.13c, in addition to randomly
distributed crystalline grains emerging in the implantation-induced amorphous re-

gion, a few individual amorphous clusters created along ion tracks due to the spike
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Figure 2.13 HRTEM micrographs of MeV ion as-implanted InP near in-
terfaces, showing damage production and gradual crystalline-to-amorphous.
transition with increasing the implant dose. a) a dose of 1 X10**N/em?,
in a heavily damaged area, a high density of lattice defects lying in {111}
planes; b) 2.5x10'%C1/cm?, around the top interface, an intimate mixture
of individual amorphous and crystalline pockets;
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effect before the ions finally stop can be more clearly observed. They have a dimen-
sion of only a few lattice spacings wide and a few tens of angstroms long and are
channneled along < 111 > directions. This may be visible evidence to explain why
the defects lie most favoritely along < 111 >directions as shown in Fig. 2.13a. As
the implant dose is increased, individual damage and amorphous zones spread and
overlap to form a continuous amorphous layer, with a sharp crystalline-amorphous
interface. This is clearly illustrated in Fig. 2.13d, where the sample was implanted
with nitrogen ions at a dose of 1 X 10*®/cm?. The defects on the crystalline sub-
strate side are thought to be due to channeling cascades and in situ annealing. It is
important to notice that the boundaries between the buried layer and the substrate

or the surface crystalline layer are sharp, which is different from what was observed

on GaAs samples(*0],

2.7. Annealing Behavior of Implanted Amorphous Layers and

Lattice Damage

The study of the annealing behavior of implanted amorphous layer and sur-
face lattice damage is also an immportant matter because it provides some additional

information for understanding the properties of the implanted layer and the mech-

anisms of ion-induced damage and phase transition.

2.7.1. Room Temperature Annealing

Pirst, the significant room temperature (RT) annealing effect has been ob-
served when the implanted samples are stored in air at RT. Fig. 2.14 presents a
set of XRCs taken at RT from a sample implanted by 2 MeV oxygen ions at 77K
with a dose of 2x10*/cm?. It shows clearly lattice strain relaxation at RT with
evidence in XRCs through strain peak angular shift and reflecting power decreas-
ing. Extracted from XRCs, evolution of average lattice strain at RT as a function
of storage duration in air is plotted in Fig. 2.15. One sees that the average lattice

strain relaxes nearly in an exponential way with the storage time, and gradually

reaches a steady level.
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Figure 2.14 A set of XRCs taken at RT from an InP sample implanted
by 2 MeV oxygen ions at 77K with a dose of 2x10'* /cm?, showing the RT
annealing process in MeV ion implanted InP.

Strain relaxation at RT in air implies that implantation-induced lattice de-
fects in InP are already very mobile near RT. Because this sample was implanted at
LN, temperature, all defects produced were presumably “frozen-in” during implan-
tation. When it was brought to air at RT, some types of defects can be activated.
Processes of diffusion and recombination of these defects would occur; in turn, the
implanted crystal relaxes with lattice strain decrease. The phenomena of RT anneal-
ing of implanted defects in III-V compound semiconductors has also been observed
by Bai, et al. in the keV ion implanted GaAs(*ll. Comparing with their results,
it may be concluded that at RT, the time constant for radiation-induced lattice
strain relaxation in InP is much larger than that of the first stage in GaAs. This

indicates that in the InP system, a different type of implantation-induced defects
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Figure 2.15 Evolution of rclaxation of average lattice strain in MeV ion

implanted InP. The data are reduced from Fig. 2.14.

exists and they go through distinct annealing processes with higher activation en-
ergy and smaller diffusion constants. It may also be suggested that due to deep
implantation by MeV ions, lattice defects in the buried layer would take time to
diffuse before being trapped at the surface or other sinks. The residual strain level

implies the existence of “harder” annealed defects in the sample, which require a

high temperature process.

2.7.2. High Temperature Annealing

After high temperature annealing (HT) at 500°C, no significant implant re-
distribution has been found by NRRA within its detection limit. Profiles of !*N-

implanted and HT-annealed samples are not presented here because they are very
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much the same as ones taken from as-implanted samples. The implant’s peak is still
centered at the same position as that in the as-implanted sample with a comparable
width. This indicates that only very small migration and diffusion of the implanted
15N in InP has occured during the thermal annealing. It is suspected that the ni-
trogen may be chemically bound in the implanted layer and not just tra,ppe_d in the

damaged zone caused by the implantation.

However, through thermal annealing, lattice structural re-ordering in the
damaged regions and recrystallization in the buried amorphous layers have taken
place. The density of defects in low dose implanted samples or in the regions on
both sides of the buried amorphous layer has dramatically decreased. Meanwhile,
recrystallization has also occurred in the buried amorphous layer. The XRC study
on isochronically-annealed samples has given a result very similar to GaAs as was
reported earlierl??l. Figure 2.16 presents the results taken from 15-MeV-Cl-ion-
implanted samples in an isochronical annealing process. Gradual strain recovery was
observed through annealing with a jump stage at 250°C-350°C; complete recovery
of lattice strain occurred at 450°C. A well-shaped peak from the damage-recovered
surface and the substrate appeafed at the same position as the peak from the
undamaged crystal, but the reflecting intensity dropped to about a half in magnitude
and the width was doubled. This is believed to be due to the absorption and
scattering by the buried disordered layer deep inside the crystal. Annealing behavior
studied by Raman phonon energy shift in a 6-MeV-oxygen ion implanted InP sample

has shown a similar result[38],

The CRBS measurement from the annealed samples, as presented in Fig.
2.17, shows a large decrease of the dechanneling yield in the shallow surface re-
gion, indicating the recovery of the surface damage and defects through a thermal
process (see the spectrum for the dose 5x10*/cm? and others in the regions near
the surface). However, on higher dose-implanted samples, the backscattering yields
from the buried amorphous regions still remain nearly as high as those of the ran-

dom spectrum. These have been shown to correspond to the highly disordered or
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Figure 2.16 XRCs from isochromatically annealed InP, which was im-
planted with 15-MeV-Cl-ions.

polycrystalline regions, which are recrystallized from the original amorphous layer

during high temperature annealing.

The recovery of the surface damage and defects and the formation of highly
disordered crystalline structures inside through annealing have been confirmed by
XTEM observations. Fig. 2.18 is a typical bright field XTEM micrograph from the
sample implanted with 5 MeV nitrogen ions at & dose of 1x10*¢/cm?. Comparing
with the micrograph of the as-implanted sample (Fig 2.11d), the thermal anneal-
ing effect is clearly seen. The surface damage and defects have been significantly
annealed, and the point defect density was dramatically reduced. Recrystallization
has emerged in the buried amorphous region. Nucleation has taken place in the

center of the buried amorphous layer to form the polycrystalline structure in the
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Figure 2.17 Channeling RBS spectra of InP crystals as-implanted with 5
MeV *°N at room temperature with a sequence of doses as marked beside
the curves.

center part. Solid phase epitaxial regrowth from two crystalline-amorphous inter-
faces was stimulated towards the center to form highly disordered structures within
the buried band near the interfaces. This interpretation has been confirmed by

selected area diffraction patterns taken on the individual regions.

These fine structural features have been observed in the HRTEM presented in
Figure 2.19. Fig 2.19a shows the reduction of defect density in a low-dose-implanted
and anncaled sample (comparing with Fig 2.13a). In Fig 2.19b the inner interface
structure in a high-dose-implanted and annealed sample is shown. A high density
of long range microtwin clusters and stacking fault bundles grow along {111} direc-

tions, seeding from defects that originated during implantation on the amorphous-
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Figure 2.18 XTEM micrographs of the entire implanted regions in **N
ion implanted and annealed (500°C) InP specimens with an implant dose of
1x10'®/cm?®. See details in the text.

crystalline interface (see Fig 2.13b). Fig 2.20 illustrates a high magnification view
of the HRTEM micrograph of such stacking fautls and twinning structure in MeV

nitrogen ion implanted and annealed InP sample as shown in Fig 2.19.

2.8. Summary Remarks

In summary, our studies of MeV-ion-implanted InP have given us a coher-
-ent picture of physical processes involve in MeV‘ion implantation into InP com-
pound semiconductors. The experiments have clearly revealed substantial changes
in electrical and strnctural properties as well as radiation-induced damage distri-
butions and build-up with increasing the implantation dose in the ion implanted

InP samples. Several interesting features in MeV-ion-implanted InP crystals and
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Figure 2.19 HRTEM micrographs of the radiation-induced damage region
in thermally annealed (500°C) InP samples. a) low dose implanted, where
the defect density has decreased dramatically and only a few stacking faults
on {111} directions are presented; b) high dose implanted, where the thermal
annealing structure through recrystallization in the original implantation-
induced amorphous region is illustrated. A typical regrowth structure, bun-
dles of stacking faults and microtwins arc shown. ( The arrow points to the
sample surface.)
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Figure 2.20 A high magnification view of the HRTEM micrograph of
stacking faults and twinning structure in an MeV mnitrogen ion implanted
and annealed InP sample as shown in Fig 2.19.

the relationship between the distribution of implants, the radiation-induced damage
profile and the amorphized region in the implanted sample as well as the influence
of post-implantation annealing effects have been found. NRRA depth profiling pre-
cisely measures the depth range of implants and shows that they have a distorted
Gaussian-like distribution with a tail extending towards the sample surface region.
The combination of CRBS and XTEM shows the implantation-induced damage
profile and the structure transition as well as the influence of subsequent thermal
annealing. The damage was found to be distributed along the ion transport path.
Starting from the heavily damaged region where the energetic incident ions stop
through nuclear collisions, amorphization begins at a critical dose, which is lower

than that required for GaAs materials. Formation of a buried continuous amor-
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phous layer is due to overlapping of those initial amorphous zones and collapse of
damaged crystalline regions when the accumulated lattice defects reach a critical
density. As aresult, the buried amorphous layer extends towards the sample surface
as the implanted dose increases. Pronounced RT annealing indicates migration of
ion implantation-induced defects at RT in air. Subsequent high temperature anneal-
ing causes the amorphous layer to recrystallize and the damaged layer to reorder
through complex thermal processes, as shown by the CRBS and XTEM results.
Recrystallization has been found in the buried amorphous layers through a solid
phase epitaxial regrowth process, forming a highly disordered cystalline structure
from the interfaces to the center of the layer. It might also go through a homoge-
nous nucleation process in a random direction, initiating at the center region of the
amorphous layer and resulting in a polycrystalline structure. The XRC sensitively
measures the implantation-induced lattice strain, which is due to the generation of
lattice defects. The observed strain saturation is closely correlated to the occur-
rence of the amorphization. The different strain polarity, compared with the effect

in GaAs, has given us an interesting puzzle, which will be discussed in Chapter 5.

We have also demonstrated that MeV nitrogen ion implantation in InP
crystals creates deeply buried semiinsulating layers in n-type materials after post-
implantation high temperature annealing. High resistivity of up to 10® ohm-cm
with a breakdown bias larger than 20 volts has been obtained with a minimum
dose of about 5x10'*/cm?. This layer has also exhibited high thermal stability and
reproducibility, which ensures its applicability for device fabrication, in particular
in a high-temperature and long-period LPE crystal growth processing. Although
the mechanism of isolation is not fully understood at present, the isolation behavior
is not directly due to residual ion implantation-induced lattice damage, but rather
to highly disordered regrowth structures that require the presence of nitrogen. It is
closely associated with substitution of nitrogen atoms into phosphrous sublattices,
creating the acceptor-like deep levels that efficiently trap electrical charge carriers.

This technique can be used to generate an SOI structure in an InP substrate, or
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to introduce isolation in the desired region of a device with a better lateral con-
trol than that obtainable with proton bombardment. The application to InP laser
fabrication is proposed in Chapter 6.

This experiment has also demonstrated the complementary nature of the ana-
lytical techniques used for the investigation of the processes involved in high-energy
heavy-ion implantation, and led to a good understanding of the mechanism of the
interactions between MeV ions and lattice atoms in III-V compound semiconduc-

tors.
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Chapter 3

MeV ION IMPLANTATION
INTO GaAs-AlAs SYSTEMS

3.1 Introduction

GaAs is a very important material among 11I-V compound semiconductors
used in high speed logic, microwave, and optoelectronic devices. Ion beam process-
ing in the keV energy range for property modification of GaAs has been extensively
studied. MeV ion implantation offers an extension of this process with a high degree
of application potential in integrated circuits and 3-dimensional device technology.
At Caltech, Wie, et al. first undertook an investigation of MeV-ion-implantation-
induced lattice strain in the GaAs systeml!l. Later on, we also performed studies
of the changes in electrical properties and crystalline structure in GaAs due to
MeV ion implants!?l. The preliminary results have revealed defect generation and
annealing, and phase transitions by MeV ion implantation and subsequent high tem-
perature annealing processes. One can also find elsewhere a number of reports on
MeV-ion-implantation-induced effects, especially the electrical carrier activation, in
GaAs. However, many aspects in the fundamental study of mechanisms of radiation-
induced damage and activation processes for the practical control of implontation
and annealing conditions are still not well understood. The experimental studies to
be presented in this chapter emphasize MeV ion induced resistivity change aud the
influence of target temperature on phase transition during MeV ion implantation.
The results of an investigation of MeV-oxygen-ion-implantation-induced composi-

tional intermixing in GaAs/AlAs superlattices are also presented.



3.2 MeV-Oxygen-lon-Implantation-Induced Electrical Isolation in GaAs

Oxygen ion implantation as a means of creating semi-insulating layers in
GaAs was first reported by Favennec et al.l34. It showed that oxygen implantation
by chemical doping results in a stable semi-insulating GaAs layer. Recently Bryan
et al.!’¥] have shown that oxygen ion-implantation-created semi-insulating layers in
GaAs are thermally stable to at least 850°C. From the point of view of practical uti-
lization, we investigated the electrical resistivity changes with the implant dose and
the beam energy in MeV-oxygen-ion-implanted GaAs. By the in situ measurement
of sheet resistivity during implantation, we found that in as-implanted GaAs sam-
ples, there exists a threshold at a dose of about 5x10%!i0ns/cm? for rapid resistivity
change, and the sheet resistivity can rcach to 10°Q/0 in & 2 ym thick layer. We
have also found that selective carrier compensation exists in oxygen-ion-implanted
GaAs, because implantation-induced resistivity in p-type GaAs would disappear
after annealed at temperatures above 600°C, while it is sustained in n-type GaAs.

This provides some flexibility for practical application.

3.2.1. In situ Measurement of Electrical Resistivity Change in GaAs

during Implantation

In situ measurement of high resistivity in MeV-oxygen-ion-implanted GaAs
has been performed in order to monitor the resistivity change as a function of the

ion dose during implantation.

The experimental set-up is shown in Fig. 3.1. The sample used in this study
was grown by MBE with a 2 ym thick n-type GaAs layer on the semi-insulating (Cr
doped) GaAs(100) substrate. The surface layer was doped with Si at an electrical
carrier concentration level of about 1x10'7 /ecm?. In each experiment, the sample
was cut into a size of about 20 x 3 mm?. The ohmic contacts with 100 A Au-Ge alloy
and then 1100 A Au on the top were placed at the two ends of the sample faces 1.6

cm apart, with two electrodes leading to outside the vacuum chamber. Implantation
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Figure 3.1 A schematic view of the experimental set-up for in situ resis-
tivity measurement during ion implantation. On the left, an analogue view
of resistances in an implanted sample is shown.

was conducted with an oxygen ion beam at several different encrgies. The bcam
was defocused and projected normally on the central region of the sample, as shown
in Fig. 3.1, through a collimator of 4 X 6 mm?. During implantation, the beam
was frequently interrupted at a required dose for in situ resistivity measurement
with Keithley 614 Electrometer. An I-V curve tracer was alsu occasivnally used to

ensure the lineality of the I-V characteristic curve.

In an n-type semiconductor, the sample resistance can be estimated with the
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sample geometry (LxWxD), doping concentration (n), and electron mobility (u.)
by the formulal®!

L 1 L
= = . 3.1
R=r5% = con. DW (3.1)
In turn, the sheet resistivity can be expressed as
p w
= — = R—. 2
pe= 15 R T (3.2)

Table 3.1 lists both estimated and measured resistances of unimplanted samples.
They are quite consistent with each other, when errors from geometric measure-
ment are considered. After implantation, the sample is divided into three regions,
an implanted region in the center and two unimplanted parts at two ends. The re-

sistance in the implanted region (R.) changes and becomes much higher than that

of unimplanted parts (R1 and R2, see Fig. 3.1 ), then R ~ R,.

Table 3.1 A list of the samples used in the in situ resistivity

measurement in oxygen-ion-implanted GaAs.

Sample  Geometry R(Q)(unimpl.) Ion Depth Range
L x W (mm?) (estimated) (measured) Energy of Ions (um)
#1 16.0%x3 192.8 188 3 MeV  2.27x0.67
#2 15.8%2.7 211.2 208 5 MeV  3.231+0.73
#3 16.0x2.6 225.3 226 8 MeV  4.58+0.80

Fig. 3.2 presents the experimental data of the resistivity change as a function
of the implant dose as well as the ion energy. One can first see that the resistivity
in as-implanted GaAs can reach above 108Q/0. A dose threshold for the rapid
resistivity change takes place at about 5x10!ions/cm?, varying with the beam
energy. The higher the beam energy is, the higher dose is required. Following Eq.
3.1, it may be concluded that this high resistivity change originates either from

carrier concentration compensation by implanted oxygen ions, or from a decrease of
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Figure 3.2 Experimental measurement of sheet resistivity changes as a
function of the ion dose in MeV-oxygen-ion-implanted GaAs.

electrical carrier mobility through an electron trapping process by ion-implantation-
induced lattice damage and deep levels. However, we should notice here that at this
moment during implantation, most resistivity is due to lattice structural damage
and instant electronic damage. As we will discuss later, MeV ion implantation
involves two major damage processes — the electronic spike in most of the surface
region and the nuclear spike at the EOR of ions. Due to their different damage
effects to the crystal, the nuclear spike is more efficient than the electronic spike
in terms of high resistivity generation. In the cases presented here, as estimated
(see Table 3.1), depending on the ion incident cnergy, ions may stop within or

beyond the 2 pm thick surface semiconducting layer. Thus, as the beam energy is
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varied from 3 MeV to 8 MeV, the dominant damage process in the surface layer
shifts from nuclear spike to electronic spike. As a result, the mechanisms for the
sheet resistivity change in GaAs varies from direct carrier compensation to carrier

mobility decrease.

3.2.2 Selective Carrier Compensation in Oxygen-Implanted GaAs

It is believed that in oxygen ion implanted GaAs, when a chemical doping
effect is dominant, the electrical isolation is mainly due to oxygen-associated deep
levels in GaAs, which trap electrons but not holesltl. We have experimentally
confirmed this effect of selective carrier compensation. The n*-type (Si doped) and
pT-type (B doped) GaAs samples were implanted with 1 MeV oxygen ions at a
dose of 2x10'*/em?. After being annealed at temperatures under 600 °C, both
samples remained insulating, which is perhaps due to residual radiation damage.
The result was different after they were annealed above 600°C. Fig. 3.3 presents
the I-V characteristic curves of implanted GaAs samples that were annealed at
650°C. It illustrates the conducting behavior in the p-type material (curve a) and
the insulating behavior in n-type material (curve b).

With this selective electrical carrier compensation in GaAs, the requirements
on the mask build-up and ion beam energy selection could be more flexible when
using implantation for device fabrication. Thus, one can easily tailor the device

structures by varying the ion energy and the implant dose. An example of applica-

tion in device fabrication will be presented in Chapter 6.

3.3. Influence of Target Temperature on MeV-Ion-Implantation-

Induced Lattice Damage and Phase Transition

The knowledge of the connection between the implantation conditions and
the radiation-induced defect structure and distribution is of high scientific and tech-

nological interest because electrical and structural properties of implanted samples
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Figure 3.3 I-V characteristic curves of oxygen ion implanted and annealed
(650°C) GaAs single crystals: (a) p-type GaAs, conducting; (b) n-type
GaAs, insulating,.

as well as post-implantation processes necessary for damage annealing and dopant
activation are highly influenced by the degree of lattice disorder and damage. This
is much more pronounced in III-V compound semiconductors. Among many in-
fluences cn the defect production and annihilation during ion implantation, the
substrate temperature is one of the most important. Many studies of the GaAs sys-
tem have been made in the keV range of the temperature influence on the critical
amorphization dose and electrical property in implanted samples!”). A remarkable
in situ annealing process has been found to be invloved during the implantation at

RT and above. Similar phenomena has been noticed in MeV ion implantation!®].
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The present study of the influence of the target temperature on the radiation-
induced strain field and phase transition in MeV oxygen ion implanted GaAs crystals
has been made using the techniques of XRC, CRBS, and SIMS. The results have
shown a strong in-sity dynamic annealing process involved in the implantation at RT
with a moderate beam current. This causes implant diffusion and defect migration,
resulting in lattice strain build-up and saturation. Implantation in LN, temperature
(LNT) introduces a so-called “freeze in” effect. It prevents initial radiation-created
lattice damage and defects from recombination and diffusion, and in turn drives

more efficiently the c-a transition during implantation. The amorphous layer formed

provides a region for strain relaxation.
3.3.1 Experimental Aspects

The n-type GaAs(100) single crystalline wafer, doped with Si at a carrier con-
centration of 5% 10!8/cm?® was used in this study. Oxygen ions with energy 2 MeV
were implanted into GaAs with doses ranging from 5x10'%/cm? to 2x10%¢/cm?.
The implantation was carried out either at ambient RT or at LNT. The beam cur-
rent density in all cases was maintained constantly at ~ 5 x 10*ions/sec/cm? in

order to obtain comparable results.

Charaterization of both RT and LNT implanted samples was done at RT.
The implant distribution was profiled by SIMS with 16 keV Ar ions as a primary
source. Crystalline damage profiling was taken by CRBS with *He™ beam of 4 MeV.
The XRC technique was utilized in symmetrical (400) diffraction for perpendicular
lattice strain profiling. In the data analysis, the dynamical diffraction model was
employed due to deep implantation. The behavior of profiles of lattice strain was
first proposed, based on implant distribution established by SIMS and the distribu-
tion of implantation-induced vacancies by TRIM simulation. Then, the proposed

strain profiles were modified until the calculated XRCs best fit to the experimental

ones.

3.3.2 Results and Discussions
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Figure 3.4 Distributions of 2 MeV oxygen ion implants and implantation-
created vacancies in GaAs, calculated by TRIM code.

Fig. 3.4 shows a TRIM simulation result that has given us a preliminary
insight of the implant distribution and the damage profile for 2 MeV oxygen ions in
GaAs. It predicts that the implants would follow a distorted Gaussian distribution
with an average range at a depth of 1.72 ym and standard deviation of 0.23 um
(FWHM=0.23x2.36 ym). The profile of implantation-generated vancancies has a
slight shift towards the surface with respect to the implant distribution, a damage
tail extending into the surface region. Because the TRIM calculation is based on
Monte Carlo simulation of energetic ion transport in a randomly oriented material,
no information about crystalline structure and defect overlapping and annihilation

has been taken into account.

The SIMS profiles of oxgen in both RT and LNT implanted GaAs samples are
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Figure 3.5 SIMS oxygen profiles in GaAs implanted by 2 MeV oxygen ions
(a) at RT (X points) and (b) at LNT (+ points).

shown in Figure 3.5. The data have been normalized by setting the integration yield
equal to a unit. The profiles indicate a distorted Gaussian-like distribution with
the peak at 1.85pm and the FWHM of 0.5;5[11111. No significant difference between
the profiles of these two samples has been found, except a slight broadening in the

RT implanted sample.

However, the extraordinary difference of the influence of implantation tem-
perature on defect production and damage profiles has been revealed by CRBS and
XRC measurements. Two sets of CRBS spectra from RT and LNT implanted sam-
ples in Figure 3.6 illustrate clearly the evolution of lattice damage as a function
of the implant dose. In the LNT implanted samples, the lattice damage increases

remarkably with the implant dose. The heavily damaged regions peak around 1.75
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Figure 8.7 The net dechanneling ratio at the heavily damaged region as a
function of the implanted dose in 2-MeV-oxygen-ion-implanted GaAs. The
data are reduced from Figure 3.6.

pm, consistent with the profiles from TRIM simulation and SIMS measurement.
Figure 3.7 shows the net dechanneling ratio at these points as a function of the
dose. It is recognized that the threshold dose for completed c-a phase transition
takes place at 1x10*®/cm?. In the surface region, lattice damage accumulates very
slowly at low doses; the c-a phase transition occurs at high doses when the lattice
disorder reaches a critical level and the lattice suddenly collapses. In the RT im-
planted samples, it is found that the lattice damage is much less pronounced. The
heavily damaged region lies a little deeper than that in LNT implanted samples.
The behavior of lattice damage at this point as a function of the dose as plotted in
Figure 3.7, gives a distinct comparison with the case of RT implantation. It indicates

clearly that substantial in situ dynamic annealing is involved during implantation,
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and only a small amount of lattice disorder can remain after implantation.

In another aspect, the XRC measurement has revealed the temperature influ-
ence on lattice damage nucleation and strain build-up. Figures 3.8 and 3.9 present,
respectively, the XRCs of these two sets of samples. The cross-symbol points are
direct experimental data. The solid curves are the calculated XRCs by the dy-
namical model with the profiles of strain (solid line) and damage (dot line) given
beside each XRC plot. In the RT implanted samples, the maximum damage re-
gion is found at around 2 um, deeper than that simulation result by TRIM. The
lattice strain builds up at low doses, following the vacancy distribution simulated
by TRIM, then quickly saturates to a level of 0.4%, originating from the heavily
damaged region and extending towards the surface as the dose increases until a
constant strain field is distributed over the surface. The lattice damage parameter
slowly increases and then remains in an equilibrium level with a maximum of 0.15
A. No evidence shows the amorphization taking place in the samples up to a dose
of 2x10'%/cm?, which is consistent with CRBS results and gives another strong
indication of the in situ dynamic annealing effect. In the LNT implanted samples,
the center of the heavily damaged region is located with a maximum depth around
1.8um, close to the TRIM prediction.. The lattice strain closely follows the vacancy
distribution pattern from TRIM calculation, which indicates a “freeze-in” process
taking place during ion implantation. The strain persists until a buried amorphous
layer forms when the vacancy concentration reaches a critical level. The amorphous
region extends to the surface as the dose increases. The mean atomic displacement
in the amorphous layer is around 0.6A, a large fraction of the interatowic distance
in the lattice. One interesting point that should be noticed is that the XRC sim-
ulation gives us a strain-free surface in both LT and RT implanted samples. This
can be understood by the concept of defect diffusion that the surface acts as a sink

for diffused-in vacancies.

In simpliest form, the lattice damage processes involved in ion implantation

can also be classified into two main categories: 1) defect generation by collision
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Figure 3.8 XRCs of 2-MeV-oxygen-ion-RT-implanted GaAs. The corre-
sponding implant doses are marked in the figure. The crosses show the
experimental data, and the solid curves are the simulation by the dynamical
model. The strain (solid curves) and damage (dotted curve) profiles as a
result of simulation are plotted beside each XRC.
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Figure 3.9 XRCs of 2-MeV-oxygen-ion-LT-implanted GaAs. The corre-
sponding implant doses are marked in the figure. The cross sign points are
the experimental data, and the solid curves are the simulation by the dy-
namical model. The strain (solid curves) and damage (dot curves) profiles
as a result of simulation are plotted aside each XRC.
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cascades, and 2) defect migration and recombination due to associated thermal
effects. The final state in the implanted region after implantation is just the result
of competition between these two processes. In low temperature implantation, the
first process may dominate the second onc, and then amorphization can take place;
while in high temperature implantation, the later process may overcome the first
oue. In this case the strong in situ annealing is present and sufficient lattice disorder
can not be sustained to form an amorphous zone in the sample after implantation.
The RT implantation can be either of these cases, dependent upon the material
properties and other implantation parameters such as the beam flux density. The
case discussed above may fall into the HT implantation category, which may be
due to the high diffusivity of implantation-created complex defects in GaAs and
beam-induced local instant sample heating. Lattice strain represents a degree of
lattice disordering. Its saturation in RT implanted samples indicates an equilibrium
between generation and annealing of radiation-induced defects. In LT implantation,
lattice strain quickly builds up at first and collapses when the disordered region

undergoes a c-a transition.

3.4. Oxygen-Implantation-induced Compositional Disordering in

GaAs/AlAs Superlattices

Ion implantation-induced compositional disordering or intermixing of III-V
compound semiconductor superlattice (SL) structures has attracted increasing in-
terest because of its application potential for microfabrication of unique optical and
electronic devices. In contrast with dopant-diffusion-induced SL intermixing, ion
implantation offers the versatility to have the disordering at a required depth with
the desired electrical activation and high reproducibility. In the GaAs/AlAs system,
it has been reported®] that compositional disordering can be realized through ion
implantation either with the electrically active implants, such as Zn and Si, or with
electrically inactive implants, such as Kr, B, and F, or with lattice constituents, Ga,
Al, and As. Oxygen ions are another type of promising species for the GaAs/AlAs

system. As was shown earlier, oxygen ion implantation can induce semi-insulating
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effects in GaAs, and AlGaAsl'% as well. Recently, Bryan et al.l®! have demonstrated
that oxygen ion implantation can simutaneously induce compositional disordering in
AlAs/GaAs SLs. They have also found that a dose around 1x10'7/cm? is required
for disordering to take place in 1 MeV oxygen ion implantation at room tempera-
ture. They noted that oxygen-implantation-induced disordering is not dependent
on fast diffusion of the implants during the anneal, as is the case for Si implantation.
Rather, the atomic mixing processing (¢.e., ion beam mixing and radiation-induced
diffusion) occurring during implantation allows sufficient disruption of the disorder
to produce partial disordering. In addition, there exists a sensitive temperature
dependence during implant'ation as evidence is found that implantation at RT has

more extensive disordering than that at elevated temperature.

Commonly, the LEIM (a few hundred keV range) has been utilized for the dis-
ordering process, in which the mechanisms are mainly due to implantation-induced
lattice damage and defect diffusion. However, as we discussed at the beginning
of the thesis, the HEIM (in MeV range) can provide many additional advantages,
such as deep implantation, minimized surface damage, and electronic-ionization-
correlated secondary effects. We present in the next section an investigation of
compositional intermixing in AlAs/GaAs superlattices through MeV ion implanta-
tion at low temperature. It shows that, in addition to the direct lattice damage

effect by nuclear collisions present at EOR. of ions, the MeV-ion-induced electronic

effect can also induce lattice intermixing,.

3.4.1 Experimental Aspects

The sample examined in this study wes o 1 pm-thick SLs grown by MBE
on Cr-doped semiinsulating GaAs substrate. The superlattices are composed of
25 periods of AlAs(150A)/GaAs(2504) layers. Implantation was conducted with
oxygen ion beams of 0.5 MeV and 2 MeV at a dose of 1x10%%i0ns/cm? with the
target holder maintained at LNT. Subsequent annealing was at 650°C for 30 min on

a graphite hot plate with the proximity covering format with an Argon gas flow. The
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Figure 3.10 Al oscillations in AlAs/GaAs superlattices and oxygen profiles
in (a) 0.5 MeV and (b) 2 MeV oxygen-ion-implanted AlAs/GaAs superlat-
tices.

oxygen distribution and the degree of Al interdiffusion and layer intermixing were
examined with SIMS at Bellcore Laboratory. 8 keV Cesium ions were employed as
primary ions for oxygen profiling with a beam current of 100 nA, the scan width of
0.5mm, and a scan speed of 10 s/frame. For Al profiling, 15 keV oxygen ions were
utilized with a beam current of 300 nA, the scan width of 0.5mm, and a scan speed

of 4 s/frame.

3.4.2 Experimental Results

The SIMS profiles of 27Al in the unimplanted sample and 0 implants in



implanted samples are shown in Fig 3.10. The oscillations of the Al signal with the
peak-to-valley ratio of about 4.5 in the Al profiles represent the regular AlAs/GaAs
superlattice structure. After being annealed at 650°C, the Al profile in an unim-
planted sample (the SIMS profile is not plotted here) showed no difference. The
irregular oscillation in oxygen depth profiles is due to the matrix effect in the SIMS
measurement. Oxygen profiles mark the depth range of about 0.65 ym with FWHM
of .3 pm for 0.5 MeV ions and of 1.65 pm and .5um for 2 MeV ions. One should
realize that 0.5 MeV oxygen ions are deposited within the SL layers, while 2 MeV
oxygen ions are peaked at a place deep beyond the SLs. Thus, in the low energy case,
the energy deposition and lattice damage in the SLs are controlled by the nuclear
collision (nuclear spike) process; while in the high energy case, electronic ionization

and excitation (electronic spike) is the dominant process during implantation.

The Al SIMS profiles of both as-implanted samples and implanted and an-
nealed samples are monitored. In as-implanted samples, a slight Al interdiffusion
was observed. The regular Al oscillation rexﬁains with the peak-to-valley ratio
down to 4. Al interdiffusion at this stage is probably due mainly to nuclear knock-
on induced lattice displacement during implantation, because the other diffusion
processes have been minimized at LNT. The strong Al interdiffusion has been en-
hanced after high temperature annealing. The corresponding SIMS Al profiles are
illustrated in Figure 3.11. There exist significant differences in these two samples. In
the low energy implanted sample, the amplitude of Al oscillation has dramatically
decreased with the peak-to-valley ratio down to 1.4, which indicates intermixing
of AlAs and GaAs SL layers. Near the surface region the oscillation amplitude is
nearly constant. However, in the region near the end of the SL layers, the peak value
of Al oscillation has dropped further. This region, ranging from the 20th peak to
the end, corresponds to the region where the implanted oxygen ions are deposited
(comparing to the oxygen depth profile shown in Fig 3.10). This decrease indicates
the significant impurity-related Al diffusion in this region due to the existence of im-

planted oxygen. In the high-energy-implanted sample, the peak-to-valley ratio of Al
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oscillations decreases to 1.6, slightly higher than that in the low-energy-implanted
sample. However, the amplitude remains very much steadier over SL layers, except
for the anomalous distortion in a few layers at the top surface, which is due to the

presence of surface oxygen introduced during the uncapped annealing process.

In brief, we have found that Al interdiffusion in AlAs/GaAs superlattices
has taken place in both low and high energy implanted samples with subsequent
high temperature annealing. Both the nuclear spike and the electronic spike can
contribute to this process. In low energy implantation, the nuclear spike dominates
and gives direct atomic displacement at the EOR of implants, which efficiently
stimulates the Al interdiffusion. The electronic spike induces electronic ionization
and distorts the lattice electronic coﬁﬁguration, which in turn enhances migration
and diffusion of defects and displaced atoms, as well as Al atoms. In addition, low
temperature implantation can be of help to this process by the freeze-in of lattice

damage and minimizing the probability of in situ annealing.
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Chapter 4

RADIATION-INDUCED DEFECTS AND STRAIN
IN III.V COMPOUND SEMICONDUCTORS

4.1 Introduction

As was shown in the last two chapters, radiation-induced lattice strain in
semiconductor 'crystals is a highly interesting and important subject in the study
of ion damage in ion implanted semiconductors — especially binary compounds.
The phenomenon of lattice expansion by ion implantation in many semiconductor
crysfals was first observed over 30 years ago. In 1957, Gonser and Okkersel!l noticed
lattice parameter expansion in GaSb and InSb induced by MeV deuteron irradiation.
Later, Kleitman and Yearcian(?l comfirmed this result by x-ray diffraction. A small
lattice expansion was also observed in 9 MeV deuteron-implanted germanium at
low temperature by Vook and Balluffil¥! and by Simmonsl¥!. Whan and Arnold[®!
noticed lattice expansion in 400-keV Xe ion-implanted GaAs and Si crystals. Using
the sensitive x-ray rocking curve technique, similar results have been observed in
keV proton- or argon- ion-implanted GaAs, Si and Ge crystals®!, and MeV-Cl, -
0O, or -C-ion-implanted GaAs, GaP, and GalnAs.[7=9 The magnitude of this kind
of strain is usually very small, one percent or less. It is believed that ion-lattice
collisions induce point defects that are responsible for the lattice strain generation.
Wie and his co-workers!8] have given a model of single ion-lattice collisions, and
concluded that the surface lattice strain saturation induced in MeV ion implanted
GaAs was due to generation of an equilibrium population of antisite defects by a

combination of collision damage and electronic ionization. However, in order to
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get a better understanding of radiation-induced strain in crystalline semiconductor
materials, we have extended this work to InP, AlGaAs, CdTe, and LiF crystalline
systems. In the case of InP, we have observed negative strain induced in MeV-ion-
implanted crystals, which was presented in Chapter 2. In all the other cases, even
in keV ion implanted InP, positive strain appears after implantation. Most recently,
Ascheron et al.[1%] have reported that in InP erystals, there is a tendency for the
high energy proton irradiation (1.2 MeV used) to produce a negative volume change,
which differs from a positive volume change produced by low energy protons (300
keV). This gives us an interesting puzzle, because InP is a typical III-V compound
crystal. Based on the experimental results we obtained and by considering the
character of the defects, we suggest that it is the different mechanism of generation
and relaxation of primary point defects during ion implantation that induces the

lattice strain and determines its sign and magnitude.

In this chapter, the general configuration and migration of point lattice de-
fects in binary compound semiconductors will be described first. A model for the
generation, recombination, and diffusion of the primary defects in the crystals by
ion-lattice collisions as well as by defect interaction processes is then presented.
This model predicts the defect population and saturation behaviour for high dose
ion irradiation. Based on the experimental results we presented earlier as well as
those reported by others, a possible mechanism for lattice strain generation and sat-

uration in III-V compound semiconductors obtained from this model is proposed

and discussed in Section 4.4,

4.2 Characteristics of Ion Implantation Induced Defects in III-V

Compound Semiconductors

4.2.1 Configurations of Point Defects

Defects in a semiconductor crystal have important effects on the electronic,

optical, and mechanical properties of the material. Defects are defined by their
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chemical natures and their geometrical configurations. Primary point defects can
be vacancies, interstitials, and substitutional impurities. Various kinds of defect
complexes are formed by the association of these primary defects, such as a Frenkel
pair when a vacancy is closely associated with a self-interstitial, a high-order va-
cancy cluster where two or more vacancies occupy closest neighBoring lattice sites,
and substitutional-vacancy complexes. In compound semiconductors, all the lattice
sites are not equivalent, and a large variety of defects can exist. In binary com-
pound senﬁconductors, there are two different sublattices where each can have its
~ own primary defect types. An antisite defect is formed by an atom of one sublattice
placed in the other sublattice site. Complexes of intrinsic defects, impurities, and
high order vacancies can also be envisaged. Two-dimensional schematic represen-

tations of these various types of point defects in compound crystals are illustrated

in Figure 4.1.

In a tetrahedral coordinated I1I-V compound semiconductor lattice, four het-
eropolar A/1-BY bonds are broken in order to create a vacancy-interstitial pair (see
Fig. 4.2a). The undistorred “ideal” monovacancy has four dangling bonds centrally
directed into the vacancy. Depending on the charge occupancies on these sp® hybrid
dangling bonds, they can form new bonds, leading to lattice relaxation and distor-
tion and preserving the high local symmetryl!ll. For example, when there is one
electron per dangling bond (i.e., for the neutral vacancy V°), by electron pairing
two nearest neighbour dangling bonds pull together. They form two new saturated
bonds leading to local distortion (see Fig 4.2b). When an electron is missing (i.e.,
for the positive vacancy V¥), one of these two bonds is weakened since it coutaius
only one electron. The distortion is thus different from that in the case of V° (Fig.
4.2c). There may exist another particular case for a possible distortion, called a
“split-vacancy” configuration (Fig. 4.2d), where one neighbour of the vacancy is

displaced halfway between its original position and the center of the vacancy.

The “ideal” interstitial has also four sp® hybrid dangling bonds pointing out

of the center of the interstitial with all surrounding atoms at their perfect positions
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Figure 4.1 Schematic of a two-dimensional representation of some point
defects and complex defects in a binary compound semiconductor.

in saturated bonding. So it is impossible to decided a priori what are the stable
sites for an interstitial atom. However, if an interstitial exists, its total energy with
all surrounding atoms will be in an extremum. It is thus reasonable to consider that
some of these highly symmetric sites are stable interstitial positions. Because of the
symmetry of the lattice, there may be several equivalent position per unit cell. The
“bond-centered” configuration as shown in Fig 4.3a is one possible highly symmetric

structure for interstitials, where one original sp® bond is broken and and interstitial
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Figure 4.2 The vacancy in tetrahedral coordinated crystalline lattice. (a)
As-created vacancy with four sp® dangling bonds; (b) Neutral vacancy V°
with one electron per dangling bond, two new bonds are formed leading to
local distortion; (c) Positive vacancy V*, missing one electron, one of these
new bonds is weakened since it contains only one electron. The distortion is
thus different from that in the case of V°; and (d) Split vacancy, where one
neighbour of the vacancy is displaced half way between its original position
and the center of the vacancy. (Taken from ref. 11.)

is inserted in the center to form two new bonds. The hexagonal and tetrahedral
sites depicted in Fig. 4.3 are the sites of highest symmetry in the III-V compound
crystalline lattice, where au interstitial sits at the center of the lattice with weak

bond-like connections to the neighbour lattice atoms. Once again, as in the case of
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Figure 4.3 The possible highly symmetric configurations for interstitials
in a tetrahetral coordinated lattice: {a) bond-centered, (b) tetrahedral, and
(c) hexagonal. (Taken from ref. 11.)

a vacancy, the introduction of an interstitial induces a relaxation and distortion of
the lattice surrounding it. The type of configuration that the interstitial chooses
depends upon its ability to make bonds with its neighbours and therefore can change

dramatically with its charge state.

In an antisite defect, four heteropolar bonds (A-B) are replaced by four ho-
mopolar bonds (A-A or B-B). The strength of the new bond formation relies on

the change of atomic size (geometry), electronegativity (chemical binding) and the
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Table 4.1. Enthalpies of antisite defect formation in III-V
compound semiconductors (the unit in eV).
E(Ap) in the first row and E(B4) in the second row.

AlIIBV p As Sb
Al 0.60 0.30 0.02
0.50 0.45 0.36
Ga 0.68 0.35 0.08
0.38 0.35 0.32
In 0.89 0.52 0.27
0.42 0.33 0.27

* The data were taken from Ref. 12.

charge state (electrical) of two sublattice atoms. Table 4.1 lists enthalpies of antisite
defect formation in III-V compound semicondictors!'?. Comparing with the data
on atomic size and electronegativity listed in Table 2.1, one realizes that they are
closely associated with each other. As the ratio of the atomic size of element A to
element B increases, E(Apg) tends to increase, and E(B 4) decreases. For GaAs and
InSb, E(A g) is the same as E(B 4) because the atomic sizes and electronegativities
for element A7?! and element BY in these compounds are quite close. InP has the
largest value of E(A p) because it has the largest value in atomic size ratio and
the largest electronegativity difference, which implies that it is harder to form Ap
antisite in InP than is the case in other III-V compounds. Taking the charge state
of antisite defects into account, the enthalpies of antisite defect formation would
be much higher when the charge state goes to neutral. Dobson and Wager{*®] have
given calculated values. Small distortion would also be associated with antisite de-
fects when they relax. Similar to vacancies or interstitials, the direction depends

on the change of bond strength. In the defect complexes, the configurations are
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just the combinations of primary point defects. The same is true for the lattice

relaxation.

4.2.2 Defect Interaction and Migration

Defect migration is also an important feature for defect stability. It has been
shown in many theoretical studies and by experimental results that the point de-
fects, especially interstitials, in Si and Ge elemental semiconductors are very mobile
at temperatures even below room temperature. It is expected that this would be
more pronounced in L.V compound semiconductors due to the weaker hinding
and the binary nature in the compound system. It is the defect migration process
that enhances the interaction of defects (intrinsic and extrinsic), giving rise to more
complex defects as well as correct sites through recombination. For instance, a mo-
bile vacancy can be trapped by the the doping impurity to form a vacancy-impurity
complex center. It may tend to aggregate, as temperature increases to form diva-
cancies, trivacancies, and so on. The interstitial can be mobile and trapped at grain
- boundaries, plastic zones, and extended defect complexes. When the number of de-
fects in a complex is large, they tend to arrange themselves into high-dimensional
defects (lines, rings, or platelets). In III-V compound semiconductors, due to the
binary nature, many more spacially complex defects can be formed. An antisite
defect is the simplest kind of complex of defect interaction that results, where a
“wrong” recombination occurs. Due to rearrangement of lattice atoms in a complex
defect or the change of sublattice atomic type in antisite defects, lattice relaxation

and distortion may also be introduced in the lattice structure.

There are several mechanisms for point defect diffusion through a lattice,
depending on the characteristics of the defects. Generally speaking, in order to
move through the lattice they have to pass through some kind of potential barrier,
the corresponding energy of which is normally described as the activation energy
AE. The diffusion probability is thus proportional to exp(~AE/kT). An interstitial
(self or impurity) migrates by hopping directly from its original interstitial site to
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Figure 4.4 Schematic illustration for defect diffusion mechanisms. (a)
Interstitials, (b) Vacancies, (¢) Impurity substitutionals.

a neighbouring equivalent one, or exchanging with a lattice atom that is, in turn,
displaced into a new interstitial site. These are illustrated in Fig. 4.4a. The later
process has involved two actions — breaking old bonds and forming new bonds,
so its activation energy is a sum of the energies, while the first process of the
migration only requires a jump over a barrier existing between two neighbouring
equavilent interstitial sites without breaking any bonds. Thus, the first process is
most likely and is commonly referred to as the interstitial mechanism for defect
diffusion. For a vacancy, an easy way for the migration to occur is to exchange
with one of the nearest neighbouring site atoms, called the vacancy mechanism

(Fig. 4.4b). This is actually a combination of the vacancy creation and the defect
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recombination processes. In a single elemental semiconductor crystal it just switches
the defect site without creating a new defect; while in a compound crystal, it results
in the formation of a new antisite defect and a new vacancy. It is probable that
the activation energy for defect diffusion in the vacancy mechanism is thus much
higher than that in the interstitial mechanism. Substitutional defects can migrate
by hopping from the original site to a neighbouring substitutional site through
a direct exchange or through an indirect exchange, as illustrated in Fig. 4.4c.
Because the substitutional defect is originally in a very stable state, its migration
is less probable even than the vacancy mechanism. It is also noted that the charge
state of the defect is one of the main factors that can play an important role in
defect migration processes (for instance, ionization enhanced defect migration in

ion implanted crystals).

4.2.3 Defect Relaxation and Lattice Strain Build-up

As we have already mentioned in Section 4.2.1, the introduction of a point
defect in a crystalline material induces displacements of the lattice atoms that sur-
round it. When the symmetry of the lattice is conserved, these displacements are
said to result in a relaxation. When the symmetry is reduced the induced displace-
ments are referred to as distortion. For the radiation damage in III-V compound
semiconductor, due to the complex nature of the defects, both relaxation and distor-
tion can be involved. With respect to their short-range order property a significant
displacement will only affect the first few nearest neighbour atomic shells on a small
scale with the strength decaying exponentially. However, such small displacements
of the neighbour atoms of a defect can direct inward or outward, depending on
the character of defects. Figure 4.5 gives a sketch in a two-dimensional view of
imaginable force fields and the relaxed state for isolated vacancy and interstitial
systems, respectively. In a vacancy, one atom is missing, leaving an empty atomic
space with four dangling bonds on the surrounding neighbour atoms. There exists
a highly attractive force field, called the negative-U potentialll415l, Ag a conse-

quence, the surrounding atoms of the vacancy move towards the center. They are
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Figure 4.5 A two dimensional view of (A) imaginable force fields and (B)
relaxed metastable states for a vacancy (left-hand side) and an interstitial
(right-hand side), respectively.

pulled together in pairs, a distortion tending to rebond the four dangling bonds
into two unbroken ones with regard to the charge state of the vacancy. These can
be envisaged in many different configurations of vacancies (e.g., V%, V*, and the

split vacancies), which are shown in Fig. 4.2. In an interstitital defect system, one
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extra atom is jammed into the perfectly bonded lattice with four dangling bonds,
creating a highly repulsive potential (the positive-U potentialll]l) in the lattice and
thus it is in an unstable state. The surrounding neighbour atoms repel the inter-
stitial atoms and push outwards to balance this potential until a metastable state
is reached. These can be imagined in the configuration shown in Fig. 4.3. In
either of these two cases the lattice spacing changes, but the volume couserves,
which is called the Jahn-Teller effect!!). Similar effects are expected to occur in
antisite defects and impurity-substitutionals, where the direction and magnitude of
displacements depend on the differences in atomic size and electronegativity of the
substitutional atoms, as well as the charge state of the defect. For instance, in InP
crystals, the In antisite (In atom takes P site) may induce outward displacement
on first neighbouring In atoms, because an In atom has a larger radius size and
smaller electronegativity than the original P atom in the site. In GaAs, antisites
may not give significant distortion to the lattice because Ga and As have similar

atomic sizes and electronegativities. Combinations of all the effects can appear in

complex defect systems.

Coherent relaxation in a damaged crystal leads to the build-up of lattice
strain to the point where it is detectable, and changes the volume of the implanted
layer as well. As was discussed above, the sign of the lattice strain and therefore this
volume change is closely associated with the lattice defects and their population in
the damaged crystal. If the population of vacancy-type defects is predominant over
the others, the lattice relaxation leads to inward displacement of the atoms in the
neighbourhood of the defect, causing the lattice spacings to be extended. Thus, the
coherent strain appears positive. In contrast, if interstitial-type defects dominate,
the outward displacement in lattice distortion around the defect will cause the
lattice spacing to shorten, and lattice strain appears with the negative sign (see
Figs. 4.4 and 4.5). In certain cases the lattice strain can lead to volume changes
on a microscopic scale, but they are not expected to be associated fully with each

other, because the lattice relaxation and distortion may originate from different



— 95 —

effects and different lattice defects. Strain can occur without volume changes of
the strained layer, e.g., by elongations of lattice atoms around vacancies due to the
Jahn-Teller effect as we disscused before. Changes in volume can occur without
increases in mean interplanar spacing, e.g., by changes of the lattice coordination

number, which changes the density of the crystal.

4.3 A Model for Point Defect Generation in Ion Implanted

III-V Compound Semiconductors

Defects or impurities are introduced into semiconductors, intentionally or
unintentionally, during the growth process or during the following heat treatment.
Ion irradiation is another efficient way for impurity introduction and defect creation,
where the concentration, the distribution, and ( to some extent) the nature of
defects can be under precise control. Point defects generated during ion irradiation
in compound semiconductors are of interest to us as they are an indication of lattice

damage and a parameter for phase transformation.

As we will discuss in the next chapter, during ion implantation the ion-lattice
interaction involvs two major processes: electronic ionization at high energies after
the energetic ions enter in the target (electronic spike) and the nuclear displacement
collision cascade at the low energies before the ions stop (nuclear spike). Electronic
ionization changes the lattice charge states without causing direct effects to lattice
structures. Direct nuclear collisions cause recoil of lattice atoms, resulting in the
creation of Frenkel pairs of self-interstitials (N;) and vacancies (Ny) from the two
types of sublattice sites (a and b), thus giving direct lattice damage to the target
crystal. One can imagine that for a defect being produced by an energetic ion,
the atom is removed from the lattice site with an excess momentum, and vacan-
cies are surrounded by instability zones within which the knocked-out atom cannot
be stabilized. If the momentum of the recoil atom is somewhat higher, the atom
may depart from its site to a distance of several lattice spacings, forming isolated

vacancies and interstitials. Because ion-lattice interaction often results in cascade
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collisions, defect clusters are usually nucleated. Defect migration and interaction
can also be simultaneously enhanced by the ionization process during irradiation.
As a result of defect interaction, there are the “self” recombinations of an inter-
stitial and a vacancy from the same type sublattices to reform the correct sites
(N¢), and the formation of antisite defects (VN 4) by the possible “wrong” recom-
bination of an interstitial of one element type with a vacancy of another type.
Due to local stoichiometrical distortion and electrical charge state change through-
out ionizations, the implantation-induced interstitials can keep diffusing away until
trapped by defect sinks at the surface, grain boundaries, and the amorphous zone.
Taking all these possibilities into account, we consider a unit volume in which ion-
lattice displacement collisions, defect interaction, and defect diffusion are taking
place; then we may write a chemical rate equation describing the defect produc-
tion as well as changes of correct lattice sites with the implant dose (D). Let
X = Ny/No,Y = N1/No,U = Na/No,W = N¢c /Ny, and t = D[Ny, where Nj is
the total number of sublattice sites in the crystal, and use letters a, b, C, and A
for subscripts for A and B sublattices, correct sites and antisites, respectively. The

rate equation can be written as:

X, - gemeration 9 recombination o w

= = 9caWa + 94U —71caXa¥a = T4a XYy —aaXa; (1.1)
% = gcsWs + 948U — ve X Ys — 748 XsYa — 05 Xs; (1.2)
d;:a = gcaWa + 9aUs — 7caXa¥a — 7asX6Yo — BaYa; (1.3)
%‘b‘ = gosWs + 9aaUa — 701 X0 Ys — Y40 XaYs — BY5; (1.4)
ddUta = —g4aUs + 74aXaYs + a0 Xg; (1.5)
Db g als+ v XiYa + auXs: (1.6)
d?;a = —9caWa + vce XoVa; (1.7)
d—%@ = —gosWs + vos. X3 Y5 (1.8)

In equations 1.1 - 1.4, the first two terms describe the defect generation from
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correct sites and antisites, where the g(c, 4)(a,5) are the defect generation coefficients
for sublattices (A and B), which correspond to the interaction cross section between
implants and sublattice atoms A and B. The next two terms in the equations account
for defect recombination to correct sites and antisites, the recombination coefficients
Y(C,4)(a,b) being the corresponding defect interaction cross sections. The last term
was introduced for defect diffusion with different diffusion coefficients « and g,
for interstitials and vacancies, respectively. As we discussed in the last section,
interstitial diffusion mainly follows the interstitial diffusion mechanism. Interstitials
diffuse out of the implant-lattice interaction region, giving no contribution to the
new defect generation, while vacancies follow the vacancy diffusion mechanism,
giving a contribution to antisite defect population. This has been taken into account
in equations 1.5 and 1.6. In the damaged region, the total number of atoms is not
conserved due to the diffusion of defects. However, the conservation of the total

number of sublattice sites holds, giving;:

X+U+W=1; (1.9)
aX AU dW

wrtaEta -t (1.10)

Taking a special example we first consider the GaAs system. Because two
sublattice atoms (As and Ga) are ve-ry close in atomic number, atomic mass, and
chemical binding energy, we neglect the difference between antisite and correct site
sublattices; thus, all coefficients for atom A are equal to those for atom B. This
limiting case is just the same as for a single element crystal. Then, the group of

equations (egs. 1.1—1.8) can be simplified to:

% =g(U + W) —(v¢c + 74)XY — oX, (2.1)
% =g(U + W) — (7c + 14)XY — 5Y, (2.2)
D - _gU +74XY +oX, (2.3)
%‘i = —gW +7cXY. (2.4)
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Setting U+W = Z (which represents the filled sites) and yc++v4 = 7, the equations

can be rewritten as:

%:g(l-—X)—*yXY—aX; (3.1)
%— = g(1 - X) —7XY — BY; (3.2)
Z=1-X. (3.3)

This is a set of second-order, nonlinear differential equations for the variables X
and Y. Comparing to the model proposed by Wie et al., one can see that additional
diffusion terms have been introduced in our model that play a major role in deter-
mining the predomination of primary defects and the lattice strain sign in radiation

damaged crystals.

Consider a simple case, where @ = 3, which implies that interstitials and
vacancies have the same diffusivities. Then, X = Y under the initial conditions

X(0) =Y(0) = 0. Thus, one needs only to solve for X from the equation

dX
T=9-(9+0¢)X"’YX2,
t
_ @+ +49g ( g+a)2
_7[ v . 2 . (4)

By drawing a phase diagram, as shown in Figure 4.5, we can immediately find
the limiting behavior of the defect population fraction of interstitials and vacancies.

At low dose (X — 0), % —+ g; then

X ~ gt. (5.1)
At high dose, the X goes to a saturation state (4% = 0), then

Koy = 02V F 492';]1/2 —lg+a) (5.2)
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dX/dt

Figure 4.8 Phase diagram for point defect production by ion implantation
in GaAs, according to equ. 4.

For 0 < X <1 and X(0) = 0, we can give the solution for equ. 4 as:

R }
(5.3)

X(t) —_ Xm(u: {1 - T Xmaz
(

1+ ?ﬁ’m':) e(y+a)t +1
Its limitation indeed gives the results of (5.1) and (5.2).

For a # B, we can draw a solution for the limiting cases. At the very low

dose case,

XY — gt (6.1)

At the saturation case, by setting %"—{- = %}: = 0, we obtain

{[ ﬁ(g+a)2r’1}’ (6.2)
{ ﬁ(9+a)2]2 ‘1}- (6.3)

>
]
R m
II
RIw
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Therefore, for 8 > a, we arrive at a conclusion that X > Y. This implies that the
vacancy population is greater than the interstitial population in the materials where
the interstitial diffusion mechanism dominates, which is true in most practical cases.
This has also told us that implantation generates defects with a rate of g, but the
point defect diffusion controls the defect population fraction in the damaged region,

and in turn it may determine the radiation-induced lattice strain.

In general, such as in the InP system, the sublattices are different. The char-
acters of the correct sites and antisites are not the same. Then, the case described
by equations 1.1 - 1.10 is more comp}ica,ted. Solving this set of equations is rather
difficult, however, with the initial conditions of X=Y=U=0 and W=1 at t=0, we
can find limiting cases for defect generation. In a low-dose limit, one finds that:

dX, dY, dw,

at . at . ar 9o (7.1)

dX, dY, dw;
& a4 ev (7.2)

These imply that:

X, =Y} = gcut; (8.1)
Xy =Ys=gost; (8.2)
We=1- gcat; (8'3)
Wi =1-gcut. (8.4)

For the population of antisite defects, the second order dependence on t has to be
considered. By the results in egs. 3.1 to 3.4, from eqs. 1.5-1.6, one obtains
1

Us = EaagCatz-: (35]
1
Uy = Eabngtz. (3.6)

It shows that the antisite population is closely associated with defect creation from
correct sites and vacancy diffusion. In a high-dose limit, all of the defect production
rates approach zero. One can solve the corresponding algebraic equations to get

the defect population fraction for the saturation state.
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4.4 Mechanism of Lattice Strain Generation in Semiconductors

by MeV Ion Implantation

In this section, the mechanism for lattice strain generation in MeV ion im-
planted compound semiconductors is proposed, based on the characteristics of lat-
tice defects and the model of defect generation by ion implantation, presented in

the previous two sections.

Several models proposed early for the mechanism of ion irradiation induced
lattice strain in semiconductors can be found. Based on the observation, by x-
ray diﬂ'ra,(;tion, of radiation damage in GaSb, which was bombarded with 12 MeV
deutrons at liquid nitrogen temperature, Gonser and Okkersel!l suggested that by
thermal spikes introduced under ion irradiation the damaged region is present in a
liquid-like lattice coordination —markedly different from the matrix configuration.
With the appearance of the spikes, Frenkel pairs are generated in the matrix ma-
terial, resulting in an expansion of the lattice, but the crystal as a whole, which
includes the high density spikes, decreases in volume. Vook and Balluffil®! proposed
several models for the structural configuration in 10.2 MeV deuteron-irradiated Ge
crystals. They eliminated isolated vacancies and interstitials distributed homoge-
neously throughout the entire volume as the sole effect produced by irradiation and
indicated that randomly distributed and finely mixed interstitial and vacancy clus-
ters as well as displacement-spike-induced different phase transformed structures
are mostly responsible. Interstitial and vacancy clusters could be produced directly
up on ion bombardment, or could be formed by the gronping together of defects
by diffusive motion after bombardment. The damaged region may be constructed
by atomic rearrangement and the addition or substraction of mass, thereby caus-
ing a relatively uniform strain. Speriosu et al.l’] has found in keV ion implanted
Si and Ge that the radiation induced strain increases lincarly with dose upto the
amorphization threshold, which closely corresponds to the linearity of point defect
generation up on the ion dose. Nonlinearity of strain generation in GaAs consists

of the creation of extended defects along with a transition from elastic to plastic
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behavour. The results clearly indicate the different nature of ion damage in com-
pound semiconductors from the case of single element crystals. Detailed studies
of MeV ion implanted GaAs by Wie et al. have been made with x-ray rocking
curve analysis. The model they present based up on the experimental results de-
scribes phenomenologically the connection of surface lattice strain with ion nuclear
stopping power and electronic stopping power at the sample surfaces. Briefly sum-
marized, all these models have given phenomenologically a close connection between
ion-implantation-generated defects and the lattice strain or volume changes in the
damaged regions. However, the interpretation for strain sign and its profile with

depth remains unclear.

As we discussed in the sections above, ion bombardment of crystalline semi-
conductors creates lattice defects (point or cluster) by ion-lattice displacement col-
lisions and induces the crystalline-to-amorphous phase transition when the dose
threshold is reached. Defect interaction and diffusion control the redistribution of
defect population as we predicted. Defect complexes and high dimensional defects
can also be formed. To reach a steady state, the defects relax, causing the dis-
placement of atoms around defects. The displacement direction depends up on the
characteristics of the defects. Coherent distortion and lattice displacements lead to
lattice strain build-up on a macroscopic scale. Thus, by taking the detailed features
of each type defect into account and following the model of defect generation in
ion irradiated crystals as well as the experimental results, we propose here that the
lattice strain in ion implanted crystals is due to implantation-created lattice defects
in the damaged region. The sign and depth profiles of the lattice strain are deter-
mined by distribution of the dominant defects. If vacancy-like defects dominate,
the crystal is under expansion, and positive strain appears. When the crystal is
filled with interstitial-like defects as the majority, negative strain would occur. The
strain magnitude is controlled by the degree of lattice damage and the material’s
elastic properties. In the lightly damaged region the strain builds up as the defect

density increases. Assume that, at the depth, x, the defect concentration of the ith
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kind defect is fi(z), then the local lattice strain, ¢(z), induced by the defects can
be described as:

e(z) = Zkifi(z),
where k; is the strain induction coefficient for defects of the ith kind. Its sign
and magnitude are determind by characteristics of the defects, as we discussed
above. The profile of the defects, fj(x), is directly associated with the nuclear
energy deposition of incident ions with the maximium depth, zmq,, determined by
the ion stopping range. Hence, before the defect concentration reaches the phase
transformation level, the integrated strain is the same as the surface swelling, and
is expressed as: :
AX = / T Sk fi(2)da.
In the phase transformed region (cr:rstalline to amorphous, or elastic to plastic),
the lattice symmetry and crystallinity are totally destroyed, providing a plastic
region to trap the incoming diffused defects. At the boundary of this region, both
defect diffusion and defect relaxation reach an equilibrium state; thus, the strain
saturation appears when a uniform amorphous layer forms. In this case, the surface

swelling may not be equal to the total integrated strain.

Theré may exist a distinction between implantation by keV ions and MeV
ions. MeV implants can be placed a few microns deep in the sample, while keV
ions damage the crystal surface to a depth of a few thousand angstroms, providing
a short length for defect diffusion. Thus, in keV ion implanted samples, due to the
fast diffusion of interstitials leaving vacancies behind in the crystal, positive strain
always appears. In MeV ion implantation, nuclear spikes and collision cascades
cause the structural damage directly, while electronic spikes and ionization enhance
the defect diffusion and interaction. These make the process much more complicated
and significantly different from the case of keV ion implantation where the nuclear

damage is the sole process involved.

In single element crystals like Si and Ge, interstitials and vacancies along

with their complexes are the major types of defects introduced by ion implantation.
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Primary point defects of interstitials and vacancies are created at the same rate, but
their diffusion behavior is quite different. It has been comfirmed that interstitials
can be mobile even below room temperature. Both theoretical calculations and
experimental results have shown that the activation energy for interstitial diffusion
is about a few hundred meV, but the activation energy for vacancy diffusion varies
around 3-5 €V.[*°! Especially in the electronic stopping damaged region, interstitial
diffusion and interaction with vacancies would be enhanced by electronic ioniza-
tion. It is imaginable that up on ion implantation, the knocked-out lattice atoms
(interstitials) keep migrating until these reach some stable or metalstable states by
recombining with vacancies to form new correct sites, or being trapped at the sam-
ple surface, at boundary of extended defects, and in plastic amorphous zones. Thus,
in the implanted layer there exists an excess population of vacancies, causing lattice
spacing expansion and positive strain build-up. Due to the homogeneous atomic
distribution and strong covalent binding in single element crystals, this strain is

only of a very small magnitude, which has been observed in all of the experiments,
both with keV ions and MeV jonsl®-7.

In III-V compound semiconductor crystals, their binary nature makes the
damage process during ion implantation much more complicated. The different
physical properties of two sublattice atoms ( mass, atomic number, atomic size, and
electronic negativity, etc.) imply that the ion-lattice collision cross section, defect
generation rate, maximum energy transfer, and range distribution of recoil atoms
for each type of sublattices may be vastly different. The variation in irradiation
effects would also be affected by chemical binding, constitutient dissociation and
atom migration. As the result of defect interaction and diffusion, a great number
of antisite defects would be formed, which may or may not cause lattice strain
after relaxation and distortion. However, creation and diffusion of interstitials of
both sublattices are still major control processes that play an important role in
the determination of the sign as well as in the magnitude of the lattice strain. In

most III-V compound crystals, such as GaAs, the collision and interaction cross
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sections for the two sublattices may only have small differences. Self diffusion of
both III and V sublattice atoms (e.g., Ga and As interstitials) is high. One of
the effects is that a great number of antisite defects are created in the region near
the surface, which have little contribution to lattice strain generation. The most
pronounced result is to cause an excess of vacancies remaining in the crystal as
the interstitials diffuse away and are trapped in the surface or some plastic zone. It
leads to atomic density decreasing and lattice spacing expansion with building-up of
positive lattice strain. However, in InP crystals, indium and phosphorus have a large
mass ratio (3.71) as well as great differences in ionic radius and electronic negativity
(see Table 2.1). According to atomic collision kinetics, indinm has a tanch higher
displacement cross section than that of phosphorus, but the recoiling velocity that
indium atoms gain is limited due to its large mass. Thus, the total number of indium
interstitials produced per unit volume is actually greater than that of phosphorus
interstitials, and a greater fraction of indium recoils per unit volume produced are
stopped. Hence, it results in an excess of the net indium interstitial population.
Indium interstitials either recombine with indium vacancies to form correct sites,
or with phosphorus vacancies to form antisites, or they stay in metastable states.
As a consequence, relaxing indium interstitials and their associated defects cause
lattice spacing contraction, which is a case observed in MeV ion implanted InP.
However, in keV ion implantation, where the indium interstitial diffusion range is
comparable with the depth of ion damaged region (a few thousand angstroms),
indium interstitials can reach to the surface, leaving a large number of vacancies
in the crystal, and cause the positive strain. Once, negative strain was observed in
keV ion implanted InP17), In this instance, it might be due to an ion channeling

effect, which results in a much greater stopping range of the ions.

The different characteristics of defect diffusion in MeV-ion-implanted GaAs
and InP have been manifested by CRBS measurements, which were presented in the
last two chapters. In GaAs samples implanted at room temperature, the dechannel-

ing yields from implanted layers and surfaces remain at a very low level, even with
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doses up to 2 x10'®/cm?. This indicates a minimum of lattice damage or disorder-
ing. However, it may also imply that there exists, instead of displaced lattice atoms
(i.e., interstitials), a large population of vacancies and antisites, which do not cause
ion dechanneling. In this case, however, a large positive lattice strain field would be
associated. In low-temperature-implanted GaAs, the “freeze-in” effect slows down
interstitial diffusion. Ion dechanneling becomes much more pronounced due to the
remaining interstitials and lattice disorder in the crystal. Correspondingly, XRCs
have also shown a remarkable decrea.ée of reflecting intensity by the positive strain
field. However, in the InP sample ion dechanneling yields dramatically increase
with the implantation dose, and the saturation extends towards the surface as the
dose increases. This behavior reveals an increase of the excess interstitial popula-
tion with the dosc and intcrstitial diffusion towards the surface. This is manifested

by a negative strain field shown in the corresponding XRCs.

4.5 Conclusions

By examining characteristics of primary lattice defects created through ion
implantation, we have found that the lattice strain is closely associated with de-
fect relaxation and lattice distortion. The sign and magnitude of radiation-induced
strain are determined by the dominant population of certain types of defects, which,
in turn, are controlled by the process of defect generation and diffusion. The model
presented here hae described kinematically the interactions of ion-lattice, defect-
lattice, and defect-defect and predicts the defect population predomination. These
help us to understand the phenomenon of lattice strain in I1I-V compounds pro-
duced by ion implantation. In GaAs implanted with MeV ions, due to fast diffusion
of interstitials, vacancies become the dominant defect type, which induces the posi-
tive strain in the ion damaged surface layer and the implanted layer before it reaches
phase transition point. In InP under MeV ion implantation, due to the high gen-
eration rate and the slow migration speed of indium interstitials, there exists an
excess population of interstitial-type defects that givea negative strain to the dam-

aged crystal. By a similar argurment, we expect that a negative strain effect under
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MeV ion implantation may appear in AlSb among the III-V compounds, and in

CdS among II-VI compounds.

It is worthwhile to note that the special effect of negative strain in InP induced
by MeV ion implantation is centainly related closely to the crystalline properties of
InP. InP has the largest values among III-V compounds, in atomic mass ratio, ionic
radius, and electronic negativity for two sublattice atoms, and the largest ionicity for
the crystal. A complementary effect of all these properties determines the effect of
radiation-induced negative strain in InP. Once, it was suspected that the sign of the
radiation-induced lattice strain may closely associate with the crystalline ionicity,
which is determined by the lattice chemical binding strength. As the crystalline
binding varies from the pure covalent hond in elemental crystals to the mixture
of covalence and ionic bonds in compound semiconductors, then to the pure ionic
bond in ionic crystals, the crystalline ionicity increases, and the radiation-induced
lattice strain may change from positive to negative at some critical level. InP has
the ionicity of 4.1, highest among III-V compound, and the experiments have shown
it has a unique negative strain effect under ion irradiation. However, CdTe has a
much higher ionicity (6.2) than InP, but it has a positive strain effect under the
MeV ion implantation/!8]. A similar effect of the radiation induced positive strain

appeared in LiF, which is a good ionic crystalll8],
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Chapter 5

ON MECHANISMS OF LATTICE DAMAGE AND
PHASE TRANSITIONS IN MeV ION-IMPLANTED
III-V COMPOUND SEMICONDUCTORS

5.1 Introduction

The mechanism responsible for radiation-induced lattice damage and strue-
tural phase transitions is an important issue in the study of ion implantation from
the basic theoretic interest to its practical application. In the case of keV ion
implantation, much knowledge has been gained in many aspects of this subject, es-
pecially in Si. However, extending the ion energy to the MeV range not only causes
deeper implantation, but also changes the lattice damage mechanism, which differs
from that in keV ion implantation. Moreover, the physical processes involved in
MeV ion implantation into III-V compounds are also much more complex than in
single element materials (e.g., Si and Ge), because primary defect formation in a
binary compound is much more complicated as discussed in the last chapter, and

threshold energies for damage production, crystalline regrowth, and nucleation are

lower.

In Chapters 2 and 3, we have presented the experimental results of our study
on MeV ion implanted InP and GaAs. They have given us a clear picture of radiation
damage profiles and structural changes in III-V compounds under MeV ion implan-

tation and thermal annealing. It is the object of this chapter to give an overview
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of the physical processes involved in MeV ion implantation into III-V compound
semiconductors. Drawing from the experimental results presented in Chapters 2
and 3, a spike model to describe the mechanism for MeV-ion-implantation-induced
lattice damage and the structural phase transition in III-V compounds is proposed,
along with a phenomenological discussion of the mechanism for defect annealing

and recrystallization of implanted layers through thermal annealing.

5.2. Spike Damage — Mechanism of MeV.-Ion-Implantation-Induced

Lattice Damage and Phase Transition

During ion implantation, interactions between incident energetic ions and
the lattice atoms while the ions penetrate the sample lead to a transfer of energy
to the lattice, which in turn causes lattice damage as well as many other asso-
ciated effects to the crystal. Various models have been proposed to describe the
radiation-induced lattice damage and the crystalline-amorphous (c-a) transition in
ion implanted semiconductor and metal crystals, such as early studies by Seitz!]
and Brinkman(?on the concept of the thermal spike effect in semiconductors and
metals, and the recent review by Sadanal®! on the work in III-V compound semicon-
ductors. However, many aspects of the role of the physical processes involved still

remain controversial, especially for compound semiconductors and in high energy

implantation.

Initially, much attention was given to the production of Frenkel defects be-
cause it was believed that the primary effect of ion implantation on a crystal is to
produce knocked-on atoms as a result of elastic or inelastic collisions with an en-
ergy transfer. The knocked-on atoms that receive an energy greater than a threshold
amount will be displaced from their lattice sites and persist as permanent intersti-
tials, leaving original lattice sites open as vacancies. Seitz!!! introduced the idea of
“thermal spikes” to describe the process involved. He described that the thermal
spike was generated along the tracks of incident ions and knocked-on atoms due to

energy transfer, and it could heat the lattice locally to a very high temperature of
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Figure 5.1 Schematic representation of a displacement spike in a two-
dimensional lattice (after Brinkman [2]).

the order of 10% °C. Such spikes would stimulate any of the effects that high tem-
perature would, such as promoting diffusion and producing lattice disorder. It was
also pointed out that the typical spike would be exceedingly transient, lasting only
for a time of the order of 10! sec, and the heated lattice would quench rapidly to
ambient. temperature. Brinkmanl(2l extended the madel of the thermal spike to the
case in which the incident ions displaced a number of atoms in succession. He de-
scribed that along the path of a high energy primary knocked-on atom, there exist
two separate regions, each containing a different form of damage. As depicted in
Fig. 5.1, along the path of a knocked-on atom, the high energy region to the left of
point A will retain all of the displaced atoms produced there as interstitial-vacancy
pairs, and there will be no appreciable atomic interchange among the remainder of
the atoms. On the other hand, the low energy region to the right of point A, near
the end of the displacement path, undergoes melting and resolidification. Disloca-

tions are nucleated as a result of the spatial separation of interstitials and vacancies
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in the collision. It was estimated that it may possess a linear dimension of the
order of 50 A. He termed such a highly chaotic region the “displacement spike.” Its
difference from the thermal spike discribed by Seitz is that the entire volume of a
displacement spike is required to have been melted and resolidified, thus giving it
well-defined boundaries, while the thermal spike does not, as Brinkman believed,
reach a temperaturc at which atomic interchange can occur. However, there was no
much direct experimental evidence to support these models. Later on, Gonser and
Okkersel!! performed an experiment on one of the I1I-V compound semiconductors,
GaSb. The results suggested very strongly that thermal spikes had been introduced
under MeV deuteron irradiation. They had some of the general properties of the
displacement spikes described by Brinkman. In these spike regions, the materials
would be present in a liquid-like lattice configuration, markedly different from the

matrix configuration.

There are several other modified versions of the model by Seeger!®!, Beeler
and Besaol%], and Chadderton and Eisen!”! to explain the size and nature of dam-
age production. Sadanal® has reviewed those models with an emphasis on phase
transitions in view of the HRTEM results. He summarized the model for eventual
amorphization into two categories: 1) a heterogeneous model that suggests that
individual damage clusters are amorphous and complete amorphization occurs as
a result of accumulation and merging of individual damage clusters; and 2) a ho-
mogeneous model that suggests that when the defect concentration reaches some
critical value in a single crystal, the crystal becomes unstable and transforms to an
amorphous state. The first mechanism is generally believed to operate for heavy
ions whereas the second occurs for light ions. However, the cases discussed are
all for keV ion implantation. Most recently, Holland et al.l®l have reported that
the damage in Si implanted with MeV ions was shown to be consistent with the

homogeneous model, and in Ge by the heterogeneous nucleation model.

We have undertaken an investigation of MeV ion implantation in III-V com-

pounds. The samples were implanted at ambient temperature or at LN, temper-
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ature. The results of sample charaterization by many analytical t:achniques for
structural changes presented earlier have led us to propose the following model for
the lattice damage and amorphization in MeV-ion-implanted III-V compound semi-
conductors. We classify the primary effect of ion-lattice interaction in the crystal
during MeV ion implantation into two major catagories — electronic spike and
nuclear spike. These two types of spikes are closely correlated with the electronic
energy loss and the nuclear energy loss of the incident ions, which was shown in
Fig. 1.1. The electronic spike originates from the cascade collisions between highly
energetic ions and target electrons. It induces electronic excitation and ionization
of target atoms and causes electronic damage to the crystal in the region near the
surface. By this process the incident ions lose most of their kinetic energy and slow
down. The nuclear spike is produced along ion tracks in the low energy range (a few
keV or less) just before the end-of-range (EOR) of the ion due to nuclear collision
cascades and atomic displacement, through which the crystal suffers direct struc-
tural damage. In detail, these two types of spikes have different influences on the
target. In the electronic spike region, spike-related electronic ionization distorts the
electronic configuration of the periodical structure. Due to a large energy transfer
between ions and electrons, thermal heat would be induced. But it disperses very
rapidly by fast electron migration and vibration or through phonon emission. The
excited electrons and atoms of the lattices come into equilibrium very slowly, so
that the lattice would persist at a high temperature for a certain time period, but
below the sample melting point at a normal beam flux. However, this excitation
would enhance remarkably defect diffusion and the migration of displaced atoms.
The electronic-spike-induced temperature would be sufficiently high to anneal the
interstitial-vacancy pairs as well as other defects in the region. Under the nuclear
spike, the direct ion-nuclear collision cascade leads to a large momentum transfer
and may locally generate high temperature along the ion transport paths near the
EOR and the displacement tracks of knocked-on lattice atoms. When the instant
ion energy loss is intense, this temperature can reach the crystal melting point.

As a result, the crystal undergoes a c-a transition throuéh local melting and rapid
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quench process in a time of a few picoseconds. Individual regions resolidify into
a quasi-liquid (amorphous) structure, which differs from the crystalline structure
that would form if the cooling occurred more slowly than the crystal relaxation
time. The behaviour of the nuclear spike is different from the displacement spike
described by Brinkman where the sample resolidifies to a crystalline structure with
nucleation of dislocations. However, it is consistent with the results of a recent

computer simulation based on molecular dynamics(®.

Therefore, during ion implantation there exist three primary processes: 1.)
the creation of lattice defects and amorphous zones by nuclear spikes, 2.) migration
of displaced atoms, implants, and defects under the influence of electronic spikes
due to changes of stoichiometry and defect concentration, and 3.) recombination of
implantation-induced and residual defects, and recrystallization of amorphous zones
(in situ dynamic annealing) stimulated by electronic spikes. In ITI-V compounds,
due to the difference in the constituents and the properties of the two sublattices,
the nuclear spike has a different displacement rate for each type of sublattice atom,
resulting in a deviation in local stoichiometry. Thus, the ion induced microscopic
structural changes would be different in different compounds. However, the elec-
tronic spike damage to the sample surface would be very much the same. All of
these have been observed in our experiment of MeV ion implantation into III-V
compound semiconductors through XTEM and CRBS analysis. In general, at a
low implantation dose, due to a competition between damage generation and an-
nealing, only a high density of ion irradiation induced defects can be found (see
Figs. 2.11 and 2.12ab). It follows a distribution closely correlated with the nuclear
stopping power profile, located at the EOR of the ion, R, with a width close to the
ion range straggling, AR. The concentration of point defects in each point before
reaching a critical level for amorphization is associated with the integrated ion en-
ergy deposited through nuclear stopping there. But the observed number of defects
is also dependent on the implantation conditions, such as the target temperature

and the beam flux intensity. The case for this has been shown in GaAs implanted
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with 2 MeV oxygen ions at RT and LT (see Section 3.3). In the region near the
surface, there is an almost defect free region. As the dose increases, amorphous
zones at the EOR of the ions become more visible and more stable. Precipitation of
amorphous pockets in the crystalline matrix can be easily found (see Figs. 2.14bc).
In this case we have directly observed the spike-indqced amorphous clusters at the
EOR and along the paths of knocked-on atoms (sée Fig. 2.14c). A continuous
buried amorphous layer forms when these initially amorphized zones overlap fully
— 5 heterogeneous c-a phase transition. At the surface region where the electronic
spike dominates, the defect concentration density increases due to the accumula-
tion of nuclear damage and the outgoing diffusion of defects. At a very high dose,
a uniform and buried amorphous layer forms with a sharp interface at the EOR
(see Figs. 2.11 and 2.14d). Its maximum depth is determined by the ion maxi-
mum range, which is well defined statistically by the incident ion energy. Towards
the surface, the amorphous transition occurs as heavy damaged crystalline regions
collapse when the defect density reaches a critical value and a homogeneous phase
transition emerges. The implanted amorphous layer, from a macroscopic view, ex-
tends towards the surface after an amorphous layer is formed at the EOR by nuclear

spike damage.

The ion-induced lattice damage and amorphization are also associated with
lattice strain generation and saturation. As we discussed in the last chapter, the
relaxation of ion induced defects leads to the build-up of lattice strain. On the other
hand, the presence of the nuclear spike-damaged zones also gives rise ta tension, the
surrounded rigid framework of undamaged lattice prevents relaxation of damaged
zones, causing lattice strain in the crystalline neighbourhood. The formation of a
continuous amorphous layer provides a plastic region for the lattice strain to relax.
The lattice strain saturation occurs when the strain production and relaxation reach
an equilibrium state. Thus, the strain saturation level is expected to be uniquely

defined by the nature of the target crystal, independent of the ion species and

incident energy.
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5.3 Homogeneous Nucleation and Epitaxial Regrowth — Mechanism of

Recrystallization During Thermal Annealing

The behaviour of an implantation-damaged layer under thermal annealing is
another important subject in the study of ion implantation, because the degree of
implant activation, defect annealing, and recystallization of the amorphous layer
determines the quality of the implanted crystal. Many investigations have been
undertaken on this subject with conventional thermal annealing process, and most
recently with rapid thermal annealing. Most of them concentrated on the changes
of electrical properties — activation of the implants and annealing of implantation-

induced defects.

Whereas for both single element and compound semiconductors there may
be similar traits in lattice damage and amorphization under ion implantation, the
mechanisms of defect annealing and recrystallization in implanted samples are quite
different. One obvious evidence is that the activation energy for defect annealing
in compounds is much lower than in Si and Ge. The minimum temperature for
defect annealing is around 200 °C for III-V compounds, while it is 500 °C for Si. As
another example, the regrowth structure from ion-implantation-induced amorphous
regions in Si tends to be free of secondary defects — especially micro-twin and
stacking faults. In contrast, regrowth of such layers in III-V compounds results
in a large amount of disorder, which has been observed in GaAs. Our annealing
experiments of MeV-ion-implanted InP with a conventional process presented in
Chapter 2 have clearly revealed the annealing behavour of InP by XTEM , XRC, and
CRBS measurements. This evidence has led to a better insight of the mechanism

for defect annealing and the a-c transition in MeV ion implanted III-V compounds.

As we observed, recrystallization during high temperature annealing can be
proposed to go through two kinds of processes: homogeneous nucleation (HN) and
solid phase epitaxial (SPE) regrowth. SPE is a common process that occurs in

the recrystallization of implanted amorphous layers in semiconductors. The SPE
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process originates at the ::rystalline-amorphous interface, and the interface then
advances in a layer-by-layer manner. Atoms in the amorphous region make bonds
with those in the single crystal substrate or the upper damaged crystalline surface
layer. The rough nature of the boundaries at the interfaces and the regrowth orien-
tation effect(31%9 eventually result in a microfaceted and simply-connected growth
front from the interfaces. It would be expected that the growth rate in the [100)
direction is fastest followed by [110], and then [111]. However, as predicted by
Sadana et al.ll'®], the {111} directions would have a high probability for nucleating
planar microtwin defects, because the energy of a [111] twin boundary is the lowest
of many planar defects for the diamond structure. The {111} facets would provide
favorable sites for accommodation of a dopant concentration above the solid solubil-
ity limit and non-stoichiometry that is produced by the implantation. Seeding from
the original stacking faults and twins formed during implantation in the crystalline
substrate, bundles of stacking faults will propagate rapidly along with solid phase
epitaxial regrowth. The HN process involves thermally-activated crystalline nucle-
ation in the central region of the transition layer. In a microscopic view, the ion
implanted layer can still be seen to be a composite of numerous randomly-oriented
fine crg'rstallites. The nucleation proceeds to grow from those ﬁﬁe crystalline nu-
clei. As there are a large number of growth fronts in various orientations, there is
a growth competition among neighboring crystallites, resulting in a polycrystalline
structure in the center of the buried implanted layer. Normally, SPE is the dom-
inant process because its growth rate is much larger than the HN. This occurs in
keV-ion-implanted amorphous layers and low dose MeV-ion-implanted amorphous
layers that are very thin. However, when the ion implanted layer is very thick (wore
than 1 g#m), such as in the case of high dose MeV-ion-implanted layers, there would
be a competition between these two growth processes. The recrystallization will end
when epitaxial layers with stacking fault bundles from both interfaces impinge upon
the central nucleated polycrystalline layer. We have observed this phenomenon in

InP, which was implanted with MeV nitrogen ion to a dose of 101¢/cm?.

5.4 Conclusions
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In conclusion, (;ur study has led us to a better understanding of the mech-
anisms of MeV-ion-implantation-induced amorphization and subsequent thermal-
annealing-stimulated recrystallizatioﬁ in I1I-V compound semiconductors. In MeV
ion implantation, the ion-lattice interactions induce two energetic spikes — elec-
tronic spikes and nuclear spikes, causing electronic damage in the region near the
target surface and structural damage in the region near the EOR of the ions. A con-
tinuous amorphous layer is first formed through the heterogenous transition due to
overlapping of the individual amorphous clusters generated by nuclear spikes. The
amorphous layer extends towards the surface under homogenous transition when
the defect concentration reaches a critical level and the crystal collapses. The nu-
clear spike plays a dominant role in the initial lattice structural damage and the
c-a transition. The electronic spike enhances defect migration and recombination,
which marks it distinct from keV ion implantation where the electronic spike has a
minimal effect. Though the nature of the nuclear spike in both kev and MeV ion
implantation is very much the same, its effect on lattice damage is homogenous in
the MeV case due to a large energy spread from the integrated energy straggling
of the incident MeV ions before the nuclear spike occurs. During high temperature
annealing, thermally-activated recrystallization in the buried amorphous layer is
stimulated. In the center of the buried layer, homogeneous nucleation takes place
to form a polycrystalline structure. Near the amorphous-crystalline interfaces, solid
phase epitaxial regrowth emerges. Seeding from the implantation-induced defects
at the interfaces, a highly disordered structure with long range stacking faults and

microtwins grows, impinging upon the central polycrystalline structure.
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Chapter 6

APPLICATION OF MeV ION IMPLANTATION TO
SEMICONDUCTOR LASER DEVICE FABRICATION

6.1. Introduction

Ion beam processing of semiconductors with keV ions is a well-established
technique for material surface modification and for electrical device fabrication. Its
application for fabricating electronic and optoelectronic devices can be found in
mimerous reports. However, as we presented before, extending the beam energy
to the MeV range in the processing offers many decided advantages in terms of a
greater range of the ions, which results in deep implantation with minimum radi-
ation damage at the sample surface. Thus, it allows unique opportunities for the
property modification of interfaces and deeply buried layers, and has high poten-
tial for three-dimensional device fabrication!!l. In several areas, especially for ITII-V
compound semiconductors, MeV ion beam processing has several promising appli-
cations because it has capabilities complementary to alternative methods such as
thermal diffusion, chemical etching, and epitaxial regrowth. In this chapter, one ex-
ample of an application of MeV ion beam processing in III-V optoelectrical device

fabrication will be presented.

We have undertaken an investigation of the utilization of MeV oxygen ion
implantation to fabricate directly single quantum well (SQW) graded-index sep-
arate confinement heterostructure (GRINSCH) AlGaAs/GaAs lasers?l. This has

been shown to be a simple and very promising technique for semiconductor laser
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device processing. The devices made in this way have achieved high performance
with high quantum differential efficiency of over 85% in a 360 pm long and 10 um
wide stripe-geometry device. The results have also demonstrated that excellent
electrical isolation (breakdown voltage of over 30 volts) and low threshold currents
(22 mA) can be obtained with MeV oxygen ion isolation. It is proposed that
oxygen-ion-implantation-induced selective carrier compensation and compositional
disordering in the quantum well region as well as radiation-induced lattice disor-
dering in Al,Ga;_ As/GaAs may be mostly responsible for electrical and optical

modification of interfaces and the buried layers in this fabrication process.

Following a general consideration on fabrication technology of semiconductor
lasers, the fabrication process for SQW-GRINSCH lasers with MeV oxygen ion
implantation will be presented in detail in Section 6.3. In Section 6.4 the mechanism
of high performance in ion implanted lasers will be discussed, along with remarks
on the application of MeV ion implantation for fabrication of other semiconductor

laser systems.

6.2. General Consideration on Semiconductor Laser Fabrication

Development of semiconductor lasers has gained tremendous interest in recent
years, as it is believed that future generations of supercomputers will rely on mono-
lithic semiconductor lasers for their internal communication, in addition to their
other applications. In semiconductor laser technology, considerable attention is still
being paid to low threshold, high efficiency, and large power devices®~13l. Among
many limiting factors that affect the device performance, the injection current con-
trol and electrical carrier and optical field confinement are most important. Many
efforts have been made to reduce the leakage current and improve the transverse
confinement by developing fabrication techniques and novel structures. Double het-
erostructure (DH)[GI, graded-index separate-confinement heterostructuresl’™®, and
single quantum well (SQW) or superlattice structures(?1% have been developed to

give better optical wave guiding and electrical carrier confinement in the vertical
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direction. Methods of buried heterostructurel!l], impurity diffusion 12, and com-
positional lattice disordering!?®! have been utilized in conventional fabrication for
current control and lateral confinement. However, conventional fabrication pro-
cesses commonly involve a complex procedure. As an example, one typical and
successful example of the popular laser system incorporating a transverse confine-
ment with the buried heterostructurel!1:14] is represented in Figure 6.1. To fabricate
these devices, multiple steps have to be taken, as illustrated in Figure 6.2. First,
three layers: the laser active layer (undoped GaAs) sandwiched by two cladding
layers (n-Al,Ga;_,As and p-Al,Ga;_,As) is epitaxially grown on an n-GaAs crys-
talline substrate. The structure is then chemically etched through a mask down to
the substrate level, leaving a thin rectangular mesa composed of the original layers.
A “burying” Al,Ga;_ ,As layer is then regrown on both sides of the mesa, following
with a growth of a dielectric layer (silicon oxides or silicon nitrides) by thermal pro-
cessing on the top, opening a window by lithography to align with the mesa stripe
for passing the injection current. Finally, ohmic contacts are evaporated and alloyed
onto the two surfaces. The most important feature of the buried heterostructure
laser is that the active GaAs region is surrounded on all sides by the lower index
AlGaAs, so that electromagnetically the structure is that of a rectangular dielectric
waveguide. The transverse dimensions of the active region and the index disconti-
nuities (i.e., the Al mole fractions x, y, and z) are so chosen that only the lowest
order transverse mode can propagate in the wave guide. Another important feature
of this laser is the confinement of the injected carriers at the boundaries of the
active region due to the energy hand discontinuity at the GaAs/AlGaAs interface.
These act as potential barriers inhibiting carrier escape out of the active region.
GaAs semiconductor lasers utilizing this structure have been fabricated more typ-
ically with a threshold current of ~20 mA, and the external differential quantum
efficiency of about 30~50% at 300K. The devices with other novel structures (QW,
GRIN-SCH, or combined structures) have achieved optimal results with very low

threshold current®*??] down to 1 mA, and the external quantum effeciency**! up
to 70%.
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Figure 6.1 An example of a conventional buried heterostructural laser,
fabricated with etching and epitaxial regrowth processes. (Taken from ref.
11.)

For the device fabrication techniques, in addition to several conventional
methods such as diffusion, etching, and burying insulation layer regrowth, all of
which have been shown to have some technical difficulties, ion implantation has
been proven to provide some advantages for modifying buried layers and interfaces,
especially for III-V compound semiconductor systems as have been presented in
the last two chapters. It was established that selected ion species can create in-
sulating or semi-insulating layers in semiconductor crystals. Such high resistivity
layers placed in appropriate regions block current flow through undesired leakage
paths in semiconductor lasers. In the AlGaAs-GaAs system, bombardment with
protons or deuterons, which utilizes the lattice damage mechanism, was first em-
ployed to demonstrate such a possibility!!3~16l, Oxygen ion implantation by chem-
ical doping has been shown to result in a stable semi-insulating material!’~19! and
has previously been reported as a current confinement technique for planar stripe
lasers(20:211, This is also a potentially promising technique for current confinement
in AlGaAs/GaAs channeled substrate planar lasersi??. Some work on Be or Fe

ion implantation into the InGaAsP/InP system for laser fabrication has also been
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Figure 6.2 A sketch of the procedure for fabrication of a buried heterostruc-
ture semiconductor laser.

reported(?3:24], However, most of the above mentioned investigations were carried
out by preparing a semi-insulating layered substrate through keV ion implantation
followed by expitaxial growth of active and cladding layers on top. In our inves-
tigation presented here, fabrication of SQW-GRINSCH lasers has employed MeV
oxygen ion implantation. It has taken advantage of selective carrier compensation,
chemical doping, and implantation-induced compositional disordering with Al in-

terdiffusion through deep implantation, and provides for current control and carrier
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Figure 8.3 A sketch of the layer structure of a single quantum well GRIN-
SCH AlGaAs-GaAs laser grown by the MBE method.

confinement, resulting in better device performance and electrical characteristics.

6.2. Fabrication of SQW-GRINSCH (Al,Ga)As Lasers by MeV Oxygen

Ion Implantation

The SQW-GRINSCH AlGaAs/GaAs layer structure used in this study, as
shown in Figure 6.3, was grown by the molecular beam expitaxy (MBE) method
on an n-type Si doped < 100 > oriented GaAs substrate. A 2 pm GaAs buffer
layer with uniform composition was first grown on the substrate in order to reduce
substrate related defects. Following the growth of a Si-doped Alp.sGag.sAs cladding

layer, a 70A quantum well active layer was sandwiched between two graded-index
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Figure 6.4 Cross sectional views of (a) a masked and as-implanted single
quantum well GRINSCH laser device chip, and (b) an oxygen-implantion-
fabricated laser device with such a structure.

Al,;Ga;_;As wave guide layers of 15004 thickness, in which the Al mole fraction was
varied from x=0.5 to x=0.2 towards the quantum well edges. These graded-index
Al;Ga;_.As layers provide parabolic waveguide regions for vertical confinement
both for electrical carriers and the optical field. The growth was then continued
with a Be-doped Alg 5Gag.sAs upper cladding layer and a GaAs cap contact layer.

MeV oxygen ion implantation was employed for the lateral confinement, as
indicated schematically in Figure 6.4. The processing of the device began with
delineating the mask stripes along the < 110 > direction on the surface by using
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photolithography. The mask stripe is 10 um wide and consists of a 35004 gold film
with a 4 um thick photoresist (AZ4400) layer on top. It defines the laser cavity
width and provides enough material to prevent 2 MeV oxygen ions from reaching
the lasing region and causing implantation damage. Ion implantation was carried
out at room temperature using the Caltech Tandem accelerator. The beam energy
of 1.8 MeV was chosen according to our data on oxygen ion range versus beam
energy in GaAs and photoresist as well as standard stopping power data. A dose
of 2x10%% /cm? was found to be optimal with a beam flux under 1 pA/cm?. Such a
condition was chosen in order to let the implanted layer straddle the graded-index
layers and the quantum well layer and completely compensate the original electrical
conducting carriers in the desired isolation region with minimal radiation damage
in the surface layers as well as in the quantum well side edges. A diagram of the
masked and as-implanted sample is shown in Figure 6.4a along with an indication

of oxygen ion implanted region.

Following implantation the mask was removed by a chemical procedure con-
sisting of etching the sample in HC acid for 1 min for the photoresist layer, and then
etching in a commercial gold etchant for the Au film. The sample was then annealed
in a graphite heater at 650°C for 10 min in N, ambient gas in order to remove the
damage produced by the implantation. This optimum condition was determined in
a test of the annealing procedure for oxygen-implanted n-type and p-type GaAs,
where we observed the effect of selective carrier compensation as was presented in
Chapter 4. Finally, the AuZn was deposited to contact the surface p-type GaAs,
and AuGe was evaporated to the backside to contact the n-type GaAs substrate.
These metal contacts were alloyed at 450°C for 20 sec. The individual laser chips
were then cleaved without subsequent coating to obtain the reflecting end facets for

testing. A schematic diagram of a fabricated device is shown in Figure 6.4b.

For comparison, a SiO; stripe-geometry laser was also fabricated from the

same MBE grown wafer as that used for implantation-fabricated devices. The SiO,
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Figure 6.5 Light output characteristics of a single quantum well GRINSCH
AlGaAs-GaAs laser fabricated (A) by high energy oxygen ion implantation
with a cavity of 10pm x360um (I:p = 22 mA, Nezp = 85 %) and (B) with
SiO; isolating stripe with a cavity of 10um X420um (I:a = 65 mA, Nexp =

51 %).

layer was 2000A thick and thermally grown on the sample surface. The laser stripe

was 10 um wide and the cavity was 420 pm long.

Optical characterization of the fabricated lasers was performed at room tem-
perature under a probe station. For a typical device of cavity length 360 um, the
lasing emission wavelength is 0.842 um. The light output from two end facets were
tested to be same. The characteristic curve of the output light power per facet ver-

sus the pulsed injection current (Curve A) is plotted in Figure 6.5. It has been found
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that the threshold current is about 22 mA, and the threshold current density is 610
Acm™2. A total slope efficiency (both as-cleaved facets combined) associated with
this particular laser is about 1.25 W/A. The corresponding total external quantum
efficiency over 85% was obtained. As a comparison, the output characteristic curve
(Curve B) of a SiO2 stripe laser has also been plotted in Figure 6.5, where it is
~ shown that the threshold current in this 10 pm wide and 420 pm stripe laser is
about 65 mA and the total external quantum efficiency is about 51%.

In addition, the electrical characteristics of the laser diode were also mea-
sured. A typical current-voltage curve is presented in Figure 6.6. The oxygen ion
implantation fabricated device has also shown exellent electrical characteristics. A
low leakage current and a high and sharp reverse breakdown voltage of over 30
volts in the reverse bias has been obtained. The reported experimental value of this

parameter for SiQ, stripe lasers is about 5~7 voltsl28],

6.4. Mechanisms of High Performance in MeV Oxygen Ion

Implanted Lasers

The mechanism of improved high performance in MeV-oxygen-ion-implanted
lasers is rather complex. As pointed out earlier, high performance of semiconductor
lasers requires crucial current control and lateral electrical and optical confinement,
the same as for the vertical confinement. Compared to conventional processes for
buried heterostructure laser fabrication, oxygen ion implantation provides a simple
and promising technique with fewer critical steps. It takes advantages of all effects
produced by implantation. First, the deep-level-associated high resistivity in the
implanted region gives directly a precise injection current control around the laser
active region, instead of using SiO; on top of the layers. This minimizes significantly
the device threshold current. Ion-implantation-induced compositional lattice disor-
dering should be the main feature responsible for high lasing quantum efficiency.
Intermixing of the GaAs quantum well layer with surrounded GRIN Al,Ga,_,As

layers induces Al composition diffusion, resulting in an Al mole fraction increase in
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Figure 6.6 Electrical characteristics of a single quantum well GRINSCH

AlGaAs-GaAs laser fabricated by high energy oxygen ion implantation as
shown in Figs. 3 and 4.

the implanted GaAs quantum well in the lateral sides of the lasing region. In turn,
it causes an bandgap energy up-shift and a refractive index change in the layer,
and provides useful modification for electrical carrier confinement and optical wave
guiding to the GaAs lasing area. In fact, quantum well layer disordering has been
employed to fabricate sophisticated buried heterostructure lasers/26=28, where the
layer disordering was induced by impurity diffusion through thermal annealing. Ion
implantation can provide more effective, selective, and maskable means to lattice
disordering. The experiment has indicated that implantation damage alone is effi-

cient for this purpose, but an active impurity ensures more of a complete effect[?%],
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In our case, the quantum well disordering with Al interdifussion was directly in-
duced by implanted oxygen ions in a low temperature process, and simultaneously
cooperated with high resistivity generation in one step. High efficiency in oxygen ion
implanted lasers has also indicated that the optical absorption by residual radiation-
induced damage and associated deep traps is very low, since most of the radiation
lattice damage has been recovered throﬁgh the post-implantation annealing process

at high temperature.

In addition, oxygen ion implantation induced electrical isolation has better
heat resistance and thermal stability than that of a SiO, stripe, since GaAs has
much higher thermal conductivity, 100 times over Si0; materials(?!l. In the oxygen-
ion-implanted laser, the power-dissipating active region is bounded directly by ion-
implanted, electrical insulating GaAs or AlGaAs layers in the sides and AlGaAs on
the top and bottom to conduct heat to the heat sink. On the other hand, in the SiQ,
isolated laser, thermal conduction is also constrained by the area of the conductor
stripe. On both sides, the Si0, layer forms a significant thermal barrier. In this
sense, one should expeet better laser lifetime and reliability in implanted lasers than
in SiO; stripe lasers. This may also be a possible reason for improvement of the

breakdown voltage.

6.5. Remarks on Application of MeV Ion Implantation for

Fabrication of Other Laser Devices

Formation of buried insulating layers and modification of interfaces by ion
implantation into semiconductors as well as their application to device fabrication
are exploited in modern electronic device technalogy. Application ta fahrication of
field-effect transistors, microwave and optoelectronic devices has been described in
many reports. Most common applications can be classified into two catagories[3],
One technique is to prepare a semiconductor-on-insulator (SOI) structure by ion
implantation with candidate ions; then the material serves as a substrate for fur-

ther device fabrication. Most early ion-implanted laser systems were processed in
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this way. Another method is to cause high resistivity directly in the desired ré—
gions by implantation in a layered device, providing a current blocking region for
better device performance. In the latter case, the deep implantation with MeV
ions is presented in this chapter. As is found in the III-V compound semiconduc-
tor materials that only a moderate beam dose is required in order to produce high
resistivity doping by ion implant a.tioﬁ. In addition, heavier oxygen ions tend to min-
imize the energy straggling effect compared to proton implantation. As a result,
lateral spreading under the shadow mask is reduced during implantation, giving a
high lateral spatial resolution and sharp interfaces. All this makes the implantation

tcchnique very promising for practical utilization.

We have also proposed to apply MeV ion implantation to device fabrica-
tion of the InP laser system[*Y. We found that MeV nitrogen ion implantation
can generate high resistivity in n-type InP crystals. Two different laser structures
with ion implantation for fabrication have been suggested. Figure 6.7a shows an
In;Gaj—rAsyP;_,/InP double heterostructure laser with a highly resistive layer
made by implantation with nitrogen for lateral current control and carrier confine-
ment. This scheme has been shown to be a simple and effective technique through
the demonstration of the example presented above. Another example shown in
Figure 6.7b is a buried crescent In,Ga;_;As,P;_,/InP laser. The substrate is pre-
pared by direct ion implantation to form a buried insulating and semi-insulating
layer in an InP crystal, followed by channel etching and epitaxial regrowth of a

double heterostructure with a crescent active region.

6.6. Conclusions

In summary, single quantum well GRINSCH lasers have been fabricated us-
ing high energy oxygen ion implantation in combination with optimized thermal
annealing. High external quantum efficiency, low threshold current, and excellent
electrical characteristics were obtained on 10 x 360 pm? stripe lasers. This tech-

nique introduces simultaneously buried high resistivity for the current control and
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compositional lattice disordering for transverse confinement and minimizes the crit-
ical processing steps required by conventional processing. It is shown that oxygen-
ion-induced selective electrical compensation in n-type GaAs and AlGaAs as well
as implantation-induced lattice disordering around the quantum well layer provides
directly a good electrical isolation with a good spatial resolution. Oxygen ion bom-
bardment can also induce Al composition interdiffusion in AlGaAs/GaAs superlat-
tices, giving compositional disordering in the quantum well layer and graded-index

regions, thus resulting in lateral optical confinement and reduced optical absorption.

This application demonstrates the possibility and capability of MeV ion beam
processing for III-V semiconductor device applications. Precise control, high re-
peatability, and the low dose requirement give this technique advantages over con-

ventional processing techniques and thus is simplified and thereby more attractive.
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Chapter 7

CONCLUSIONS AND CLOSING REMARKS

This is not the end. It is not cven the beginning of the end.
But it is, perhaps, the end of the beginning.

(Sir Winston Leonard Spencer Churchill, 1874-1965)

In conclusion, from the experimental results presented in this work, firstly,
it is evident that HEIM induces marked effects in III-V compound semiconductors
distinct from LEIM. In addition to deep implantation, HEIM induces also varied lat-
tice damage processes during implantation. Characterizing the MeV-ion-implanted
layers in III-V compound semiconductors by a variety of analytical techniques, we
have obtained a clear insight of implantation-induced lattice damage and a compre-
hensive understanding of physical processes involved. As presented in the results
in Chapters 2 and 3, and discussed in Chapter 5, MeV ions induce nuclear spikes
through nuclear collision cascades at the region close to the EOR of ions, which is
very similar to LEIM; they also produce distinct electronic spikes by ionization and
excitation in the surface region, which LEIM does not have. Nuclear spikes cause
atomic displacement, resulting in persistent structural damage to crystalline lattices.
The direct c-a phase transition occurs when these damaged zones undergo a process
involving fast intensive heating and rapid quenching. A uniform amorphous layer

forms when individual amorphous regions overlap. In the electronic-spike-damaged



— 138 —

surface region, however, massive electronic ionization and excitation of lattice atoms
stimulate the diffusion of lattice defects and migration of the displaced lattice atoms
and implants. Strong evidence of this electronic spike enhanced effect has been re-
vealed in MeV oxygen ion implantation induced Al interdiffusion in AlAs/GaAs
SLs (Section 3.4) and in implantation enhanced in situ dynamic damage annealing
during RT implantation (Section 3.3). The lattice strain is another distinct feature
present in MeV ion implanted crystals. By examining primary lattice defect fea-
tures and defect generation processes during implantation (Chapter 4), we conclude
that it is different defect characteristics (generation, diffusion, and relaxation) that
are responsible for the lattice strain build-up and saturation in ion implanted crys-
tals. In most semiconductor crystals, primary vacancies and their complexes are
normally dominant after implantation due to ionization-enhanced fast diffusion of
interstitials, resulting in positive strain build-up. The strain magnitude is much
more pronounced in III-V compounds than in single elemental crystals because of
the complicated variety and features of defects in III-V compounds. In the special
example of InP crystals (so far the only one case we found), it gives negative strain
because interstitials may be possessed with the excess defect population over vacan-
cies due to the high generation rate of indium interstitials and small diffusivity of
defects in InP. Implantation-induced high electrical resistivity in III-V compounds
is another important effect discovered. MeV nitrogen ions can create a buried semi-
insulating layer in InP with resistivity about 10°Q/Ll. Oxygen ions have a selective
carrier compensation effect in GaAs, with resulting high resistivity in n-type ma-
terial. This has been used for electrical isolation as well as carrier confinement in

fabricating high efficiency GaAs laser devices, which were presented in Chapter 6.

This work has also demonstrated the complimentary nature of a variety of
analytical techniques in charaterizing buried implanted layers produced by MeV
ions. The combination of all these modern techniques has made it possible and

efficient to study MeV ion beam processing of materials, especially for surface and

interface modification and analysis.



— 139 —

MeV iou implantation as an extensive weans of ion beam processing for ma-
terial property modification is still at its beginning stage. It will attract more
interest in thenear future in semiconductor technology as well as in other material
systems. In a sense, it provides a unique tool for modifying interfaces or buried
layers without “scratching” the surface. On the other hand, it can also modify the
material surface by the electronic effect, instead of by lattice damage. Semiconduc-
tor technology is a very promising field for its application. However, one should get
a good understanding of the mechanisms of the lattice damage process and other as-
sociated effects under given implantation conditions before putting it into practice.
More attention may be required for the work on III-V compound semiconductars
Because, as a complex system, they have a complex variety of lattice defects as well
as features that are distinct from single elemental semiconductors. Although the
investigation results on the subject of MeV ion implantation into III-V compound
semiconductors preseuted in this thesis, which encompass from fundamental studies
to practical applications, may be incomplete, we sincerely hope that it has provided

an insight and seed that will encourage further interest to be dedicated to this field.

— NOW, ENDS! —
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