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Chapter 3

Thermally induced brittle

deformation in oceanic lithosphere

and the spacing of fracture zones1

3.1 Abstract

Brittle deformation of oceanic lithosphere due to thermal stress is explored with a

numerical model, with an emphasis on the spacing of fracture zones. Brittle defor-

mation is represented by localized plastic strain within a material having an elasto-

visco-plastic rheology with strain softening. We show that crustal thickness, creep

strength, and the rule governing plastic flow control the formation of cracks. The

spacing of primary cracks decreases with crustal thickness as long as it is smaller

than a threshold value. Creep strength shifts the threshold such that crust with high

creep strength develops primary cracks regardless of crustal thicknesses, while only

a thin crust can have primary cracks if its creep strength is low. For a thin crust,

the spacing of primary cracks is inversely proportional to the creep strength, sug-

gesting that creep strength might independently contribute to the degree of brittle

deformation. Through finite versus zero dilatation in plastic strain, associated and

non-associated flow rule results in nearly vertical and V-shaped cracks, respectively.

Changes in the tectonic environment of a ridge system can be reflected in variation

in crustal thickness, and thus related to brittle deformation. The fracture zone-free

1Published by Eun-seo Choi, Luc Lavier and Michael Gurnis in Earth and Planetary Science

Letters, 2008, 269(1-2), pp. 259-270, doi: 10.1016/j.epsl.2008.02.025269.
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Reykjanes ridge is known to have a uniformly thick crust. The Australian-Antarctic

Discordance has multiple fracture zones and thin crust. These syntheses are consis-

tent with enhanced brittle deformation of oceanic lithosphere when the crust is thin

and vice versa.

3.2 Introduction

The length of the mid-ocean ridge segments varies substantially among spreading

centers and is correlated with several tectonic factors, including a positive correlation

with spreading rate. The first order segments, bounded by transform faults (first

order discontinuities), have an average length of 600±300 km along fast (>6 cm/yr)

spreading ridges and 400±200 km for slow (<6 cm/yr) spreading ridges (Macdonald

et al., 1991). Sandwell (1986) suggested that the length of the first order segments

varies linearly with spreading rates. Although valid at the first order scale, such

linear correlations are not supported at every level of the hierarchy. For example, the

magmatic segments of slow to intermediate spreading ridges were shown to be 52.5

km long on average, independent of spreading rates (Brais and Rabinowicz, 2002).

Segment lengths are also apparently associated with regional variations in crustal

thickness, creep strength, and mantle temperature. For instance, the Reykjanes ridge

above the Iceland hot spot is known to have a uniform and much thicker crust for its

spreading rate (Bunch and Kennett, 1980; Murton and Parson, 1993; Smallwood and

White, 1998). This hot spot-affected ridge has been shown to exhibit signatures of wet

mantle source for basaltic melt (Nichols et al., 2002). The water in crustal and man-

tle minerals has a strong weakening effect on creep strength although the preferential

partitioning of water into melt phases complicates this straightforward relation (e.g.,

Karato, 1986; Hirth and Kohlstedt, 1996). In contrast, the Australian-Antarctic Dis-

cordance (AAD) has a highly rugged seafloor indicating increased fracturing (Hayes

and Conolly, 1972; Weissel and Hayes, 1974) as well as anomalously thinner crust in

comparison with other parts of the Southeast Indian Ridge (SEIR) (Tolstoy et al.,

1995; Okino et al., 2004). Such regional features were attributed to colder mantle
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beneath the AAD (Weissel and Hayes, 1974), a hypothesis that was later supported

by the systematics of major elements of basalt along the SEIR (Klein et al., 1991).

These two regions, the Reykjanes ridge and the AAD, respectively exhibit reduced

and enhanced segmentations at both the 1st and 2nd order compared with the other

parts of the respective ridge systems. The degree of fracturing in those regions is sub-

stantially different in the profiles of free-air gravity anomaly (Fig.3.1). The profile for

the Reykjanes ridge (A-A′) is smooth over the segment closer to Iceland and becomes

rugged towards the southern end. The profile B-B′ along the SEIR shows strong high

frequency changes in depth and free-air gravity associated with the fracture zones

over the AAD and with an abrupt transition to a smooth segment east of the AAD.

A magma supply model has been proposed to explain the fundamentally different

characteristics between slow- and fast-spreading centers, as well as axial morphology

of a single ridge segment. According to this model, the variable amount of available

magma at spreading centers and its along-ridge transport are responsible for along-

ridge variations in axial bathymetry and associated geophysical and geochemical ob-

servations (Macdonald et al., 1991; Macdonald, 1998). Relating mantle dynamics

to the conceptual magma supply model, calculations of mantle flow beneath slow

spreading centers exhibit 3-D patterns that are segmented along the axis (Parmentier

and Phipps Morgan, 1990; Lin and Phipps Morgan, 1992; Barnouin-Jha et al., 1997;

Magde and Sparks, 1997). A problem with such flow models is that the wavelengths

of the segmented mantle upwelling are larger (150 km) than the observed average

second order segment length (∼50 km) (Barnouin-Jha et al., 1997). However, when

the effect of melt extraction on the viscosity of the magma residue was taken into ac-

count, a much shorter wavelength of segmented flow (as short as 70 km) was achieved

(Choblet and Parmentier, 2001). Related to the magma supply model, ridge migra-

tion with respect to a hot spot reference frame was suggested to cause asymmetric

mantle upwelling and melt production (Carbotte et al., 2004). This model provides

an explanation for the observation that the majority of “leading” segments (that is,

those that step in the same direction as ridge migration direction) are magmatically

more robust.
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Figure 3.1: Gravity anomaly maps derived from satellite altimetry of the Reykjanes
ridge and the Australian-Antarctic Discordance (Sandwell and Smith, 1997). Thick
white lines track the plate boundary (Bird, 2003). Each map is illuminated from
the azimuths of 0◦ and 300◦, respectively, so that the ridge-normal structures look
prominent. Free-air gravity (in mGal) with mean removed (bottom panels) show the
profiles (A-A′ and B-B′) with simplified variation of crustal thickness in km (lower
plots). See text for crustal thickness references.
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Although the magma supply model is consistent with a range of observations,

the model has yet to be linked with the brittle manifestation of mid-ocean ridge

segmentation. Thermal stress due to the cooling of oceanic lithosphere is one possi-

ble driving force responsible for brittle ridge segmentation among many others (cf.

Kastens, 1987). Using an order of magnitude argument, Collette (1974) suggested

that thermal stress associated with the cooling of oceanic lithosphere should exceed

its strength. By computing the bending moment of a semi-infinite thin elastic plate

experiencing top-down cooling, it was suggested that segment length should be de-

termined such that a plate can release thermal stress by bending (Turcotte, 1974).

Expanding on this theory, Sandwell (1986) showed that ridge-bounding first order

discontinuities can release thermal stress effectively when their spacing is propor-

tional to spreading rate. Decomposing thermal stress into contraction and bending

components, Haxby and Parmentier (1988) speculated that thermal bending stress,

not contraction, would govern the spacing of transform faults because the magnitude

of thermal contraction stress was independent of the ridge segment length. These

studies, however, provide only an upper bound or indirect estimate of the fracture

zone spacing. Sandwell and Fialko (2004) focused on the optimal spacing between

thermal cracks, which minimizes stored elastic energy in a bending plate. It is notable

that the spacing is not given a priori but is determined by the principle of minimum

elastic energy.

A theory of thermal cracks provides useful insight into the spacing of ridge dis-

continuities if we assume that ridge segmentation occurs due to thermal stress. The

stress distribution as a function of distance from a two-dimensional crack has been an-

alyzed by Lachenbruch (1962). In a thermally contracting elastic half space, stresses

are assumed to be released on the wall of a vertical crack. At greater distances from

the wall, stress will increase to an ambient level so that each crack has a finite zone of

stress relief. Since the strength of the material is limited, another crack will form at

a distance where the stress exceeds the strength. In this fashion, the spacing between

cracks is related to material strength and the size of the stress relief zones, which is de-

termined by the material’s elastic properties. Although this model could successfully
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explain crack spacing in permafrost, it leads to an apparent paradox for mid-ocean

ridge segmentation. The model predicts a shorter spacing of cracks when the ambient

level of stress is higher or the depth extent of cracks is shallower (Lachenbruch, 1962).

Consequently, for fast and hot spreading centers, the Lachenbruch model implies a

smaller fracture zone spacing because the amount of thermal stress is larger and brit-

tle layers thinner compared to slow cooler spreading centers. In fact, the opposite

trend is observed.

In this study, we investigate the role of thermal stress on the formation of mid-

ocean ridge segmentation in terms of brittle deformation in young oceanic lithosphere.

We address the influence of crustal thickness and rheology, factors that reflect a ridge

system’s tectonic setting, on fracture zone formation. A numerical method is used in

which brittle deformation is allowed within the framework of continuum mechanics.

This is an exploratory attempt towards a better understanding of ridge segmentation

processes: relatively simple numerical models are used to draw implications relevant

to actual ridge systems.

3.3 Numerical method

We use SNAC, an explicit finite difference code, to solve for the equations of mo-

mentum and heat energy conservation [see Appendix A]. Although the code is fully

three-dimensional, because of computational requirements, we only solve for 2-D prob-

lems here. The conservation equations are solved by the energy-based finite difference

method (Bathe, 1996), which makes SNAC equivalent to a finite element code with lin-

ear tetrahedral elements except for the lack of explicit references to shape functions.

The well-known over-stiffness of linear tetrahedral elements in the incompressible

limit is overcome using a mixed discretization technique (Marti and Cundall, 1982;

de Souza Neto et al., 2005). The solution scheme is identical to that used in FLAC

(Fast Lagrangian Analysis of Continua) (Cundall, 1989; Poliakov et al., 1993, 1994,

1996), where a dynamic problem is damped to achieve an equilibrium solution. An

explicit forward Euler method is used for the solution integration and time-dependent
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constitutive update. SNAC benefits from modern software engineering through StGer-

main, an infrastructure framework for developing modeling software (Quenette et al.,

2005).

3.3.1 Constitutive model for brittle and plastic deformation

Strain-weakening plasticity is coupled with viscoelasticity in our elasto-visco-plastic

(EVP) model. An additive decomposition of total strain is assumed such that the

total strain is the sum of elastic, viscous, and plastic strain (e.g., Albert et al., 2000).

The stress update algorithm is very close to a standard rate-independent plasticity

(Simo and Hughes, 2004), but the elastic trial stress is replaced with the Maxwell vis-

coelastic trial stress. This constitutive model enables the failure mechanism, either

brittle failure or viscous creep, to be selected uniquely and naturally. For example, an

extremely high viscosity at low temperature would allow only a negligible amount of

creep, so that material will undergo brittle failure when stressed beyond its strength.

On the other hand, elastic stress would be substantially relaxed by creep if viscosity

is lowered at high temperature, prohibiting brittle failure. One simplification is the

use of effective viscosities derived from power laws for dislocation creep. Instead of

using power laws directly for constitutive updates, the derived effective viscosities are

inserted into the Maxwell viscoelastic constitutive law. We assume that stress incre-

ments at each time step are sufficiently small so that there is no need to iterate the

constitutive update step when dealing with the nonlinearity of power law creeps. The

term “plastic flow” often means distributed flow by creep (Rutter, 1986; Kohlstedt

et al., 1995; Hirth, 2002). However, it should be distinguished from the phenomeno-

logical plasticity for brittle deformation used in this study. It is the viscous component

in our EVP constitutive model that corresponds to such non-localized flow.

Brittle deformation is characterized by the rapid loss of cohesion after yielding

(Jaeger and Cook, 1976) and becomes localized into narrow fault zones. Assuming a

strain-weakening rule, a classical plastic constitutive model can lead to brittle failure.

Localization is meant to be an outcome of the bifurcation inherent to strain weakening
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Table 3.1: List of numerical experiments
Model Crustal thickness Type of rheology Plastic flow

1 Normal (7 km) Weak∗ Associated
2 Thin (4 km) Weak Associated
3 Thick (10 km) Weak Associated
4 Normal Strong∗∗ Associated
5 Thin Strong Associated
6 Thick Strong Associated
7 Normal Weak Non-associated
8 Thin Weak Non-associated
9 Thick Weak Non-associated
10 Normal Strong Non-associated
11 Thin Strong Non-associated
12 Thick Strong Non-associated
13 The same with model 1 except Tmantle=1250 ◦C
14 The same with model 2 except Tmantle=1250 ◦C
15 The same with model 4 except Tmantle=1250 ◦C
16 The same with model 5 except Tmantle=1250 ◦C
∗ Chen and Morgan (1990b).
∗∗ Mackwell et al. (1998) for crust and Chopra and Paterson (1984) for mantle.

plasticity (Rudnicki and Rice, 1975) rather than of special boundary conditions or

the geometry of the domain. The Mohr-Coulomb criterion for fracture strength is

adopted and specified by an internal friction angle (ϕ), a dilation angle (ψ), and

cohesion (c). Cohesion is only poorly constrained by experiments, but we take rough

estimations based on previous publications: 44 MPa for oceanic crust (Lavier et al.,

2000) and 150 MPa for dunite (Hirth, 2002). The weakening rules define cohesion

as piecewise linear functions of a non-negative scalar representing the amount of

accumulated plastic strain, (λ′21 + λ′22 + λ′23 + ϑ2)1/2, where λ′i is the i-th principal

value of deviatoric plastic strain and ϑ is the volumetric plastic strain (Lavier et al.,

2000; Lavier and Buck, 2002). For simplicity, we fix plastic parameters as well as the

weakening rule for all models in this paper (Table 3.2).

3.3.2 Thermo-mechanical coupling

SNAC computes a time-dependent temperature field by solving the equation of heat

energy conservation. The resultant temperature variations are coupled to pressure

change through the thermal expansion coefficient and bulk modulus (Boley and

Weiner, 1960). Although an energy feedback through work done by volume change



28

Table 3.2: Rheological model parameters
Symbol Description Model value

ρc Density of crust 2900 km/m3

ρm Density of mantle 3300 kg/m3

λ Lamé’s constant Crust: 30 GPa
Mantle: 60 GPa

µ Shear modulus Crust: 30 GPa
Mantle: 60 GPa

A Pre-exponential coefficient Crust: 100 (100)∗

Mantle: 1000 (28840)∗

H Activation enthalpy Crust: 260 (485)∗ kJ/mol
Mantle: 520 (535)∗ kJ/mol

n Stress exponent Crust: 3.4 (4.7)∗

Mantle: 3.0 (3.6)∗

ǫ̇ref Reference strain rate 10−16 s−1

k0 Enhanced thermal conductivity 7.5 Wm−1K−1

k1 Normal thermal conductivity 3.0 Wm−1K−1

τ Decay time for thermal conductivity 1 My
Cp Isobaric heat capacity 1100 J kg−1K−1

αv Volumetric thermal expansion coefficient 3.2×10−5 K−1

R Gas constant 8.3145 Jmol−1K−1

ϕ Friction angle 30◦

ψ Dilation angle 30◦ or 0◦

C0 Initial cohesion Crust: 44 MPa
Mantle: 150 MPa

ǫps,1 Parameters for piecewise linear strain softening 0.01
C1 0.22 MPa
ǫps,2 0.05
C2 4.4 kPa
ǫps,3 1000
C3 0 kPa
∗ Values for the weak rheology; values within the parentheses for the strong rheology.
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and shear heating (e.g., Regenauer-Lieb and Yuen, 2004; Kaus and Podladchkov,

2006) are potentially significant, we do not consider them. This simplification is

justified by the fact that brittle failure in the form of thermal cracks is essentially

tensional although gravity always adds small shear components. The transient na-

ture of thermal stress also supports this one-way coupling. Unlike problems driven

by persistent boundary loading, here thermal stress is the only driving force. Once

thermal stresses are released by brittle failure, energy dissipation in the failed regions

cannot be sustained.

3.4 Model setup

A series of 2-D models are constructed to represent a vertical cross-section along a

straight ridge segment (Fig.3.2). A 500 km long and 50 km deep domain is discretized

into 1×1 km quadrilateral elements. To avoid complexities involving ridge axial

processes, the domain is assumed to be initially at a small distance from the spreading

center such that the initial temperature field is 0.3 My old lithosphere given by a half-

space cooling model. Temperature is fixed at 0 ◦C on the top surface and 1350 ◦C

at the bottom. The effect of hydrothermal cooling is taken into account (e.g., Chen

and Morgan, 1990a) through a time-dependent thermal conductivity of crust that

is defined as k = k0 + k1 exp(t/τ), where k0 is the normal value for crust’s thermal

conductivity, k1 is the increment for the enhanced cooling, t is time, and τ is the

decay time (fixed at 1 My). This represents the decay of the intensity of hydrothermal

circulation with distance from a spreading center (Anderson et al., 1977). The initially

high value of k is not a necessary condition for the occurrence of brittle deformation,

but is assumed because of the important role that hydrothermal activity plays in

transporting heat within young oceanic crust (Chen and Morgan, 1990a). Horizontal

heat fluxes are assumed to be zero on the side walls. The side and bottom boundaries

have free-slip boundary conditions while the top boundary is a free surface. All the

models were integrated for 10 My.

For power law creep rheologies, we use two different sets of data that represent



30

Figure 3.2: Model geometry and boundary conditions. (a) The model domain is a
vertical 2-D plane parallel to the ridge axis. The hypothetical ridge segment is as-
sumed to be straight. The oceanic lithosphere has two layers. Temperature change by
cooling within the domain is equivalent to tracking a newly formed slice of lithosphere
(shaded plane) with time. (b) The domain is 500 km and 50 km deep. Crust and
mantle are assumed to be composed of diabase and dunite, respectively. Kinematic
boundary conditions are free-slip for all the surfaces except the top one, which can
deform freely. Temperature is fixed at 0 ◦C on top and at 1350 ◦C on the bottom.
The initial temperature field is given by the analytic solution for half-space cooling
model with the age of 0.3 My.
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weak and strong lower crusts, respectively. The material parameters for weak lower

crust are taken from the experimental data compiled by Kirby (1983). The corre-

sponding mantle rheology is that used by Chen and Morgan (1990a) and Shaw and

Lin (1996). This weak crustal rheology has been questioned because crustal rocks can-

not be as wet as the specimens used in those experiments (e.g., Hirth et al., 1998). So,

for comparison, rheologies for strong lower crust composed of dry diabase (Mackwell

et al., 1998) and dunite (Chopra and Paterson, 1984) are also used.

Crustal thickness is varied so as to represent several different tectonic environ-

ments. Crustal thickness and its along-axis variations are sensitive to plate tectonic

environments. For instance, fast spreading centers have relatively uniform thicknesses

whereas slow ones show Moho depth variations of a few km (Macdonald et al., 1991;

Macdonald, 1998). In addition, proximity to hot spots or cold mantle is also known

to affect crustal thickness (e.g., Smallwood and White, 1998). Crustal thickness was

emphasized in the context of the axial morphology of spreading ridges due to the

potential “decoupling” effect (Chen and Morgan, 1990b). If crust is sufficiently thick,

then it can have a weak lower crust that decouples the brittle upper part from the

mantle. The wide decoupling zone leads to plastic failure concentrated only at the

spreading center and topography close to isostatic equilibrium. In contrast, a nar-

row decoupling zone enhances the degree of coupling between crustal deformation

and mantle flow such that necking occurs in a finite plastic failure zone creating an

axial valley (Chen and Morgan, 1990b). Chen and Morgan (1990b) used this model

to explain the presence or absence of an axial valley at spreading centers that have

anomalously thin or thick crust for their spreading rate. The causes for anomalous

crustal thickness could include proximity to a hot spot, anomalous mantle tempera-

ture, or the cold edge effect at the ridge-transform intersection. Bell and Buck (1992)

also suggested that thick crust due to hot spot activity might compensate for the

influence of 3-D upwelling, implying that tectonic environments can differentiate the

patterns of ridge segmentation even without variations in mantle flow. To investigate

this potentially critical role of crustal thickness, models have one of the following three

values: Thin (4 km), normal (7 km), and thick (10 km). For simplicity, models do
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not include lateral variations of thickness. The complete list of models and parameter

values is given in Tables 3.1 and 3.2, respectively.

3.5 Results

3.5.1 Models with weak crust

The temporal evolution of topography, temperature, viscosity, and plastic strain for

the model with weak and normal thickness (7 km) crust (model 1 in Table 3.1) is

shown in Fig.3.3. The viscosity field is almost entirely determined by temperature

while the dependence on stress is minimal. Lower viscosities are consistently found

in the lower crust. Although brittle deformation occurred in the high viscosity up-

permost part of the crust and mantle, the amount of plastic strain was only about

1%. The initially uniform brittle deformation in the mantle started to evolve into

regularly spaced discrete zones at 4 My. These discrete brittle zones have a visually

estimated spacing of 7-10 km. Cooling continues to drive brittle deformation so that

by 7 My, some discrete brittle zones have started to accumulate more strain at the

expense of others.We term the further growing brittle zones primary cracks and those

that stopped growing secondary cracks. These terms are defined in a relative sense

at any given time. Some primary cracks at one time might become secondary later if

only a selected subset of the primary cracks continue to grow. Fig.3.4 shows magni-

fied images of the upper-left part of the domain in Fig.3.3. The images compare the

plastic strain and the second invariant of deviatoric stress (σII) at 4 and 7 My and

show the selective growth of primary cracks from a set of initial cracks that are more

numerous and finely spaced. The maximum of σII increases with the depth extent

of brittle zones because it is constrained by a linear pressure-dependence of the yield

stress, like strength envelopes used in previous studies (e.g., Parmentier and Haxby,

1986; Haxby and Parmentier, 1988; Wessel, 1992). As seen from the plastic strain

(Fig.3.3), the primary localized zones of brittle deformation that continue to grow

after 7 My have a spacing of about 15-25 km. The overall subsidence of topography
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occurs because of isotropic thermal contraction. So, the topography at a given time

step is presented with the mean removed. No cracks could completely penetrate the

whole crustal layer. Even the primary cracks did not create significant topographic

relief on the top surface. Nucleated in the uppermost mantle, they did not propagate

into the overlying lower crust. This discontinuity of brittle deformation across the

lower crust is consistent with the existence of a weak lower crust.

Models with different crustal thicknesses follow the same sequence of brittle defor-

mation: Initially uniform brittle deformation in the high viscosity regions, subsequent

localization forming discrete brittle zones, and differentiation of brittle zones into pri-

mary and secondary cracks. However, they also produced significant differences in

terms of the distribution of plastic strain and topography (Fig.3.5a). We summarize

results from two models for a weak crust (model 2 and 3 in Table 3.1), of which

crustal thickness is varied from 7 km (normal) to 4 km (thin) and 10 km (thick),

respectively. They are compared to the normal thickness model described above.

The thin crust model created grabens and half-grabens with ∼50 m of subsidence

and a 100-150 km spacing (Fig.3.5a). The topography between grabens is concave

upward, indicating that thermal contraction is stronger in the upper part than in the

lower part of lithosphere so that a positive bending moment is generated. In contrast

to the normal crustal thickness model, the model with the thin crust accumulated

more plastic strain (maximum 4%). The primary brittle zones connected to grabens

clearly show a V-shaped distribution of accumulated plastic strain that is continuous

across the lower crust. These differences between the normal (7 km) and thin (4

km) crust models can be attributed to differences in temperature within the lower

crust. In the thin crust model, lower crust is colder and the exponential dependence

of viscosity on temperature renders the lower crust essentially brittle.

The thick crust model accumulated a plastic strain of only ∼0.4, negligible com-

pared to the values from models with thinner crust, and the topography is essentially

flat (Fig.3.5a). Although the highly viscous parts of the model did yield, the de-

formation never localized. Thus, the thick crust model did not develop topography

associated with primary cracks other than the uniform subsidence due to thermal
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Figure 3.3: Evolution of topography, temperature, viscosity, and brittle deformation
(plastic strain) for the model with weak and normal thickness crust (model 1). Viscos-
ity fields directly reflect temperature change, but low-viscosity lower crust highlights
the two-layer structure. Brittle zones (with a ∼10 km spacing) start to emerge by
7 My, and some brittle zones continue deforming as cooling proceeds. These later
brittle zones create valleys on the surface with a relief of about 20 m by 10 My.
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contraction.

3.5.2 Models with strong crust

The model with a strong and 7 km-thick (normal thickness) crust (model 4 in Table

3.1) is clearly distinguished from those of the weak crust models in terms of plastic

strain and viscosity (Fig.3.6). The two layer structure of crust is obscured in this

model’s viscosity because lower crustal viscosities are consistently higher. Persistently

active primary cracks are vertical and emerge as early as at 1 My with a spacing of

70-100 km. The topography is characterized by narrow troughs connected to primary

cracks and the concave upward segments between the troughs. In contrast to the

weak crust models, the primary cracks are nearly vertical, not V-shaped, and develop

much earlier: it required 4 My in weak models (Fig.3.3), 1 My in this case.

Reduced or increased crustal thickness in the strong crust models (models 5 and

6 in Table 3.1) did not have as strong an influence as in the weak crust models

(Fig.3.5b). All models are similar in terms of temporal evolution and resultant to-

pography although the position of primary cracks was not fixed in space. Amplitude

of the concave-upward topography in the trough-bounded segments is nearly constant

regardless of crustal thickness.

Models with different crustal thicknesses show differences in the geometry and

propagation depth of primary cracks (Fig.3.5b). The models of normal and thick

crust have primary cracks that are vertical near the surface and branch towards

greater depths, making an inverted V-shape. In contrast, the primary cracks in the

thin crustal model remain vertical throughout their extent. The propagation depth

is about 10 km in the models with thin and normal crust, while it is smallest with

a thick crust (∼5 km). The maximum of accumulated plastic strain is similar in all

three strong crust models, but the secondary cracks of the thin crust model exhibit

larger plastic strain than the other models.
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Figure 3.6: Same as Fig.3.3, but the results from the model with a strong and 7
km-thick (normal thickness) crust.
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3.5.3 Non-associated plasticity

The previously described results were obtained under the assumption of an associ-

ated flow rule: i.e., the dilation angle was set to be equal to the friction angle. We

took advantage of the associated flow rule as a numerical means to achieve significant

opening in the band of localized strain. However, non-associated flow rules, in which

dilation angle is not equal to the friction angle, are usually considered more appro-

priate for frictional materials like rocks (e.g., Rudnicki and Rice, 1975). Among the

possible choices of non-associated plasticity, the assumption of plastic incompress-

ibility, i.e., with a dilation angle of 0◦ was suggested in studies of shear bands in

rocks (e.g., Poliakov and Herrmann, 1994). Although this condition is extreme in the

sense that volumetric plastic strain is completely prohibited, we evaluate its effects for

comparison. Models with strong and weak crustal rheology as well as variable crustal

thickness were computed with a dilation angle of 0◦ (model 7-12 in Table 3.1). Since

all the other parameters and the initial and boundary conditions were the same as

described in the previous two sections, these models followed a very similar sequence

of temporal evolution while exhibiting substantial differences at the same time. The

assumption of plastic incompressibility enables only shear bands to appear, not cracks

with opening. However, we use the descriptive terms, primary and secondary cracks,

for continuity with the previous discussion. In the following, regardless of the rule

used for plastic flow, a primary crack refers to a localized band of plastic strain that

penetrates crust and creates a topographic signature, while zones of localized plastic

strain that stopped growing before propagating into crust are called secondary cracks.

Differences found in the weak crustal models involve the geometry of primary

cracks and resultant topography (Fig.3.7a). Among the models with a weak crust,

only the one with thin crust developed significant topography. As in the models

with an associated flow rule, this model shows V-shaped primary cracks,which create

grabens on the top surface spacing and relief larger than those cases with the asso-

ciated flow rule (Fig.3.5a). The maximum plastic strain, 5̃%, is larger than 1.5% of

the corresponding model of an associated flow rule. The spacing of primary cracks
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Figure 3.7: Same as Fig.3.5, but for the models with zero dilation angle. (a) Weak
crust models with varied crustal thicknesses (models 7-9 in Table 3.1). (b) Models
with the strong crustal rheology (models 10-12).

decreased slightly compared to the counterpart with an associated flow rule such that

it shows a range of 80-110 km.

The non-associated plasticity in the strong crustal models also resulted in differ-

ences in the brittle deformations (Fig.3.7b). In contrast to the corresponding models

with non-zero dilation angle (Fig.3.5b), all the strong crustal models developed V-

shaped primary cracks and associated grabens. The spacing of primary cracks shows

a clear positive correlation with the thickness of crust. The average spacing of pri-

mary cracks varies from 49 km in the thin crust model to 99 km in the thick crust

model (Table 3.3). When the associated flow rule was used, the relationship between

the spacing of primary cracks and crustal thickness was not clear (Fig.3.8a).
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Table 3.3: Summary of average spacing of primary cracks at 10 My
Plastic flow rule Associated Non-associated (ψ = 0◦)

Strong Thin 73±23 km∗ 47±13 km
Normal 76±28 km 62±17 km
Thick 71±22 km 105±50 km

Weak Thin 125±34 km 100±14 km
Normal N/A N/A
Thick N/A N/A

∗Mean±standard deviation
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Figure 3.8: (a) Plot of the primary crack spacing at 10 My versus crustal thickness
for different combinations of crustal rheology and the plastic flow rule. (b) Plot of
the primary crack spacing with respect to crustal thickness and creep strength of
lower crust. Only the cases with non-associated plasticity (ψ = 0◦) are plotted. The
crack spacing is denoted by labels and also represented by the sizes of symbols. The
creep strength is represented by the logarithm of viscosity (log10(η)) taken from the
bottom layer of crust in each model at 10 My and the values of the other parameters
are listed in Table 3.3.

3.6 Discussion

3.6.1 Effects of crustal thickness and creep strength

The models show that creep strength and crustal thickness strongly influence brittle

deformation by the release of thermal stresses. Through the centers of surface troughs

(grabens) that are connected to the primary cracks at depth, we measure the average

spacing between the primary cracks (Table 3.3; Fig.3.8).

Crustal thickness determines whether primary cracks are created. If the crust

is thicker than a global mean (6-7 km, (Chen, 1992; White et al., 1992)) and thus
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has a weak lower part, then the primary cracks do not develop as the stress in the

uppermost mantle is released through creep before being transferred to the surface.

When the crust is thinner than a threshold value, the entire crustal layer becomes

sufficiently cold and strong to create primary cracks. If the creep strength of the crust

is “strong”, then the role of crustal thickness is less important than when the crust

is weak. When the lower crust is sufficiently strong, then primary cracks are always

created, at least for the range of crustal thicknesses tested.

When the non-associated flow rule is used in the models, crustal thickness clearly

determines the spacing of primary cracks. When a non-associated flow rule is assumed

by setting the dilation angle to zero, plastic strain cannot have a volumetric compo-

nent. Models with a zero dilation angle demonstrate this effect by creating primary

and secondary cracks in the non-vertical maximum shear direction determined by

thermal stress and gravity. In addition, when the crust is strong, the spacing between

primary cracks is proportional to crustal thickness: as the crustal thickness increases

from 4 to 10 km, spacing increased from 49 to 99 km (see the trend of black triangles

in Fig.3.8a). This relationship can be placed within the context of Lachenbruch’s

analysis (1962). The temperature drop at 4-7 km depth leads to thermal stresses

in either the crust or mantle that depends on crustal thickness. Since the mantle’s

elastic moduli are larger than those of the crust, the amount of thermal stress is

larger when the crust is thin, while smaller thermal stresses are available in the thick

crust model. According to the theory of thermal cracks, when the ambient stress (i.e.,

thermal stress prior to brittle deformation) is higher, the spacing of thermal cracks

decreases because the size of the stress relief zone shrinks. As a result, the thinner

crust develops more finely spaced primary cracks.

One of the parameters Lachenbruch (1962) considered important in determining

the crack spacing is the depth extent of cracks. In his analysis, the deeper cracks

have a larger zone of stress relief resulting in a larger crack spacing. However, in our

models, cracks always stop propagating downward at some depth regardless of their

class, primary or secondary, because yield stress increases with pressure. In spite of

the more or less constant depth extent of primary cracks, the differences in the crack
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spacing are still observed, indicating that the vertical extent is not a major controlling

factor determining crack spacing compared to crustal thickness and creep strength.

Another contribution to the correlation between crustal thickness and crack spac-

ing comes from elastic unloading that occurs outside a shear band after the onset

of localization (Vermeer, 1990). Elastic unloading occurs only when the plasticity is

non-associated, and the amount of unloading is proportional to yield stress (Vermeer,

1990, Le Pourhiet, pers. comm., 2007). Being pressure-dependent, the yield stress

of mantle directly below the Moho is smaller when the crust is thin compared to

when it is thick. Consequently, a thin crust experiences a small stress drop with a

relatively large ambient stress as a result, while a thick crust goes through a large

stress drop reaching a relatively small ambient stress. The different values of ambient

stress due to different crustal thickness leads to variations in the primary crack spac-

ing as inferred from Lachenbruch’s model described above. Furthermore, the lack of

elastic unloading might be the reason the correlation is not obvious in the models

with associated plasticity.

3.6.2 Implications of the sensitivity to crustal thickness and

creep strength

The sensitivity of the spacing of primary cracks to crustal thickness suggests that the

non-uniform tectonic environment of a mid-ocean ridge system can exert a fundamen-

tal, but indirect, control over local changes in the ridge system’s brittle deformation.

Non-uniform mantle temperature and proximity to hot spots can indirectly contribute

to brittle deformation through spatial and temporal variations in crustal thickness.

For instance, models with mantle temperatures that are low (models 13-16 in Table

3.1) demonstrate the relative insignificance of mantle temperature (Fig.3.9). With

the mantle temperature of 1250 ◦C, lower than in models 1-12 by 100 ◦C, the mag-

nitude of thermal stress still exceeds the brittle strength of oceanic lithosphere by a

substantial amount at shallow depths. As a result, the relationship between crustal

thickness and primary cracks is the same as in those models with a higher mantle
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Figure 3.9: Same as Fig.3.5, but the mantle temperature is lowered to 1250 ◦C from
1350 ◦C.

temperature. Similarly, the effects of creep strength are not much modified by low-

ered mantle temperature: The stronger crust has a higher threshold thickness, below

which topography associated with primary cracks can be created as in the models

with a higher temperature. Consequently, a 7 km-thick crust can develop primary

cracks when the lower crust is strong (Fig.3.9).

Evidence for the causal relationship between crustal thickness and the brittle de-

formation of oceanic lithosphere can be found along the Reykjanes ridge and the

Australian-Antarctic Discordance (Fig.3.9). The crust of the Reykjanes ridge is

known to be thicker than 10 km (e.g., Smallwood and White, 1998). The lack of

fracture zones in this ridge system appears consistent with the subdued brittle de-

formation and the lack of primary cracks in the thick crust models. The distinction

between the Reykjanes ridge and other slow-spreading centers has previously been

attributed to thick crust (Chen and Morgan, 1990a; Bell and Buck, 1992). The op-

posite effects of a thin crust are found in the AAD. The evolution of the AAD was

reconstructed by Marks et al. (1999). They suggested that the increase in the number

of ridge segments and their offset might be a local outcome of amagmatic extension

rather than of regional influence from cold mantle. Based on the detailed observations

on the central region of the AAD, Okino et al. (2004) identified asymmetric spreading

on oceanic detachments as a dominant mode of extension and attributed it to low
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magma supply and cold mantle. Our models with the lowered mantle temperature

suggest that the reduced amount of thermal stress due to the cooler mantle is not as

significant for brittle deformation as the reduced crustal thickness. We can infer that

the magma-starved spreading centers produce thinner crust, and the thinner crust, as

shown in this study, facilitates brittle deformation due to cooling, resulting in more

rugged topography and more fracture zones.

Our results also show a strong sensitivity of brittle deformation to creep strength

of the crust and mantle. Our models show that primary cracks are created regardless

of crustal thickness when a high creep strength for dry diabase is used, while crustal

thickness governs the degree of fracturing when creep strength is low. However,

experiments and observations suggest that the mid-ocean ridge basalts and gabbros

are only 5 % saturated with water (Hirth et al., 1998). Even at a wet hot spot like the

Reykjanes ridge, the observed maximum water content of 0.4 wt.% (Nichols et al.,

2002), although relatively high, is only 10 % of the solubility (e.g., Dixon et al., 1995).

Therefore, the major effect of the higher water content at the Reykjanes ridge would

be an enhanced degree of melting and thus a thicker crust rather than lowered creep

strength. The weakening effect due to the wet mantle source, however, cannot be

completely ignored. Our results showed that even the thick crust developed primary

cracks when the creep strength of dry diabase was used, which is in contrast with the

lack of fracture zones at the Reykjanes ridge. The surface topography was comparably

smooth only in the models with weak creep strength.

The spacing of primary cracks from our models is mapped to a two dimensional

space spanned by the crustal thickness and lower crustal creep strength (Fig.3.8b).

For non-associated plasticity (ψ=0◦), models with thin and strong crust have the

smallest crack spacing; crack spacing increases as the crust becomes thick and weak

(Fig.3.8b). This relationship is expected because the creep strength of lower crust

is determined by the crustal thickness. Another trend is found between the crack

spacing and the creep strength for a constant crustal thickness (4 km), where the crack

spacing is inversely proportional to the creep strength. In addition, sufficiently weak

lower crusts with the creep strength of ∼1026 Pa·s do not show significant correlation
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with thickness. These trends suggest that creep strength and crustal thickness can

independently influence crack spacing.

3.6.3 Flexure of the segments

The upward concavity of all the primary crack-bounded segments indicate that pri-

mary cracks impose local boundary conditions so that the segments are free to con-

tract horizontally, which generate a compressional stress field on the top of a cooling

and growing plate as shown in previous studies (Parmentier and Haxby, 1986; Haxby

and Parmentier, 1988; Wessel, 1992). The free-slip boundary conditions of the whole

domain prohibit horizontal contraction and might be expected to result in a stress field

with the opposite sign. A cooling plate with its boundaries fixed develops tension on

the top due to inhibited contraction (e.g., Turcotte, 1974). The boundary conditions

of the whole domain initially do lead to the buildup of tensional stresses on the top

of lithosphere, but only until cracks appear. The full thermal stresses can be decom-

posed into thermal contraction stresses and thermal bending stresses for convenience

(Turcotte, 1974; Haxby and Parmentier, 1988). The formation of crack-bounded seg-

ments releases the thermal contraction stresses and renders the boundary conditions

of the whole domain irrelevant for the behavior of the segments. The segments, now

with nearly free boundary conditions imposed by the weak primary cracks, subse-

quently deform with the remaining thermal bending stresses. Through this sequence

of events, the concave upward topography of a freely-shrinking plate is obtained even

though the domain itself does not horizontally contract.

3.6.4 Implications for ridge axial processes

The plane strain assumption implies that the cracks would extend all the way to the

spreading centers, essentially determining the lengths of ridge segments. If we as-

sume that the primary cracks correspond to fracture zones, the spacing of transform

faults and associated fracture zones can be interpreted as that of primary cracks.

However, this model must be too simple to be applied to actual mid-ocean ridges.
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For instance, a young and hot lithosphere near fast spreading centers would not have

accumulated sufficiently large thermal stress and even the available thermal stress is

efficiently released by creep rather than by brittle deformation. As a result, thermal

cracks initiated off-axis might not have a dominant control on the near-axis brittle

deformations including the spacing between first order discontinuities. On the other

hand, the increased number of primary cracks in a thin crustal model suggests that

the undulating crustal thickness at slow-spreading centers might determine the loca-

tions in such a way that brittle deformation occurs only at the relatively thin parts.

It might be also possible that hydrothermal cooling is enhanced along thermally in-

duced fractures triggering magmatic segmentation with a similar spacing. Since these

hypotheses now include the second-order segments with associated crustal thickness

variation and spatially cover both on- and off-axis regions, fully 3-D models as well

as magma dynamics would be required to address such possibilities.

The along-axis variations of crustal thickness appear necessary for achieving the

observed topographic amplitude. The relief across the primary cracks as well as

within a segment is 10s to 100 m, which is considerably smaller than that of actual

fracture zones (≤1 km). A simple calculation assuming isostatic equilibrium shows

that 3 km of crustal thickness difference between the center and the edge of a segment

can cause a relief of about 500 m, a significant contribution on top of bending due

to thermal stress (∼100 m). There is also a large discrepancy between the observed

length of the first order segments and the primary crack spacing of our models: The

observed lengths are 600±300 km along fast spreading ridges and 400±200 km for slow

ones (Macdonald et al., 1991) while the segments bounded by primary cracks in our

models are consistently shorter than 200 km. The values from our models (Table 3.3)

are closer to lengths of the second order segments: 140±90 and 50±30 km for fast-

and slow-spreading ridges, respectively (Macdonald et al., 1991). The discrepancy

and the similarity might be only apparent because the association of primary cracks

with fracture zones is an assumption and our models cannot have true second order

segments that show crustal thickness variations and temporal changes in length. In

any case, improved knowledge of the rheological properties and failure mechanism is
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one of the prerequisites for a more quantitative analysis of the crack spacing from

numerical models.

3.7 Conclusion

We show that crustal thickness, crustal creep strength, and the rule for plastic flow

can substantially influence the brittle deformation of oceanic lithosphere. Crustal

thickness determines whether brittle deformation would evolve into primary cracks

or stay at secondary cracks without associated topographic features. Primary cracks

only emerge when a crust is thinner than a certain threshold. Lower crustal creep

strength has a net effect of shifting this threshold: When the creep strength is higher,

the threshold is raised so that primary cracks emerge even when the crust is 10 km-

thick. In contrast, a weaker crust with a smaller thickness did not develop primary

cracks. The associated flow rule allows dilatational deformation resulting in vertical

extensional primary cracks and the associated narrow troughs on the top surface.

In contrast, cracks become V-shaped and grabens are associated with the primary

cracks when a non-associated flow rule with a zero dilation angle is imposed. Since

the temporal and spatial variations in crustal thickness reflect changes in the tectonic

settings of a ridge system, the brittle deformation around the ridge system can also

be attributed to tectonic origins. The larger spacing of thermally induced brittle

deformation in a thicker crust provides a qualitative explanation for the correlation

between anomalously thick crust and the lack of fracture zones in the Reykjanes

ridge. By the same token, the connection between thin crust and increased number

of fracture zones within the AAD appears parallel to the small spacing of primary

cracks in a thin crust.
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