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Solution Adaptive Mesh Procedures for the Numerical 
Solution of Singular Perturbation Problems 

David Leslie Brown, Ph.D. 
California Institute of Technology, 1982 

Abstract 

The accurate numerical solution of singular perturbation problems by finite 

difference methods is considered. (For efficient computations of this type, 

refinement of the finite difference mesh is important. The technique of 

solution-adaptive mesh refmement, in which the mesh is refined iteratively by 

looking at the properties of a computed solution, can be the simplest method by 

which to implement a mesh refinement.) The theoretical justification of 

solution-adaptive mesh refinement for singularly perturbed systems of first 

order ordinary differential equations (ODEs) is discussed. It is shown that a pos­

teriori error estimates can be found for weighted one-sided difference approxi­

mations to systems of ODEs without turning points and to systems of ODEs ""ith 

turning points that can be transformed to a typical normal form. These error 

estimates essentially depend only on the local meshwidths and on lower order 

divided differences of the computed solution, and so can be used in the imple­

mentation of solution-adaptive mesh refinement. It is pointed out, however, that 

not an systems with turning points fall into these categories, and solution­

adaptive mesh refinement can sometimes be inadequate for the accurate resolu­

tion of solutions of these systems. 

Numerical examples are presented in which the solutions of some model 

equations of fiuid dynamics are resolved by transforming the problems to singu­

larly perturbed ODEs and applying weighted one-sided difference dpproximations 

with solution-adaptive mesh refinement. In particular, well-resolved steady and 

moving shock solutions to Burgers' equation and to the equations of one-
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dimensional is entropic gas dynarriics are obtained numerically. The method is 

further extended to problems in two space dimensions by using the method of 

dimensional splitting together with careful interpolation. In particular, in this 

extension the mesh refinement is only used to resolve the one-dimensional prob­

lems which are solved within the splitting algorithm. Numerical examples are 

presented in which two-dimensional oblique shocks are resolved. 
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I. Preliminaries 

1.1 Numerical Methods for Singular Perturbation Problems (Introduction) 

In this thesis we consider the accurate numerical solution of the two-point 

boundary value problem for a system of singularly perturbed ordinary 

differential equations {ODEs). An example of such a problem is given by 

(1) 

on 0 ~ x ~ 1 together with n linearly independent boundary conditions on y(O) 

and y(l). 1 Here 0 < & « 1 is a small parameter, y is a vector of length n, 

fl:= (J(l),f (2), ... , J(ml)T, fII := (J(m+l), ... .j(nl)T, A1 is an nxn matrix, A11 is 

an mxm matrix, A12 is an mx(n-m) matrix, and m < n. The elements of those 

matrices are assumed to b~ 0{1). One reason this is called a singularly per­

turbed system is that the reduced problem, given by setting e = 0 in (1): 

A 11(x )y1 + A12{x )y1 = f1 (x) 

dt: + B22(x )y11 + B 21 (x )y = 111 (x) (2) 

is a system of ODEs of lower order than (1). The boundary conditions also have 

to be changed accordingly since there are only n -m free parameters in the 

solution of (2). Here y1 := (y<n,y<2l, ... , y<ml)T, yl := (yCm+l), ... , y<n>)T and 

1 In thls thes:is, equations, theorems and lemmas are numbered consecutively within each 

section. When referring to an equation in another section, the section nIDnber is prepended 

to the equation number, e.g. equation 1.3.5 is equation (5) in section 1.3. Also, we will usually 

use the following notation: Boldface (e.g. y) is used to denote a vector, the ith component of 

y is denote:l by y(il, -fl' is the transpose of y. 
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we have partitioned A1 as follows: 

The problem (1) is sometimes referred to as a stiff boundary value problem in 

the numerical literature (cf. Hemker [1974], [1977]). 

We are particularly interested in non-oscillatory stiff problems with turning 

points in the interior of [0,1]. By "non-oscillatory" we mean that those eigen­

values, A,;, (x ), of A11 that are not identically zero satisfy I Im>..i I ~ p I ReA,;, \, where 

pis a constant of moderate size. These eigenvalues are assumed to be nonzero 

everywhere on [0,1] except possibly at a finite number of points xi, j = 1,2, ... ,J 

where one of those eigenvalues is zero. Such a point xi is called a turn:i:ng point 

of the system (1). 

Different parts of the solutions of (1) typically vary on different scales. For 

example, boundary layers can occur at x = 0 and x = 1, and internal layers can 

occur near the turning points xi. Both of these types of phenomena have narrow 

widths that depend on the size of the small parameter &. We are interested in 

the accurate approximate solution of problems of this type using finite­

difference methods. For very small &, the ratio of the scales on which the boun­

dary and internal layers and the smooth parts of the solution vary can be 

extremely large. For an accurate representation of the solution everywhere on 

a finite interval, therefore, a uniform (i.e. equally-spaced) finite difference mesh 

would need to have a very large number of meshpoints. Since such a fine mesh 

is not needed in the smooth parts of the solution, this naturally leads to the idea 

of using nonuniform meshes, i.e. the local meshwidth is allowed to vary so as to 

be of appropriate size for the resolution of the local behavior of the solution. 

Simply stated, we want lots of meshpoints in the boundary and internal layers 

and few points in the smooth parts of the solution. 

The question of the best procedure for deciding how to construct the mesh 

is an important one. Essentially, we seek a change of independent variable such 

that the solution behaves in a smooth way as a function of the new independent 

variable. Probably the safest approach for constructing a mesh is if we can 

determine a priori what kind of behavior to expect in the solution by looking at 

the coefficients of the differentili equation and at the boundary conditions. If 

there are no turning points in the problem, then the rapidly varying parts of the 

solutions will be boundary layers, and correspondingly a finer mesh can be used 
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near the boundaries. Exactly how to stretch the mesh near the boundary in 

order to resolve the boundary layer is fairly well known {although perhaps not 

well understood) (see Keller and Cebeci [1972], p. 1198). For problems with 

turning points, fairly detailed information is required in order to properly refine 

the mesh in the turning point regions. Kreiss and Nichols [ 1975] and Kreiss 

[1976] have considered this approach to designing a mesh for problems with 

turning poiI1ts. The procedure they discuss involves finding transformations of 

both the dependent and independent variables such that the resulting system is 

everywhere diagonally dominant (see also chapter 2 of this thesis for a discus­

sion of diagonal dominance). The diagonal dominance insures that a difference 

approximation can be found that will give solutions that behave in the proper 

way. 

One disadvantage of the approach taken by Kreiss and Nichols is that it can 

be computationally quite involved to implement. For this reason, the technique 

of solution-adaptive mesh refinement is much preferred (although for some 

problems not as reliable, as we will discuss later). This technique is one in which 

the mesh is determined iteratively by looking only at the computed solution to 

the problem. The justification for this approach is that for some problems, the 

error in a computed solution can be reliably estimated in terms of products of 

some power of the local meshwidth and some lower-order divided differences of 

that solution. This is essentially because the error in the computed solution 

depends on the truncation e:rror of the finite-difference method which in turn 

depends on the local meshwidths and some derivatives of the true solution. In 

chapter 2 we address the question of when solution-adaptive mesh refinement 

can be expected to work for singular perturbation problems. We consider sys­

tems similar to (1) and find conditions on the systems such that the error can 

reliably be estimated in terms of the local meshwidths and some lower order 

divided differences of the computed solution. In particular, we find that if an 

appropriate difference approximation is used, solution-adaptive mesh 

refinement is justified for linear systems without turning points and for systems 

with turning points that can be transformed to a normal form discussed in sec­

tion 2.4. While it is certainly possible that solution-adaptive mesh refinement 

will work for other types of systems, this is not true in general. In general a full 

investigation of the behavior of the coefficients of the differential equation such 

as is discussed by Kreiss and Nichols [1975] may be necessary to reliably esti­

mate the error. 
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Solution-adaptive mesh refinement has been investigated both theoretically 

and by computational experiments by many workers, although very few people 

have considered its application to singular perturbation problems specifically. 

Denny and Landis [ 1971] discuss a method for solving a second order ODE on a 

finite interval in which the mesh is determined by attempting to drive the trun­

cation error to zero pointwise using an iterative procedure. Pereyra and Sewell 

[1975] discuss theoretically the construction of "equidistributing" meshes. This 

is a technique in which the mesh is chosen in such a way as to distribute the 

local error evenly among the meshpoints. The justification for this procedure is 

that it solves a minimization problem for the global error in the finite difference 

solution. Applications of this technique are discussed by Lentini and Pereyra 

[1977]. More recent theoretical work can be found in Pierson and Kutler [1979] 

and Kautsky and Nichols [1981]. 

Pearson [1968] is one of the earliest workers to use solution-adaptive mesh 

refinement to solve singular perturbation problems with turning points numeri­

cally. He presents numerical experiments in which a centered difference 

scheme is used together with adaptive mesh refinement {he tests the difference 

between adjacent values of the computed solution) to solve second-order scalar 

equations of the form 

ty" + a(x)y' - b(x}y = f (x). 

Because of his use of a centered difference approximation, however, he was 

forced to use a very :fine mesh initially, and often employed continuation in the 

parameter e, presumably to avoid the rapidly oscillatory large amplitude error 

which is associated with centered schemes applied to such problems. Indeed, in 

order to avoid unnecessary mesh refinement it is important to use a difference 

scheme that is well-suited for solving singular perturbation problems on a 

coarse mesh. It has been known for some time that one-sided difference 

approximations give qualitatively the correct behavior for problems in which 

rapid transitions occur in the solutions. For example, the use of such methods 

for shock calculations has been discussed since the early 1950's, and is reviewed 

in sections 1.2 through 1.4 of this thesis as well. Dorr [1970] has discussed the 

use of one-sided schemes for solving singular perturbation problems in particu­

lar. He considers a system of two second-order nonlinear ODEs with a small 

parameter and with turning points and proves that for uniform meshwidth h, 

one-sided schemes give asymptotically the correct behavior for fixed h as the 
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small parameter e tends towards zero. In contrast, he proves that for centered 

schemes, the correct behavior is only obtained for e ~ 0 with hie fixed. Similar 

results for systems of second-order linear ODEs without turning points and a 

second order scalar equation with a turning point are given by Abrahamsson et. 

al. [1974] and Abrahamsson [1975b], respectively. For the difference approxi­

mations considered by Dorr [1970] and by Abrahamsson [1975b], the results 

depend very much on the fact that the one-sided schemes have a discrete max­

imum priniciple (see also sections 3.1, 3.2 of this thesis). 

One of the few papers in which solution-adaptive mesh refinement is used in 

conjunction with one-sided difference approximations for solving singular per­

turbation problems is by B. Kreiss and H.-0. Kreiss [1981]. They very success­

fully used a weighted one-sided difference approximation and mesh relliJ.ement 

to solve second-order linear and nonlinear ODEs with turning points. In particu­

lar, relatively few meshpoints were required to resolve the solutions, even for 

very small values of e. The theoretical justification for the mesh refinement pro­

cedure employed by Kreiss and Kreiss was first outlined by Kreiss [1975]. A 

more detailed discussion and some extensions of that theory are given in 

chapter 2 of this thesis. 

One field in which singular perturbation problems with turning points arises 

is in the study of the partial differential equations that describe shocks in fluids. 

Since this area has been an active one for numerical computations, much work 

has been done on numerical methods for computing shocks, particularly in the 

limiting case of vanishing viscosity. Although the emphasis in such computa­

tions is typically not on the resolution of the viscous profiles of shocks, the 

modern finite difference methods which are used are designed to give qualita­

tively correct results on a coarse mesh. Since difference schemes with this pro­

perty are important for use in conjunction with solution-adaptive mesh 

refinement, it is of interest to review the properties of the methods used for 

computing solutions of conservation laws. (Indeed, Osher [1981] and Abrahams­

son and Osher [1981] have applied the method of Engquist and Osher [1979], 

which was designed for the numerical solution of conservation laws, to the solu­

tion of singular perturbation problems). For this reason, the rest of this chapter 

is devoted to the discussion of numerical methods for time-dependent shock cal­

culations. 

As was mentioned above, chapter 2 of this thesis is concerned with the 

theoretical justification of solution-adaptive mesh refinement for singularly 
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perturbed ODEs. In chapter 3 we apply the theory of chapter 2 to the numerical 

solution of some model equations in fluid dynamics. Jn these computations we 

are interested in the use of solution adaptive mesh refinement for the resolution 

of steady and moving viscous shock profiles. Sections 3.3 and 3.4 give numerical 

examples of the application of this method to Burgers' equation. Section 3.5 is 

devoted to the numerical solution of the equations of isentropic gas dynamics in 

one space dimension. In all cases, we have reduced the problem to a singularly 

perturbed system of first-order ODEs and applied either the weighted one-sided 

difference method of Kreiss and Kreiss [1981] or a modification of that method 

(discussed in sections 3.1 and 3.2) together with solution-adaptive mesh 

refinement. 

Chapter 4 describes a method developed together with Luis Reyna for 

resolving shock profiles in two space dimensions using the technique of dimen­

sional splitting together with the methods developed in chapter 3 for the resolu­

tion of one-dimensional shock profiles. Of particular interest is the fact that this 

method only requires local refinement of the one-dimensional problems that 

result from the splitting procedure. The one-dimensional problems which are 

solved alternately in the x and y-directions are connected together by careful 

interpolation that does not degrade the resolution obtained in the alternating 

direction sweeps. 

1.2 Di.fierential Equations with Shock Solutions 

Perhaps the most common example of a system of partial differential equa­

tions describing a physical situation in which shocks may occur is that of the 

equations of gas dynamics. In one space dimension and including all dissipative 

effects this system takes the form (see for example Whitham [1974], chapter 6) 

Pt + (pu)z = 0 

(pu)t + (pu2 - P11)z = 0 (1) 

(pu 2/ 2 + pe)t + [(pu2/ 2 + pe)u -puu + ql.i; = 0 

Here p(x ,t) is the density of the fluid, u (x ,t) is its velocity, e (x ,t) is its internal 

energy per unit mass, p 11 (x ,t} is the stress on an element of fiuid, and q (x ,t) is 

the heat conduction of the fiuid. If we insert the Navier-Stokes relations for 

these last two quantities into (1), the resulting equations are given by 

Pt + (pu)z = 0 
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(2) 

where p(x,t) is the pressure and T(x,t) the temperature of the fluid. The 

parametersµ and A. are the coefficients of viscosity and heat conduction respec­

tively and for the purposes of this discussion are assumed to be constants. 

When equations (2) describe the motion of a gas, these parameters can be quite 

small compared with unity and correspondingly the equations may admit solu­

tions in which regions of steep gradient occur. As 'A andµ tend towards zero 

these gradients can become infinite and the corresponding limiting solutions no 

longer satisfy the limiting form of equations (2) in the classical sense. This 

difficulty is easily resolved when we realize that equations (1) were derived from 

integral conservation laws by assuming that the solutions were sufticiently 

smooth. The limiting solutions can therefore be understood as solutions of the 

integral forms of equations (2) (see Whitham [1974]). Another equivalent 

approach which will be useful when discussing numerical methods is to say that 

equations (2) should a~ways be satisfied in the sense of distributions. By this we 

mean that we multiply equations (2) by a smooth test function, cp(x ,t ), and 

integrate by parts over the domain t ~O. - 00<x <oo to obtain 

ff (cptp + rp:zpu) dx dt = 0 
t>O 

J J (rptpu + rp:z(pu2 + p )) dx dt = - J J ~ult'= dx dt 
t>O t>O 

J J (( ~u2 + pe )cpt + (( ~u2 + pe )u +up )cp:iJ dx dt 
t>O 

= -J J ~u2\0= dx dt - J J A.Tf./Jxx dx dt 
t>O t>O 

(3) 

(Here we have neglected the initial conditions that should appear in "by parts" 

terms in equations (3)). In the ("inviscid"} limit of/..,µ 40 the right-hand sides of 

(3) vanish but the equations are still valid because the physical variables p,u,p, 

and e are undifferentiated. A solution of (3) with discontinuities is called a 

"weak" solution of the system (2). 

For A.=µ= 0 equations (3) together with initial conditions for t = 0 are not 

sufficient to uniquely determine a solution for all t > 0. There is, however, a 
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unique physically relevant solution which is the limiting solution of equations (3) 

as A.,µ _, 0. This solution can be determined without explicit reference to the lim­

iting process if we note that by combining equation (2) we can obtain another 

conservation law of the form 

4µ(Uz)2 r.2 a2 
(pS)t + (puS):i: = 

3
T + r...++ A. - 2-log T 

T ox (4) 

which can also be written as 

ff (rptpS + fPzpuS) = - ff 'Acpzz logT - ff [4µ(i)
2 

+A. T:i:
2 l rp (5) 

t>O t>O t>O T2) 

{Here S is the entropy of the fluid. It is related to the other physical variables 

by the differential relation TdS =de +pd(..!_).) k:, "A.,µ_, 0, the first integral on 
p 

the right-hand side of (5) goes to zero uniformly while the remaining terms are 

~ 0. Hence we conclude that 

lim { { CfJt (ps) + cp:c (pus) ~ o 
µ.,A-+0 ~ (>O 

(6) 

Equation (6), which implies that entropy must increase or remain constant 

across a discontinuity in the solution, is called the "entropy condition". It is also 

sometimes called an "integral entropy inequality" for the system (2). 

Nonuniqueness of solutions is a difficulty that is associated with nonlinear 

hyperbolic conservation laws in general. An approach for deriving integral ine­

qualities that enforce uniqueness of the solutions to a given system of hyperbolic 

equations has been developed by Lax [1971] and others. Hopf [1969] gives a par­

ticularly lucid account of this technique for scalar conservation laws which we 

repeat here: We consider a scalar hyperbolic conservation law of the form 

(7) 

Here u is the conserved quantity, f (u) is its flux, and 0 < t «1 is a dissipative 

coefficient {viscosity, for example). We introduce an auxiliary function U(u) 

called the "entropy function" {which may or may not have any relation to the 

physical entropy of the problem). The only requirement we make on U is that it 

be a convex function of u, i.e. U"(u) ~ 0. We define the corresponding "entropy 

flux" F(u) by the relation 

F '(u) = U(u)f'(u) (8) 
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Multiplying (7) by U(u) we obtain 

U(u)t + F(u):c = eU(u):c:c - eU' (u)(U:c)2 . (9) 

We now multiply (9) by a smooth positive test function cp(x ,t) with compact sup­

port on t ~ 0, -oo < x < oo and integrate the result over that region. Integration 

by parts gives 

J J (U(u)cp, + F(u)rp:r;) dx dt = -J J E:U(u)cp= d.x dt 
t>O t>O 

+ J J eU"(u)(U:c) 2sti d.x dt (10) 
t>O 

In the same way as before we conclude, therefore, that 

lim J J U(u)cpt + F(u }cp:e ~ 0. 
& -+ O t>O 

(11) 

In analogy to (6), the inequality {11) is called an "entropy inequality" for the 

conservation law 

ut + f (u)z = 0 (12) 

If u (x ,t) is a piecewise continuous weak solution of (12) in which a single jump 

from a value of u +to u- occurs along a line x = x(t) in the x-t plane, then (11) 

can be shown equivalent to 

(13) 

If we choose U(u) = ±u, then F(u) = ±f (u) and (13) gives the Rankine­

Hugoniot law for the speed of the discontinuity: 

(14) 

If we choose first U(u) = (u-"t.L0 )H(u-'Ua) and then 

U(u) = (u-Uo)(H(u-u0 ) - 1) { H(u) is the Heaviside step function defined fol­

lowing equation (1.3.1}}, then we obtain both inequalities of Oleinik's "condition 

E" (Oleinik [1963]): 

J(u0 )-J~u-) >x(t)~ f(u+:-J(u0 ) 

U 0 -U U -U0 

(15) 

Oleinik proved that inequality (15) is sufficient to guarantee uniqueness of the 

solutions of the initial value problem for {12). Quinn [1971] (see also Lax [1972]) 
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showed that this ur1iqueness follows from the fact that the condition ( 15) guaran­

tees the solution operator for (12) is an Li-contraction. 

If we consider the limiting cases Ua _. u- and u 0 _. u+ in condition (15), it is 

clear that condition E is equivalent to 

{16) 

which is just the geometrical condition that the characteristics must point into 

a shock from both sides. 

Lax [1971] has shown that for strictly hyperbolic systems of conservation 

laws for a vector function u{x ,t }, all entropy inequalities of the form ( 11) are 

equivalent provided that for each system of equations, the entropy functions 

U(u) which are considered are strictly convex functions of u and the weak solu­

tions u(x ,t) of the conservation laws have only moderately strong discontinui­

ties. Harten [1981] has pointed out that while this result is also true for strong 

shock solutions of the equations of fluid dynamics, there exist examples showing 

that all entropy functions for a given system of conservation laws do not neces­

sarily give the same unique solution for abitrarily strong shocks. 

Difference approximations to systems of conservation laws of the form 

Ut + f(u)x = 0 (17) 

can also suffer from the problem of admitting solutions that are physically 

unreasonable, i.e. that do no~ satisfy an entropy condition. For this reason, a 

current approach for constructing reasonable difference approximations for 

systems ( 17) is to assure that in addition to approximating weak solutions of 

{17) well, the solutions of these difference approximations satisfiy an entropy 

inequality in some appropriate sense {see e.g. Engquist and Osher [1979]). This 

approach is discussed further in section 1.4. In the next section, however, we 

first discuss some results on the behavior of difference approximations with 

discontinuous solutions. Section 1.4 then briefly reviews some of the more 

modern difference approximations used for solving hyperbolic systems of equa­

tions that admit shock solutions. 
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1.3 The Behavior of Difference Approxim~tions with Discontinuous Initial Data 

Some insight into the behavior of the solutions of difference approximations 

for problems involving shocks and contact discontinuities can be gained by con­

sidering the behavior of difference approximations to linear hyperbolic problems 

with discontinuous initial data. We begin by considering the problem given by 

Bu(x,t) - ( ) ou(x ,t) 
at - P x ax 

for -oo < x < oo, t ~ 0 with step-function initial data: 

u(x,0) = 1 - H(x) 

Here p is a real function of x and 

lo ifx <0 
H(x) = 1 if x ~ O 

(1) 

is the "Heaviside step function", sometimes called the "characteristic function 

of the interval [ 0, oo ). " The solution to this problem is a step function moving to 

the left with local velocity p(x ). For the case p = canst. this can be expressed as 

u(x,t) = 1 - H(x+pt) 

We approximate this problem using a :finite-difference method: Establish a uni­

form mesh with meshpoints xv = vh, v = -oo, · · · , -1, 0, 1, · · · oo, mesh width h 

and time step k with k I h =:A. a constant and replace (1) with 

v(xv,t+k) = Qv(xv,t) = f: ajv(xv+j•t) (2) 
j=-"" 

with initial data v(xv,O) = u(xV'O). We assume that the method is accurate of 

order p, i.e. 

"" Q(O .- '2:: a; eiH = exp{iA/)f(l + [3fP)(1 + o (1))) as f~O (3) 
j=-oo 

and dissipative of order 2s, i.e. there is a constant -y > 0 such that 

I Q(f) I ~ e -rlfl2s for If I ~ 1T (4) 

Note that necessarily by (3), Im (:J = 0 ;.f 2s ~ p + 1. 

Various authors have found pointwise or L2 estimates for the error 

v (xv.t) - u (xv,t) in the region near the propagating discontinuity: Hedstrom 
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[1968] (cf. Thomee [1969] ) gives pointwise estimates for the case p = const. 

Apelkrans [1968] and later Brenner and Thomee [1971] and Thomee [1971] 

applied a technique due to Kreiss and Lundqvist [1968] to obtain pointwise and 

L 2 error estimates for both the constant coefficient and variable coefficient 

case. We state below the L 2 result of Brenner and Thomee [1971]. 

Theorem 1 (Decay of Error away from a discontinuity) .Msume that 

p(x) > 0 and that the coefficient of the leading truncation error term fl> 0. Let 

O be the (signed) distance from. the cha:racteristic line given by dx I dt = p. Then 

to the right of this characteristic 

and to the left of the characteristic 

II H(x -o-pt )(v(x ,nk )-1) 11 2 ~ exp{-C0 n( Io I/ t )q2) JI (v{x ,0)-1) 11 2 

where C0 is apositive constant and 

ql = (p+l)/p q 2 = 2s/p if pis even 

a:nd 

if pis odd 

{If fl(x) < 0 then the exponents qi reverse, i.e. q 1 = 2s/p, q 2 = (p+l)/p ifp is 

even.) 

Rem.ark: fl< 0 for typical even-order methods, although this is not neces­

sarily the case. (:J < 0 means that the numerical phase velocity is less than the 

true phase velocity as t -> 0. 

A proof of this theorem for the constant coefficient case is included in the 

appendix to this section. ( A proof for the variable coeft'icient case can be found 

in Thomee [1971].) 

The main conclusion we can draw from the theorem above is that the error 

will decay exponentially away from the propagating discontinuity if a dissipative 

method is used. This is an important result since a region of steep gradients or 

a discontinuity in a finite-difference solution is typically also a region of high 

error in that solution. This theorem says that this error will essentially remain 

localized. 
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For systems of hyperbolic equations, we can expect similar behavior. For 

example W. Gropp [1981] has considered solutions of ftnite difference approxi­

mations to the "telegraph equation" 

ut + [~1 ~] Uz + [~ ~] u = 0 (5) 

where u = [~~~i] and found similar error estimates for the region of the solu­

tion near the discontinuity by asymptotic evaluation of integral solutions of the 

:Dnite difference equations. It is also expected, however, that more complicated 

behavior of the error will be exhibited due to coupling of the different com­

ponents of the solution in a system of equations. Majda and Osher [1977] con­

sidered difference approximations for the following 2 by 2 hyperbolic system of 

equations: 

(6) 

on -rr ~ x ~1T. with initial conditions u{x ,0) = [H&x )) and proved the following 

Theorem 2 (Numerical Artifact for Coupled Hyperbolic Systems) Let v be 

the solution of a p th order accurate dissipative approximation to (6) which 

satisfies a (technical) ellipticity condition {see Majda and Osher [1977]) and let 

R 6 be the region in the x-t plane between and bounded away from the charac­

teristic lines Ix I = I t I : 

then 

where C6 is a constant depending on o and h is the meshwidth. 

This O(h2) error is actually present in the initial data and represents the 

local error at the discontinuity which results from approximating that discon­

tinuous function on a Dnite grid. For a dissipative approximation to a single 

scalar hyperbolic equation, the effect of such an error will remain localized near 

the characteristic emanating from the location of the discontinuity in the data 

(invoke theorem 1, recalling that if we could solve the differential equation 



- 14 -

exactly, this error would just propagate along this characteristic}. For a cou­

pled system of hyperbolic equations such as (6), however, the error in u(l) can 

be expected to influence the other component u<2) due to the coupling of the 

components by the lower order term, and we expect the region between the two 

characteristics emanating from the origin to be polluted by this error. The fol­

lowing simplified example will demonstrate this: 

Consider, instead of (6), the telegraph equation {5). Clearly by a change of 

independent variables this can be transformed to 

0 {7) 

which we consider on the interval -rr ~ x ~ 1T with discontinuous initial data 

{8} 

where S(x) = -x/7T + sign(x) is the "sawtooth function". (Note that 

S(-7r) = S(7r)}. We now introduce a uniform finite mesh defined by the 2N 
meshpoints x 11 = vh, v = -N+1.-N+2, · · · ,N with h = rr/ N. On such a mesh we 

can at best represent the function S(x) with a finite Fourier series 

'S(x) = N "' I: s (l)ei1'"' {9) 
l=-N+l 

that has the interpolation property 

S (x11) = S(x 11} ,v = -N + 1, · · · ,N {10) 

The continuous function S(x) can be represented by the usual (infinite) Fourier 

series expansion given by 

where 

... 
S(x) = I; i(l)eilz 

t=-.., 

l = 0 

l ~ 0 

(11) 

By the interpolation property of S (x ), we have therefore an explicit formula for 

s(l) = f: s(l+2Nµ) 
µ,=-«> 
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and hence for the error e (x) = 'S (x) - S(x) = f e (L)eilz where 
t=-N 

e(l) = 2: -scz+2Nµ) 
µ#0 

A simple computation gives for the Fourier coefficents of the error the formula 

rorlzh I ~ rr 

=: h2 I (l) 

By the usual technique, in order to understand the effects of this error, we can 

consider the solution of (7) with the initial data (8) replaced by the error expres­

sion, i.e. put 

(14) 

where f (x) = 2:: f (l )eilz By the method of characteristics we can construct 
Ill~ 

the solution to (7), (14) explicitly. It is given {in the sense of distributions) by 

![-h ~;'<~:)t }x] for-t ~ x ~O (between characteristics} 

u(x ,t) = 0 elsewhere (l5) 

Since we have neglected the errors due to approximating (7) by a difference 

scheme, equation {15) indic~tes the best we can expect to do for such a prob­

lem. 

The theorem of Majda and Osher quoted above indicates that for dissipative 

methods, this example gives an accurate picture of how this numerical artifact 

will arise and affect the solution of the difference equations. 

A contact discontinuity differs from a shock in that the characteristic lines 

near such a discontinuity are parallel to the surface of the discontinuity in x -t 

space, and so it is essentially a linear phenomenon. Thus we expect the 

theorems quoted above to give a good idea of how to expect a difference scheme 

to behave near such a discontinuity. In contrast, a shock surface in x -t space 

has the property that the characteristic lines point locally into that surface. We 

can consider the shock surface as an internal boundary and recall from the 

theory for hyperbolic equations that no boundary conditions need be specified 



- 16 -

there to determine the solution of the differential equation because the charac­

teristics point out of the region of interest i.e towards the shock surface. 

Difference approximations, however, typically require extra "numerical" boun­

dary conditions at such boundaries and thus unlike the continuous case, values 

of the solution at these boundaries can influence the solution in the interior of 

the region. Since the discontinuity in the solution at the shock is likely to be a 

region of high error in the numerical solution, we can therefore expect this 

error to influence the solution away from the shock. Kreiss and Lundquist [1968, 

Theorems 1 and 5] have shown that for the class of "contractive" difference 

operators {see section 1.3A) the inftuence of the numerical boundary conditions 

decays away from the boundary. The interval of infiuence is of length 

0( I h I logh ). The class of contractive operators includes all dissipative approxi­

mations. 

We conclude this section by remarking {as do Kriess and Lundqvist [1968, 

p.11] that for methods which do not require numerical boundary conditions at 

boundaries where the characteristics point outwards, the error at those boun-

daries cannot affect the interior solution. This is the motivation for the class of 

"upwind" difference schemes discussed in the next section. Such schemes have 

the {often considered desirable) property that oscillations in the numerical solu­

tion are not produced near a shock. However, they are also very dissipative and 

tend to produce inaccurate solutions in the region away from the shock. 

1.3AProof of Theorem 1.3.1 for the casep =canst. 

Since some of the details of the proofs for the estimates of the type given 

by Brenner and Thomee [1971],Thomee [1971] and Apelkrans [1968] are less 

than lucid, I am including the following proof, essentially due to Thomee, which 

may or may not clear up some confusion. 

The proof depends on the notion of the contractivity of a difference approx­

imation. {Apelkrans [1968], Brenner and Thomee [1971]) 

Definition 1: The difference approximation (Z) is said to be contractive of 

order T if the following estimate holds for the symbol Q(~}: 

(16) 
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where I 11 I ~ T)0 I and E are real. 

We will first prove the following 

Lemma 1 (Contractivity) Let the difference approximation (2) be accurate 

of order p (3) a:nd dissipative of order 2s. Then 

2s 
T = 2s-p 

(1 'la) 

u'Tlless p is even a:nd {3p17 < 0, in which case 

T = p + 1 {17b) 

( {3 is defined by {3)). 

Proof: We first recall the following variant of Holder's inequality: Fbr any 

a,b > 0 and!._+ !_= 1, there exist constants e and Oc. such that the inequality 
q p 

L L 
a q b P ~ ea + Oc.b {18) 

lwlds. From this inequality it follows that for 17, f > 0 we can always estimate 

1']n-j {j in terms of 1']n and ri.. i.e. 

j =1,2, ... ,n-1 

Now rewrite (3) as 

~o = exp(i)l.pt + 1/l(t)) 

where 1/1(0 := i)l.p(3tp+ 1 (1 + o (1)). Then applying (18), 

Re(1J!(E-i77) -'lj!({)) = (i{3pA.(t-i17)P+ 1 - i(3p'J\tP+l)(1 + o (1)) 

~ C17( I f IP + I 11 IP) for I 11 I . I f I small enough 

Using (4) we have therefore that 

(19) 

Again apply (18) to estimate 1771 lt!P in terms of ltl 2s and l11J.,., where Tis 

determined by the condition (from Holder's inequality) ! + {s-= 1, i.e. 

T = 2s / (2s -p ). The constants in the estimate can be adjusted so that we obtain 

Re1/J(f-i17) ~ Cl7J j 2s/(2s-p) 
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In the special case that p is even, note that we can write 

P,+1 . . 
= Re if3p 2: ~~p+i-3 (-iry)', 

j=O 

and so if lmf3 = 0, 

Re(i{3p(~ + i71)P+i) = -{3p 2: if+1d;f!'+1-ir;i 
j odd 

Clearly if {3pf] < 0 we can then take T = p +1 in the estimate {16). 

Proo/ of Theorem 1: To get the estimate for the righthand side of the 

discontinuity introduce the scaled variable w defined by v = e"lzw, fJ > 0. Then 

w satisfies 

w(x ,t +k) = Q'w(x ,t} 

where Q'z(x) := e'IZQ(e-'1'/Zz{x)). Then 

so 

~e-'l'J(6-pt) II Q'n ll 2 II e7JZv (x Io) 112 (20) 

Now from lemma 1, the estimate 

holds with T given by formulas ( 1 7) and so using the fact that ryx < 0 on the sup­

port of v (x ,0), the right-hand side of (20) can be estimated, giving 

II H(x-6+pt )v(x ,t) 11 2 ~ e-'1'J6e On l71h l,.JI v (x ,0) 11 2 (21) 

Now choose fJ > 0 in such a way that the exponential on the right-hand side of 

(21) decays: Take On I ryh I -r = r;6/ 2, in which case (21) becomes 

-C n (6/ t )T/T-1 
llH(x-6+pt)v(x,t)ll2 ~ e 0 llv(x,O)ll (22) 

where C0 is a constant that depends on the mesh ration A.. To obtain the 

corresponding estimate on the left-hand side of the discontinuity, let 
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y(x,t) = 1 -v(x,t) 

and note that by consistency 2:; a; = 1, so y (x, t) solves the problem 
i 

y(x,t+k) = Qy(x,t) (23) 

with y(x,O) = H(x) as initial data. Proceed with the same analysis as above but 

for o < 0 choose 7J < 0 in order to get decay in the exponential. Then replacing T 

in the resulting estimate and in (22) we get the estimate of the theorem. 

1.4 Difierence :Methods for Conservation Laws 

In this section we give a brief discussion of modern difference methods for 

solving systems of conservation laws. This is of interest in the context of numer­

ical methods for singular perturbation problems because in both cases one of 

the objectives of a good method is to be able to resolve discontinuities or rapid 

transitions in the solutions well and at minimum expense. Also one of the 

predominant philosophies behind the schemes for both types of problems is the 

same: that "one-sided" or "upwind" type schemes tend to accomplish this objec­

tive the best. Since it is not the purpose of this thesis to discuss numerical 

methods for conservation laws in general, this section is more of a list rather 

than a review of those methods. The reader will find a much more adequate dis­

cussion of such difference methods in the review papers of Sod [ 1977] and of 

Harten, Lax and van Le er [ 1981]. 

We begin by quoting some theorems about difference schemes for conserva­

tion laws. Consider the scalar conservation law given by 

ut +I (u)z = o (1) 

on -oo < x < oo and specify initial data u(x, 0) = ~(.x ). For the numerical method 

we introduce a mesh !xvJ:' .. and approximate (1) on this mesh by an explicit 

difference scheme in conservation form.: 

Vv(t + k) = Vv(t) - kD+f v-Yz(t) 

Vv(O) =~(xv) 

(2) 

where vv(t) is an approximation to u(xv,t), k is the time step, 

D+Wv := (w 11+1 - w 11)/ (xv+l - xv) and f 11 + * := f (vv-t+l• Vv-t+2• ... ,Vv+t) where 

the numerical flux f (, , · · · , ) is a function of 2l arguments and is consistent 
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with the flux function f (u) in the differential equation (1), i.e. 

f (u,u, ... ,u) = f (u). 

Lax and Wendroff [1960] proved the following important theorem about the solu­

tions of (2): 

Theorem 1 (Lax-Yendroff): If as k and hv tend to zero v 11(t) converges 

boundedly almost everywhere to some function w(x,t), then w(x,t) is a weak 

solution of (1) with initial values q;(x ). Equivalently, any discontinuity of 

w(x,t) satisfies the Ra:nkine-Hugoniot jump conditions (1.2.14). 

It is important to the proof of this theorem that the difference approxima­

tion be written in conservation form as in (2). If a difference approximation is 

used that does not have this form then it is possible, and indeed often happens, 

that shocks that are formed in the solution will not satisfy the Rankine-Hugoniot 

conditions and hence will travel at the wrong speed. Conservation form is not 

sufficient, however, to assure that the discrete solutions will converge to the 

correct (physical) weak solution because the solutions of a difference equation 

in conservation form do not necessarily satisfy an entropy condition in the limit. 

A class of difference schemes that does give the correct solutions is the class of 

monotone difference schemes. Let H(v 11_i,vv-l+l• .. .,V 11+i) := v 11 - kD+f "--*' Then 

Definition: The difference approximation (2) is said to be monotone if His 

a monotone increasing function of each of its arguments. 

Harten, Hyman and Lax .[1976] proved the following theorem about mono­

tone schemes: 

Theorem 2 (Hart.en-Hyman-Lax): Suppose that the difference approximation 

(2)is monotone, i.e. 

~ H ( w _t , . . . , wt) ~ 0 for all -l ~ i ~ l 
v'Wt 

a:nd let w(x,t) be the limiting solution of (2) given in theorem 1, then w(x,t) 

satisfies the entropy condition (2.2.15). 

From the discussion in section 2.2 this result means that a monotone 

scheme will always give solution with the correct physical behavior in the limit. 

The same authors also, however, proved the following more depressing result: 

Lemma 1 (Harten-Hyman-Lax [1976]): Monotone finite-difference schemes 

in conservation form are at most of first order accuracy. 
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From a practical point of view this means that the solutions of monotone 

schemes tend to have shocks and contact discontinuities that are "smeared" 

out, i.e. the transition from the left to the right states of the shock may occur 

over many meshpoints in the discrete solution. Also, if a monotone method is 

used everywhere on the mesh, the smooth parts of the solutions will not be com­

puted accurately. 

Monotone schemes have the sometimes desirable property that they do not 

produce highly oscillatory errors near discontinuities in the solutions. This is a 

result of the following 

Theorem 3 (Harten [1977]): A montane scheme is monotonicity-preserving 

i.e. if (2) is a monotone scheme, then if D:.+v 11(t) is of one sign, then so is 

Ll+Vv(t +k ). 

The converse of theorem 3 is not true, however. Thus, a scheme that is 

monotonicity-preserving will not necessarily give limiting solutions that satisfy 

an entropy condition. 

We now discuss some particular difference methods. Some of these 

methods fit into the frarnevmrk developed above, others do not. 

One of the earliest developed methods that is still discussed today is 

Godunov's method (Godunov [1959]): Consider the initial-value problem for (1) 
on -txl < x < cc with piecewise constant initial data 

fuL if X < 0 
u(x,0) = luR if x > 0 (3) 

This is known as the Riemann problem for the conservation law (1), and can 

often be solved exactly for systems of conservation laws of interest. Now con­

sider the original problem (1) with general initial data u (x ,0) = ip(x ). We intro­

duce a mesh ~xv!:X, which for convenience is assumed to be uniform 

(xv+l - Xv= h = const.) and replace the initial data with a piecewise constant 

approximation u {x,O) = ~(x) where 

If we take the time step k to be small enough, this modified initial value problem 

for (1) can be solved exactly if the general solution of the Riemann problem is 

known, because in each interval (xv - hi 2,x 11 +hi2), we have a Riemann prob­

lem and for small enough times, the neighboring Riemann problems will not 

interact. Godunov's method is to do exactly that at each time step and then 
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average the resulting solution over each interval (xv - hi 2, Xv+ hi 2) to get the 

approximate solution value u(x 11,t+k). 

There are several other methods that can be considered as modifications of 

the Godunov scheme. Glimm's scheme ( Charin [1976] ) is similar to Godunov's 

scheme in that local Riemann problems are solved exactly at each time step, 

but in each subinterval x 11-hl 2,x 11+h/ 2) the solution at the new time level is 

taken to be the value of the exact solution at a random point in that subinterval. 

One of the most expensive parts of Godunov's or Glimm's schemes can be the 

exact solution of the Riemann problems. Harten and Lax [1981] have pointed 

out that much of the information in the exact solution of the local Riemann 

problems is lost when the solution is averaged or sampled and have accordingly 

proposed a random-choice scheme in which the local Riemann problems are 

only solved approximately. 

The concept of "upwind" or one-sided differencing is also an old idea {see 

e.g. Courant, Isaacson and Rees [1952]). It has already been mentioned in sec­

tion 1.3 where we pointed out that oscillatory error can be avoided near a 

discontinuity in the numerical solution if the differential equations are approxi­

mated in such a way that information can only travel in the true characteristic 

direction on the mesh. For the moment, take f ( u) = u 2 / 2 in equation ( 1) in 

which case we have the inviscid form of Burgers' equation. The variable u can 

be identified as a fluid velocity, for example, in this equation. The upwind 

scheme is then given by 

fvv(t) - kD+f 11(t) if f' (uv) < 0 

Vv{t+k) = lv
11
(t)-kD_fv(t) if f'(uv) > 0 (4) 

where f v{t) := f (vv(t)). Since f'(u) = u, we see that the divided difference in 

x is always taken in the direction of larger velocity, hence the name "upwind". 

Equation (4) is a monotone scheme under the condition kmaxl u 11 11 (x 11+1-x 11) < 1 
v 

(the Courant condition). There are a variety of methods which have been pro­

posed that in one way or another are variations on the upstream differencing 

concept. Roe's method (Roe [1981]). Steger and Warming's "flux vector split­

ting" (Steger and Warming [1981]), and Engquist and Osher's methods (Engquist 

and Osher [1979], Osher [1980]) are some examples. The differences in these 

methods come mostly in how they generalize to systems of conservation laws, 

and in how the differencing is done at a "sonic" or "turning" point ( where 

f' (u) = 0). Engquist and Osher's first and second order methods for scalar 
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conservation laws are interesting from a theoretical (as well as practical) point 

of view because they are derived in such a way that the limiting solutions satisfy 

an entropy inequality (Engquist and Osher [1979]). 

Since shocks and contact discontinuities are typically found only in isolated 

parts of a flow field, there are many methods in which an attempt is made to 

compute the remainder of the ft.ow field will by using higher-order difference 

methods and then to use a special mechanism to get good resolution of the 

discontinuities in the solution without polluting the smooth part of the solution. 

For example, Hyman [1979], in his "method-of-lines approach to the numerical 

solution of conservation laws" advocates the use of higher-order centered spatial 

differencing together with a higher order predictor-corrector version of the 

"leap-frog" method in time to resolve the smooth parts of the solution and incor­

porates a nonlinear artificial dissipation to reduce the rapidly oscillating error 

associated with discontinuities in the solution. Harlen's "artificial compression" 

method (Harten [1977],[1978]) is to use an existing scheme but to modify the 

flux function f (u) in such a way that the characteristics point more strongly 

towards a shock surface. This tends to impede the propagation of error away 

from a discontinuity and hence gives sharper computed discontinuities. It also 

has the effect of turning contact discontinuities into shocks since the charac­

teristics point towards the contact surface rather than parallel to it after 

artificial compression. Since the entropy condition is essentially just a 

mathematical statement of .the fact that characteristics must point into a 

shock, the artificial compression method preserves the entropy producing pro­

perties of. the particular difference method it is used in conjunction with. 

The "fiux corrected transport" method of Boris and Book [1973] is another 

method that makes a special effort to give good shock resolution. The 

"antidiffusion" step in this method is a correction step in which an attempt is 

made to reduce the "smearing" of the shock in the numerical solution by putting 

in an artificial "negative" dissipation term to try to cancel out the effect of the 

standard artificial dissipation in the method. 

For the purposes of computing numerical solutions to singular perturbation 

problems the most useful concepts of those introduced above are probably the 

idea of one-sided difference methods and the concept of "monotonicity­

preserving" schemes. We will see these ideas applied to singular perturbation 

problems in chapters 2 and 3 of this thesis. 
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Il. Solution Adaptive Mesh Refinement for Singular 
Perturbation Problems 

2.0 Introduction 

In this chapter we consider the numerical solution of a system of ordinary 

differential equations 

2 = A(x) y{x) + f(x), (1a) 

for 0 ~ x ~ L with n linearly independent boundary conditions 

(lb) 

Here y := (y(1),y(2), · · · ,y(n>)T and f(x) t c2 are vector functions with n com­

ponents and R0 , R 1 and A(x.} := {CJ-tj{x)) £ c2[0,L] are nxn matrices. We solve 

the system (1) using a difference approximation on a nonuniform mesh ~xvlf, 

x 0 := 0, XN := L, with local meshwidth hv :=Xv+ I - Xv, l/ = 0, l, ... ,N-1. The 

nonuniform mesh should be chosen in such a way that the solution of the 

differential equation is "resolved", i.e. that the error in the computed solution 

will be essentially uniformly distributed over the whole interval 0 ~ x ~ L. In 

order to do this, we therefore need to be able to estimate the error in the com­

puted solution. 

There are two approaches for estimating the error. The first is to estimate 

it a priori. This means that we use information about the functions A{x), f (x) 

and the boundary conditions for the problem to estimate where regions of rapid 

change and hence of potentially large computational error can occur in the solu­

tion. The computational mesh is then chosen to be finest in the regions of high 

predicted error. This approach has been treated for example by Kreiss and 

Nichols [1975] and is not the one that we will take here. Instead we will estimate 
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the error a posteriori. This means that an initial calculation is done on some ini­

tial mesh (a uniform one, for example) and then the error in this computed solu­

tion is estimated and used to construct the desired non-uniform mesh. This last 

procedure is usually called "solution-adaptive mesh refinement" since the com­

putational mesh is adapted to resolve features in a computed solution. Such 

methods have been discussed and applied before, for example in the work of 

Kreiss [1975] and Kreiss and Kreiss [1981] on singularly perturbed ordinary 

differential equations and by many other investigators for other applications. 

A typical procedure for solution adaptive mesh refinement is illustrated as 

follows for the case n = 1: The system (1) becomes 

y'{x) = a 11(x)y(x) + J{x), 0-5x~L (2) 

y{O) = Yo 

where we assume that a 11{x) = Rea 11(x) ~ -r-5 0. Approximate (2) with {the 

Backward Euler Method), 1 

v = 0,1,. .. ,N-1 (3) 

Uo = Yo 

and determine the solution on an initial mesh !xv!f. Here Uv := u(xv) 1s an 

approximation to y(xv). The solution of (3) can be written explicitly as 

where the discrete solution operator S 11,µ, is defined by 

In this chapter we use the followlilg notation: undivided differences are denoted by 

~Uv := ±(Uv±l-uv)· 

Single divided differences are defined by 

D±uv := (uv±l-'Uv)/ (xv±l-xv), D0 uv := {u.,+1-Uv---1)/2(xv+1-Xv---1) 

For compactness of notation higher order divided differences are denoted by (nonstandard 
notation): 

D{uv := j!u[xv,Xv+t•·"•XzM-j] 
where 

(4) 

(5) 

u[x,,, Xv+l• · · · ,X 11 +j] := (u[x11+i. x..+2• · · · ,X 11+j]- u[x 11, Xv+l• · · · X..+j-d)l(x 11+j-x,,); u[xvJ := Uv 

is the conventional notation and definition for the jth divided difference of u 11 at the yoints 
x 11, ... ,x,,+i' Note that on a uniform mesh, this defurition reduces to the usual one for D+u,,.. 
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v fj-1 
Uv = S v.ouv + L; ( ) D._S v,µ 

j=l a11 xj-1 

so since I Sv,µI ~ 1, it follows that the estimate 

(6) 

holds. The error, e.,, in the computed solution is defined by e 11 := u 11 -y(xv} and 

hence satisfies the equation 

{7) 

where the truncation error 6v+l satisfies the following inequality: 

(B) 

Hence using (6) we have an estimate for the error: 

I evl ~ I"f!.ax 
OSJ sv-1 

(9) 

The standard assumption at this point in the solution adaptive mesh selection 

procedure is that the truncation error 6v, which depends in this case on the 

second derivative of the true solution y" (x ), can be estimated by replacing 

y''(t11) with a divided difference of the calculated solution, for example D-D+u11, 

possibly multiplied by a constant of moderate size, C1• Then (9) would be 

replaced with 

(10) 

The new mesh is then constructed by choosing the local meshwidths h; to be 

small in regions where I D+D_u1 I is large, and the computation of u 11 is repeated 

using the new mesh. Presumably, after repeating this procedure a number of 

times, the mesh will converge so that the error is suitably small everywhere on 

the mesh after the final computation. 

The procedure outlined above is essentially correct, but the justification is 

certainly not rigorous. In particular the justification for the essential step, 

which is to replace the error estimate (9) with (10) is not at all clear. In the rest 
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of this chapter, therefore, we will consider difference approximations to the sys­

tem (1) and find conditions on the system and the difference approximations 

such that the error in the computed solution can be estimated in terms of 

lower-order divided differences of the computed solution. 

2.1 A Posteriori Error Estimates for Diagonally Dominant Systems 

A class of problems for which the desired adaptive mesh refinement theory 

can be developed is the class of diagonally dominant systems: 

Definition: The system (2. 0. la) is said to be diagonally dominant if there 

are constants 0 < o < 1 and p, with p of moderate size, such that the elements 

11.;.j (x) of A (x) satisfy 

a:nd 

f; I a;.j I ~ {1 - o) I ReCLi:i I. i = 1,2, ... ,n. 
; = 1 
j ""i 

{la) 

(lb) 

Assume now that the diagonal elements can be divided into groups such that 

O-£i ~ -K < 0 for i = 1,2, ... ,r and O-£i ~ K for i = r + 1, ... ,n. Furthermore, replace 

the boundary conditions {2.0. lb) with 

y(O). = y[ a:nd y1(L) = y[I {2) 

where y := (y(l),y(2), ... ,yCr))T and y1 := (yCr+l),. . .,y(n))T. Now introduce a mesh 

~x 11 ~§ with X 0 = 0, XN = L, local meshwidth h 11 := X 11+1 -x 11 and approximate the 

system (2.0. la),(2) with the weighted one-sided difference approximation of 

Kreiss and Kreiss [ 1981]: 

u! = y[, U II - yll 
1 - 1 

where A11 := A(x 11), f 11 := f(x 11) and '1'11 is an nxn matrix given by 

a (1) 
II 0 0 

0 aJ2) 

'1_I II .- 0 · .. 

0 

0 0 .... 0 a.Sn) 

(3) 
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where for i = 1,2, ... ,n, 

if 
if 

I h 11 Re~i(x 11) I ~ 1 

ih 11 Re~i(x 11)I > 1 

if h 11 Re~ (x11+1) ~ 1 

if hv Re~ (x 11 +1) > 1 

IV. If h 11 Re~i(x 11) < 0 andh 11Re~i(x 11+ 1 ) > 0 then 

introduce a new mesh point x~ with x 11 ~ x: ~ X 11+1 such that 

h 11 Re~i(x~) = 0, and apply either I or II. 

(Remark: Condition IV is necessary to assure stability of the method, and is sim­

ple to implement if mesh refinement is being done in the calculation anyway.) 

2 
Let !::. : = max hB l.: max ID~ u,, I 1• Note that /J. is a linear combination of 

[O,N] j =O [ -4,5--k] 

lower order divided differences of the computed solution u,, and will certainly be 

small if, for example, we assure that the expression 

is bounded and small for all v. Then we have the following 

Main Result: If the system (2. 0. la), (2) is diagonally dominant and 

II A(x) II.., + II A' (x} II ... + II A'' (x) II ... a:nd II f" (x) II"" are bounded then the error in 

the computedsolutian e11 := Uv-y(x 11) ca:n be estimated in terms of!:.. 

The proof of this result can be outlined as follows: The computed solution 

Uv is interpolated by a piecewise polynomial function rp(x) e C3, and a system of 

1 For convenience we will use the notation max f 11 := max ft and 
. Jk l] 11-k -s j .,;;, v+l 

sup f (x) := sup f (x). Also lf(x) I :=max If (i)(x) I an flf(x) II~:= sup lf(x) J. If A is a 
(k,f) zk .,;;, z .,;;, z1 1. z 

matrix with elements u.i.1, then 11 A 11- : = max'l; I C1.;,j I . 
1. i 



- 30-

differential equations is found for the error e(x) := cp(x) - y(x ). This system of 

equations is of the same form as (2.0. la) but the forcing terms depend on 

derivatives of the interpolant cp(x ). Using an interpolation result of deBoor 

[1975],[1981], these derivatives q;Ci)(x) can be estimated in terms of the 

corresponding divided differences D{ Uy of Uv· The error e(x) can then be 

estimated in terms of these divided differences by using a well-posedness esti­

mate for the system of differential equations. 

Before proceeding with the proof we remark further that if the system of 

equations (2.0.1) is not in diagonally dominant form, this main result is clearly 

still valid as long as the system can be transformed to diagonally dominant form 

in a bounded way. For this reason, the next sections will be concerned with 

finding conditions on the system (2.0.1) under which a bounded transformation 

to diagonally dominant form exists. 

Proof of the main result: We begin with an interpolation result of deBoor 

[1975],[1981]: 

Lemma 1 (de Boor): Let Uy be a discrete function on a nonuniform mesh 

{xyJt" and s be a natural number. Then there is an interpolation function 

tp8 (x) f: CS[x0 ,xN] and constants Ks.J• j = 0,1, ... ,s such that 

v = 0,1, ... ,N 

a:nd 

where 

a:nd 

The most important part of this result is that the constants Ksj are of 

moderate size when s and j are small. For example, K 1, 1 ::.: 1, K2,2 s; 3.414, 

Ks.s s; 6.854, K4.4 s; 11.665, and K5 ,5 s; 21.036. It is this ability to estimate deriva­

tives in terms of divided differences that makes the adaptive mesh procedure 

work. {On the other hand it should be remarked that K 8,8 ~ 11.8, K7,7 ~ 18.5, 

Ka.a~ 29.1, K9 ,9 ~ 45. 7 and K 10,10 ~ 71.8 which means that this ability to estimate 
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derivatives in terms of divided differences deteriorates when the order gets 

large.} 

If we assume that the computational mesh is somewhat smooth, i.e. that 

there is a constant c of moderate size such that 

v = 0,1, ... ,N-1 (5) 

then we can estimate 'h i-i J v .s in terms of J v,j in ( 4) and so the following e sti­

ma te for the derivatives of i;P(x) can be used instead: 

SUP I di (/) 8 / dxi I :::;; 7:--K
2
1 

"'s,j max. I D{uv I 
(v,v+l) [-s ,s -1] 

(6) 

Consider now the solution Uv of the difference equations (3} and interpolate 

it with the piecewise polynomial i;P(X) e c3 of deBoor's construction. By Taylor 

expansion we can show that the vector function rp(x) satisfies a "nearby" system 

of differential equations given by 

di;P(x )/ dx = A(x )rp(x) + f(x) + r{x) (7) 

The error in the interpolated difference solution e(x) = rp(x) - y(x) therefore 

satisfies 

de(x)/dx = A(x)e(x) + r(x), 0 ::;;x:::;; L (8) 

with 

ef(O) = 0, e1"1(L) = 0. 

We now want to estimate e(x) in terms of r(x ). To do this we can use the follow­

ing 

Lemma 2 (Estimates for diagonally dominant systems): Consider the sys­

tem {2. 0. la) on the interval 0 :::;; x :::;; L Urith boundary conditions 

y(O) = y! and y11(L) = y{ (9) 

If this system is diagonally dominant , fLLi < 0 for i = 1,2, ... ,r, and ~i > 0 for 

i = r + 1, .. .,n then the following estimates hold: 

and 



- 32 -

(11) 

where 

CJ.11 0 ... 0 

0 az;z 0 

A·-.- 0\ 
' 

' 0 ' 
0 ... 0 11.nn 

z 

S 0 (x) := exp{-J 1!1in I Re~i (0 I d0 
0 i :S:r 

and 

z 
s 1(x) := exp{j r_nin !Reau(Old(). 

1 \ > T 

Proof: Consider first the case n = 1 with a 11(x) < 0. Then the solution of 

{2.0. la),(9) is given explicitly by 

z 2 

z J a 11Wat J a 11Wat 
y(x) = J e11 f(r;)d17 + y(O)e o 

0 

Similarly if a 11 {x) > 0, 

z z 
. z J a 11Wat J a 11Wat 
y(x) = J e11 /(17) + y(l)e 1 

l 

So the solution for n > 1 can be written formally as 

a; a; 

z J CLii(Od~ :i; J a.idt)dt 
y(i)(x) = J e 11 f (i)(17)d17 + J e 11 ~ ~1 (ry)yCJ)(TJ)dr; 

0 0 i;>'j 

z 

f ~iWaf 
+(y!)Cile 0 , for i ~ r (12) 

and 

z z 

z f a.i,Wat z f au(t)at 
y(i)(x} = J e 11 f (i)(7} )d71 + J e 11 ~ ~j (17)yCJ)(rJ )drJ 

1 1 i;>'j 
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z 

J ~i(Od( 
+(y{l)(i) e 1 , for i > r {13) 

Consider now equation (12). Note that for i ~ r, 

z z z 

fa«(()ct( -flRea.iiWlat a -flRe~i(t>lat 
le 'I'/ I~ e 'I'/ = IRea,;i(rJ)l-1 or; e 'I'/ (14) 

Using these inequalities in the first two integrals of (12), we obtain 

3 

. -J IRe~iWltt~ 
+ I {y!)Ci) I e o for i 5; r. (15) 

An inequality similar to ( 15) holds for i > r with the last term replaced by 
z 

-f IRea,_i WI ctt 
I {yf)Ci) I e 1 • Suppose now that I y(x) I = I y(k)(x) I. Then using the 

assumption of diagonal dominance, 

lly{x)ii,.,~ ll2(A + A")-1f(x)ii,., + (1 - o)lly(17)li"" 
z z 

-f run IRe~iWla~ f max IRe~iWlat 
+ Jy!le o i,,;r + ly[Ile 1 i>r 

from which the first estimate. (10) follows. To get the second estimate (11) we 

use inequality (14) only in the second integral of (12), using in the first integral 

the obvious inequality 

instead. 

The function :r(x ), in turn, can be estimated in terms of the derivatives of 

the interpolant sc(x) and the smoothness properties of A (x) and f(x ): For con­

venience define 

F(x) := A(x )y(x) + f(x) 

The ith equation of the system (2.0.la) can then be written 

(16) 



- 34-

Correspondingly, the i th equation in the difference approximation is 

(17) 

n 
where F,., := I; a;.;(xv)uY> + /(i)(x,.,). We will first estimate the components of 

j=l 

r(x) at intermediate points in each interval [xv,x v+l]. Since for each component 

r(i)(z) the algebra is the same, we will drop the superscript (i) for convenience 

of notation. Thus in the following, r(x) := r(i)(x ), a 11 :=a.Ji), F 11 := FJi), etc. 

Since !fl(x) interpolates the discrete function Uv at the points x,.,, we can replace 

Uv with ijO(x,.,) in the right-hand side of (17). If we choose the intermediate point 

~v := Xv+l - CX.vhv, where hv := Xv+l - Xv, then it is easy to see by Taylor expan­

sion that the right-hand side of ( 17) can be written as 

where 

I GJi) I ~ canst. sup I d 2f (i)(x )/ dx2 + ~ L; a;...- (x )c;oCi>(x)) I. 
v (v,v+l) · - - d.x 2 ; , 

Similarly, the left-hand side of ( 17) can be expanded as follows: 

where 

and 

I H Ji) I ~ const. sup I d 3 c;o(i)(x )/ dx 3 I. 
(v,v+l) 

Jo if a.Ji> = 11 2 

'l/Jv := li otherwise. 

{18a) 

(1Bb) 

(18c) 

(19) 

Therefore by the definition of r(x) (equation (7)) we can estimate r{x) at the 

points x = ~v , 11 = 0, 1, .. . ,N -1 by using the identity 

(20) 

together with the inequalities (18). Now that we have estimates for r(x) at inter­

mediate points in each subinterval [x,.,,xv+d• we can estimate r(x) for all values 

of x in that subinterval by using the fact that by Taylor expansion r (x) can be 
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constructed to within O(.h;) using the three nearest adjacent known values of 

r(x), namely r(~v- 1), r({v), r{{v+i). More specifically, we can find functions 

P;(x ), j = -1,0,1, such that 

1 
sup lr(x)- l; P;(x)r{~v+;)I s;;il~const. sup ld2r(x)/dx21 

(v,v+l) j = _1 (v-1,v+2) 

{21) 

The last part of this inequality follows from differentiating (7} to get an expres­

sion for d2r (x )/ dx2• Here also hv : = max hv and for convenience we have 
[-1,1] 

defined 

(22a) 

and 

"fl (i) . = o:un I rl:3rn(i)(T \; rf.T.S 1-
~ ... v • ...., I:' ...,. T ..,,.,. / - • 

(v-1,v+2) 
(22b) 

Now 

E (3i (x }r({v+j) I ::;; canst. max I r(~v) I 
j==-1 [-1,l] 

s;; const.1fiJJJi) + const.h; ccsi) + HS") (23) 

where 

{22c) 

so using the triangle inequality, (21) and (23) can be combined to give an esti­

mate for r{x): 

sup lr(x)I s;; const.1ffivIJSi) + const.h;(G-Ji) + HJi)) (24) 
(v,v+l) 

We can now apply lemmas 1 and 2 and estimate the error e(x ). The results of 

this estimate are summarized in the following 

Lemma 3 (Error Estimate for Diagonally Dominant Systems): If 

inf m~n I Re~i (x) I ~ 1 then 
(O,N) i 

(25) 
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2 
Mv := sup ! 2{A + A•')-1 ! 2: sup I di A(x )! dxi I 

(v,vt-1) i =O (v--4,v+.2+j) 

Nv:= sup l2(A+A .. )- 1 1 sup \f"(x)! 
(v,v+ 1) (v-4,vH) 

2 

Av:= L; max ID{ Uv! 
j=O [-4,5-j] 

Proof: Let k be the index such that 

II 2(A + A")-1o(x) II""= II oCkl(x )/ Reakk(x) 11 .... 

There are two cases to consider: Jf hv inf I Reakk (x) I ~ 1 for all v, then 
(v,v+ 1) 

cx.£k) = 11 2 and 1/1£k) = 0. So applying the estimate (10) to the error equation (8) 

and using the inequality (24) we have 

f -2 c-(k) -,k)) 
1e(-\ 1 < _ . const.h 11 Gv + Hv 
1 

;,; J 
1 

-
111::Xl inf I Reakk (x) I 1 

(v.v+l) 

Now, using the definition of G~le), (22a) and applying the interpolation estimate 

(6), we have that 

~ 'i1 ~!CE sup I di A(x }! dxi I}-( f: max I D{u£1c> I) 
j=O (v-l,vt-2) j=O [--4,5-j] 

+ sup I f=(x) 1 )· sup j 2(A + A•)- 1 
I 

(v-l,v+2) (v,v+l) 

Using the definition of HSk), (22b) and (6) we have also that 

h;HJk) ~ h ;canst. max I D~uJk) /. 
[-4,2] 

So substituting in the difference equation (3) with a£1c> = 1/ 2, 

(26) 

h- 2H-(k) ~ ""' 2const. max ID2 ( ~ ("" (x )uCk) +"' (x ) (k) + f + f )I 
v v n, v [-4•2] + 1 "'jk v 11 "'jk v+l Uv+i 11 v+l 

2 
~ h 2const. ( I; sup . 

i=O (11-4.v+2+1) 

2 
jdiA(x)/d.xiJ)·( L; max ID1+Uvi) (27) 

j =O [ -4,5-j] 
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where the identity D+(a 11bv) = a 11+1D+bv + bvD+av was used to obtain the last ine­

quality. The estimate (25) then clearly follows from the inequalities (26) and 

(27). 

If, however hv inf I Reakk (x) I ~ T ~ 1 for some v, then 
(v.v+l) 

'lf!v = 1 for some values of v. Then combining {10), (8) and (24) as above we have 

- -(.e) -2(-(k) -(k)) l 
I ( ) I < const.t.h,JI" + const.h" a. + H" I 
ex - m~x inf IRe~(.x)I 

(v,v+l) 

Using the interpolation estimate (6), we have that 

H(k) ~canst.max I D~u (k) I. 
v [-4,2] v 

Since by assumption the mesh is smooth (inequality (5)), the third difference of 

uSk) can be estimated in terms of second differences, i.e., 

Also by (6), 

So we have 

H5k) ~ constJi' ; 1 max I D~u5k) I 
[-4,8] 

fi.Jj(k) + fi.2JJ(k) const. h v max I D~u~k) I 
v v v < ____ ,,,__[ -4--'-,3_,_] --.,.-.,....,---

inf I Reakk (x) I inf I Reaa (x) I 
(v,v+l) (v,v+ 1) 

_h'.2 
~ const. -max I n;u51c) I 

T [-4,8] 
(28) 

and hence recover the O(h ~) behavior. The desired estimate {25) now clearly 

follows from {26) and (28) since T-1 ~ L 

The proviso in the statement of the lemma that inf m~n I Reau:(x) I be ~ 1 is 
Ii& i 

included as a reminder that M 11 and N 11 will become unbounded if the diagonal 

elements of A(x) get too close to zero, and the estimate (25) will no longer be 

useful. If all of the elements of A(x) are small enough then the following lemma 

gives an estimate that can be used instead: 

Lemma 4: l'f sup max I ReCl.&i (x) I ~ 1 then 
(O,N) i 

(29) 
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t SUR ldiA(x)/dxi I 
i=O (v-4,v+2+j) 

Ft v := sup I f"(x) I 
(v-4,v+4) 

Proof: Clearly hv sup IReai;i(x)I ~ 1forl/=0,1, ... ,N-1andi=1,2, ... ,n, so 
(v.v+l) 

CXbi) = 1/ 2 and so using (26) and (27) together with the estimate (11) the result 

follows immediately. 

A possibly more typical case not covered directly by either of lemmas 3 or 4 

is when some of the diagonal elements CL;.i become quite small while others stay 

large. This case can be taken care of by introducing an exponential scaling of 

some of the variables y(i) in the differential equation (2.0.1a). For example, if 

y(k)(x) is the offending element of y(x ), we replace it with y (kl(x} = e-fJ~y(k)(x ). 

The k th equation then becomes 

rl" (k) ...., 
y :;:: (flick(x) -(:l)yCk) + 
dx 

~ e-P:x:akj(x )yCi) + e-Pz J (k) 

j .. k 
(30) 

where the constant (3 is chosen so that inf I Reakk (x) - p I ~ 1 is satisfied. If the 
(O,N) 

constant {3 is of moderate size and the length of the interval L is not too large, 

then this scaling will allow the error to be estimated in a useful way. 

In order to keep the error estimates under control we can at least concep­

tually divide up the interval [O,L] into subintervals each of which is short enough 

so that any exponential scaling that might be necessary will not destroy the 

error estimate on that subinterval. On each subinterval we have a two-point 

boundary value problem for the error e{x) with boundary conditions given by 

the condition that e must be continuous across the boundaries of the subinter­

val. If these boundary values are bounded, then since on each subinterval the 

system of equations is diagonally dominant, we can apply lemma 2 to obtain esti­

mates similar to {25) for the error on each subinterval. 

The question of whether the boundary values for each subinterval are actu­

ally bounded depends on being able to solve all the problems on the subintervals 

simultaneously. Suppose for the moment that there are M such subintervals 

Ii := [si:_1,si) where 0 = s0 < s 1 < · · · < sm = L are the endpoints of the 
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subintervals. Denote by er; (x) the error function on the ith subinterval, then (8), 

the original problem on the whole interval [O,L ]. can be replaced with, for 

i = 1,2, ... ,M, 

de.Jx) 
dx = A(x)e,;(x) + r{x) (31) 

with boundary values given by continuity with the adjacent intervals, i.e. 

where e[(x0 ) = eU+l(sM) = 0. On each subinterval, once we know the boundary 

values e/(si_1) and e/1(s.J, we can determine the solution everywhere on [si_1,s.J, 

and in particular we can determine the unknown values ~H(si_1 ) and ef(si) at the 

endpoints and hence the boundary values for the adjacent intervals. In fact, 

since the system of equations is linear, these unknown values must be linearly 

related to the known boundary values and will depend also on the forcing func­

tion r(x) everywhere on [si_1,sd. We can write this explicitly as, for j = 1,2, .... M, 

e/(s;) = A1ef(s1 __ 1) + BieJ1(sj) + gj{r{x)) 

ej1(s;-1) = C;ef{s1-1) + Die[1(sj) + gf (r(x )) (32) 

where Ai• Bi, q. Di are matrices and gJ and gf1 are functionals of r{x) - essen­

tially integrals of rover the subinterval Ij· Since the systems (31) are all diago­

nally dominant, we have estimates for their solutions, and in particular that 

means we have reasonable estimates for the size of the matrices Ai, Bj, Ci, Di, 

and of gf and gJ1. So we know that equations (32) are a linear system of equa­

tions for the unknown endstates e/{s; ). eJ1(si_1), j = 1,2, ... ,M with coefficients 

and right-hand side that are of reasonable size. However, this does not tell us 

anything about the boundedness of the solution of the system (32) - that infor­

mation and hence the global estimation of the error depends ultimately on the 

condition of the system (32) and hence on the well-posedness of the original 

problem (8) on the entire interval [O,L]. 

Although we have not been able to say anything specific about the well­

posedness of the problem (8) in the case that it cannot be written in diagonally 

dominant form over the whole interval, we can conclude from the above discus­

sion that if the global problem is well-posed, then the local estimation of the 

error for the purposes of mesh refinement will work. In the next section we will 

show that if there are no turning points on the interval, then a sequence of local 
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transformations exist that put the system (8) into diagonally dominant form on 

uniformly bounded subintervals of [O,L], and so the error can be estimated 

locally as we have outlined above. 

2.2 Existence of a Transformation to Diagonally Dominant Form 

As was remarked earlier, it is possible that if the system (2.0. la) is not in 

diagonally dominant form, we may be able to find a bounded transformation to 

put it into that form. If the interval under consideration is small enough, then 

an exponential scaling of some of the variables may be all that is necessary. 

This motivates the following 

Definition: {Kreiss [ 1976]) Equations (2. 0. la) are said to be essentially 

diagonally dominant if there are constants 0 < o < 1 and p, C1, C2 , of moderate 

size such that 

and 

I Im!lji I ::;; p I Re~i I + C1 i = 1,2, ... ,n 

f; ICLi:;I :=;(1-o)iRe!ljil + C2 
j=l 
j'Fi 

i = 1,2, ... ,n. 

{la) 

{lb) 

The error estimates (2.1.25) and (2.1.29) will apply to such systems if the inter­

val length L is small enough l;lecause an essentially diagonally dominant system 

can be transformed to a diagonally dominant one by the moderate exponential 

scaling given by 

(2) 

Many systems of interest can be written in the form 

(3) 

where Ao (x) and A 1(x) are nxn matrices whose elements are 0{1), y and fare 

vectors of length n and 0 < f: « 1 is a small parameter. If the system (3) is not 

essentially diagonally dominant, then under appropriate restrictions on the 

coefficients of the matrices Ao and A1 there exists a sequence of smooth 

transformations that will put it into essentially diagonally dominant form on 
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uniformly bounded subintervals. This is described in the following variant of a 

theorem of Kreiss [1978]: 

Theorem 1 (Existence of local transformations to diagonally dominant 

form): Consider the system {3) on the interval [0, 1] together wilh n linearly 

i:ndependent boundary conditions relating y(o) to y(1). Let m < n be the 

number of non-zero eigenvalues of Ao (x) and assume that m is a constant and 

equal to the ra:nk of Ao (x) everywhere on [ 0, 1]. Assume furthermore that there 

is a constant K of moderate size and independent of & such that II dAa I d:r: !I"" ~ K 

and that II A1(x) 11"" ~ K. Then the interval [0, 1] can be divided u:p into subinter­

vals [s1,s1+iJ. 0 = s0 < s 1 < · · · <sq = 1 wilh si+l - si ~ 77, 7J independent of e, 

on each of which there exists a smooth transformation that puts (3) i:nto essen­

tially diagonally dominant form. 

Proof: Since by assumption the rank of Ao is constant and less than n, 

Ao (x) can be written 

[ 
I OJ [A u{x) A12(x )] 

Ao(x) = T(x) 0 0 0 

where the (n-m )xm matrix T(x) is clearly as smooth as Ao (x ). Thus we can 

make the smooth change of variables 

and transform {3) everywhere on [0, 1] to the form 

I l fA 11(x) A12(x )] "' lj .,,, 
w'(x} = ~ 0 0 + A 1(x) w(x) + f(x,e) (4) 

where A11{x) =Au(x) + T(x)A 12(x) is an mxm matrix, A12 is an mx(n-m) 

matrix and the elements of A 1(x) are 0(1). 

We will now show that a sequence of constant transformations s1 that put 

Ao := r~l A~2] into diagonally dominant form can be constructed. Since A 1 is 

0(1) and bounded, the entire system (4) will therefore be essentially diagonally 

dominant if we choose the constant C2 appropriately. Assume that on the inter­

val [O,si] such a sequence of transformations S 0 , S 1, .... s1_1 has been con­

structed. Then by a unitary transformation Ui, A 0 (s1) can be transformed to 

upper triangular form, i.e. 
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where 

IC1 b12 b l,m+l 

0 ICz 
""' Au:= and A 12 := 

0 0 ICrn 

with !Kil> JK2I > · · · > JJCml- We assume that e-1Bj(s1) satisfies condition 

(la). {If e-1B1(s1} does not satisfy condition (la) then we can apply a stretching 

:x = p'X, 0 < (3 < 1 to the independent variable. Then the system (4) becomes 

so clearly {3 can be chosen so that (la) is satisfied.) The more critical require­

ment is that (2.1.lb) be satisfied. To accomplish this we can apply a diagonal 

scaling to B1 (x1 ), i.e. let 

dp) 0 ~· . 0 

0 dfi> 0 

0 
D; = ... d.J{t . 

1 0 
0 . . . . • 0 1 

where dfi) ~ dJj) ~ · · · ~a.Jtl ~ 1 and transform B;(x;) to C;(x;) = D{1B;(x;)D;. 

The d;_Ci) can be chosen large enough so that the elements ckl in the first m rows 

of C;(x;) satisfy condition (2.1.lb). So the net transformation S; := U;D; 

transforms A;;' to diagonally dominant form at the point x;. We now want to show 

that the matrix S{1 A;' (x )S1 will be in diagonally dominant form for all 

x t [s1,s;+ 1], where ls;+i - s; I~ 77, independent of e. This follows in a straight­

forward manner from the smoothness assumption on Ao (x ). Clearly by con­

struction C1(x) is as smooth as Ao (x ), i.e. we have 11 dlj (x )I dx 11 .. ~ 'K, and in 

particular I dcld (x )I dx I ~ 'K ( where 'K is a constant independent of e and of 

moderate size). From these inequalities we can conclude therefore that 

k = 1, .. .,m, l = 1, ... ,n {5a} 

and also since c1c1c(s;) ~ 0, k = 1,2, .. .,m that 
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lckk(x}I !:';; !ckk{s;)l(l+Klx -s;l}!:';ekl:i;-s;llct.t{s;)I {5b) 

where K :=KI min/ c1e1c(s;) /. Using (5a) we have 
le 

where we have used both the diagonal dominance estimate at x = s; and the fact 

that ckk (s;) #- 0 to get the result on the right-hand side of (6). Now (5b) is valid 

with the role of x and si reversed, so we can therefore estimate the right-hand 

side of (6) in terms of ckk(x): We obtain: 

L; lc1ei(x)/ !:';; ekl:i: -s;l[(l-o) + K(n-1)(1 + p)/x -s; IJIReckk(x)/ (7) 
k~l 

Clearly we can choose I s;+i - s; I small enough so that (7) can be replaced with 

(8) 

2.3 Error Estimates for a Second Order Equation with a Turning Point 

The existence on an interval of length o(l) of a bounded transformation to 

diagonally dominant form depends critically on the assumption that in equation 

(2.2.3) the matrix A11(x) is always invertible, or equivalently that it has constant 

rank m. An isolated point x 0 where rankA 11(x0 ) <mis called a turning point of 

the system (2.2.3). In the interval around a turning point the error estimation 

procedure described in sections 2.1 and 2.2 may not be valid, and so a special 

investigation must be made of such cases. We begin in this section by consider­

ing a two-by-two system of first order equations and finding a posteriori error 

estimates for the numerical solution of that system near a turning point. Higher 

order systems are considered in section 2.4. 

Consider the case of a system of the form (2.2.3) where n = 2 and m = 1. 

That such a system can typically be written in the form 

[ 1 (a (x) 1] ( 0 OJ) ( 0 ] 
y' (x) + el 0 0 + lb' (x) 0 y(x) = V (x) (1) 

is shown in appendix 2.3A. {Here y := (y ,v )T). We consider (1) on an interval 
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-1 ~ x ~ 1 with boundary conditions y{-1) = a, y (1} = {3 given and assume that 

a(O) = 0, i.e. x = 0 is a turning point of the system (1). It is obvious that (1) can 

be rewritten as a second order scalar equation 

ty" (x) + a(x)y' (x) - b(x}y(x) = f (x) (2) 

where b{x) := b (x) - a' (x). If b{x) > 0 for all x e [-1,1], then it is well knmm. 

that there is a maximum principle for the solution y(x ). We have 

Lemma 1 (Maximum Principle): 

max I y(x) J ~max[ max I lb ((x)) I. a, {3] 
-1s;:z:s;1 -l:s>z:s>l X 

Proof: Suppose that an interior maximum of y occurs at x0 • Then 

y'(x0 ) = 0, and y"(x0 ) < 0. We have therefore that y(x0 ) :5'.,; -g(x0 )/ b(x0 ). Simi­

larly, if an interior minimum occurs we have the opposite inequality. If there is 

no interior maximum or minimum, the extremal point must occur at either 

x = -1 or x = 1. 

Kreiss [1976],[1978] has shown that with motivation similar to that at the 

end of section 2.1 and in section 2.2 the system {1) can be transformed to essen­

tially diagonally dominant form on subintervals of [-1, 1]. However, near the turn­

ing point, the length of the subintervals over which the error estimates are valid 

approaches 0(-v'"i) exponentially. If in the adaptive mesh refinement procedure 

we begin with a mesh where_ the local meshwidth hv is everywhere large com­

pared with v'"i { i.e~ v'"i = o(hv)), this error estimation procedure will not be use­

ful near the turning point since the subintervals of validity are smaller than the 

meshwidths. {Note that we can still expect to estimate the error as before in 

subintervals that are away from the turning point ). For this reason we will 

investigate the error in the region near the turning point more closely for equa­

tion (2). 

We will use the method of Kreiss and Kreiss {equation (2.1.3)) to approxi­

mate (1). It is given by 

(3) 

Y-N =ex• YN = f3 
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Here Yv and v., are discrete approximations to y(xv) and v(xv) respectively, 

av:= a(xv), bv:= b(x 11 ) and fv:=f(x 11). The computational mesh is ~Xv~~N• 

X-N := -1, XN := 1 and the meshwidth is hv := Xv+l - xv. The parameters av are 

defined as in section 2.1. We will only be interested in estimating the error in 

this difference approximation in an interval of length O(hv) which contains the 

turning point x = 0. 

Now let rp(x) e CS and 1/J(x} e CS be the piecewise polynomial interpolants of 

Yv and v 11, respectively, given by deBoor's construction (see lemma 2.1.1). Then 

rp and 'i/J satisfy a 2x2 system of "nearby" differential equations given by 

rp'(x) + la (x )yi(x) + ~(x) = oC1>(x) 
& e 

'i/J'(x) + b (x )rp(x) - f (x) = 0C2>(x) (4) 

In the same way as in section 2.1 o(l) and 6(2) can be estimated at the intermedi­

ate points {S1> := Xv+I - aiftv and ~J2) := Xv+l - h 11/ 2, respectively, in each inter­

val [x 11,x 11+1 ]. Then by using a linear combination of three adjacent values 

ou>({JiJ1), ,;u>({f,J)), 5C;)({S{\), j = 1,2, 0C1>(x) and oC2l(x) can be estimated for all 

x e [xv,Xv+iJ. In this way we obtain 

Lemma 2: The following estimates hold for ()C1)(x) and 6(2)(x ): 

e sup ioC1>(x)I ~ii; canst.I sup ler/"I + sup l(a~}"I + sup l'l/J"I) 
(v.v+l) (v-1,v+2) (v-l,v+2) (v-l.v+2) 

(5) 

sup ioC2>(x)I ~h~const. \sup l'l/J'"I + sup l(b~)"I + sup 1!"1) 
(v,v+l) (v-1.v+2) (v-1,v+2) (v-1,v+2) 

Here hv: = max h 11 and differentiation with respect to x is denoted by a prime. 
[ -1,l] 

More useful estimates of 0C1>, oC2) in terms of the solution of the difference 

approximation (3) are given in the following 

Lemma 3: o(l>(x) and 0C2>(x) satisfy the following inequalities: 

& sup JoC1>(x)I ~h~ const. lmax JD;(avYv)I +max ID+fvl) 
(v,v+1) [-4,3] [-4,4] 

sun loC2>(x}J ~ h~const. \max IDHbvYv) +max ID;f vi) 
(v,v.f. l) [ -4,3] [ -4.3] 

{6) 
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Proof: By lemma 2.1.1 the derivatives on the right-hand side of equations 

(5) can be estimated in terms of divided differences of the solution (y,,,vv)T of 

the difference equation (3). Then v., can be eliminated from the estimates by 

substituting the second of equations (3) into the right hand sides of those esti­

mates. 

Finally we have 

Lemma 4: If b (x) > 0 the error i:n the computed solution of (2). 
e (x) := ~(x) -y(x) can be estimated by 

I e (x) I :s;; canst.max fh; {max ID~ (avy 11) I +max I D;{b vYv) I v [-4.3] [ --4.4] 

Proof: Consider the equations 

ey'(x) + a(x)y(x) +v(x} = eg(x) 

v'(x) + (b(x) + a'(x))y(x) = f (x) 

y(-1)=0, y{1) = 0. 

+max ID~/ vi)) 
[-4.4] 

The variable v can be eliminated from {8) to obtain 

e:y'.' + ay' - by = eg' + f , 

and hence by lemma 1, if b (x} > 0, we have 

II y (x) II.., :s;; const. II eg' (x) + f (x) II"" 

Applying lemma 2.2.1, (10) can be replaced by 

II y (x) // ... :s;; const. /I eD t-g (x) + f (x) II"" 

(7) 

(B) 

(9) 

(10) 

(11) 

By equation (4), the error e (x) satisfies equations of the form (8), so combining 

inequalities (6) and (11), the desired estimate for e (x) is obtained. 

Remarks: The error estimate (7} is similar to but not exactly of the same 

form as the error estimate for the diagonally dominant case given by lemma 

2.1.3. In particular the leading term h~ maxlDHa.,yv)I is different, and could 

conceivably cause trouble since it is potentially O(h;1 ). If initially the right-hand 

side of (7) is large, then in an adaptive mesh refinement procedure, the local 
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rneshwidth h.., will be reduced until the error estimate is of acceptable size. The 

following typical example indicates that this will happen (i.e. the mesh 

refinement will converge). 

Suppose that at the turning point (x = 0) a' (0) # 0. Then clearly on an 

interval of length O(~) we have that I a(x) I s Ave where A = o(e-112) is a con­

stant. For convenience define a (x) by vea (x) = a(x) with x = e-112x, and 

note that a (x) = o(e- 112) on this interval. Suppose now that by the mesh 

refinement procedure using the error estimate (7) the meshwidth has been 

reduced to h 11 = O(ve) in the small interval of interest about the turning point. 

Let h":, := t-112h 11 and w 11 := e-112vv. Then the difference approximatioh (3) can 

be rewritten as 

(12) 

Y-N = lX. • YN = f3 

where D";. Uv: = (uv+l - uv)I h v· Similarly the error estimate (7) becomes 

ie(x)I sconst.maxk~, 2 (max ID: 3(a~yv)I +max i.0: 2(b..,yv)I 
v r [-4.3] [ -4.4] 

(13) 

It follows from the following lemma that the right-hand side of (13) is bounded 

independently of inverse powers of e: 

Lemma 5: If there are constants M, M1 , Ma,, Mb such tha,t max IYvl s M, 
v 

t max I n:11 vi s M1. t max I If';_ia~ I s M,,, a,nd t max I D':ibv\ s Mb then 
j=O v j=O v j=O v 

there exist constants M;;. k = 1,2,3 such tha,t the solutions of (12) sa,tisfy the 

inequalities 

Proof: Since Yv is bounded, it follows from the difference equations (12) 

that If;. Wv and n: Yv are also bounded. To obtain estimates on the higher 

divided differences of y..,, take divided differences of (12) and apply the assump­

tions of the lemma. 
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If the condition b (x) > 0 for all x e [ -1, l] does not hold, the computational 

error e (x} can still be estimated provided that there is an estimate for the 

differential equation (2). Abraharnsson [1975a] has considered equation (2) and 

gives estimates for its solution under a variety of conditions on the coefficients. 

For completeness, we quote some of his results in the remainder of this section. 

It is well-known that if in equation {2) there are no turning points, i.e. 

a(x) ~ 0 for x e [-1,1], then the estimate 

II y II ; ~ canst. (II J u + a.2 + {J2
) (14) 

holds for sufficiently small e independently of the sign of b (x ). We therefore 

would expect that the estimate for (2) should depend only on the sign of b (0). In 

fact we have 

Lemma 6 (Abrahamsson [1975a],theorems 5.1 and 7.2): Assume that 

b (0) > 0. Then there are constants 60 , K, a:nd e0 independent of J, a, fl, and e 

such that the solutions of (2) subject to the boundary conditions y (-1} = a, 

y(l) = fJ satisfy the estim.ate 

lly li!s K(max It 1 2 +II/11~ + i:x2 + /32
) 

l:c 1<6 

for all 0 < f; ~ & 0 and 0 < O ~ 00 • 

{15) 

If b {O} ~ 0, then the solutions of (2) are bounded only if certain conditions 

off (x ), a and {3 hold. The behavior of the solutions depends on the size and sign 

of the parameter b (0)/ I a' (0) I and the sign of a' (0). In particular, for the case 

that l := -b(O)/ !a'(O)I = 0,1,2, ... with a'(O) < 0, or l = 1,2,3, ... with a'{O) > 0 

(the "resonance" case) the solution may be exponentially large near the turning 

point and therefore we cannot expect to be able to estimate the computational 

error near the turning point for such problems. Even for the non-resonance 

cases with b(O) ~ 0, the solutions of (2) are in general only weakly stable. For 

example, we have 

Lemma 7 (Abrahams:son [1975a], theorem 5.2): If a' (0) < 0, b (0) < 0 and 

l ~ 0, 1,2, ... then the following estimate holds for thE. solutions of (2) subject to 

y(-1) = a, y(1) = (3: 

lly \\;~ const.flmax \f(x)l 2 + max l!(!c)(x)l 2 +\If II~+ rx2 +132lj {16) 
lz I <6 i:c I < 6 

where k is defined to be thE. integer such that l < k < l + 1. 
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Depending on the size of l, this estimate may depend on high-order deriva­

tives of the right-hand side of (2) and hence cannot be used to give useful a pos­

teriori error estimates for the difference approximation because of our inability 

to estimate reliably the higher order derivatives of the right-hand side of the 

error equation (see lemma 2.1.1). 

2.3A Transformation of a. Two-by-Two System to a Second Order Scalar Equation 

Consider the two-by-two system of first order equations given by 

d fy] [cx(x) -y(x )] ryl - r1 (l)l 
d.tjw + p(x) o{x) lw - lr (2) 

Introduce a new variable w, defined by w : = fW. 

ry{x) := (o(x) - 7'(.x))/-y(x), the system (1) becomes 

(1) 

Then with 

(2) 

We now exponentially scale the variable w, i.e. introduce a new variable 

v := w exp(f 71(x )dx ). Then the system (2) becomes 

(3) 

The variable v can be eliminated from (3) by differentiation of the first equation 

followed by substitution of the second equation. We obtain then a single second 

order equation of the form 

y"(x} + (a(x)y)' - b(x)y = T(x) (4) 

where 

a(x) := a(x) + 'f](x) 

b (x) := -y(x ){3(x) + 17'(x )-ri{x )a(x) 

and 
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Equa':.ion (4) can also be rewritten as a first order system by introducing an aux­

iliary variable u (x) defined by u '(x) + b (x )y (x) = J (x ). We then have the 2x2 

system 

(5) 

2.4 First Order Systems with a Turning Point 

In this section we consider a first order system of ordinary differential 

equations of the form 

y'(x) = i~(x) + A1(x)]y(x) + f(x,e) (1) 

on an interval 0 ~ x ~ 1 where Ao and A1 are nxn matrices whose elements are 

1 
smooth and 0{1), y and f = 0(-) are vectors of length n, and we assume that 

e 
except at a finite number of points, the number of non-zero eigenvalues of Ao (x) 

is equal to its rank. Because of this condition on the rank of Ao, we can assume 

furthermore that Ao (x) is in the form 

f,4 11{x) A12(x )] 
Ao(x) = l O O 

where A11 is an m.xm matrix. 

We are interested in the case when the system (1) has a turning point in the 

interior of the interval [0, 1], i.e. we assume that A11(x) has rank m for all 

x e [O, 1], except at one point x 0 away from the boundaries x = 0 and x = 1 

where rankA 11(x0 ) = r < m.. For convenience, we call this a" rank-(m-r) turning 

paint ". In this discussion we will limit consideration to the case of systems of 

type (1) with a rank-1 turning point, i.e. one eigenvalue of the matrix A11 is zero 

at the point x 0 while the remaining eigenvalues are non-zero. 

The behavior of the solutions of the system (1) near a turning point of this 

type can often be described in terms of the two-by-two system of equations con­

sidered in section 2.3. Accordingly, we will show in this section that in the 

region near a rank-1 turning point the system (1) can be smoothly transformed 

to a normal form in which two of the equations in the system are essentially 

decoupled from the remaining equations and the turning-point behavior is 

governed by these two equations. 
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We fust define the turning point interval to be a subinterval of [0, 1] con­

taining the point x0 in which one eigenvalue IC(x) of A11 (x) is separated from the 

remaining eigenvalues ft.1(x ), j = 1,2, ... ,r of A11 in the following way: There is a 

constant 0 < r; «1 such that in the turning point interval 

lte(x)I ~11IA.1(x)I. j = 1.2 .... r (2) 

We then have the following 

Theorem 1 ( Transformation to normal form): If the system (1) has a 

rank-1 turning point at some point x 0 away from the boundaries x = 0, x = 1, 

then in the corresponding turning poird i:nterual ft for almost all matrices 

~(x) + A 1(x) t C"'(lt) and functions f e C"'(It) there exists a smooth change of e 
variables 

such that the system (1) is transformed to the normal form 

Here p is any positive integer, U1(x ,e) e C""(Ii), U2(x ,e) e C""(Ii) 

matrices, A 11 is a:n r xr mat~ and ~ 22 has the form 

1 1 --a(x) 0 
e e 

0 

b (x) 0 * * 
.!.;422(x,e) := 

0 * * 
e 

0 * * 

(3) 

are nxn 

where"*" indicates an element of 0(1). ( In this section cP(I) denotes the class 

of functions that have p continuous derivatives independent of e-1 on the inter­

val I.) 

Proof: The proof of this theorem follows from the following 4 lemmas: 

Lemma 1: There exists a transformation S 1(x) e C""(It} such that 
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where A (x) t C-(It) is an r xr malriz, A 12 has the form 

0 a1,r+2 a1n 

0 a2,r+2 

Aulx):= 

0 ~.r+2 Clr,n 

B 12, B 21 and B22 a:re matrices whose elements are 0(1) and B has the form 

B(x) :. 

IC(x) b 12(x) 
0 0 

0 0 

b i.n-2(x) 
0 

0 

(4) 

(5) 

Proof: Consider the submatrix: A11(x ). It is well-known that an m xm projec­

tion operator P ,lx) can be constructed that projects :R"7L into the invariant sub­

space corresponding to the eigenvalue tc(x ). This projection operator can for 

example be written explicitly in terms of an integral of the resolvent matrix of 

A11 , [ Kato, 1976]: 

(6) 

where the integral is to be taken on a closed positively oriented path in the 

complex-A. plane enclosing the eigenvalue JC(x) but not enclosing the remaining 

eigenvalues A.1 (x ), j = 1,2, ... ,r. The condition (2) means that the eigenvalue !C(x) 

is well separated from the A; (x) and so this path of integration ca...-ri be taken as a 

fixed circle centered at the origin. Then it is clear from (6) that the projection 

operator is as smooth as the elements of A 11(x ). The projection into the invari­

ant subspace corresponding to the eigenvalues A.1, j = 1,2, ... r is given by 

I - P,lx) and a similarity transformation :S 1 can be constructed using these 

projection operators such that 

(7) 

where A(x) is an rxr matrix with eigenvalues A.1(x), j = 1,2,. . .,r. S 1{x} is then 
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clearly taken to be 

The off-diagonal blocks of Ci(.x ,e) can be made arbitrarily small by using 

the change of variables described in 

Lemma 2: There exist nxn matrices S 2(x ,t:) & C"(It) arid T2(x,e) e C"(It) 

such that 

v(x) := S 2(x,e)y(x) + T2(x,e)f 

satisfies the system of equations 

(8) 

where A (x) is anrxr matr.x andy(x) := S 1(x)y(x). 

Proof: The proof of the lemma results essentially from the fact that by a 

smooth change of variables, one of the off-diagonal blocks can be made arbi­

trarily small without affecting the other off-diagonal block: 

The function 

( ) ·-fl S(x)j ,....,( ) [T(x)fI(x)J 
u x . - lo I y x + 0 

.!..rI 
& 

where 
~II 
& 

equation 

(9) 

where 
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and 

We can clearly choose T(x) = A-1(x) and g will be 0(1). Then if we can find S 

satisfying 

AS -SB= A12 

the matrix C12 will be 0(1) as well. This is possible by the following argument: 

Write the matrix S in terms of its column vectors s;. i.e. S = (s1, s2, · · · , Sn-r ). 

Then the vectors s; if they exist are solutions of the system of equations 

j = 2,3,. .. ,n-r (10) 

where the c; are the column vectors of A12 (A 12 =(cl> ... ,en-r)) and b lj• 

j = 2,3,. .. ,n-r are defined by equation (5). It follows from the condition (2) and 

the fact that the eigenvalues of A (.x) are non-zero that equations (B) have a soiu­

tion. It is also clear that the resulting transformation matrix will be as smooth 

as the elements of A (x) and A 12(x ). 

Note that C22(x) = B(x) + e{B22 - B21S) = B(x) + O(e), i.e. that as a result 

of this transformation, the lower right-hand block is perturbed only by terms 

which are O(e). Therefore in the same way as above we can find a change of vari­

ables 

"'( ) ·- r1 s(x,e)l ( ) [r(x,e)g
1
] 

u x . - lo I u x + 0 

with s (x ,e) : = f: ei s 1 (x ). r (x ,e} := f: f;i r; (x} such that u(x) satisfies 
j=l j=l 

u'(x) = 
eP-1C12{.x) 

.!...c 22(x) 
e 

[

eP-lg (x )] 
u(x) + ~ll(x) 

In making this transformation the upper right-hand block has been made arbi­

trarily small while the lower left-had block B 21 has remained unaffected. It is 

therefore clear that in a similar way a transformation of the form 
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can be found such that v satisfies an equation of the form (B). 

Now let C22(x) := ~(x) + B22(x). We can then show 
e 

Lemma 3: There exists a unitary (n-r)x(n-r) transformation matrix 

S 3(x) e C(It) such that 

where the submatrices G11, G12 and G21 have the form 

1 
~11(x) 
e 
C21(x) 

C31(x) 

1 
~12(x) 
e 
C22(x) 
C3z(X) 

r~ C42.(X) 

Gz 1(x) := 1: : 
0 Cn-r,2(x) 

Grn(x) := [: 

C43.(X) l 
cM;s(x)j 

.. 0 

c2,n-rCx) 

cs.n-r(x) 

a:nd G22 is an (n-r}x(n-r-3) matrix with elements that are 0(1). 

Proof: Denote the elements of C=(x) by r:-iJ· Then we can use Householder 

transformations to construct the matrix S 3(x ). Let 

1 0 0 
0 

H1(x) := ff i(x) 

with 
..... V'ilT 
H1(x) :=I - -T­

v v 
where 

"' .... 'W.Tg c 12 "' 2 . ,. ~-r ]112 
c 12 = c 12 + e ~2 c ij . Then 

0 

1 "" ""' "' T v:= ~c 12• c 13• · · · • Cnn-r) e . 

0 0 

and 



Then take 

with 

Finally we have 
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1 0 
0 1 0 

H2(x) := 0 

0 0 

where 

0 
0 

and 

Lemma 4: If c21 (x) #- 0, then there exists a smooth transformation S4(x) 

such that 

where G12, G21 and G22 have the same form as G 12 , G 21 and G22• respectively, 

a:nd 

1...., 1 ...., 
-1C(x) -c 12(x) 0 
e e 

""' 
C21(X) c 22(x) Gu:= * 

0 * C 33(X) 

Proof: Obviously, 

.... [T(x) OJ 
Six)= o I 

where 

T(x) := [~ 

The final step of the proof of theorem 1 is shown in appendix 2.3A where it is 

seen that provided that c 12 #- 0, the desired form of the equations (3) can be 

attained by a further change of variables. 

It now remains to demostrate that the turning point behavior of the solution 

of (1) is governed by the equations for w(r+l) and wCr+2) and that those equations 
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are essentially decoupled from the rest of the system. This is clear from the fol­

lowing 

Theorem 2 (Decoupling of the 2-by-2 system): If the solution of (3) subject 

ton linearly independent boundary conditions relating w(o) and w(l) exists and 

is bounded independently of e, then in the turning pomt interval 

(y,v )T := (wCr+l),w{r+2))T satisfies an equation of the form 

d fy{x)J-[~(x) ~ry(x)j [eP-11<1l] 
"dtju(x) - b(x) ~J~{x) + /(2) (11) 

where f (2) e C2(It) and f (l) = 0(1). 

Proof: Away from the (possible) boundary layers at x = 0 and x = 1 the 

equation for v (x) is of the form 

n 
v' (x) = b (x )y(x) + 2: br+2,1(x )w(j)(x) + O(eP), (12) 

j=r+3 

therefore since y(x) e C° Ut ), we have that v (x) e C1(It ). We can write the equa­

tions for w111(x) := (wCr+3), ... , wCn))T in the form 

!f:_.,,In(x) = M(x)wil1 (x) + m(x)v(x) + O(eP} 
dx 

(13) 

(M is an (n-r-3)x{n-r-3) matrix and mis a vector of length n-r-3) from 

which we see that w111 e C2(Ig}. Hence we can write (12) as 

v'(x) = b(x)y(x) + j(2)(x) (14) 

where /(2) e C2(Ii). A similar argument shows that the equation for y(x) is in 

the postulated form. 

2.4A Comments on Mesh Refinement Strategy and on Systems that Don't 

Reduce to the Normal Form 

It is possible that for some systems the condition 'c 21 (x) ~ O', which is a 

requirement for lemma 2.4.4 to be valid, may not hold. In this case the behavior 

of the system (2.4.1) near a turning point cannot be discussed in terms of a sys­

tem of two equations; instead we may have a somewhat larger system of equa­

tions whose behavior will govern that of the larger system (2.4.1). In this appen­

dix we will briefly consider the case when the behavior of the solutions of (1) 
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near a turning point are governed by a system of three coupled linear equations. 

In this case we find that the width of the turning point region is wider than in the 

previous case, and will correspondingly require less mesh refinement in order to 

resolve properly. 

It is clear from the discussion in section 2.4 that it is the behavior of the 

matrix C22(x) in lemma 2.4.3 that is important. If the element c 21 of this matrix 

is zero then the transformation of lemma 2.4.4 will not work. In some cases, 

however, we can use arguments similar to those used to prove theorem 2.4.2 to 

conclude that the turning point behavior of the solution will be governed by the 

system of equations given by 

.!!-u= d.x 

1 -c 11(x) 
e 

C21 {x) 

c:n {x) 

1 -c 12(x) 
e 
c 22(x) 

c s2(x) 

(1) 

where r_II e C2(I,) is a vector with two elements and u is a vector with 3 elements. 

We can get an understanding for the behavior of the solutions of (1) by looking at 

the eigenvalues of the matrix 

1 1 
0 --c 11 --c 12 

f; f; 

c·-.- C21 C22 C23 

C31 C32 C33 

The eigenvalues JC of C satisfy the characteristic equation 

where .!_Ll := detl CI = 0( ~- Using the technique of asymptotic analysis we 
e e 

can determine the sizes of the eigenvalues K under different situations. We con-

sider the following three cases: 

Case I (Away f:rom the turning point): In this case c 11 ~ 0, and we expect 

that there will be one eigenvalue IC1 = 0( .!_) and two eigenvalues 1e2•3 = 0(1): 
f; 

Neglecting all but the leading order (0( ..! .. 1) terms in (2) we have 
f; 

(3) 

which clearly has two solutions that are 0(1). Letting IC= C 1A., A.= 0(1), the 
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dominant balance in (2) is given by 

from which we conclude that there is one large eigenvalue IC"' c 11
. 

f; 

(4) 

Case II (At the turning point, c 21 "'/' 0 ): In this case c 11 = 0 by definition of 

the turning point. The dominant balance in (2) if we assume JC= 0(1) is then 

given by 

(5) 

from which we conclude that there is only one such root. The other dominant 

balance comes from taking IC= e-11 2A., A.= 0(1), whence 

(6) 

This equation has two non-zero solutions, and so we conclude that there are two 

eigenvalues te = 0(1; .._.re). The eigensolutions of (1) are given by functions of the 

form u.;eK:f&, j = 1,2,3, where U; are the right eigenvectors of C, and so we con­

clude also that the region of rapid change near the turning point in this case has 

width O(...!'f). This agrees with the analysis of section 2.4 which predicted that we 

would expect a mesh refinement to a meshwidth h 11 = O(...!'f) in this case. 

Case Ill (At the tu.ming point, c 21 = 0): In this case there is no dominant 

balance for IC = 0( 1) because the 0( .!_) part of the coefficient of tc1 in (2) van-
. f; 

ishes. The only dominant balance occurs when we take IC= e-113>-, A.= 0(1), in 

which case 'A asymptotically satisfies 

A.3 +A= 0 (7) 

Therefore we conclude that there are three eigenvalues IC= ocf;-113). We would 

also conclude, therefore, that the region of rapid change near the turning point 

in this case has width O(E:'l/3). 

In principle, we could expect to get almost any type of behavior at the turn­

ing point, depending on exactly what structure the coefficient matrix has. How­

ever {for linear problems) we can conclude that the region of rapid change in 

which mesh refinement will be necessary will typically be O(...!'f) in width or 

wider. The exact behavior will depend, of course, on the behavior of the eigen-

1 values of ~ + A1 near the turning point. 
f; 
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It should be emphasized that in this chapter we have only discussed some 

specific examples of types of systems in which we can safely decide how to refine 

the computational mesh by looking only at lower order divided differences of the 

computed solution. The types of systems for which we have proved that this will 

work are systems with no turning points (which can always be transformed at 

least locally to diagonally dominant form if the coefficients for the equations are 

smooth enough), two-by-two systems of ordinary differential equations that can 

be rewritten as a second-order scalar equation, and nxn systems for which the 

reduction to a two-by-two system discussed in section 2.4 is possible. For the 

last two cases, we have shown that if the initial mesh has meshwidths which are 

much larger than O(ve) in the turning point region, we should check the first 

th:ree divided differences of the computed solution to properly estimate the 

error. Since this requires knowing a priori the location of the turning points, 

the realization of this method in an actual computer program will require some 

extra logic over problems with no turning points. In practice, however, we have 

found that checking only the first two divided differences of the solution every­

where is adequate to result in a proper refinement being made near a turning 

point. (This was done for all the numerical examples given in chapters 3 and 4). 

This is because if the true solution near the turning point has a region of rapid 

transition, the computed solution on a coarse mesh will usually exhibit that kind 

of behavior (or worse) near the turning point and so the first two divided 

differences will tend to be large there. This will cause the refinement algorithm 

to add points in this region. Then once the mesh has been refined such that the 

local meshwidth at the turning point is o(v'e), the error estimates based on the 

diagonal dominance assumption will again be valid (see section 2.3) and so the 

ftrst two divided differences of the computed solution will give a correct esti­

mate of the error. 

For systems of ordinary differential equations that do not fall into one of 

the three categories mentioned above, we cannot expect solution-adaptive mesh 

refinement to work in general. It may be necessary to check the smoothness of 

the coefficients of the differential equation carefully as well. For example, 

Kreiss [1981] has pointed out that solution-adaptive mesh refinement can fail to 

resolve the solution of the problem 

ey'(x) + x 2y(x) = x 2 + e2/ 3 on-1~x~1 (8) 

with boundary condition y(-1) = 1 and where 0 < e « 1. It is easy to see that if 
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the terms containing t can be neglected, then y = 1 is an approximate solution. 
The proper scaling near x = 0 is, however, o{e 113), and in a region of this size 
about x = 0, the solution of (8) exhibits a small "peak" in which the solution is 
larger than 1. Kreiss gives a numerical example in which on a coarse mesh, the 
computed solution to (8) was smooth and given by u (x) ~ 1 on the whole inter­

val. and so additional automatic refinement of the mesh was not made. Note 
2 

that (8) is a scalar equation of the form (2.0. la) with a 11 (x) = !!:_, If we intro­
t 

duce an exponentially scaled variable w = e -xy, (8) becomes 

(9) 

x2 
with a (x) = - + 1. Lemma 2.1. 3 gives an estimate for the error in the approxi-t 

mate solution of (9) assuming that the method of Kreiss and Kreiss [1981] is 
used to compute it. Note that the equation (2.1.25) gives a reasonable estimate 

only if M,,, := ki7 I a-1(x) I (I a(x) I + I a '(x) I + a"(x) I) is of reasonable size every­
where. Near x = 0, M v Rl h~ (x 2 + t/ 3)-1, and so is only of reasonable size if 

h 11 = o(~) in that region. 
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III. Numerical Methods for Problems in One Space 
Dimension 

3.0 Introduction 

All of the difference methods discussed in section 1.4 are characterized by 

the fact that the true physical dissipative or viscous terms in the differential 

equations are neglected in the numerical solution of the problem. Some of the 

methods are careful to introduce mechanisms (usually "artificial dissipation") 

by which the proper entropy production is retained. it is certainly true that for 

many physically interesting problems this neglect of the true viscous effects is 

justified and the solutions obtained using methods for the inviscid equations are 

valid and useful. However there are also applications in which this is not the 

case. A simple example is demonstrated by the following model problem for a 

chemically reacting flow: 

&'!Lzz - f (u):z; + g(x,u) = ut + boundary conditions {1) 

Here g(x,u) is a strongly nonlinear function of u. The speed, c of a propagating 

front for this equation is obtained in the usual way by integrating the equation 

with respect to x across a region containing a front. It is given approximately 

by 

:z;2 

c = (u1 - u2)-1 [f {u1) - f {u2) + J g(x,u) dx] {2) 
:z;l 

where u1 = u(x1 ), j = 1,2. It is clear from this formula that if g is a strongly 

nonlinear function of u for the values of u taken on in the front region, the 

speed of the front and hence the global behavior of the solution can depend very 

critically on the proper resolution of the front profile. Since the shape and 
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width of this profile typically depends on the dissipative terms in the governing 

differential equations, it is important that a numerical method be used that 

models the dissipative effects properly. 

Problems having differential equations that model physical processes 

involving a very small amount of dissipation typically fall into the class of singu­

lar perturbation problems. In chapter 2 we considered the theory behind some 

numerical methods for the accurate solution of singular perturbation problems. 

In particular we discussed the theoretical justification of solution-adaptive mesh 

refinement, a technique that allows us to get the proper resolution of boundary 

or internal layers in the solutions of the differential equations. This chapter 

gives examples in which this technique has been applied successfully. In sec­

tions 3.1 and 3.2 we first discuss in more detail the theory of difference approxi­

mations for second-order scalar ordinary differential equations with turning 

points, and in particular a new difference method is presented in section 3.2. 

Section 3.3 gives numerical examples of the application of this method to resolv­

ing steady shock profiles for Burgers' equation. 

The difference method as it is implemented for Burgers' equation is implicit 

in time and unconditionally stable. Thus there is the temptation to use very 

large time steps when only the final steady profile solution is of interest. If the 

shock profile is stationary, then this approach will work well: the steady profile 

can be calculated with few time steps and it will be well-resolved. For a moving 

profile, however, the method. tends to smear the profile unless the time step 

taken is very small. A loss of resolution is not just a failing of this particular 

method, but is typical for most methods when applied to a moving profile. A way 

to avoid this loss of resolution is by solving the problem in the moving reference 

frame in which the profile appears stationary. In section 3.4 we give numerical 

examples of a code in which the resolution of each moving profile is recovered 

by using local moving coordinate systems. 

In section 3.5 we apply the theory discussed in chapter 2 to the solution of 

the equations for an isentropic thermally nonconducting gas in one space 

dimension. The differential equations are transformed to an appropriate normal 

form and a difference method is applied. Numerical examples are given. 
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3.1 Ditl'erence Approximations for Second Order Scalar Equations 

In this section we discuss difference approximations for a scalar second 

order ordinary differential equation of the form 

y"(x) + a{x)y'(x) - b(x)y(x) = J(x) (1) 

where b (x) > 0. As was pointed out in section 2.3, this equation can be 

transformed to a 2 x 2 system of first-order equations, and so we might well res­

trict our consideration to difference methods for first order systems. However, 

computational experience has shown that better numerical results can often be 

obtained if difference methods developed especially for equations of the form (1) 

are used. Accordingly, we consider the two point boundary value problem for 

(1), i.e. we consider (1) on the interval 0 s x s 1 and specify the boundary condi­

tions 

y(O) = ex, y(l) = (j. (2) 

We have already shown (see section 2.3) that the solution, y(x), to this 

problem satisfies the maximum principle 

(3) 

If certain additional conditions on f (x) and b (x) are satisfied, then the 

solution, y (x ), also has the property that it is monotone: 

Lemma 1 (Monotonicity): If on a subinterval 0 s x 1 s x s x 2 s 1, 

a(J (x )/ b (x ))/ ax,..:;; 0, y(xi),..:;; y(xz) and y' (xi) > 0, y'(x2) > 0 then on that 

interval y (x) is monotone, i.e. ay(x )/ax ~ 0. {CT.early the result holds if all the 

inequalities are reversed as well.) 

Proof: Assume that for Xis 1 s x s rJ s x 2 the result does not hold, i.e. we 

have y'(x) < 0. Divide through equation {1) by b(x), differentiate with respect to 

x and integrate from/ to rJ· We have 

y"(x) I.,,+ a(x)y'(x) /.,, - f y'(0df = f ~! (f}/b(f})d~ 
b (x) "I b (x) ~ "I "I a~ 

By construction the middle term on the left-hand side vanishes while the 

remaining terms are strictly pJsitive. But by assumption :x (f / b):..:;; 0 which 

leads to a contradiction and hence the proof. 
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We are interested in solving the problem (1), (2) numerically using a 

solution-adaptive mesh refinement approach. in Kreiss and Kreiss [1981], the 

authors present a difference approximation for first order systems of ordinary 

differential equations {see equation (2.1.3)) that has the property that even 

when the solution is not adequately resolved by the computational mesh, the 

qualitative features of the computed solution are correct. In particular, numeri­

cal errors that oscillate rapidly on the mesh do not occur. This smoothness pro­

perty of the computed solution helps make the adaptive mesh procedure an 

efficient process in that mesh refinement will not occur in regions where the 

true solution is smooth. For similar reasons we are therefore interested in 

difference approximations for equation (1) that satisfy a maximum principle 

similar to (3) and exhibit monotone solutions under conditions similar to those 

of lemma (1). A class of methods that has these properties are methods of posi­

tive type: {cf. Dorr [ 1970] and Abrahamsson [ 1975b]) 

We approximate (1) with a consistent three-point finite-difference scheme. 
v 

We first introduce a nonuniform mesh with gridpoints xv= I: hj, 11 = 1,2, ... ,N-1, 
j=l 

x 0 = 0, XN = 1 where hv is the local mesh width. The function y(x) is then 

replaced with a gridfunction Yv at every point on the mesh. (The gridfunction Yv 

is an approximation to y(xv).) The difference approximation then takes the form 

?'.!'.°1Yv-1 + ?'ciYv + !fYv+I = f v v = 1,2, ... ,N-1 

with boundary conditions Yo = a, YN = (j. Then, 

Definition: The method (4) is said to be of positive type if 

We then have: 

...... 1 
ri > 0 , r.!'.'1 > 0 and b v := 2: If < 0 . 

j=-1 

(4) 

Lemma 2 (.Maximum principle for the difference equations): If (4) is a 

method of positive type the 

max I Yv I ::;;: max!max I J vi b v I • a, {j) 
[O,N] [O,N] 

Proof: Rewrite (4) as 

"' V A VA+ - r -b vYv -1-11.LYv + ?'1w Yv - v (5) 
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(Here !::.±wv := ±(wv±l-wv)· ) If there is an interior maximum of Yv at Xµ then 
/J.+y µ < 0 and !::,._y µ > 0. Hence y µ, ~ -f µ/ b µ,- If there is no interior extremum 
then the extremurn must occur at the boundary. 

With additional conditions on the coefficients of the scheme there is also a 
monotonicity result: 

Lemma 3 (Monotonicity of Solutions to the Difference Equations) If in 
addition to the conditions of Lemma 2, l::.+(1 vlb v) ~ 0, l::.+Yv

1 
~ 0 and l:Lyv2 ~ 0 

lwld on subinterval v1 ~ v ~v2 , then on that subinterval l::.+Yv ~ 0. {The result 
holds with the inequalities reversed as weU.) 

Proof: Assume that on an interval p ~v ~ q this result does not hold, i.e. 
f).+Yv ~O . Divide through (5) by b v take a forward undivided difference (l:i+) and 
sum from p to q. Then 

Because of the assumptions, we have that all of the terms on the left-hand side 
of this equation are negative while the right-hand side of the equation is positive. 
We arrive therefore at a contradiction and hence the proof. 

It is clear that difference methods which satisfy the conditions of lemmas 2 
and 3 will be useful for the numerical solution of (1),(2) using an adaptive mesh 
procedure. The property of monotonicity will assure that oscillations will not 
occur in the solution in undesirable places, and so the overall procedure should 
be relatively efficient in the sense of not refining the mesh unnecessarily. In the 
next several sections we discuss such a method and give some numerical exam­
ples in which it has been implemented successfully. 

3.2 A Method of Positive Type for Second Order Equations on a Variable Mesh 

In this section we discuss a new difference method of positive type for the 
linear second order ordinary differential equation 

eu" + (a(x)u)' - bu = -bg(x) O~x ~ 1 (1) 

with u(O) = c, u(l) = d. Here u(x) and a(x) are real functions of x, O<e«l and 
b are constants. Furthermore the assumption is made that the inequality 
b - a' (x) > 0 is satisfied. Then by lemma 3.1.1 equation ( 1) has a maximum 
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principle: 

max ju(x) I ~ maxfmax I g(x) j, c, d) 
Os;:i;s;l l~s;1 

(2) 

Furthermore, by lemma 3.1.2 if g(x) is a monotone increasing (decreasing) 

function of x, then so is u (x ). 

Now approximate ( 1) with a finite difference method. If possible, the 

method should have a maximum principle and have a monotonicity property 

similar to those for the differential equation. To accomplish this, write ( 1) as a 

first order system of equations by introducing a new variable v (x ): 

eu' + au + v = 0 

v'+b(u-g)=O (3) 

These two equations are clearly equivalent to (1): Differentiate the first of equa­

tions (3) with respect to x and then eliminate v using the second equation. Now 

approximate (3) by a general two-point scheme: 

; fl+Uv + (1 - CX 11)(av+1Uv+l + V 11+1) + a.,(a 11U 11 + V 11) = 0 
v 

(4) 

Here u 11 and v 11 are approximations to u(x11 ) and v(x 11) respectively, a 11 = a(x 11 ), 

and g 11 = g(x 11). The paramet~rs 0 ~ a.11 ~ 1 and 0 ~ flv~ 1 are arbitrary and will 

be chosen later so as to assure that the approximation has a maximum principle 

and is as accurate as possible consistent with the maximum principle. (A simi­

lar idea was used by both Abrahamsson [1975b] and Hemker [1974] to find 

methods of positive type for equation (1).) The difference scheme (4) is at least 

first-order accurate and hence consistent with the differential equation (3). We 

see this by calculating the truncation error: 

3a. 2 a 1 e(-v-+ _v __ ~u"'(~) 
+ h2 2 2 6 

v a 2 a ( -y + 2avf3v - ;{ + fJv)v '"(0 
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Note that if CXv = f3v = 1/ 2 the scheme ( 4) reduces to the Trapezoid.al rule and is 

second-order accurate ( Tv = O(h: )}. In general it will not be possible to have 

both second-order accuracy everywhere on the mesh and satisfy the conditions 

for a maximum principle. Note, however, that if e ~ const.hv, the scheme will be 

second-order accurate if the single condition f3v = 1/ 2 is satisfied. We will use 

the results of lemma 3 to choose the parameters O.v and f3v so that a maximum 

principle holds for the difference scheme. To do this we must first rewrite ( 4) as 

a single second-order finite difference equation. This is easily done by eliminat­

ing Vv and Vv+l from equations ( 4). We obtain 

In the notation of equation (3.1.4), we have for this scheme that 

We have therefore that 

t5 v = -~ ri = (1-av)Chvb - ~+t'.ln) + av-1Chv-1b - ~-av) > o 
; 

as long as not both av= 1 and ixv-l = 0. So by the conditions of lemma 3.1.3, the 

maximum principle 

(7) 

holds if in addition, O.v and f3v are chosen so that 'li;::;:: 0 and /~ 1 ;::;::Q for 

I/= 1,2, ... ,N-1. Conditions on av and f3v which assure that these inequalities 

hold are given in the following 

Proposition 1: The conditions /~1 ;::;:: 0 and 7f ;::;::Q will hold for every v if the 

following conditions on O.v and f3v are met: 
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1) lf av~ 0 and av+l ~O. :require that 

O.v~ (h 11(a 11 + {3vh 11b))-l and 

either f3v ~ 1 - CX11+1/ (h 11b) 

or O'.v~ 1 + (h 11(0'.v+l - (1-{311)hvb))-l 

2) lf av~ 0 and av+l ~ 0, require that 

O'.v ~ 1 + (h 11(av+l + (l-{311)h 11b })-land 

either f3v ~ a 11/ (h 11b) 

or O'.v ~ (hv(ci 11 + f3vhvb ))-l 

3) lf av~ 0 and av+l ~ 0, require that 

(h 11(av + f3vhvb ))-l ~ 0'.11 ~1 + ((h 11(av+l - (l-{3 11}h 11b ))-l 

4) If av~ 0 and a 11+1 ~ 0, require that 

either f3v ~ 1 - a 11+1I (h 11b) 

or O'.v ~ 1 + (h 11(av+1 - (l-{311)h 11b ))-land 

either f3v ~ -a11/ (hvb ) 

or 0'.11 ~ (h 11(a 11 + f3vhvb ))-i 

Proof: These conditions are verified by tedious algebraic manipulation of 

the inequalities /~t1 ~ 0 and yi ~O. 

It is unfortunately not s.o easy to obtain conditions which will assure that 

the scheme will have monotone solutions. The scheme (6) can clearly be written 

in the form 

(B) 

where r j = rY I b v and I: ojg v+j = g vi b v· Assume now that g (x) is a monotone 
i 

increasing function of x, i.e. l:!.+g (x) > 0 for 0 ~ x ~ 1 . The conditions for mono-

tone increasing solutions u 11 of (8) are, by lemma 4, that 

A+ ~: = A+ ~ ojg v+; > 0 

Note that in the special case oj = 6; =canst., j =-1,0, 1 we have that 

= I; 6;!::.+gv+j > 0 
j 

(9) 
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by the assumptions on the function g(x ), and hence u,,. will be a monotone 

increasing function. In general, however, the coefficients 6}' are not indepen­

dent of v and so the inequality (9) will be difficult to satisfy. For this scheme, 

the coefficients 6{ are given by 

((1-a,,.){3jl.,,. + a.11_ 1(1-P,,.-1)h,,,_1)b 
o~ = (1-a.,,.)(h,,.b -~+a,,.) + a.,,,_1(hv-1 - ~-av) 

The inequality (9) can be rewritten as 

(10) 

(11) 

It is clear from (10) that if the parameters O'.v and {3 11 and the function a(xv) are 

smooth enough, the first term in (11) will dominate and the monotonicity pro­

perty will hold. Because of the complexity of (10) it is difficult to get precise 

conditions that this be so. In practice, however, we have found that the solu­

tions of difference equations similar to (4) are almost everywhere monotone if 

the coefficients are chosen so as to satisfy the conditions of Lemma 3.1.2 and to 

be smooth functions of a(x) and b. We give computational examples of this in 

section 3.3. 

A difference approximation that satisfies the conditions of Proposition 1 is 

given by the following choices for the parameters av and Pv: 

I. U av ~ 0 and a,,.+ 1 ~ 0: 

If av+l ~ hvb, set f3v :::: 1/ 2, otherwise f3v = 1 - a,,.+1! 2hvb 

then if av+ {3,,.h,,.b ~el h,,. set av= 1/ 2, otherwise a,,.= el (2h,,.(av + pji,,,.b )) 

n. If a,,.~ 0 andav+l ~ 0: 

If a,,. ~ -h,,.b set (3,,. = 112 , 

othenise f3v :::: -a,,.! 2h 11b 

then if a,,.+ 1 - (1-{l,,.)h,,.b ~-el h,,. 

a,,.= 1 + el (2hv(a 11+1 - (l-p11)h 11b )) 

set a,,.= l/ 2 otherwise 
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If av > -hvb and av+l < hvb / 2 set fJv = -avl 2hvb 

otherwise fJv = 1/ 2 

then if I av+l - (1-f3v}hvb I ~ eb or av+l ~ hvbl 2 set CXv = 1/ 2 

otherwise CXv = 1 - el (2hv I av+l - (1-f3v)hvb I) 

IIlb If av< 0 and av+l > 0 and -av< av+l 

if av+l < hvb and av > -hvb 12 set f3v = 1 - av+ 1/ 2hvb 

otherwise f3v = 112 

then if I a., + f3vhvb I 2 -el h., or a.,~ -h11b 12 set CX11 = 112 

otherwise av = el (2h., I av + (Jyh 11b I) 

IVIf av> 0 and av+l < 0 

if a 11 +hvbl2 ~el h 11 and a 11+1 - hvbl 2 ~-el h 11 then {311 = 112 and 

=~1+ e + e l 
q, hv(!1v+1 - fivbl2) hv(av + h,,bl2) 
otherwi e add a point x: to the mesh with Xv~ ; ~ Xv+l where a(x;) = 0. 

Then either I or II is applicable. 

Since we will usually be using this method together with an adaptive mesh 

refinement procedure, the special case under N will not be difficult to imple­

ment. If the first condition of IV is not satisfied, then there is no choice of a., 

and {311 that will guarantee that the difference approximation (6) satisfies a max­

imum principle. Numerical tests have shown that if an extra mesh point is not 

added, the solution may explode near the interval in which a (x) changes sign 

from positive to negative. 

This method looks rather formidable as presented above, but actually is 

fairly simple to implement. When I avl is large relative to I h.,b I it is essentially 

a one-sided scheme, and when I a 11 ! is small relative to I h 11b I. it is essentially a 

centered scheme. However, the coefficients of the difference scheme are taken 

to be continuous functions of the coefficients of the differential equation. This is 

done in order to avoid convergence problems that might arise when using the 

scheme for a nonlinear problem. 
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3.3 Numerical Example: Stationary Shocks for Burgers' Equation 

Burgers' equation is given by 

F:U= +I (U);1; = Ut (1) 

with f ( U) = u2 / 2 and where U = U (x, t ). In this section we discuss a difference 

approximation for (1) on the interval -1 ~ x ~ 1 with initial data U(x ,0) = Uo (x) 

and boundary data U(-1,t) = a.(t ), U(1,t) = p(t ). We first approximate the time 

derivative using the "Backward Euler" method to get 

s~ + f(u):r; -u/k = u"/k (2) 

Here u = u (x) is an approximation to U(x ,t ), u .. = u "(x} is an approximation to 

U(x ,t-k ), and k is the time step. The same boundary and initial data are used. 

Since (2) is both nonlinear and implicit, we need an iteration procedure to solve 

for u. We use Newton's method. For solving a differential equation, Newton's 

method amounts to successively linearizing the differential equation about the 

current best guess to the solution. Denote by u n the nth iterate in the Newton 

procedure, and let u = un+l - un, then the iteration for (2) is described by 

n = 0, 1,2, ... (3) 

AB an initial guess we take u 0 = u •. At the (n + l)st iteration, the right-hand side 

of (3) is known, so we see that this equation is in the form of equation (3.2.1). 

We therefore approximate (3) with the method given by equation (3.2.4) with the 

parameters O'.v and f:3v chosen as described at the end of section 3.2. 

Since, depending on the initial and boundary data specified, we expect 

boundary and internal layers to form, we use a solution adaptive mesh strategy 

to construct the mesh in order to resolve the solution. The procedure is given 

schematically at the end of this section. Note that the Newton iteration is in the 

inner loop, i.e. we solve the nonlinear problem completely on each mesh in the 

mesh iteration. It should be remarked that the theoretical presentation of 

chapter 2 would suggest the more conservative procedure of resolving each 

linearized problem completely, i.e. the mesh refinement should be the inner 

loop in the procedure. This is because in chapter 2 we have only treated the 

problem of how to solve a linear system of equations by mesh refinement. The 

estimates (more commonly available) for the solutions of linear differential 

equations rather than nonlinear equations allow us to estimate the computa­

tional error so that mesh refinement can be make in regions of high error. We 
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then expect the mesh to converge as it resolves the solution to the differential 

equation provided that the first few derivatives of the true solution are not 

infinite. 

Doing the mesh refinement in the inner loop would, however, be much more 

expensive than the first method, and in practice for the time-dependent prob­

lems I have tested it has never been a problem that the Newton iteration is the 

innermost loop. {That this works results essentially from the fact that the 

time-step k is small. For non-time-dependent singular perturbation problems, 

such as those considered by Kreiss and Kreiss [1981] this procedure is less likely 

to work). Another feature of the implementation of the procedure to note is 

that points are only added to the mesh. This was done because the initial mesh 

Mc is always taken to be a uniform coarse mesh at every time step, and so it 

wasn't expected that overresolution of the solution would be a problem. This 

was only done for convenience, and in general for problems in which stationary 

shocks form, it would be more efficient to use the final mesh at the previous 

time step for the initial guess Mo and allow for mesh points to be taken out if 

the solution becomes too smooth. 

In the first two numerical examples (figs. 1 and 2) the difference method of 

section 3.2 was applied to a uniform mesh to demonstrate the monotonicity­

preserving property of the method. Recall from section 3.2 that the method is 

not actually monotonicity-preserving for all data, but is only "nearly 

monotonicity-preserving". In the examples I have run, however, the solutions 

have always been monotone in the sense that no numerical overshoots or oscilla­

tions are produced in the solution. This is an important property for a method 

to have when used in conjunction with a solution-adaptive mesh selection pro­

cedure because in this way unnecessary refinement is avoided. In both figures e 

= 1/100 and k = 1/10. In fig. 1 the minimum value of the initial data is 0 and 

the maximum is 1. A left-moving shock is formed on the left side of the solution 

and a rarefaction wave on the right. Figure 2 is similar except that the 

minimum value of the initial data is -1 and so initially the shock is stationary. 

Since the characteristic points out of the calculation interval on the right, a 

boundary layer begins to form there. 

Figure 3 shows an example using mesh refinement. For this example, 

e = 10-4 , k = 1/20 and the end states of the initial data are u = ±1. 

Figures 4- and 5 demonstrate that for calculating a steady profile, a large 

time step can be taken: k = 1/20 in figure 4 and k = 1/ 4 in figure 5. Although 
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the intermediate states in figure 5 do not agree well with those of figure 4, the 

final state does. This is to be expected because the equation for steady state 

solutions of the differential equation (1) is the same as that for the time­

differenced equation{2): Setting 'I.Lt, = 0 in (1) or u = u • in (2) yield the same 

steady state equation: 

f:Uz;:z; + f (u). = 0 (4) 

Unfortunately, the same is not true for travelling wave solutions of (1) and (2), 

i.e. moving profiles. A travelling wave solution of (1) or (2) moving at speed c 

will have the form u(x,t) = w(x-ct). Substituting this expression into (1) and 

(2) we see that such solutions of the differential equation satisfy the equation 

ew" + (J (w))' +cw' = 0 (5) 

while those for the difference equation satisfy 

(~c 2 + e}w" + (J (w ))' +cw' = c 30(k 2) (6) 

The effective dissipation in the last equation is increased by a factor depending 

on the size of the time step and the velocity of the profile. Thus we expect mov­

ing profiles to be smeared by this method even if the mesh is refined enough so 

that equation (2) is resolved. 

This smearing is already apparent in the example of figure 6 {same as figure 

2 but with e = .0025 and mesh refinement). The shock is initially stationary and 

resolved well, but then the r:arefaction wave begins to interact with the shock 

causing it to begin moving to the right. and by time t = 1 the profile has been 

smeared out slightly. This effect is much more evident in figure 7 where the 

endstates of the initial profile are u = -.5 and 1.5. 

By inspection of equation (5) we can see that there are two obvious ways to 

overcome this difficulty. One is to reduce the stepsize k. This was done in the 

example shown in figure 8 where k has been reduced by a factor of 4. The 

profile is sharper at t = 1 in figure 8 than in figure 7, although the shock is still 

not as sharp as in figure 4. Indeed, we would expect to have to take a time step 

k = o(e) in order for the smearing effect to be avoided. 

The other method by which the smearing effect can be eliminated is to 

solve the problem (2) in a moving coordinate frame. If the speed of the coordi­

nate frame is taken to be that of the travelling wave then the steady state equa­

tions again both become (4) and we can expect sharp profiles if mesh refinement 
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is used. In the next section we describe and give examples of a code in which 

locally moving mesh segments are embedded in the finite difference mesh in 

order to resolve the moving features of the solution. 
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/* MESH REFINEMENT ALGORITHM FOR BURGERS' EQUATION 1 

u;:" is the nth iterate on them th mesh 

*/ 

Mm is the m th mesh 

On and Om are predetermined constants 

/* Take one time step: * / 
u'.:'1 = u •; /*Initial guess for solution 

is final solution at previous time step * / 
m=O; 

Construct Mo; /* Initial guess for the mesh * / 
while( Mm ~ Mm-1) 

l 
Interpolate u,;:_1 onto Mm 

(call this u::i ) ; 
n= O; 

while( II u:;,,+ 1 
- u:J,. II > On) 

~ 
Solve Newton eq~ations (3); 

n = n+l; 

u,;: = u:J.; 
Add mesh points until D.{u;;_) <Om everwhere; 

Call this mesh Mm+ 1; 

m = m+l; 

u. = u,;:; 

1 ; • This is a comment • / 
" while(condition) fprocedurej" means to repeat the !procedure! until the (condition) is no 
longer true. 
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3.4 Num.e:rical Example: Resolution o:f Moving Shocks for Burgers' Equation 

In this section a procedure is discussed by which moving profile solutions of 

(3.3.1) can be resolved. AB was suggested in the last section, if each travelling 

wave in the solution is computed in a local moving coordinate system in which 

the travelling wave appears stationary, then it will be possible to resolve the 

travelling waves because we wiU be computing solutions to the correct steady­

state equation in the limit of spatial mesh-width going to zero. Even before a 

steady travelling wave has formed in the solution, it is a good idea for reasons of 

accuracy to use a moving coordinate system in regions of high computational 

error. The speed of the moving coordinate system in such a case can be taken 

to be one such that in the resulting coordinate frame, some measure of the 

change in the solution with time is minimized. By minimizing the change in the 

solution we will also tend to reduce the truncation error and hence the computa­

tional error associated with the time stepping procedure. 

Briefly, the procedure for taking one time step can be described as follows: 

An initial calculation is done on a coarse mesh on the entire interval. Then the 

error is estimated and subintervals are defined on which that error is un.accept~ 

ably large. On each of the subintervals thus defined we recompute the solution 

using a combination of mesh refinement and a moving coordinate system to 

reduce the error to an acceptable size. We will first discuss some of the ideas 

behind this procedure in a general way, and then will give the specific algorithm. 

The local regions in the solution that might be improved by using a locally 

moving coordinate system can be chosen to be regions in which the estimated 

error after an initial computation is higher than some acceptable value. Thus, 

the same method used to define regions where the mesh should be refined can 

be used to decide where a moving coordinate system should be employed to 

improve the computed solution. We proceed as before, estimating the error 

and determining regions where the solution needs to be improved but with the 

difference that we attempt to improve the solution by simultaneously refining 

the mesh and adjusting the local speed of the coordinate system. 

At each time step, rather than using the relatively expensive implicit 

method over the whole interval as we did in the last section, we will first take a 

time step using an explicit method on a relatively coarse mesh. This coarse 

mesh is chosen so that the smooth parts of the solution will be well-resolved on 

it (while the regions of rapid change will not necessarily be resolved). After tak­

ing a time step from t to t + k, for example, we estimate the error in the 
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computed solution on the coarse mesh at time t + k and choose regions where 

this error is higher than is acceptable. Since the method used to compute this 

preliminary solution was explicit, we know that there is a finite signal speed 

associated with it, and thus we can determine the domain of dependence at time 

t corresponding to each region at time t + k in which the estimated error is too 

large, i.e. we can isolate the region at time t that produced the part of the solu­

tion at time t + k with unacceptably high error. We will then take each such 

subregion at time t separately, and use the solution at time t on that region to 

recompute the unacceptable parts of the solution at time t + k. This time, how­

ever, we will use the implicit method on each local region and will also use mesh 

refinement and a moving coordinate system to reduce the error. 

In order to recompute the solution using the implicit method, we will need 

boundary conditions for each (local moving) subinterval. These can be safely 

gotten from the initial solution in which we used the explicit scheme on the 

coarse mesh, because those boundary conditions come from parts of that initial 

solution where we judged the error to be of acceptable size for the final solution. 

In determining the final refined mesh on each subinterval we recompute the 

solution several times, re-estimating the error after each computation and then 

adding or deleting points from the mesh as appropriate so that the error will be 

reduced when the solution is recomputed. We have chosen to estimate the 

speed of the subinterval within this mesh iteration procedure. After each inter­

mediate solution u(x,t+k) is computed from the solution at time t, u(x,t), we 

choose the speed for the moving coordinate system by minimizing the discrete 

L 2-norm of the change in the solution with respect to the speed c, i.e. we seek 

an approximate solution c to 

minllu(x,t+k) -u(x-ck,t)llL 
c 2 

(This is similar to an idea suggested by Hyman [1981].) This speed is then used 

for the next solution computation in the mesh iteration. 

Let us formalize this procedure: For the duration of the calculation, define 

an underlying nonmoving coarse mesh Mc on the total interval of interest le. 

This mesh is chosen in such a way that the smooth features of the solution can 

be well resolved on it. Assume the solution of the differential equation {3.3.1 for 

example) has been calculated accurately up to time t. By this we mean that the 

solution has been well-resolved at time t. {If we need values of the solution at 

time t which are not on the computational mesh, then these can be found 
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accurately by interpolation.) Call this resolved solution u 00(x ,t ). Take uc(x ,t) to 

be the restriction of this solution on the coarse mesh Mc. Now use an explicit 

difference approximation (we call this the "coarse mesh scheme") and take a 

time step of length k to get v..c(x ,t +k ). (For a differential equation such as 

(3.3.1), e is a small parameter and so an explicit method with a time-step res­

triction that is reasonable can be found.) Now estimate the error at each point 

of uc(x, t + k) and define intervals Ii, j = 1, 2, ... , where the error is larger than is 

acceptable. The domain of dependence J1(t) at time level t can be found for 

each Ii since the coarse mesh method is explicit. (See diagram below.) For 

each j we define Ii(t +k) to be is same interval shifted to the right or left a dis­

tance depending on the speed which we V\ili subsequently estimate for the inter­

val. (See second diagram below.) 

~ I I 

.Lj-1 j j-:·l 
__ -------.., ~--

le v e 1 t+k 11---il:___-'4.;,.-+--+-+--l--+--+-t----+.-I\ -1---+--i:----;t)--tl--r-1 

Coarse Hesh 1'; / \ / \ /
1 

~'°' \ I \ I 

1
eve1 t 11--->1-=-+1 -)l---1--+(-+--l--+-+--+---+l-+--+I ---11--tl--+I 
--~ ~--

·1 (t) T (t) I.,l(t) . 1 ,_. ]' 
J- J 

Let Mj be the initial fine mesh at time t +k in the j th interval. It is defined to be 

the part of the coarse mesh Mc included in J1(t +k ). Let ut(x ,t) and ut(x ,t +k) 

be some representation on this "fine" mesh of uc(x ,t) and uc(x ,t +k) respec­

tively. Now begin the fine mesh iteration: Denote by m the number of times we 

have refined the mesh at this time step. Then starting with m = 0, we determine 

a speed c/n. for each interval Ji by approximately minimizing the expression 

llu6'..(x,t+k) -ut_(x-cfhk,t)llLz 

(i.e. we find a local moving coordinate system in which the solution changes the 

least measured in the L2 norm). We then define a nevr mesh (at t +k) Mk+i by 

estimating the error in u/n (x ,t +k) and adding or deleting points from Mt,. 

Recall that the error is estimated by looking at the lower order divided 

differences of the computed solution as described in chapter 2. We then take a 

step with the implicit fine mesh scheme in the moving coordinate system of Ji. 
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The boundary conditions for the interval are interpolated from the coarse mesh 

solution uc(x, t +k ). 

I. ( t+:k) 

) 
I l I I I I I I I F I I I I I I I I I I I I I J J I I I I 1 1 ~· ....... T 

leveKt-+k ; : I I : ,_ 
: h.. 

. I : 
~1] I ; J_ 

m I I I I 1 I I I 1 I I I I I I I I l I I I I I (. ....... ~ ........ . 
level t ~ L.__ c:.-'k 

I. (t) ---i I _TI 
1 ,, 

We then repeat this fine mesh iteration until the mesh converges (i.e. until 

Mk+1 = M:,h). 

Once this procedure has been done for every Ij, we define the discrete func­

tion u 00(x ,t +k) to be made up of the final values on each !1 combined with the 

values of uc(x,t+k) on Ic(l(Ulj) {the part of le not included on any fine mesh 
j 

interval Ij ). We can now take another time step using the same procedure. Note 

that at each time step, the local moving subintervals Ij are completely redeter­

mined. Thus the intervals at a given time step may not correspond to the inter­

vals at the preceding or subsequent time step, although in actual computations 

they will tend to do so. This allows for the subintervals of refinement to appear 

and disappear as the local smoothness of the solution changes. 

This procedure was coded for Burgers' equation and some examples are 

presented below. I used Lax-Wendroff for the coarse mesh scheme and the 

method presented in section 3.3 for the :fine mesh scheme. In the Lax-W endroff 

part of the solution no attempt was made to approximate the dissipative term 

e~ of Burgers' equation. Since Lax-Wendroff is a dissipative scheme and f; is 

very small, the artificial dissipation in the method would swamp any accurate 

approximation of this term. Lax-Wendrofl' can be written as a two step scheme 

as follows: (Richtmyer and Morton [1967]) We introduce a uniform coarse mesh 

with grid points x 11, v = 0,1,. . .,N and a uniform meshwidth h. The solution 

u 11(t +k) after a single time step is given by 
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u 11(t +k) = u 11(t) + A.(J (u 11+1 - f (;;, v)) v = 1, ... ,N-1 

Here A.= kl h, and the differential equation being approximated is 

All interpolation was done linearly when values of the solution were needed at 

level t that had not been calculated by the difference method. The minimization 

process in which the local speed of the solution is estimated was done by a "Gol­

den Section search" technique. (This is certainly not the most efficient 

approach). At each time step, only the difference in speed from that at the pre­

vious time step was estimated. 

In the first example, initial data with constant endstates and a "ramp" con­

necting them were given: 

u(x,O) ~ ~O.(x-.4) if -1 ~ x ~.4 
if.4<x <.5 
if .5 ~x ~1 

The boundary conditions were u(-1,t) = -1., u(l,t) = 1. The coarse mesh width 

was h = 1/10, the time step was k = 1/20 and f: = .0025. In figure 1, the solution 

was computed using the method of section 3.3, i.e. no moving coordinate system 

was used. Note that although the transition region is moving at the correct 

speed of -1, the width of the transition region is much greater than the expected 

O(f:). Figure 2 shows the same problem with the moving mesh code imple­

mented. The circles indicate the ends of the fine mesh interval. The transition 

is much better resolved in this calculation. The correct speed for the shock is -1 

for this problem. The estimated speeds for the moving coordinate system were 

-1.031, -.992, -1.005, -1.000, -1.000, -1.001, -1.000, -1.000, -1.000, -1.000, -1.000, 

-1.001, -1.001, -.999, -.999, -1.000, -1.000, -.999, -1.000, and -.999 for time steps 1 

through 20 respectively. In the speed estimation procedure the golden section 

search was considered to have converged if two successive iterates agreed to 

within 10-s, so these results indicate that once a steady moving profile has 

formed, the speed estimated is the correct shock speed. 

For the next example the following initial data were used: 

l-.1 
u(x,O) = 20.(x+.1) - .1 

1.9(1 - x) 

if -1.0 ~ x ~-.1 

if -.1 < x ~ 0. 
if 0. ~ x ~1. 
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In the solution of this problem the a shock forms on the left and a rarefaction 

wave forms on the right. I took k = 1/20, h = 2/21 and e = 5x10-4. These initial 

data are interesting because the speed of the resulting shock transition changes 

as the rarefaction wave interacts with the shock, so the method bas to be able to 

catch this. By inspection of the computed profiles in figure 3 we see that the 

shock profiles are sharp and so the shock speed has been estimated well. 

Figure 4 shows an example in which time-varying boundary conditions were 

used so that the "smooth" part of the solution would not be a constant or linear 

function. Except at one time ste'p, the error estimation procedure has decided 

automatically that the Lax-Wendroff solution is accurate enough to be used in 

the region away from the shock. 
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3.5 Example: Stationary Shocks in Isentropic Gas Dynamics 

The equations of gas dynamics for a polytropic gas can be written as follows 

in conservation form: 

Pt + (pu)z = 0 

(pu)t + (pu 2 + (1 - l)e ):z; = e'Llz:z; {1) 

1 1 ( zPu2 + pe }t + [( "211'2 + e }pu + (y - l)e pu ]:z; = e{uU:z; ):z; + O{A) 

where p = p(x, t) is the density, u = u (x, t) the velocity and e = e (x, t) the inter­

nal energy of the ftuid. The ratio of specific heats I is a constant for a given gas 

and is of order unity. The small parameters 0 ~ e « 1 and 0 ~ A « 1 are the 

coefficients of viscosity and thermal conductivity of the gas. ( e is here 4/3 

times the usual coefficient of viscosityµ.) By linear combination of the equations 

(1), the third equation can be reduced to the form 

(2) 

where s := e I pl'-i is proportional to es, S being the entropy of the ftuid. If an 

initially uniform state and weak shocks are assumed, then to a good approxima­

tion, equation (2) can be replaced by 

s = s 0 = canst. (3) 

This is the isentropic assumption. Equations (1) then become 

Pt + (pu)z = 0 

(4) 

where 19- := (1- l)s0 • 

Equation (4) can now be treated as a singular perturbation problem. In 

order to apply the theory of chapter 2, we rewrite ( 4) as a first-order system of 

ordinary differential equations by replacing the time derivative with the Back­

ward Euler approximation and introducing an auxiliary variable y(x }: 

<Jiu ):z; + (Ji - P ")1 k = o 

Yz +(Jiu - p"u ")/ k = o (5) 

euz -pu 2 + y -1.9-p,.-1 = o 
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Here p =p(x) and fl = u(x) are approximations to p(x,t) and u(x,t) respec­

tively, while p,. = p•(x) and u • = u "(x) are approximations to p(x ,t -k) and 

u(x ,t-k ). The parameter k is the time step. 

Since equations (5) will give rise to an implicit set of equations to solve 

when the x-derivatives are replaced by a difference approximation, we first 

linearize the equations. The resulting equations are then iterated to conver­

gence. Let the nth iterate be denoted by un and let u := un+l _un. Also for 

notational convenience let u := un. Then the iteration scheme is given by 

0 
0 1 O"" + 1 

0 0 (~ Op] l l~ 0 
0 0 1 u :& E: -( u;2 + c2) 1 

0 ] ~/ k 0 0 l] 0 + -;k 0 p/k u 

= 

-2pu o o o 

(p" - p)/ k 

(p"u" -pu)/ k 

pu2 + iJ:ifr -y [:

u 
- fl 

u :& 

(6) 

h ....., I'){ ""' "')T w ere u : = \J-' , y , u , With the obvious 

ilc>l''irm·i-;ons (6' i·~ ~I' the fo~m U.VJ.. \.d. ..i J I .:J V.L L.t .l 1 

(7) 

In terms of the dependent variables defined by w := H(u)u and defining 

A;:= A;H-1, j = 0,1, (7) can ~e rewritten as 

Wz + (.!_A 0 + A 1)-vr = g(x) + f(x );i; 
E: 

where both A0 and A 1 are 0(1). Explicitly, 

[ 

0 
Ao:= o 

-(u2 + c2)/u 

0 
0 

1 

(B) 

so since equation (8) is in the form of equation (2.4.1) the turning points of the 

system are characterized as points where the one non-zero eigenvalue 

IC:= -p(u - c)\.U + c) of Ao vanishes. Thus we will use the difference method 

(9) 

where 
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h 11 is the local meshwidth, w11 is an approximation to w{x 11) and 

1/ 2 ]· The parameter av = a 11(K) is to be chosen according to the 
CX-v 

sign and size of K. We use the choice of Kreiss and Kreiss [1981] which is 

described in section 2.1 of this thesis. To get the appropriate values for a.,, 

replace the expression "Re!7-ti(x 11)" with -1C(x 11) in the formulas given following 

equation 2.1.3. 

This difference method can then be applied together with a mesh 

refinement procedure to resolve the solutions of (4). As with the example of 

Burgers' equation (sections 3.3 and 3.4) we expect to be able to resolve steady 

shocks well, while moving shocks will be smeared. This effect can again be 

remedied by introducing locally moving coordinate systems. 

Before giving numerical examples, we make the following remarks: 

.f?emark 1: There is no need to compute with the variables win equation (B). 

It is clear by inspection of (9) that the variables u can be used with no problem, 

i.e. we compute using 

(10) 

where 

The construction of equation (8) was only necessary in order to determine the 

eigenvalue K(x 11). 

Remark 2: The variable f1 11 can be eliminated from equations (10) thus 

reducing the number of equations from 3N to 2N, where N is the number of 

computational mesh points. This also has the effect of reducing the bandwidth 

of the system of equation to be solved from 7 to 5. The last two equations of {10) 

can then be replaced with the single equation 

D.+: !LU 11 + (1 - a)(fl+Dv - h; (G., + G11+1)) 
II 

(11) 

where U 11 := u 11 +u 11, 
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and 

Remark 3: The turning points of the system (6) are the places where the 

eigenvalue IC becomes zero, which are clearly at the (linearized) sonic points of 

the flow, u = ± c. Since a steady shock in gas dynamics is characterized by hav­

ing supersonic flow on one side and subsonic flow on the other, the scheme 

described above can be thought of as essentially a weighted upwinding scheme. 

The scheme of Kreiss and Kreiss that we use is designed to work well in the 

regions of the solution away from the turning points, but from the discussion of 

Kreiss and Nichols [1975] would not be expected to perform well at the turning 

points unless an appropriate scaling of the independent variable x, (i.e. a mesh 

refinement) is made there. In practice, if a mesh refinement is not made, the 

solution typically exhibits overshoot at the transition region but elsewhere 

remains smooth, so we expect the method to perform well as the basic 

difference method in a solution adaptive mesh refinement procedure. Figures 1 

show the initial conditions and the computed solution after 21 time steps of 

length k =.02 for the density p on a uniform mesh with 21 points. The endstates 

of the initial conditions were p =.4,.6 and u = 2.1, l.4, and so a steady shock is 

produced. The viscosity was e = 10-2 for this calculation. Note that, as 

expected for a one-sided scheme, the solution stays smooth except near the 

transition region. 

Figures 2 show the initial conditions and computed solution at t = . 92 for p 

with the solution adaptive mesh refinement implemented. In this example, the 

endstates are again p = .4,.6 and u = 2.1, 1.4, e = 5x10-4 and k = .02. The 

number of meshpoints used to define the initial data was 33 and the number of 

meshpoints used at t = .92 was 82, most of which are in the shock transition 

region. 
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W. Numerical Methods for Problems in More Than One 
Space Dimension 

4.1 An Unconventional Approach to Splitting 

In this section we will discuss an extension of the mesh refinement tech­

nique of chapter 3 to problems in two space dimensions. We are particularly 

concerned with computing accurate solutions of problems whose solutions exhi­

bit rapid transitions that are essentially one-dimensional in nature such as 

shocks. For a problem in two dimensions in which the shock tine is very nearly 

linear and oriented so as to be parallel to one set of coordinate lines, it is clear 

how to implement a mesh refinement. If, for example, the shock lies essentially 

parallel to a line x = x 0 , a refinement in the direction normal to the shock (the 

x-direction) could be made (see figure 4.1. la). No refinement would probably be 

necessary in the y-directioil' in this case. It is clear, however, that this will not 

always be true. We will not always have the freedom to choose the orientation of 

the computational mesh in such a way as to have "one-dimensional" rapid transi­

tions oriented with the mesh. A nice feature of the mesh refinement indicated 

in figure 4.1. la is that if on the coarse mesh there are N meshpoints in each 

direction (for a total of N 2 meshpoints), the number of points added in the mesh 

refinement is only O(N / o) where o is a measure of the width of the rapid transi­

tion (see Swartz [1981]). If the shock line was not oriented with the mesh, then 

adding lines to refine the mesh would result in lines being added in both the x 

and y directions. The number of additional mesh points would then tend to be 

O(N2 / o). In particular, we would also be refining the mesh in regions where the 

solution is smooth (see figure 4.1. lb). This large number of added points in the 

mesh can clearly be reduced if we truncate the added lines so that they do not 

extend into smooth parts of the solution (see figure 4.1.2a). The reduction in the 
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number of meshpoints will, however, be at the expense of programming com­

plexity. A more rational approach to local mesh refinement is to embed local 

oriented grids in the coarse grid and interpolate between the different grids 

when solving the differential equations. Oliger [1981], Berger [1982] and Gropp 

[1980] have used local oriented rectangular moving grids to accomplish this. 

Figure 4.1.2b illustrates the basic idea. With a simple extension of the grid gen­

eration approach of B. Kreiss [1981], curvilinear grids could also be embedded in 

the coarse rectangular grid in such a way as to resolve a shock {see figure 

4.1.2c). Again interpolation would be used to connect the solutions on the two 

grids together. One feature that would be common to solution adaptive mesh 

procedures that refined in two dimensions using one of these last three tech­

niques is that in order to do the mesh refinement at each time step, we would 

have to look at the global solution at that time step. In this section we will pro­

pose and discuss a method in which only local information about the solution is 

used for purposes of mesh refinement. 

Let us consider the numerical solution of Burgers' equation in two space 

dimensions: 

Ut + 0~U2):i: + (~u2)y = e( U:zx + Uyy) for - 00 < x <co, t > 0 (1) 

with U(x,y,O)=u0 (x,y) given. The difference method we used for the one­

dimensional case {see section 2.3) is implicit in the time direction. A convenient 

way to implement an implicit difference method in two dimensions is to use 

operator splitting: As in section 3.3, we begin by approximating the time deriva­

tive in { 1) with the Backward Euler method, and in addition use operator split­

ting to reduce the computational problem to a sequence of one dimensional 

problems: We introduce an "underlying" coarse mesh ~x.;, ·Yi ~f!.0M and solve 

approximately the equations 

and (3) 

with initial conditions u(x,y,O) = Uo(x,y). The method we use for for the 

approximate solution of each of equations (3) is the "method of positive type" 

with solution-adaptive mesh refinement described and used in sections 3.2 and 
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3.3. 

Let us suppose that in the initial conditions Ua (x, y) there is a region of 

rapid transition oriented obliquely to the mesh. We would begin by solving the 

first of equations (3) on each of the lines y =Yi· j = 1,2, ... ,M-1. Because of the 

rapid transition region, we would expect automatic refinement to occur so that 

the solution of each of those one-dimensional problems would be resolved. We 

then solve the second of equations (3) on each of the lines x =xi, i = 1,2, .. ,N-1. 

We expect again that automatic mesh refinement will occur in the region near 

the rapid transition. Note, however, that the right-hand side of the equation for 

u(xi,y,t) depends on values of the computed solution u (xi,y) at the previous 

step. If points are added to the one-dimensional mesh between the coarse mesh 

lines y =Yi· this means that we will need values of u at points where they have 

not been computed (see figure 4.1. 3). 

shock line 
y 

values of ti are only computed on these lines (y 

Figure 4. l. 3 

refinement occurs 
near the shock; 
values of u are 
needed at these 
refined points. 

y.). 
1 
,J 

Recall that for the one-dimensional computation presented in chapter 3, we 

used linear interpolation with good results. Clearly for the two-dimensional 

case, we will also need to use some form of interpolation to get solution values at 
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the previous splitting step at the refined points. Simple linear interpolation will 

not work in general, however, because the solution being interpolated is not 

sufficiently smooth. L. Reyna [1982] has developed and implemented an interpo­

lation procedure that is designed with the idea in mind of interpolating two­

dimensional functions in which one-dimensional regions of rapid transition are 

present. Suppose that we know the values of a function on two sufficiently close 

parallel lines and we wish to find values of that function at some points between 

those lines. In addition, suppose that the function is known to exhibit one­

dimensional regions of rapid transition. The need for a special interpolation 

method and an appropriate solution to that need can best be described using 

the following example. Let 

J(x,y)=~~ 
where f 1 ~ J 2• for y 1 < y < Y2· 

+ y 

Y2 

f(x,y) fl 
/ 

/ 
/ 

Y1 xa 

p 

/ 
/ 

/ 

xl 

if x < 2(y - Y1} + X2 

otherwise 

x2 

/ 

f (x, y) 

~ 

x 

f2 

We are interested in determining values f (x ,y) for y 1 < y < y 2 when we only 

know the functions f (x ,y 1) and f (x ,y2). (Here x 1 < ~ < x 2). Linear interpolation 

along the line x = x will clearly give an inappropriate answer if If 1 - f 2 I is 

large. Using simple linear interpolation along x = i' we will always get a value 

between f 1 and f 2, while the correct value should be either f 1 or f 2· To remedy 

this problem, we can eliminate the restriction that interpolation always be made 

along lines of constant x. We can get a reasonable value for f at the point P if, 

for example, we interpolate linearly along the straight line between (xa;,y 1) and 

(xb,y2). Reyna's procedure for finding a value of f (x,y) between the lines 

y = y 1 and y = y 2 is to always interpolate along lines that do not intersect a 

x 
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region of rapid transition in the function. The details of this procedure can be 

found in Reyna [1982] and Brown and Reyna [1982]. It is this method that we will 

use for interpolation in the two-dimensional problems. 

Reyna's interpolation procedure works well as long as the regions of rapid 

transition of the function f (x ,y) do not lie nearly parallel to lines y = canst. In 

that case the interpolation procedure would have to use values of J (x ,y) that 

are separated by a large distance, most likely giving an unacceptably inaccurate 

interpolated value. In particular, if the region of rapid transition lies parallel to 

lines y = canst., it would be impossible to interpolate in this way. In the context 

of solving a differential equation in two space dimensions numerically, however, 

this case should not be a problem, because it is the case of a shock oriented 

parallel to the mesh. We explained at the beginning of this section that that 

problem is the "easiest" one for which mesh refinement could be implemented 

in two space dimensions. 

In the rest of this section, we will discuss and give numerical examples of 

the use of the method outlined above to resolve stationary rapid transitions 

oriented obliquely to a mesh in solutions of the two-dimensional Burgers' equa­

tion (equation (1)). 

Figures 4.1.4 show the initial data and solution at time t = 1 for a computa­

tion using this method. The initial data (figure 4.1.4a) is a ramp oriented 

obliquely with respect to the mesh connecting the constant values u = ±1. Fig­

ure 4.1.4b shows the solution. after the last sweep in x and figure 4.1.4c shows 

the solution after the last sweep in y. The plus signs '+' indicate the locations of 

the mesh points in the final refined mesh. Lines are also drawn in the direction 

perpendicular to the sweep direction (e.g. in the y-direction in figure 4.1.4a) to 

indicate the location of the underlying coarse mesh. (Note that figure 4.1.4c is 

reversed in orientation from the other two plots in this series.) 

Figures 4.1.5 show the initial data and computed solutions at time t = 0.2 

and time t = 1 for another example using this method. The coarse mesh in this 

case was not a uniform one, but was finer near the center of the domain where 

the corner of the "wedge" occurs. This was done in an attempt to resolve that 

corner. The initial data also consist of ramps connecting the two constant states 

u = ±1. The two ramps are oriented in such a way that the one on the left 

evolves into a shock while the one on the right forms a contact discontinuity. 

Because of the dissipative terms in Burgers' equation, of course, the shock has 

finite width, and the contact discontinuity becomes wider with time. In this 
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series of plots, the orientation is the same for all sweeps shown. The meshpoints 

are indicated with small squares and plus signs. The squares denote meshpoints 

that lie on the underlying coarse mesh. Figures 4.1. 5b and 4.1.5d are the solu­

tions after the x-sweep at t = 0.2 and t = 1.0 respectively: figures 4.1.5c and 

4.1.5e show the solutions after the corresponding y-sweeps. In all the computa­

tions presented in this section, e = 1/ 400, and the time step was k = 1/ 20. Note 

that in particular, the intended objective of this method, to resolve steady two­

dimensional rapid transitions, has been realized. 
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