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ABSTRACT

Radial distribution functions supply useful information for the
investigation of the structure of liquids. An x-ray cryostat and
supporting equipment have been developed for determination of these
functions experimentally. The apparatus has been tested on confined
fluids at pressures up to 2000 psia and temperatures to 77° K. Al-
though a cylindrical beryllium sample cell is currently used in a
geometry of the Debye-Scherrer type, the equipment is adaptable
to parafocusing methods and to a wide variety of cell configurations.
Except for self-absorption in the sample and cell, absorption of the
incident and scattered x rays is less than 1%.

The cryostat and supporting equipment maintain automatic
temperature control to £ 0, 006° C. The sample temperature is
measured to = 0,05° C with a miniature platinum resistance element
placed directly in the sample fluid; temperature homogeniety of the
irradiated sample is better than O. 003° C.

The sample pressure is transmitted through a steel diaphragm
to an o0il system where it is measured to 1:10, 000 on a pressure
balance of the dead weight variety. A pressure transducer incor-
porating the diaphragm is used to balance the sample and oil pres-
sures. The transducer has a sensitivity of 3. 27 volts per differential
pPsi.

‘The analysis of x-ray diffraction data from highly absorbing
samples is extended to include losses of incoherent scattering in the

sample and cell and in the detection system. Methods for treating
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incident or scattered beams with nonuniform intensities are also
presented. The scattering geometry represents an optimum
choice for highly absorbing samples in cylindrical cells. The
sample position is determined experimentally to within 0,001 in.
X-ray diffraction measurements made with molybdenum
radiation are presented for liquid argon at -130, 00° C for the
densities 0.9098, 0, 9818, and 1,0052 gm/cm>, Scintillation
detection was employed; monochromatization was effected with
B filtering and pulse height selection. Radial distribution functions
are derived from the intensity curves for datato S =9 A-l. The
coordination numbers and shell distances show good agreement with

previous work at a nearby state, but suggest the possibility of

systematic error in the older data.
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NOMENCLATURE

cross sectional area

absolute value of the amplitude of a ray scattered from
an isolated classical electron

Angstrom units

cylindrical absorption factor for scattering and self-
absorption in the cell

modified absorption factor for scattering and self-
absorption in the cell

composite beam absorption factor for scattering and
self-absorption in the cell

cylindrical absorption factor for scattering in the cell
and absorption in both the sample and the cell

modified absorption factor for scattering in the cell
and absorption in both the sample and the cell

composite beam absorption factor for scattering in the
cell and absorption in both the sample and the cell

cylindrical absorption factor for scattering in the sample

and absorption in both the sample and the cell

modified absorption factor for scattering in the sample
and absorption in both the sample and the cell

composite beam absorption factor for scattering in the
sample and absorption in both the sample and the cell

constant coefficient in temperature interpolation
equation

Breit-Dirac relativistic correction factor
normalization constant

differential operator

expected value of

potential of standard resistor
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ET potential measured at temperature T

f(S) atomic scattering factor

fd(S) atomic scattering factor corrected for dispersion
effects

Af real part of dispersion correction to atomic scattering
factor

A" imaginary part of dispersion correction to atomic

scattering factor

g(r) radial distribution function

G(S) correction function for incoherent scattering
i(S) intensity kernel for the Fourier transform

1I(S) theoretical intensity of scattered radiation, an

extensive guantity

IS(S) unnormalized, experimentally determined intensity
characteristic of a sample of volume V

I-E(S) experimentally observed intensity

IO(S) "zero scattering" intensity

1° intensity of incident x-ray beam

Izef arbitrary reference intensity of incident beam

Ka, KB a, B diffraction lines of K series

k constant,characteristic of absorbing mecium

kr constant for rth significance level

£ optical path length

mp integer related to the radial cell dimension

MEAN arithmetic mean

n number of counts

N number of atoms
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number of electrons
polarization factor

pulse amplitude distribution
radial coordinate

ratio of distances to first two peaks in distribution
function

resistance

standard thermometer resistance at temperatures

Tl’ TZ’ and T3

scattering parameter, %:E sin ©

upper limit of S in truncated Fourier integral
transmission factor

temperature

pulse voltage

mean pulse voltage

irradiated volume

variance of

half-height width of pulse amplitude distribution

dummy variable in probability integral

thermometer resistance measured at temperatures

rI‘1’ T

interpolated resistance for thermometer at
temperature T

atomic number
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SUBSCRIPTS

a atomic

abs absolute

c cell

cts cell plus sample

e electronic

f filter

j referring to jth beam strip
PHS pulse height selector

s sample

umbra center section of incident beam
SUPERSCRIPTS

coh coherent

inc incoherent

i incoming ray

o gutgoing ray

GREEK SYMBOLS

6 fraction of scattered intensity consisting of coherently
scattered radiation

A increment

6 half angle. of diffraction

A radiation wavelength

4 linear absorption coefficient

T ratio circumference to diameter of circle = 3.14159, ..
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SUBSCRIPTS

a atomic

abs absolute

c cell

cts cell plus sample

e electronic

f filter

j referring to jth beam strip
PHS pulse height selector

8 sample

umbra center section of incident beam
SUPERSCRIPTS

coh coherent

inc incoherent

i incoming ray

o outgoing ray

GREEK SYMBOLS

5 fraction of scattered intensity consisting of coherently
scattered radiation

A increment
half angle of diffraction
A radiation wavelength
M linear absorption coefficient

T ratio circumference to diameter of circle = 3,14159. ..
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number of electrons
polarization factor

pulse amplitude distribution
radial coordinate

ratio of distances to first two peaks in distribution
function

resistance

standard thermometer resistance at temperatures
T, TZ’ and T3

1
scattering parameter, é)-:—t sin 0
upper limit of S in truncated Fourier integral
transmission factor
temperature
pulse voltage
mean pulse voltage
irradiated volume
variance of
half-height width of pulse amplitude distribution
dummy variable in probability integral

thermometer resistance measured at temperatures
Tl’ T2

interpolated resistance for thermometer at
temperature T

atomic number .
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SUBSCRIPTS

a atomic

abs absolute

c cell

c+s cell plus sample

e electronic

f filter

j referring to jth beam strip
PHS pulse height selector

s sample

umbra center section of incident beam
SUPERSCRIPTS

coh coherent

inc incoherent

i incoming ray

o outgoing ray

GREEK SYMBOLS

] fraction of scattered intensity consisting of coherently
scattered radiation

A increment

] half angle. of diffraction

A radiation wavelength

B linear absorption coefficient.

™ ratio circumierence to diameter of circle = 3.14159. ..
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] ohms

p(r) radial density

P average density

Po average electron density within an isolated atom
random variable representing number of counts

p) summeation

T total counting time

w angular coordinate

X random variable representing the sample intensity

MISCELLANEOQOUS

# wire gauge number

sin sine of

cos cosine of

0 infinity

°K degrees Kelvin

°c degrees Centigrade

mm Hg millimeters mercury

psig pounds per square inch gauge

psia pounds per square inch absolute

gm/cm grams per cubic centimeter

g integral of

= greater than or equal to

=

less than or equal to
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approximately equal to
absolute value of
is defined as

exponential power with base
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I, INTRODUCTION

In comparison with the theoretical treatment of solids and
gases, present theories describing the liquid state have met with
only limited success, The prediction of physical properties from
theoretical models is not in good agreement with the experimental
data. Development of a successfui theory has been inhibited by the
lack of experimental data which give information about liquid
structure at the molecular level, One experimental technique for
obtaining such information is the diffraction of x rays with wave-
lengths comparable to molecular dimensions,

Debye(l) and Ehrenfest(z) were the first to show that the
periodicity of a crystal structure is not required for the production
of diffraction effects. Since that time (1915) much effort has been
devoted to the interpretation of x-ray diffraction data from liquids.
The bases for the modern theoretical treatment were laid in 1927 by

(4) They related the diffraction

Debye(3) and Zernike and Prins,
pattern to a probability function for the distribution of intermolecular
distances., Warren and Gingrich(s) furnished the most widely used
modern expression of this theory. Several authors(é’ 7. 8,9) have
since contributed to the refinement of this approach and to the treat-
ment of the experimental data. The analysis of x-ray diffraction
data from liquids is reviewed by Paalman and Pings. (10)
X rays which are incident upon a set of electrons cause the

emission of secondary radiation from the electrons. A portion of

the scattered rays of identical wavelength can interfere constructively
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to produce diffraction effects, When the electrons are collected
into atoms, specific restrictions are imposed on the phase relation-
ships of the scattered wavelets., The interference effects which
occur are directly related to the spatial distribution of electrons
within the atoms, Such phenomena are manifest in the x-ray scatter-
ing from a rarified monatomic gas.,

When a group of atoms crowds together, interaction becomes
significant, and some degree of short range order is introduced.
The result of this relatively fixed atomic distribution is an additional
contribution to the interference effects, The diffraction patterns of
monatomic liquids show varying degrees of this short range order,
depending on their physical state, Studies of such simple substances
provide the most useful information for the analysis of liquid struc-
ture, The spherical asymmetry of the more complex interactions
in molecular systems introduces additional effects which encumber
an already difficult subject,

The simplest probability function for describing liquid struc-
ture is the radial distribution function, ga(r)o This function gives
the distribution of pairs of atoms within the fluid. The numbexr of
atoms in a spherical shell of thickness dr at a distance r from
any reference atom is given by _p-aga(r)'élnrz dr where Ea is the
average atomic density of the liquid. In other words, ga(r) is the
radial atomic density normalized by ;a" The introduction of this
density into the basic diffraction equation for a group of electrons

(

leads to an expression 10) for the scattered intensity:
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COh, e _ nee2 O sin Sr , 2

1 (S) = NI (S) 1+ paga(r) T4:T\'1’ dr (l)
0

In this equation, ICOh(S) is the time-averaged intensity of coherently
scattered radiation* in the direction defined by the parameter

S = _‘_L)_S_r sin 6, where M\ is the wavelength of the monochromatic radi-
ation used, and 6 is half the angle between the incident and scattered
rays. N is the number of atoms present in the scattering volume,
and f(S) is the atomic scattering factor; the latter is the sum of the
amplitudes for rays scattered coherently by the electrons of any one
atom. Equation (1) is strictly applicable only to a monatomic fluid
composed of identical atoms; the scattering volume must also be
large in comparison with interatomic distances.

Equation (1) may be rearranged into a form suitable for appli-

cation of the Fourier integral theorem; the transiorm is

2— T o2r (%
4mr°p [g (r) - 1J = 2L\ Si(S) sin Sr dS (2)
a a 0
where
coh
i(s) = 25130 )
Nf“(3)

Evaluation of i(S) over a large range of S--in practice the measure-

ments cannot extend to infinity--can thus lead directly to the radial

>=CCoherent radiation is often referred to as unmodified, Rayleigh, or
"elastic" scattering; the wavelength of the diffracted radiation is
identical to that of the incident radiation. The intensity, I(s), is
that relative to the scattered intensit§[ from an isolated classical
electron under identical conditions. (1)



distribution function.

At large values of S the coherent diffracted intensity,
ICOh(S), oscillates with diminishing amplitude about NfZ(S), the
scattering from N independent atoms. It is evident from equation

COh(S) are essentials. The com-

(2) that precise measurements of I
paratively ‘recent replacement of the photographic method by quantum
detectors has improved the situation in this regard. Reviews of
former studies and other new miathods for reducing experimental
difficulties are given by Furukawa(lz) and Kruh. (13)

Previous apparatus has limited former investigations to
relatively low pressures. The comprehensive testing of liquid
theories is, however, dependent on the availability of data from a
wide range of states. A sample cell was designed by Paalman and
Pings(14) to extend the accessible pressure range. The present work
was concerned with the development of apparatus and diffraction
techniques compatible with this cell, and with the methods of data
reduction specific to experiments with highly absorbing samples.

An important objective was precise control of the thermodynamic
conditions of the sample fluid; this permits access to the critical
region and evaluation of the temperature and density derivatives of
the radial distribution function. The present work employed only one
type of cell at particular experimental conditions. However, the
apparatus was designed to accommodate a wide variety of cells and
to permit investigation of the liquid regions of several systems. For

(15)

example, the cell designed by Rodriguez and Pings is easily



interchangeable in the apparatus.

The apparatus and data reduction techniques were used to
initiate a comprehensive program for the x-ray diffraction of liquid
argon, Data at densities of 0, 9098, 0, 9818, and 1, 0052 gm/cm>
c;n the isotherm - 130° C were obtained and processed. Argon was
chosen over other simple liquids for several reasons, First, and
most important, it is monatomic, and ifs liquid region is experi-
mentally accessible. Further, high purity argon can be purchased
at reasonable cost, and compressibility data is available over a
wide range of temper atures and densities., This makes the dupli-
cation of the thermodynamic state an easy matter for other experi-
mental investigations, Finally, it has already been the subject of
a large number of experimental and theoretical investigations.

Throughout Chapters Il - VI of this thesis, the experimental
conditions and results of the argon investigations are used to demon-
strate a specific application of the apparatus and data reduction
techniques. The equipment and principles of data treatment may,
however, be applied with general utility tb x-ray diffraction experi-

ments on dense fluids,
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I[I. THE EXPERIMENTAL METHOD

A, General

The experimental method consisted of directing nearly parallel
x rays onto the sample fluid and detecting and recording the diffracted
radiation. For this experiment radiation from a molybdenum x-ray
tube was diffracted from liquid argon confined in a cylindrical
beryllium cell. A block diagram of the basic components is shown in
Figure 1. A cryostat maintained the liquid at constant temperature
and pressure, A scintillation counter detected the scattered radiation
as a function of the scattering angle, 20. Electronic pulse height
discrimination was used in conjunction with a K@ filter to effect
monochromatization. A description of these electronic components
and of the basis for their selection follows. The cell and cryostat
will be discussed later.

In order to better approximate the conditions for Fourier
inversion of the diffraction data, it is important to extend the range
of the experimental measurements to large values of the scattering
parameter S = % sin 0, The expression for S indicates that radi-
ation of as short a wavelength as possible should be used. Of the
x-ray tubes producing characteristic short wavelength radiation,
silver {\ = 0,56 A), molybdenum (0. 71 A), copper (1,54 _/(3;), cobalt
(1. 79 A)_ and iron (1. 94 _?A) are readily available,

A practical consideration in the selection of an x-ray tube is
the inherently low scattering power of liquids. As a consequence,

relatively long counting times are required to achieve high statistical
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accuracy. One method for improving the situation is the use of high
incident beam intensities. Although the silver radiation will give
data to higher S wvalues, the maximum output intensity of the com-
mercial silver tube is relatively low. It was primarily for this
reason that molybdenum radiation was chosen for this experiment,
The higher output of the molybdenum tube permitted reasonable
statistical accuracy with practical counting times. This was true

in spite of the fact that molybdenum radiation was more highly ab-
sorbed in the sample and cell. Radiation of longer wavelengths (Cu,
Co, and Fe) was dismissed from serious consideration because of its
very high absorption in argon.

Additional factors influencing the choice of x-ray tubes were
fluorescence and monochromatization. Fluorescence was not a
serious problem because of the relatively high wavelengths of the
characteristic emission lines for argon D‘Ka = 4,19 j&). This factor
would have to be considered carefully for other samples. Mono-
chromatization is discussed below.

The scattered x rays were detected with a scintillation counter,
Quantum counters are preferable over film because of their superi-
ority in evaluating relative intensities, Both the proportional counter
and the scintillation counter maintain linear outputs up to very high
counting rates {(greater than 105 counts per second), and either could
have been used for this experiment. However, the scintillation
counter has a much higher counting efficiency and was chosen for

this reason., Nearly 100% of all incident quanta between 0,3 and



2.0 A are counted. (16)

After preamplification and linear amplification of the counter
signal, the technique of pulse height discrimination was applied, (17
The signal from the scintillation counter was composed of pulses
produced by x rays of many wavelengths. The pulse amplitudes are
proportional to the energies of the x-ray quanta incident upon the
counter. The function of the pulse height selector (often referred to
as pulse height. analyzer) was to attenuate pulses originating from
x rays outside the narrow range of interest. In practice, some of
the pulses from other x rays were transmitted, This waks because
pulse production in a quantum counter is a statistical phenomenon,
and quanta of a single energy produce a distribution of pulses cen-
tered about that energy. The effectiveness of the pulse height
selector was limited by the overlap of the distributions from the
various wavelengths, In this respect, a scintillation counter is not
as satisfactory for energy resolution as a proportional counter
because of the former's broader pulse distributions., The effective
monochromatization achieved with the scintillation counter, Kp
filter, and pulse height selector is discussed in the next section,

As indicated in the diagram, the pulses from the pulse height
selector were counted by the counter-timer. The output could be
registered either as time accumulated for a fixed number of counts
or counts in a fixed time; the fixed time strategy was used. At the

end of each count an automatic step scanner advanced the counter

to the next angle of observation. The accumulated counts were



printed on paper tape.
A listing of the electronic components associated with x-ray

production and detection is provided in Appendix L.

2. Monochromatization

X-ray diffraction data are interpreted in terms of mono-
chromatic radiation. In practice the experimentalist is not yet able
to produce x radiation of a single wavelength, However, an x-ray
tube operated at sufficiently high voltage produces several narrow
bands of very intense x rays characteristic of the target element,
In order to utilize the more intense Ka wradiation band, other char-
acteristic "lines" and the accompanying continuous spectrum must
be attenuated., Several different methods which have been applied to
x-ray diffraction experiments on liguids are reviewed by Furukawa.(lé)
The method used in this experiment is similar to that used

(18) First, the intensity of the relatively strong

by Brady and Krause.,
KB line was reduced by approximately 99% with a sheet of 0,0038 in,
zirconium foil placed before the scintillation counter. This Kp filter
diminished the Ka intensity to 35% of its original value.

Pulse height selection further monochromated the detected
radiation, The pulse height selector was preset to admit only those
pulses with an energy (voltage) band centered about the characteristic
Ka energy. As previously noted, pulses other than those from Ka

X rays were also counted. For this experiment, the pulse height

selector admitted approximately 50% of the pulses from Ka radia-
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tion. This was an arbitrary compromise between admitting a practi-
cal amount of the detected intensity and narrowing the band to include
proportionately higher amounts of Ka radiation,

The pulse height analyzer settings were established by first
measuring the pulse amplitude distribution of the characteristic Ka
line. The intense powder diffraction lines from the beryllium sample
cell were utilized for this purpose. The counter was set at the
appropriate Bragg angle, and the evacuated cell was observed. An
overwhelming portion of the radiation detected at this angle was
confined to a very narrow band around the Ka peaks. Window
settings symmetrical about the mean voltage were then determined
by trial and error; approximately 50% of the integrated intensity
under the entire pulse amplitude distribution curve was admitted,

Thc radiation spectrum after monochromatization ‘is
illustrated in Figure 2, This spectrum was measured with a LiF
analyzing crystal in place of the sample celle For this reason it is
only a qualitative representation of the spectrum observed from the
cell and sample. However, a comparison of the integrated inten-
sities from adjacent wavelength regions can be made with some
confidence. A non-negligible contribution to the spectrum comes
from the region of high wavelength near the Ka line. The integrated
intensity between 0,73 and 1, 00 A is about one-sixth as large as that
between 0.,.69 and 0,73 A, The quantitative effect of this degree of

monochromatization has not yet been investigated.
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III, DESCRIPTION OF APPARATUS

A, Cell Design

Sample confinement presents one of the major difficulties
for the x-ray study of fluids at high pressures. Any closed con-
tainer suitable for pressurizing fluids reduces the x-ray intensities
by absorption in the cell walls. Since the scattering power of gases
and liguids is inherently low, it is very important to minimize these
absorption effects.,

In addition to the absorption problem, corrections must be
made for cell scattering, Any detectable scattering from the cell
walls adds large amounts of undesirable background to the sample
scattering., This difficulty was avoided by Gordon et al. (19) by
providing that the incident and scattered x-ray beams intersect
entirely within the sample, However, since the scattered x rays
traversed large volumes of sample, this techniquc was limited to
the study of samples with low absorption, Moreover, the relatively
large diameter of their cell precluded studies at substantial pressure.

Minimizing the cell wall thickness reduces the effects of ab-
sorption--Beer's exponential law applies to x rays--and scattering--
less scattering material is available. A cylinder provides the great-
est strength to wall thickness ratio for any pressure vessel consistent
with the geometry of the diffr.actometer.

A final consideration in cell design is that materials of low

atomic number have low absorption. Thus, an optimal choice for a
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cell design is a thin-walled capillary made from material of low
atomic number and high tensile strength. The sample cell used in
this experiment was a thin-walled cylinder made from sintered
beryllium. It was designed by H., H. Paalman for his doctoral
thesis under the supervision of C, J. Pings. Figures 3 and 4 show
the cell, The inner diameter of the irradiated portion is 0, 056 in,
and the wall thickness 0,022 in, The cell shown in the photograph

is the one used by Paalman; it is slightly smaller than the cell used
in this experiment. The reader is referred to Pallman and Pings(14)

for a more detailed description of the cell.

B. General Description of the Cryostat

The general design of the cryostat was dictated by the geom-~
etry of the cell, the geometry of the x-ray goniometer, and the
selection of the sample systems to be studied. The cell was designed
for use with the Norelco wide range goniometer. No attempt was
made to alter the cell orientation from that employed by Paalman.(zo)

The sample systems of immediate interest are simple liquids,
The liquid regions of argon, nitrogen, oxygen, methane, zenon,
krypton, and carbon monoxide are accessible at temperatures from
77° to 300° K and pressures up to 100 atmospheres. The cryostat
was designed to maintain these conditions for long periods of time
and to a;llow accurate measurements of the sample temperature and

pressure,

Just as in cell design, the low scattering power of liquids
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was an important consideration in cryostat design. Along with the
requirements for temperature stability, this factor suggested the
use of vacuum for thermal insulation. Not only is vacuum insulation
the most desirable from the standpoint of heat transfer, it also pro-
vides the least absorption for the scattered x rays. An attendant
bonus is the elimination of undesirable scattering from gases which
would otherwise be present between the scattering sample and the
detection system,

The beryllium sample cell was placed in the middle of a
vacuum chamber which almost filled the volume between the x-ray
source and the detector. A schematic illustration of the cell arrange-
ment is shown in Figure 5. The cell was positioned horizontally;
its axis was concentric with the cylindrical vacuum jacket, X rays
were incident upon the cell normal to its axis. The detector scanned
the cell about the angle 28. A thin Mylar window on the vacuum
jacket transmitted the x rays in the plane defined by the x-ray source,
the cell, and the detector.

On both sides of the x-ray scattering plane the cell was im-
bedded in a large block of brass maintained at the desired control
temperature. The brass was cooled by cryogenic fluids passing
through tubes around it and thermostated with the use of heaters
imbedded near the tubes. The entire system was suspended in the
vacuum jacket by supports of low thermal conductivity. A wooden
cradle supported the vacuum jacket adjacent to the goniometer on the

X-ray table,
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High pressure tubing connected the sample in the cell to a
pressure manifold on top of the vacuum jacket. There the sample
pressure was transmitted via a steel diaphragm te a hydraulic oil
system. A transducer indicated pressure equilibrium across the
diaphragm, The pressure was measured by a pressure balance in
an adjacent area of the laboratory.

An illustration of the cryostat and the surrounding experi-
mental area is given in Figure 6. The large vessel in front of the
x-ray generator is the coolant supply Dewar. rI.‘he coolant transfer
tube leads from the Dewar to the vacuum chamber, The transparent
Mylar window is visible just inside the detector, and the goniometer
can be seen in the background. An ion vacuum pump sits surrounded
by its magnet on the near side of the vacuum jacket. The shiny circu-
lar object on top of the vacuum jacket is the housing for the pressure
transmitting diaphragm. The capillary line leading away from the
housing is the oil line to the pressure balance, The cryostat and

diffractometer are described in detail below,

C. The Cyrostat

For descriptive purposes the cryostat may be conveniently
divided into four parts: the vacuum chamber, the cell holder
assembly, the temperature control annulus, and the sample filling
and pressurization system. In the description which follows refer-
ence will be made to Figure 7, which gives a cross-sectional view of

the vacuum chamber and cell holder assembly. Incident x rays are



-15-

normal to the plane of the drawing.

1o The Vacuum Chamber

The sample cell, H, was supported in the center of a hollow,
cylindrical vacuum chamber, C. The chamber was made from brass
tubing, 6-1/2 in. i.d., with a 1/4 in. wall. The flat end plate nearest
the goniometer was silver soldered in place. The hub on the end of
the goniometer shaft, G, was faced normal to the shaft axis. This
face was used as an alignment surface against the end plate; after
alignment the hub was bolted snugly to the chamber. The alignment
procedure is described in Appendix II.

The other end of the vacuum chamber was closed with the
flat end plate, T, This plate was removable to permit access to the
cell assembly, Six bolts around the periphery clamp the plate
against a neoprene O-ring to effect the vacuum seal.

During operation the chamber was evacuated through port 3.
The mounting flange for a Varian Associates Vaclon pump, Type
911-5000, was silver soldered to the plate at this point. The pump
current provided a continuous reading of thc chamber vacuum at R.
Two other ports, Q and one not shown, were available for rough
pumping on the system,

All electrical leads were taken out of the vacuum chamber
through a tube at port U to a multipin cap seal. The cap seal con-
sisted of 24 copper rods, 1/16 in. in diameter, which were cemented

with epoxy adhesive into tight-fitting holes in a 1/4 in. lucite plate.



-16-

The plate was then sealed to the tube with a neoprene O-ring. A
styrofoam cover thermally insulated the outside of the multipin cap.
Without insulation small drafts in the laboratory caused temperature
gradients in the pin seals and subsequent instabilities in temperature
measurement and control,

In order to permit passage of the incident and scattered
x rays, a groove, 7/16 in, wide, was cut in the vacuum chamber,
This groove extended 280 degrees around the periphery and was
covered with a thin Mylar film window, A, A compression ring, B,
sealed the window against a neoprene O-ring. This window acted as
an effective vacuum seal while permitting very high transmission of
the incident and scattered x rays., With the seal at liquid nitrogen
temperatures, a Mylar window 0,00025 in. thick held a vacuum of
5><10"7 mm Hg (the Vaclon pumping speed was 15 liters per second).
At this pressure the Mylar stretched slightly into a smooth concave
surface, This quarter-mil film reduced the x-ray intensity by less
than 0.1% per layer with Cu Ka x rays. Thin beryllium windows with
absorption of 22% and higher have been used on previous cyrostats.(Z]"

22) Recently Stochl and Ullman report success with a 0,002 in. Mylar
(23)

(24)

window on a small cyrostat. Norelco has used Mylar windows
supported with nylon strands.
Mylar film is slightly porous to most gases, When small
leaks developed in other parts of the cyrostat, it was necessary to
use a heavier window to maintain adequate vacuum. Half-mil Mylar

was used during the later experimental runs. At pressures of 10_4
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to 10_5 mm Hg the window temperature dropped below the dew point
in the laboratory, Whenever water vapor condensed on the window,
the system vacuum failed. In order to remedy the situation the
window was bathed with a stream of dry air. This procedure was
not necessary when operatir;g at the same temperatures with a

quarter-mil window at the higher vacuum.,

2. The Cell Holder Assembly

The beryllium sample cell, H, was held firmly in place in a
cylindrical brass rod, I, one inch in diameter, This cell holder is
a self-contained unit interchangeable in the apparatus. Any cell such

(15)

as the one by Rodriguez and Pings may be used in its place. A
groove;, 7/16 in. wide, was cut in this cell holder to allow passage

of the x réys- to and from the exposed portion of the cell. The cell
was in good thermal contact with the brass on each side of the x-ray
gap. At low temperatures the cell holder contracted slightly more

* than the cell and provided a tight mechanical fit; silicone grease
aided thermal contact, An aluminized Mylar heat shiéld, F, reduced
radiation heat transfer to the exposed portion of the cell, The quarter-
mil film strip was wrapped around a recess in the cell holder and
held in place with a pair of split rings. Although it reduced thermal
radiation considerably, the aluminized Mylar transmitted x rays
almost as well as the clear Mylar window discussed earlier. With
the heat shield in place temperature gradients along the cell were
caused chiefly by end effects.

The closure nut, P, and a Kel-F gasket were incorporated in



-18-

)

a Bridgman unsupported area pressure seal (25 on the open end of
the sample cell. The nut and its extension contained the electrical
leads and seals for the platinum resistance thermometer, N, This
miniature resistance element was used to measure the sample tem-
perature adjacent to the x-ray beam; the thermometer is described
in IV. A. The thermometer leads were attached to two ceramic-
insulated standoffs soldered into the walls of the closure nut exten-
sion., Figure 8 illustrates the thermometer and closure nut. The
miniature standoffs are the pipe plug type (Type PP-MCA 6226) made
by Fusite Corporation; they are rated at 20,000 psi, With careful
soldering they provided excellent low temperature, high vacuum
seals when the sample fluid was at high pressure,

Two #40 silk-covered copper leads were attached to the out-
side of cach standofi. One pair provided the thermometer current,
and the other pair was used to measure the potential across the
thermometer., The copper leads were wrapped several times around
the outside of the closure nut extension and insulated with cigarette
paper and General Electric 7031 insulating varnish., Before passing
out of the vacuum jacket the wires were similarly anchored to the
inlet coolant tubes,

Figure 9 shows the wiring diagram for the the rmometer
circuit, The thermometer potential, ET, was measured at the
points whefe the copper leads were attached to the standoffs (the
resistance of the standoffs was negligible in comparison with that of

the element). The current loop included an Exide six-volt battery in
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series with the thermometer, a 6,000-ohm dropping resistor, and a
10-ohm standard resistor. The one-milliamp current through the
thermometer was sufficiently small to make Joule heating negligible.
The current was caleculated from the known resistance of the standard
resistor and the potential measured across it. All potentials were
measured with a Wenner microvolt potentiometer in conjunction with
a Leeds & Northrup No. 2284 Galvanometer and an N.B, S, certified,
unsaturated, Eppeley cadmium standard cell. Two double-pole
double-throw switches were ganged together to reverse the potenti-
ometer and thermometer currents simultaneously. Averaging the
potentials for the forward and reverse currents compensated for any

stray potentials in the circuits.

3. The Temperature Control Annulus

The cell holder, I, Figure 7, was positioned by a slip fit into
the brass temperature control annulus, J. A small set screw, o,
fixed the cell holder so that the x-ray gaps in the two pieces were
aligned. The function of the temperature control annulus was to
damp out any rapid fluctuations in the temperature control conditions
before they reached the cell holder and cell,

Two 1/4 in. lucite plates, M, were bolted to thc annulus to
support it in the vacuum chamber. Each plate contacted the chamber
in only three places to reduce heat transfer to the annulus. These
"feet, " one inch wide and equally spaced, were lapped to the bore of
the vacuum chamber to provide a close,sliding fit, ILongitudinal

alignment of the cell assembly was performed by positioning the
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"feet" against a step in the chamber bore. Holes in the center of
each lucite plate permitted easy removal of the cell holder from the
temperature control annulus; the presence of the holes essentially
eliminated conductive heat transfer through the ends of the cell
holder. Highly polished heat shields, D and S, were attached to the
lucite plates to reduce radiant heat transfer,

The annulus was cooled by liquid or gaseous nitrogen passing
through two sets of 1/8 in. copper tubes, L, soldered around it.
These tubes were installed to give countercurrent cooling, thereby
reducing longitudinal temperature gradients. The tubes joined into
common inlet and outlet lines before passing out of the vacuum jacket
through the front end plate. Teflon spacers in thin-walled stainless
steel tubing provided thermal standoffs for the inlet and outlet lines.,
The standoffs and the coolant transfer tube were designed from sug-
gestions by Scott526) Powdered styrofoam was packed between the
teflon spacers to inhibit ice formation. The thin-walled tubing was
vacuum sealed to the front end plate with Veeco fittings employing
neoprene O-rings.

Fine temperature control was accomplished with heaters, K,
installed just inside the cooling coils, The #30 manganin wire heaters
were wound on and cemented to the inner portion of the annulus; that
section was then pressed into the shell containing the cooling tubes.
The heaters on each side of the x-ray gap were operated independently
to maintain control over the longitudinal temperature gradients. The

signals from the two thermocouples, E, (24 gauge copper-Constantan
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wires) were fed into external circuits which controlled the heaters
automatically,

The heater control circuits are depicted schematically in
Figure 10. The heater circuit on the left hand side of the x-ray gap
(the larger side of the annulus) was controlled by an "absolute”
thermocouple. The reference junction for this thermocouple was
kept at room temperature. The junction was placed in the thermo-
couple well of a copper block two inches in diameter and three inches
long; a few drops of 0il in the well assured good thermal contact.

The copper block was then immersed in a Dewar of water; a large
cork sealed the Dewar. The room temperature reference junction
was used in preference to an ice bath junction because long term
stability was preferred over temperature accuracy. Since the
average temperature of the laboratory was maintained constant by

an air conditioning system, no long term temperature drift occurred.
The copper block and Dewar system were sufficient to protect the
junction from any short term temperature fluctuations.,

An adjustable D, C. reference voltage, which corresponded
to the desired control temperature, opposed the thermocouple poten-
tial. The difference actuated the control system. The signal was
first amplified by a Leeds & Northrup stabilized D, C Microvolt
Amplifier and displayed on an L. & N Speedomax G Recorder. A
retransmitting slidewire in the recorder then furnished a variable
current input to the controller, an L. & N Current Adjusting Type

(C. A, T.) Control Unit, This unit contained proportional, differential,
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and integral control features for loads of widely varying response
characteristics. The output current was amplified by a magnetic
amplifier and transmitted to the heater element,

The smaller side of the annulus was controlled by a differ-
ential thermocouple with junctions on each side of the x-ray gap.

In this way, control of the small heater could be set to maintain a
constant temperature difference between the two sensing points.
Optimum control settings are discussed in Chapter IV. A. 3,

The combined sensitivity of the microvolt amplifier and re-
corder could be varied from four millivolts to five microvolts full
scalc on the retransmitting slidewire. The five-microvolt range
permitted a control band as narrow as % 0,0l microvolts; this would
correspond to control of about O, 001° C for copner-Constantan
thermocouples at - 130° C. However, electrical noise in the thermo-
couple circuit limited the control to + 0, 02° C,

A more sensitive method of temperature control was used in
the later experimental runs. In this control mode the platinum re-
sistance thermometer in the sample was used as a control element.
The potential measured across the element was substituted for the
absolute thermocouple signal in the control circuit. The thermom-
eter's larger voltage coefficient, dE/dT, and lower noise permitted
temperature control to = 0, 006° C at -130°C. In addition, substitu-
tion of the Wenner potentiometer for the reference voltage permitted
continuous display of the absolute sample temperature on the recorder.

Even better temperature control could be achieved by placing a
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second resistance element in the temperature control annulus in
place of the absolute thermocouple junction. With the resistance
element here the response time would be shortened considerably,

and the controller would be able to operate more effectively.

4, The Sample Filling and Pressurization System

The sample fluid was loaded into the cell through a section of
stainless steel capillary tubing. The low temperature end of this
high pressure tubing (0,025 in, i.d., 0.042 in. o.d.) was silver
soldered into the closure nut extension, P, Figurc 7. The tubing
was spiralled to extend the heat path, and the other end was sealed
with a high pressure fitting into the pressure manifold. The sample
was loaded into the manifold through port V; a high pressure valve
(not shown) then sealed this inlet. A similar port and valve (not
shown) were usced to evacuate the cell prior to filling.

An intensifier, 7, was used to make small changes in the
sample pressure during an experimental run, The intensifier rod
could displace sample volume sufficient to alter the pressure £ 3 psi
{0.06 psi per turn) at 40 atm sample pressure. Although the inten-
sifier was operated manually, automatic pressure control could be
adapted using the pressure transducer described below.

Sample pressure was transmitted through a flexible stainless
steel diaphragm, Y, to a hydraulic oil system. An electronic
detector, X, indicated the diaphragm position.

The cross-sectional drawing, Figure 11, shows some of the

details of the pressure manifold assembly. The intensifier rod, L,
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was soldered to the drive handle, K. The high pressure seal on the
intensifier was made with a tapered Teflon gasket, J; two bronze
followers, M, inhibited extrusion. The nut, N, compressed the
gasket and also contained the screw thread for driving the intensifier.
A safety cap, O, limited the intensifier travel. This intensifier
design is an adaptation of one used by Paalman. (20)
The pressure transmitting diaphragm, H, was a flat steel
disc, 2=3/4 in. in diameter by 0,005 in. thick, cut from stainless
steel Type 304 sheet stock, It was Heliarc-welded to the backing
plate, D, of the same type steel. The surface of the backing plate
was slightly concave to permit diaphragm movement. An identical
surface on the body of the pressure manifold, E, protected the
diaphragm from overpressure; maximum diaphragm travel between
the two backing plates was 0.010 inches. The lead gasket, G, scaled
the backing plate assembly with the compressive action of eight
machine screws on the two gasket followers. The screws were held
firmly in the nut, F, which employed a butt;ess thread, This sealing
technique is an adaptation of a design by Reamer and Sage. (27) Their
diaphragm and backing plate, however, were machined from a single
piece of stock. Butcher and Alsop also incorporated a diaphragm in

(28) Welding the diaphragm onto the back-

their pressure transducer.
ing plate reduces the difficulty and expense of the diaphragm design
by Reamer and Sage and avoids the complicated sealing techniques

used by Butcher and Alsop. During welding, a large copper block

was placed in the center of the diaphragm to draw the heat away.
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Without this block the diaphragm warped slightly, With some
practice the welder produced diaphragms which were leak tight and
visually flat.

The diaphragm position was detected by the distance detector,
A. It was sealed into the holder, B, with an annealed copper gasket.
Washers, G, were used as spacers to position the detector at the
desired distance from the diaphragm, The detector holder was
chromium plated to prevent galling of the close-fitting surfaces,

The distance detector was the Type H-3-022 model made by
the Bently Nevada Corporation. Figure 12 shows a schematic of the
detector circuit. A fifteen-volt D. C, supply energized the distance
detector electronics, Model D-152 Distance Detector System. A
high frequency alternating current through the coil in the detector
sensing head created a varying magnetic field which intersected the
steel diaphragm. Eddy currents induced in the diaphragm imposed
variable loads on the field as a function of the diaphragm position.
The rectified output signal was of the order of volts, This technique
afforded a direct method for determining the diaphragm position; it
contained no moving parts or duplicate capacitative networks used
in previous arrangements,(27’ 29)

A voltage divider was used to reduce the signal to the order of
millivolts for display on a Speedomax recorder. With the 0 - 10 milli-
volt raﬁge of the recorder the smallest observable voltage change

corresponded to a differential change in pressure of 0.0l psi across

the diaphragm. This sensitivity was adequate for the present investi-
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gations. Methods for achieving higher sensitivities are discussed in
Appendix III,

For pressure control a constant pressure was established on
the oil side of the diaphragm. The gas sample pressure was then
varied until the pressures were balanced. The schematic diagram
of Figure 13 indicates the components associated with pressure
control. High pressure tubing connected the diaphragm oil system
with the pressure balance, pressure bench, and Heise bourdon
gauges. Figure 14 shows the experimental area for pressure control.
The large wheel seen in the foreground of the photograph is part of
the injector used to increase the oil pressure while loading the system
to operating pressure., The Heise gauges were employed to monitor
the pressure during loading. During an experimental run the pres-
sure balance (seen behind the pressure bench) remained connected
to the oil system, thereby providing the known reference pressure
against whick the sample pressure was balanced, As mentioned
above, the diaphragm pressure transducer indicated the null position.

The pressure balance was the dead weight type developed by
Michels, (30) It was manufactured by the Hart Engineering Company.
The principle of operation is based on the equalization of the oil
pressure on a differential piston with the force from calibrated
weights suspended from the piston. The rope and pulley system seen
in Figure 14 rotated the piston to reduce frictional effects. The
absolute pressure on the sample was obt:ined by adding the hydro-

static pressures from the oil and gas heads to atmospheric pressure
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and the pressure balance reading. The balance possessed an accu-
racy of one part in 10, 000 and sensitivity and reproducibility of one
part in 20, 000. Above 200 psig the pressure transducer sensitivity

exceeded that of the pressure balance.

D. The Diffractometer

1. The Goniometer

A Norelco wide-range goniometer was used to position the
scintillation counter accurately with respect to the cell. This goni-
ometer has a scanning range of - 30° = 20 = 160°. The angle of
observation was known to * 0.003° in 26. The goniometer was
positioned with a target anode-to-sample distance of 6. 98 inches and
a sample~-to-counter (receiving slit) distance of 5,63 inches. The
takeoff angle of 5. 8° from the horizontal was used for maximum

incident beam intensity.

2. Beam Collimation

Highly collimated incident and scattered radiation was re-
quired for this experiment. The strong diffraction peaks from the
beryllium cell dominated the diffraction patterns of the empty and
filled cell. The difference between the two patterns gave the sample
intensity after corrections were applied (see Chapter VI). Therefore,
it was essential that the gross detectied intensity for each angle
include only the intensities characteristic of that angle from each

scattering element. However, with sample in the cell the strong
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absorption of the liquid caused the center of gravity of the beryllium
peaks to appear slightly shifted. (31) This was not an actual shift of
the peak intensities from each scattering element. Since each ele-
ment was physically displaced from the goniometer zero, the
apparent shift was due to a change in the relative contributions of

the elements to the gross scattered intensity. The effect was further
exaggerated by the horizontal and vertical divergence of the incident
and scattered beams. To relate the beryllium peak intensities to
their characteristic angles required a high degree of angular resolu-
tion.

Beam collimation of the Norelco goniometer was improved
by introducing finer Soller slits, The arrangement used is shown
pictorially in Figure 15. The vertical Soller slits, General Electric
Type A 4954 AF, collimated the incident beam in the horizontal
plane. The horizontal slits, GE Type A 4960 BD, limited divergence
of the scattered rays in the scattering plane. Each vertical slit was
2.5 mils thick; they were spaced 18 mils apart. The horizontal slits
were 2.4 mils thick and spaced 5 mils apart. The combined effect
of the two sets of slits gave an angular resolution of better than one
degree above 6 = 10° (see Appendix IV}, With this degree of
collimation the widths of the characteristic beryllium peaks were

narrowed to the point where the line shift was tolerable.

3. Cell Alignment

The sample cell was positioned horizontally along the axis of
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the goniometer. Careful machining of the cell holder, temperature
control annulus, lucite supports, and vacuum chamber was relied
upon for supporting the cell perpendicular to the vacuum jacket end
plate. When this end plate was placed parallel to the faced hub on
the goniometer shaft, the cell axis was approximately parallel to
the goniometer axis, Alignment in the scattering plane was approxi-
mated by matching two holes in the hub with two recessed holes in
the end plate; the holes in the end plate had been placed at the same
relative positions (with respect to each other and to the vacuum
chamber axis) as the holes in the hub. With this alignment pro-
cedure the center of the cell and the center of the goniometer shaft
coincided to within 0. 002 inch as determined by mechanical testing.
The final, more accurate alignment was established with the cell at
low temperature by the method described below.

The wooden cradle supporting the cryostat rested on runners
attached to a steel base plate., The cell could be moved in the
scattering plane by means of adjustment scre;vs on the base plate.
Movement of the base plate and of the Woodeﬁ cradle on its runners
permitted alignment in the other two degrees of freedom.

Prior to each experimental run, final alignment was established.
With the evacuated cell and its supports at a stable operating tempera-
ture, the main beam was scanned with the scintillation counter. For
this scan very 1low intensity x rays were used; the x-ray tube voltage
was 12 kilovolts and the tube current, 2 milliamps, At these condi-

tions the absorption of the main beam by the cell walls was seen
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clearly in the counter scan pattern. Figure 16 shows the data from
one of the scans; data points were taken every 0. 02 degree in 20.
The vertical position of the cell was then calculated from the goni-
ometer geometry, This position was known to better than + 0. 0005
in. For a given operating temperature it was reproducible to within
the accuracy of the measurement,

In order to fix the cell position in the scanning plane, two
other mcasuremcnts were perlformed. An incident x-ray beam
slightly narrower than the cell inner diameter was directed through
the center of the cell. The exact beam position with respect to the
cell was determined by the method described above. The cell was
then scanned over the range of 20 near 90 degrees using a scattered
beam of dimensions similar to the incident beam. No scattered in-
tensity should have been observed at the angle where the beams inter-
sected within the empty cell, However, par;cs of the diffuse beam
edges intersected cell material and caused some scattering to be
detected. The minimum was more sharply defined by taking the ratio
of this scattered intensity to that observed using incident and
scattered beams which bathed the entire cell. Data from one of the
alignment determinations is illustrated graphically in Figure 17. The
minimum appears here as a maximum because the inverse ratio of
the narrow and wide beams is plotted. From the angle of minimum
intensity and the goniometer geometry the horizontal cell position
was calculated. Uncertainty in the angle of minimum intensity

limited the determination to £ 0. 001 in.
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4, The Partially Exposed Cell

Only part of the cell and sample were irradiated by the inci-
dent beam during an experimental run. This section is designated
by the shaded area of the cell in Figure 18, A 1/6 degree divergence
slit (0. 0066 in. wide) and 0.111. in. wide receiving slit defined the
incident and scattered beams shown. Because of the geometries of
the anode and divergence slit, the beam edges are not sharp as de-
picted in the figure. The corrections for this effect are discussed
in Chapter VI. 5,

This particular beam geometry was selected for several
reasons. First, the narrow incident beam reduced the total angular
divergence considerably, thereby reducing the line shift problem
discussed above. This advantage was more important than the
attendant loss in sample scattering intensity as a result of the re-
duction in irradiated sample volume. Secondly, seif-absorption of
the scattered x rays in the sample was reduced to a minimum by
irradiating only the upper portion of the sample. Relatively higher
sample scattering intensities resulted, but even more important was
the low absorption of incoherent scattering. Considerable simplifi-
cation of the absorption corrections was thereby permitted.

Third, beryllium cell scattering was limited as much as
possible by lowering the upper edge of the incident beam. The cell
scattering could almost be eliminated by using a very narrow
scattering beam. However, the absorption corrections would be

very much more complicated. Present computational methods for



~-32-

calculating absorption factors can treat cells partially irradiated by
only one of the beams.

The final consideration was the position of the irradiated
sample volume with respect to the goniometer axis, Because of the
contraction of the cell assembly and lucite cell supports during
cooling, the cell was lowered from its position at room temperature.
For operating temperatures near -130% C, the cell axis was aligned
with the goniometer axis at room temperature. Then, quite fortui-
tously, the cell dropped 0. 037 in, to place the goniometer axis quite
near the geometrical center of the shaded sample volume, This made

any angular corrections in goniometer readings negligibly small.

" The cell position was determined by the methods described in the
preceding section. At -130° C the geometrical center of the sample
was displaced 0,010 in. vertically and 0. 008 in. horizontally from
the goniometer axis. The resulting angular correction varied from
- 0. 201 degrees at low angles to 0.089 degrees at the largest scatter-
ing angle.
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Iv. CALIBRATIONS

A. Temperature Measurement

The sample temperature was measured by placing a small
platinum resistance element directly into the sample fluid. This
element was a Type P4 hard glass resistance element manufactured
by the Degussa Company of Hannau, Germany. It consisted of a
single platinum wire wound on a small glass rod and covered with a
very thin layer of glass. Two platinum-clad, #30 copper wires were
welded to the primary element and passed through the glass casing
to provide electrical leads. The overall thermometer dimensions
were 2 mm diameter by 25 mm length. The nominal ice point
resistance was 100 ohms, and the temperature coefficient, dR/dT,
was approximately 0. 4 Q/OC over the temperature range 10° to 300° K.

The thermometer was calibrated at a number of temperatures
between 77° and 300° K. An interpolation formula based on two of
the calibration pcints was used to prepare an'R vs. T table, and the
other calibration points were utilized in a deviation plot for the table.
When the thermometer was used at elevated pressures, a correction
for the hydrostatic pressure was found to be necessary. Also,
because of the physical displacement'of the thermometer from the
irradiated portion of the sample, a correction derived from the cell
temperature profile had to be made. The calibration and corrections

are discussed below.
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1. Thermometer Calibration

The thermometer was calibrated by comparison with a Leeds
% Northrup 25-ohm, strain-free, platinum resistance thermometer
(No. 1612803). This standard thermometer had been calibrated by
the National Bureau of Standards in 1963 at the steam, oxygen, and
sulfur points. The NBS calibration table is based on the International
Practical Temperature Scale., Linear interpolation between tabulated
values introduced an error of less than 0, 0001° C for temperatures
above 28° K. |

The cross-sectional view showing some of the details of the
calibration apparatus is given in Figure 19. * It consisted principally
of the cylindrical copper block, D, suspended in the va-cuum jacket,
E. During the calibration the vacuum jacket was partially immersed
in a large steel Dewar filled with liquid nitrogen. Four platinum
resistance elements, C, {only two are shown) were placed in close-
fitting wells in the copper block, Silicone oil in the wells assured
good thermal contact between the thermomethers and the block. The
standard platinum thermometer, H, was mounted in a tapered copper
plug with Wood's metal. This plug was pressed firmly into a lapped
hole in the copper block; silicone grease was used for lubrication.
A thin-walled copper lid, J, served as a radiation shield for the end
of the standard thermometer., The thermometer leads were wrapped

several times around the plug and the copper block to reduce heat

flow into the thermometer.

“The calibration apparatus was designed by Dr. C. M. Knobler.
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The copper block assembly was completely enclosed within
the radiation shield, G. Silk threads supported the block from the
removable end plate of the shield. Three lucite rods, F, in turn
supported the radiation shield beneath the brass support lid, A. The
support lid rested on a brass flange which had been soldered to the
inside of the vacuum jacket. All thermometer, thermocouple, and
heater wires were bundled and passed through a hole in the support
lid. The copper disc, B, reduced radiant heat transfer through the
hole, The tubular handle on the support lid was provided for lower-
ing and withdrawing the apparatus from the vacuum jacket. The
electrical leads were anchored to the handle and copper block with
GE 7031 insulating varnish,

A lucite end plate, K, with O-ring seal provided the closure
for the vacuum jacket, Electrical leadouts were made by 1/8 in,
copper pins sealed in the plate., Extra lengths of the wires were
" spiralled down the walls of the jacket to reduce heat losses. An
opening, L, connected to a high vacuum system.

In Figure 20 the assembly is shown just prior to installation,
Figure 21 shows the vacuum jacket with the liquid nitrogen Dewar
lowered; the vacuum pump is seen in the foreground.

Initial cooling was performed with helium exchange gas in the
vacuum jacket. Near the desired calibration temperature the gas was
removed. Further cooling proceeded mainly by radiative heat
_transfer from the Wé,lls of the vacuum jacket. The final calibration

temperature was reached by passing a short pulse of electric current
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through a heater wound spirally around the tapered plug. This tem-
perature was then maintained by keeping the radiation shield at the
same temperature as the copper block., In order to accomplish this,
a heater on the outside of the radiation shield was controlled in the
same manner as the heater system for the x-ray cryostat; a differ-
ence thermocouple between the shield and the block actuated the
control circuit. A vacuum of approximately 10-6 mm Hg was main-
tained during the calibrations.

The thermometer currents and voltages were measured by
the methods described in Chapter IIL C. 2 {see wiring diagram of
Figurc 9). Thc miniature resistance elements were wired in series
in the current loop so that the same current (one milliamp) passed
through each of them. The standard thermometer was maintained
in a circuit separate from the calibration thermometers' circuit.

All potential leads were connected to the Wenner potentiometer
through a selector switch to facilitate circuit switching.

During the course of a measurement the standard thermometer
was read alternately with each of the resist;nce elements. In cases
where the temperature was slowly drifting, simple linear interpola-
tions between the standard thermometer resistance readings were
used to obtain the temperature of the resistance element at the time it
was read. All interpolations were between temperatures separated by
less than 0. 005° C,

The thermometers were calibrated at eleven temperatures

between 77° and 300° K. The results for thermometer No, 2 (the
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thermometer used during the diffraction experiments) are tabulated
in Table 1. The absolute temperatures in Column 2 are those cor-
responding to the time interpolations between the standard thermom-
eter readings. Column 3 gives the resistances of the platinum re-
sistance element that were calculated from the measured values of
potential and current. Repeated temperature cycling of the ther-
mometer indicated no observable annealing effects within the
accuracy of the measurements.

In order to interpolate between the calibration points, an
interpolation table was prepared from a formula suggested by

(33)

Corruccini:

whe re

XT is the interpolated resistance at temperature T; Xl and X‘2

are the me asured resistances at two arbitrary temperatures Tl and

T,; R R

23 T and R‘2 are the resistances of the standard ther-

1’
mometer at températures T, T1 and TZ’ respectively. It is based
on Mathieson's Rule that the resistance of a metal is proportional to
the element's specific resistivity. The constant b was calculated

from the calibration values at 77.715° and 273.015° K. A resistance

table of interpolated values for 0.1° C temperature intcrvals was
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¢
calculated on an IBM 7090 computer.

Since Mathieson's Rule is only an approximation, the inter-
polated values deviate from the measured ones. The interpolated
values for each of the calibration temperatures are listed in Column
4 of Table 1. Column 5 shows thc differences. These difference
values were used to prepare the deviation plot shown in Figure 22,
Least square lines were fitted to the upper and lower regions of the
data. The two lines were used to correct the interpolated tempera-
ture values. The data points for the range 77° t0 158° K (this is the
temperature range of interest for liquid argon studies) show a stand-
ard deviation of 0,0029° C from the least squares line; the maximum

deviation is 0, 0050° C.

2. Effect of Pressure On the Thermometer

The platinum resistance thermometer was placed directly in
the sample fluid and was subject to the same pressure as that e#erted
upon the sample. The effect of pressure on the thermometer was
examined iﬁ the following manner.

Two thermometers were first placed in a pressure bomb filled
with oil. The bomb was then pressurized several times to 2000 psig.
There was no discernible damage to either of the thermometers.

The influence of pressure on the thermometers was measured
at four temperatures: 770, 1500, 1910 and 2730 K. One of the ther-

mometers was used at the lower three temperatures and the second

“The computer program was written by A, P. Kendig.
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thermometer at 273° K. For all calibrations the thermometer was
installed in the cell closure nut, and the cell and cell holder were
fully assembled. The pressure manifold was removed from the
vacuum chamber and replaced with pressure fittings which connected
the sample line to a cylinder of high pressure helium. The tests at
770, 1_910 and 2730 K were performed with the cell holder immersed
in Dewars of liquid nitrogen, crushed dry ice, and crushed ice,
respectively; procedures recommended by Scott(33) were followed
for preparation of the baths. For the test at 150° K the cell assembly
was installed in the temperature control annulus, and temperature
control was applied just as it was during an experimental run.

The isothermal resistance of the thermometer was determined
for each of the four temperatures at several pressures between 100

O, and 273O K are illus-

and 1500 psig. The data obtained at 77°, 150
trated graphically in Figure 23. Since the resistance varied linearly
with pressure for the first two calibrations at 77° and 273° K,
measurements at the other two temperatures were taken only at the
pressure extremes; linear behavior was assumed.

The temperature of the dry ice bath (191° K) drifted slowly
with time. It was the.refore necessary to use an alternative pro-
cedure for these measurements., After steady state had been estab-
lished at each pressure thermometer readings were taken alternately
at 100 and 1100 psig. Return of the thermometer reading to the same

drift rate permitted linear interpolation between the points. The

data are illustrated graphically in Figure 24. The vertical distance
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between the two lines gives the instantaneous change in resistance
between the two pressures. The difference remained constant over
the small temperature range.

Data was taken in ascending and descending pressure incre-
ments for the ice point and the liquid nitrogen point. No hysteresis
effects were observable. All the tests indicate that the pressure
effect is completely reversible for repeated pressure cycling.

The data show that the effect of pressure on the thermometer
is a function of temperature. The nominal temperature change with
pressure is plotted as a function of the absolute temperature in
Figure 25. The point for thermometer 2 fits nicely on the extra-
polated curve ”chrough the values for thermometer 1. It was therefore
assumed that all the thermometers of this particular type behaved
similarly. Since the pressure effect introduced a very small cor-
rection to the thermometer reading, the assumption of similarity
was considered suitable for the present set of experiments,

The measured values of —lﬁ-( %)T agree in order of magnitude
with those reported by E. Gruneisen for pure platinum. (34) Table 2
shows the comparison, It must be noted that the thermometer pres-
sure coefficient varies with temperature in a direction opposite to
that for pure platinum. It is possible that this behavior can be attri-

buted to the interaction of the glass core and casing with the platinum

thermometer element.
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3. Effect of Cell Temperature Gradients on Temperature
Measurement

Because of the asymmetry of the cell holder about the irradi-
ated portion of the cell, tem?erature gradients occur along the length
of the cell., As a result, the temperature of the fluid in the x-ray
beam is not the same as that indicated by the thermometer. Several
tests were made (1) to estimate the extent of the temperature vari-
ations in the vicinity of the thermometer, and (2) to determine the
optimum operating conditions for minimizing the gradients over the
irradiated portion of the sample.

The cell temperature profile was determined from temperature
measurements at five positions in the sample extending from the x-ray
gap to the closure nut extension, The thermocouples were made
from five #40 Teflon-insulated copper wires and one #36 Teflon-
insulated Constantan wire., The copper wires were soldered to the
Constantan wire at the five positions of interest. The Constantan
lead was then connected to a #40 copper wire in an external ice bath.
In this manner the potentials could be determined across any two
junctions in the sample or across any sample junction and the refer-
ence ice bath junction.

The the rmocouple leads passed out of the sample area through
a small hole in the sealing plug of the closure nut extension. The
leads were sealed in the hole with epoxy cement. They were then
anchored around the closure nut extension and inlet coolant tube in

the manner described above (see Chapter IIlL A. 2).
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Temperature profiles were measured at 131° and 143° K with
liquid ethane in the cell, Ethane was chosen fof its low vapor pres-
sure at these te‘mperatures; this avoided the need for high pressure
seals for the small thermocouple leads.

Measurements of the temperature profiles at these tempera-
tures were made for a wide variety of temperature control conditions,
The coolant flow rate and temperature control difference across the
x-ray gap were varied independently until "optimum" temperature
profiles were obtained. Two such curves for T = 143° K are illus-
trated in Figure 26, The outlines of the thermometer position in
the cell assembly are shown to indicate the relative positions of the
thermocouple junctions, The temperature profiles have been nor-
malized to the center of the irradiated portion of the cell. The
temperature referred to as the coolant temperature is a measure of
the coolant flow rate; it is the sample temperature in the absence
of control heating. During control the smaller side of the tempera-
ture control annulus was controlled at the higher temperature.

In curve A the temperature gradients across the irradiated
sample are less than O, 003° C. However, the temperature curve
rises more sharply over the region including the thermometer than
it does in Curve B. Because the thermometer indicates an average
temperature over its length, the more sharply rising curve intro-
ducesxhoré uncertainty in the accuracy of the temperature measure-
ment. Curve B is flatter over the thermometer region but has a

larger gradient, about O. 015° C, over the irradiated portion of the
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sample. In the selection of the "optimum" operating conditions, it
must be noted that these temperature profiles were measured with
thermocouples in liquid ethane; the gradients were different when the
platinum thermometer was in the liquid §ample. The presence of

the thermometer should flatten the temperature profiles over the
region of measurement,

On the basis of the above remarks, an estimation of the ac-
curacy of temperature measurement was made from the temperature
profiles. It was estimated that, with the operating conditions of
curve B, the thermometer indicated an average temperature which
was 0,050° + 0,050° C higher than that across the irradiated portion

of the sample. This estimate was considered to be conservative,

B. Pressure Measurement

The buse of the Hart pressure balance for sample pressure
measurement is described in Chapter III.C.4., The Hart balance has
an accuracy of 1:10, 000 and sensitivity of 1:20, 000. The sensitivity
of the diaphragm pressure transducer was evaluated in order to
determine whether or not it limited the pressure balance specifica-

tions.

l. Distance Detector Calibration
The sensitivity of the Bently distance detector was determined
by measuring its voltage output as a function of the distance between

it and a flat steel diaphragm. Both were immersed in hydraulic oil
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at atmospheric pressure. The detector was attached to a microme-
ter screw to position it precisely. The electrical connections were
the same as those in Figure 12,

At each detector position the potentiometer screw on the
Bently electronics was varied over its entire sensitivity range. The
calibration curves in Figure 27 were constructed from the data.
The detector voltage is plotted against the distance between the
detector and the diaphragm. Each curve corresponds to a particular
potentiometer setting, These curves resemble those supplied by the

manufacturer for calibration in air.

2., Diaphragm Sensitivity

With the diaphragm and detector installed in the pressure
manifold, small overpressures were applied to the diaphragm to force
it up against the backing plates., The detector output at those dia-
phragm positions permitted determination of the diaphragm position
from the calibration curves of Figure 27, The null position, defined
as the position of zero pressure differential across the diaphragm,
was estimated to occur at a distance of 0,055 in. from the detector,
At this position of the diaphragm a transducer potentiometer setting
of eight turns gave the maximum sensitivity over a linear operating
range., The sensitivity of the Bently detector is approximately 460
volts per inch in this interval.

The diaphragm was calibrated by applying small pressure

differences across it at system pressures of 1, 30, 50, and 70
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atmospheres, The pressures were established by injecting oil with
the pressure bench intensifier while simultaneously increasing the
gas pressure from a supply cylinder. The null position output was
measured first at each pressure by equalizing the oil and gas pres-
sures. This was done by shunting the two pressure lines into a large
pressure bomb; the large volume of the bomb kept the gas-oil inter-
face at a constant position during the measurements. Then, the
pressure bomb was isolated and the pressure balance connected to
the oil system, While a constant gas pressure was maintained from
the supply cylinder, small weights were added to the pressure balance
to alter the oil pressure by known amounts. The change in the distance
detector output as the oil pressure was varied gave the transducer
sensitivity.

The calibration data are illustrated graphically in Figure 28,
No hysteresis of the diaphragm was observed. For all pressures the
transducer sensitivity at the diaphragm null position was approxi-
mately 3. 27 volts per psi pressure differential. As mentioned above,
a potential divider reduced the detector output to the millivolt range
for display on the recorder., On the 0-10 millivolt range a differential
pressure of 0.0l psi was easily observable. For system pressures
above 200 psig this sensitivity exceeded that of the pressure balance.
Even smaller pressure differentials could be detected by utilizing
a greatér fraction of the output. Methods for increasing the sensitivity

are discussed in Appendix IIL
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An interesting feature of the calibration curves is their shape.
Although the distance detector was operated over a linear output
range, the curves are markedly non-linear. This effect is most
probably due to radial stresses induced in the diaphragm during
welding to the backing plate.

The null position output increased slightly with an increase in
system pressure. The change was linear and reproducible. Figure
29 illuystrates the magnitude of the effect. Changes in the null position
introduced only a very small uncertainty into the determination of
the absolute sample pressure. During the experimental runs,
fluctuations in pressure control were quite large compared to uncer-
tainties in pressure measurement, Chapter V. B describes pressure

measurement and control during one of the runs.
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V. EXPERIMENTAL CRYOSTAT OPERATION

A. Operating Procedure

The sequence of operations pefformed during an cxpcrimcntal
run is described briefly below, The reader is referred to Appendix II
for a detailed account of the operating procedure.

Before cooling the cell,. the vacuum chamber and sample cell
were evacuated. A rough pumping system was ﬁsed to pump the two
systemé down from atmospheric pressure. At times when the vacuum
chamber system was leak tight, it was left under vacuum continuously
with just the ion pump in operation.

As soon as the chamber pressure was below 1 micron Hg,
cooling was begun. When ope ratiﬁg at control temperatures from
77° to 120°K, liquid nitrogen was circulated through the cooling coils,
At higher temperatures gas cooling was used. Consumption using
liquid nitrogen was approximately six liters per hour. Gas coolant
consumption as a function of the steady state temperature in the
absence of heating is shown in Figure 30. Illustrated on the same
graph is the power input necessary to transfer the coolant. The
appropriate voltage was applied to a heater placed in the supply
Dewar.

When gas cooling was used for control, liquid cooling was em-
ploved to cool the apparatus more efficiently. The coolant transfer
tube was inserted in the supply Dewar until the end of the tube extend-
ed a short distance below the liquid nitrogen surface. Then, by the

time the desired temperature was reached, the liquid level fell below
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the end of the tube; and gas cooling commenced. Cooling from room
temperature to 90° K required approximately one hour.

During the initial cooling period the absolute control thermo-
couple output was displayed on the Speedomax recorder. When the
temperature record indicated that the coolant flow had reached steady
state, automatic temperature control was applied. The reference
voltages for heater control circuits were selected to establish the
"optimum?" cell temperature profiles. Then the heater currents were
increased manually with the Series 60 control units, When the con-
trol tempe ratures were reached, the controllers were switched to
automatic operation.

Now, with the cell still evacuated, the 50% transmission
window was set on the pulse height selector, First, the pulse ampli-
tude distribution of the Mo Ka radiation was determined with the
counter set at the characteristic Bragg angle for the beryllium cell.
Then the window settings were established by trial and error to admit
approximately 50% of the integrated Ka intensity. Several empty
cell check points {see Chapter VIL A, 3) were taken.

A small amount of sample gas was then loaded into the cell.
The oil pressure on the diaphragm was increased to just over one
atmosphere gauge pressure. Next, the sample was bled into the cell
until the pressure transducer indicated the oil and gas pressures were

balanced. When the platinum resistance thermometer was used for
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temperature control, automatic control was transferred at this time
from the absolute control thermocouple to the resistance element,

For low sample pressures the sample gas was loaded directly
from the sample supply cylinder. If higher pressures were desired,
the sample was distilled into the sample loading bomb and then into
the cell. During the filling operation the oil pressure was increased
concurrently with the gas pressure to avoid overpressurizing the
diaphragm. By maintaining fine control on the pressure manifold
bleed valve the filling operation proceeded smoothly and without
difficulty.

As liquid began to condense in the cell, it was necessary to
operate the temperature controller manually., After condensation had
slowed to the point where somewhat steady conditions were reached,
automatic control was resumed.

Additional sample was bled into the cell to pressurize the
liguid to the desired value. When the Heise gauges indicated that
the control pressure had been reached, the pressure balance was
connected to the system. Gas pressure Wasvadjusted with the trimmer
injector on the manifold until the pressure transducer indicated the
diaphragm null position. It was often found necessary to add more
sample to maintain the control pressure until all parts of the system
had reached steady state.

The filling operation required about one hour. Before begin-
ning the diffraction scan, x rays were counted at the check point angle

to insure that conditions were constant., During the scan the check
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points were taken every half hour. The pressure balance was ad-
justed hourly to account for changes in atmospheric pressure. When
using the platinum thermometer method of temperature control, the
potentiometer was standardized regularly.

The diffracted intensities were measured for 100 seconds at
every half degree over the range 32 t6 150°,  When the automatic
step scanner was used, a complete scan required eighteen hours.,
The counting time could be reduced to twelve hours by advancing
the counter manually,

At the conclusion of a diffraction scan the sample was trans-
ferred back to the supply cylinder. When the sample pressure was
reduced to one atmosphere, temperature control was transferred
to the control thermocouple method; and the cell was evacuated.
Empty cell check points were taken as quickly as possible after the
end of the diffraction scan. The cell could normally be unloaded and
evacuated in less than one hour,

When the vacuum chamber was leak tight, the evacuated cell
was maintained at low temperature between runs., If the chamber
pressure was above 10—5 mm Hg, however, condensable vapors accu-
mulated on the interior of the apparatus after two days of operation.
The cell assembly then had to be warmed to room temperature to

pump out the vapors.

B, Summary of Performance Characteristics

The performance of the cryostat can best be described by a

review of the control records during one of the diffraction runs on
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argon,

Temperature measurement and control is summarized in the

following table for Run VI-14,

Temperature observed
(Chart recording for platinum
thermometer)

Inte rpolation correcction
(Figure 22)

Pressure Effect correction
(Figure 25)

Temperature Gradient correction

(Figure 26)

143,214 = 0,006° K

- 0,067 0,002

+ 0,053 0,002

- 0,050 £0.050

Average Control Temperature 143.15 % 0. 06° K

Pressure measurements and control is summarized in the

following table for the same run.

Pressure Balance reading
(Calibrations accompanying
balance)

Atmospheric Pressure
(Barometer reading)

0Oil Head correction
{(Calculated)

Gas Head correction
(Calculated)

Diaphragm Average Control
position (from chart recording
and Figure 29)

Limits of pressure control
(from chart recording and

Figure 28)

Average Control Pressure

1142,741 £ 0,077 psi

+ 14,303 £ 0.077

0, 600 = 0, 010

+ 0,100 £ 0.050

+ 0.100 %= 0,030

1156, 65 = 0,36 psi
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During this run the pressure in the vacuum jacket was main-
tained at about 7 X 10-5 mm Hg. The heater in the coolant supply
Dewar was held at 68 volts (46 watts). Heater control current during
automatic temperature control of the cell assembly averaged 165
milliamps (0. 5 watts). The 150-liter coolant supply Dewar of liquid

nitrogen provided continuous cooling for approximately 36 hours.
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V. GENERAL TREATMENT OF DIFFRACTION DATA

A, Electrical Noise

A small amount of electrical noise accompanied the diffrac-
tion signal in the registered output from the detection circuit. This
background consisted of pulses accumulated from sources other than
the scattered x rays. For this experiment it was measured by closing
the shutter for the incident x-ray beam; the noise was independent of
the position of the counter. With an 11, 4-volt window centered at
47 volts on the pulse height analyzer, the average noise level varied
from 0.07 to 0, 22 counts per second. This level was so small in
comparison with other background corrections (16 counts per second
minimum) that statistical fluctuations were ignored. The noise
background was measured at regular intervals during the experimen-
tal runs, however, and the average value was subtracted from the
raw data. In the discussion which follows it is assumed that all the

intensities have been corrected for the electrical noise.

B. Polarization

Since the incident beam was unpolarized and polarization
occurred in the scattering process, a correction had to be applied to
the experimental intensities. The theoretical intensity, I(S), was

reduced on scattering to(u)

15(s) = PI(S) (3)

whe re
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P= (1 ~i~c:osZ 29)

L
2

and IE(S) is the experimentally observed intensity.

C. Cell Scattering and Self-absorption in the Sample and Cell

In diffraction experiments utilizing a sample container of
small diameter, detection of the scattering from the cell walls is un-
avoidable. With partially irradiated cells of the type described in
Chapter III, D, 4, scattering from the cell contributes heavily to the
diffracted intensity. In order to recover the signal from the sample
alone, the diffraction pattern of the empty cell must be measured and
subtracted from the intensity of the cell with sample in it (hereafter
referred to as cell plus sample intensity). The absorption of the
incident and scattered beams is intimately connected with this sub-
traction process and must be considered coincidentally to obtain the

(35)

proper correction, A brief review of the treatment by Blake,

Ritter, (36) and Paalman and Pings(37) is presented below.
The total experimental intensity leaving the cell with sample

in it may be written as

1, E

cts sc(S)Ic(S) * As, sc(S)Is(S)1 (4)

(S) =P [AC,
IC(S) and IS(S) are the cell and sample intensities which would be
observed if each scattering element were irradiated with the same
incident intensity and if the scattered rays were not absorbed. The

coefficients Ai j(S) account for the diminution of the scattered
]

intensity which occurs as a result of absorption of both the incident
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and scattered beams. Ac, s'C(S) is the absorption factor for absorp-
tion of scattering from the cell in both the sample and cell. P is

the polarization factor described previously. Diffraction effects
arising from the intercorrelation of the cell and sample structure have
been neglected in this treatment; justification of this assumption is
(37)

given by Paalman and Pings.

The cell and sample intensities are inseparable in the experi-

E

ots (S). Therefore, the scattered intensity from

mental intensity, I

the empty cell must be measured; it can be described by the equation

E
1.5(s) = PA,__(S)1(S) (5)

?

Analogous to the absorption factors defined above, Ac C(S) is the
L
absorption factor for scattering and self-absorption in the cell.
Combining equations (4) and (5) and solving for the sample

intensity gives

A (S)
1/P E , E
Is(s) = A (S) Ic-i-s (S) - —A_E-—S((:—S-TIC (S)] (6)
s, scC c,cC

Thus, the sample intensity may be obtained by evaluating the absorp-
tion factors and measuring the diffracted intensities from the empty
cell and the cell plus sample.

For cylindrical cells of the type used in this experiment, the
absorption factors take the form

A (S) =

1 —psﬂs(r,w;S)—pcfc(r,UJ?S)
CEE S e
’ s YA
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In this equation AS is the cross-sectional area of the irradiated
sample; Mg and p, are the linear absorption coefficients for the
sample and cell, respectively {absorption coefficients are usually
reported as p/P and are therefore dependent on the physical state
of the material); £S and JZC are the optical path lengths through
sample and cell of a ray incident upon a scattering point at (r, w)

and scattered in the direction S =(4w/\)sin 8; and r and w are the
radial and angular coordinates of the scattering element with respect
to the center of the cell. The integral may be evaluated numerically

(37)

as described by Paalman and Pings. A computer program written
for this purpose correctly evaluated the factors for annular cells
given by Ritter, These treatments, however, only considered cells
fully exposed to the incident and scattered beams.. Absorption

factors for partially exposed cells, such as the one shown in Figure

18, are discussed by Kendig and Pings. (38)

A computer program
written by Mr. Kendig was used to evaluate the absorption factors
for the present case,

¥*
D. Incoherent Scattering l.osses

The experimentally observed intensities include both the
coherent and incoherent, or Compton modified, radiation. For
monochromated incident radiation, the wavelength of the incoherent

scattering is related to the wavelength of the coherently scattered

>'\Except where noted otherwise the equations in this section were
derived jointly by thc author and P. G. Mikolaj.
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(39)

radiation by

inc _ )\c oh

A +0.0243(1 - cos 6) (8)

The intensities of the modified radiation are obtained from quantum
mechanical calculations.

For sample materials of low atomic number, the incoherent
scattering forms an appreciable part of the detected radiation. In
the case of beryllium, the incoherent contribution rises rapidly from
zero to 82% of the continuum at © = 20°%; and at higher angles it forms
greater than 95% of the total scattered intensity. The relative
amounts are not so high for argon, but at 75° amount to a 62% contri-
bution,

Two assumptions about incoherent scattering are implicit in
the treatment of diffraction data described previously. The first is
that the absorption of incoherent scattering from the sample and the
cell is adequately accounted for by the absorption factors calculated
for coherent radiation. The second assumption is that the incoherent
scattcring is transmitted through the detection system with the same
efficiency as the coherently scattered radiation.

With respect to the first assumption, the absorption factors
illustrated by equation 7 are functions of the linear absorption cgef—

ficients, p. The coefficients are, however, functions of the wave-

length of the transmitted radiation according to the relation(40)
inc ) yinc ©)
coh coh
B A

The exponent k is characteristic of the absorbing medium; for most
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materials it has a value near 3. If the presence of incoherent radi-
ation is neglected in the calculation of the absorption factors, the
theoretical intensities will be in error., The error Wili be angular
dependent; it will be most serious for measurements at large scatter-
ing angles on materials with appreciable amounts of incoherent
scattering,

The second assumption deals with the incoherent scattering
between the time that it leaves the scattering material and the time
that it is viewed by the experimentalist as part of the scattered
intensity. The previous data treatment assumes that the coheren‘c and
incoherent intensities are transmitted in equal proportions through
the detection circuit to the registered output. For reasons discussed
below, this is not necessarily the case, Since the normalization of
the data to absolute intensity units is dependent on having the correct
relative amounts of coherent and incoherent radiation, it is important
to consider the magnitude of this effect.

The corrections for losses in the incoherent intensity occur-
ring in these two areas, i.e. within the sample and cell and in the

detection circuit, are discussed in the following sections.

1. Absorption in the Cell and Sample

Equations (4) and (5) for the experimentally observed inten-
sities can be modified to include explicitly the incoherent scattering

contributions from both the sample and the cell:
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E(S) - P[ & SC(S)ICOh(S) + tll’lC (S)Ainc (S)IinC(S)

C, 8C C
+ AQ °oh (5)15°0(s) + th(S)AmC (o (s)] (10)
E coh inc inc inc
(s) = P[ (S)I (S) +t (S)A_ " (S (S)] (11)

The coefficients tiCnC(S) and tisnc(S) are defined as transmission
factors for the cell and sample; they account for the relative losses
in the incoherent intensities occurring by processes other than cell
and sample absorption. The transmission factors are discussed in
the next section.

Before these two equations are combined to obtain an expres-
sion for the sample intensity, it is convenient to introduce the quantity
5§, which is defined as the fraction of the total scattered intensity
consisting of coherent radiation. When this quantity is introduced
into equations (10) and (11), the sample intensity may be solved as
before:

1(13 E A sS)
R O] K Vi R (12)

where now the modified absorption factors are defined by

1nc(S)Ainc (S)

Al (S)=6 SC(S) +{(1-6 )t s, sc

s, sSC s s

' _ coh inc inc
Ac, sc(s) - 6c c, sc(S) (1-3 )t (S)Ac, sc(S)

inc inc (

(8) = 6,45°2(5) + (1-6 )t s)

C

(S)A
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Estimations for 63 and 6C may be obtained by noting that,
at large scattering angles, the scattering from either a liquid or a
powder approaches the scattering for a collection of independent

(41)

scattering particles (Klug and Alexander give an example of the
powder treatment). In other words, the relative amounts of cohercnt
and incoherent scattering may be estimated by comparing the theore-
tical calculations for fZ(S) and IinC(S),, In the high angular region
where the incoherent correction is significant, this approximation is
valid,

Calculation of the incoherent factors, A;?;(S) is quite com-
plex. The linear absorption coefficient for the scattered ray is
not only different from that for the incident ray, but it also varies
as a function of angle according to equations (8) and (9). For example,

inc

the absorption factor A SC(S) for a single scattering element m

becomes (cf. equation (7))

inc ~ _ ¢oh,, i, _ 1inc,, ©
{ s,sc)m —exp[ Me (ﬁc )rn c uc )m
coh,, i inc o]
SN T WL T W (13)

fnsn "

where the superscripts "i" and "

o" refer to the incoming and out-

going rays,
As an approximation to the summation of the exponentials

over all the elements, the absorption factors, AlRC (), AlnC (S),
p s, sC Cc, SC

and A;ng(S), may be expressed in the same form as that for a single
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s
b

scattering element. The optical path lengths for each element are
replaced by a single effective path length for the entire cell; the
effective path lengths are characteristic of the scattering angle and
the cell geometry. The resulting absorption factors then take the

form

inc _ _coh i_ inc o]
As, SC(S) B exp[ He <£c> Pe <£c>
coh i inc o
Y )]

This equation may be put into a more convenient form by introducing

C

the quantity Ap = Hm - p,COh and factoring out the terms containing

coherent contributions. The result is

inc _ .coh [ _ o o]
As, sc(S) - As, sc(s) exp AI’Lc<£c> Al’Ls<£s> ]
coh i o]
Ao (S) exp| - Apg <<st >> ] (15)
A
In this last expression, <<£ >> °_ <£ >° P <£ > © is defined
s 5 Aps c

as the average effective path length of the scattered x-ray beam.

This quantity was calculated by graphical methods.
The validity of this method for estimating the incoherent ab-
sorption factors was tested for the sample and cell geometry used in

the liquid argon experiment; the linear absorption coefficients for the

*
The following treatment for evaluation of the incoherent absorption
factors was derived by P. G. Mikolaj. The detailed derivation and
calculations may be found in his thesis.
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sample density 1,0052 grn/cm3 were used, Although the estimated
effective path lengths differed from the true values by as much as 10
to 15%, the resulting error in the modified absorption factor of
equation (12) was less than 0. 2% for all angles.

When this method was used to estimate Aiélcsc(S) and

Alnc (S), it was found that the maximum deviation of the ratio,
L

c SC(S)/A' {S), from the coherent absorption factor ratio,

ACCO};C(S)/ACOh(S), was less than 0.1%, On this basis the ratio of
modified absorption coefficients was replaced with the coherent
factor ratio, With this simpliﬁcation, equation (12) may be expressed
in the same form as equation (6); a coefficient, G(S), takes into

account all the corrections necessitated by the presence of incoherent

radiation,

A »coh(s)
_ 1/P B, o CySC E
IS(S) = [IC+S (8) - —2—r—+—— I (S)} (16)

where inc ()
1nc( s) S, SC
Acoh (S)
8, SC

G(S) = 6 +(1 8 )t

It must be emphasized that this simplification is possible only
with certain scattering geometries, In particular, the ratio
c sc( )/A' (S) will be considerably different for experiments
with large amounts of incoherent scattering passing through greater

volumes of highly absorbing materials. The geometry described in

Chapter IIl, D. 4 is especially favorable in this respect.
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2. Other Losses

The second assumption implicit in previous treatments of
diffraction data is that both coherent and incoherent radiation are
detected in proportion to their relative intensities leaving the sample
and cell, Because of the differences in wavelength, however, inco-
herent scattering is not transmitted to the registered output in the
same proportion as the coherent radiation. The transmission factors,

inc

1nC(S) and tc (S), account for the relative reduction in incohe rent

ts
scattering which occurs by processes other than cell and sample
absorption., |

The discussion below only considers losses in the Kf filter
and the pulse height selector. Experiments with serious reduction
of scattered intensities in other components can be considered by
similar methods. With the apparatus used in this expériment, rela-
tive losses due to absorption in the Mylar window and in the air
outside the vacuum chamber were insignificant because of the low
total absorption. Losses due to the wavelength dependence of the
detector counting efficiency were also negligible. The counting
efficiency was essentially constant over the range of wavelengths of
the incoherent radiation. If a proportional counter had been used,
the correction would have been significant.

Relative reduction of the scattered intcnsitics in the K§p
filter can be expressed in the exponential function

inc —Apfaf
=e

: 7

t
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where Apf is the difference between the linear absorption coef-
ficients for the incoherent and coherent radiation, and lZi is the
filter thickness. The difference in absorption coefficients may be
calculated from equations (8) and (9). The exponent, k = 2.75,
was determined for the zirconium Kp filter from the mass ab-

(43)

sorption coefficients given by Cullity. The filter thickness was
0.0039 in.

The estimation of relative losses in the pulse height selector
requires knowledge of the pulse amplitude distributions (PAD) of the
coherent and incoherent radiation. As a result of the difference in
wavelengths, the PAD for incoherent scattering is shifted with
respect to that for coherent radiation. Since the window voltage
settings remain fixed, the relative amounts of incoherent radiation
transmitted through the pulse height selector change as a function
of the scattering angle.

A comparison of the transmitted intensities may be made by
calculating the relative integrated intensities admitted through the

upper and lower window settings, vy and vy " The transmission

coefficient is given by the equation

v

2 )
§ PAD(NTC, v) dv
inc V1

tpus ©

- (18)
S 2 pAD(\®°P, v) av
M

"Equations 18 and 19 were derived by P. G, Mikolaj. (42) This author
also wishes to acknowledge that the calculations for this section
were performed by him.
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where PAD(\,v) is the properly normalized pulse amplitude distri-
bution for radiation of wavelength A\,
Several experimental measurements showed that the PAD

may be closely approxirnat‘ed by a normal, or Gaussian, distribution:

2
1 V-V

- = 2,354(——)]
PAD()\.,V)=-§:3—54—6 2[ w

(19)
w T2n

Here v is the mean pulse voltage corresponding to. \, and W is

the width of the PAD at one half the maximum height. According to

-1/2

Parrish, (8) v and W are proportional to ()\)_1 and (A\) ,

respectively. They may be calculated for the incoherent FPAD by

coh h

using the experimentally determined values of v and WS°" and

equation (8) for the incoherent wavelength.

<1

If the change of variable x = 2, 354(:’—{}‘—[— ), is made in equation

(19), the integrals of equation (18) may be evaluated by using normal
probability tables. When this calculation was performed for the

experimental conditions used to obtain the argon diffraction data,

coh h

ine., Vv = 47.0 volts and WS° =19, 7 volts, the calculated window

voltages for 50% transmission were 4l. 36 and 52, 64 volts, The cor-
responding window settings determined experimentally were 41, 3 and

52.7 volts. For these same experimental conditions, the values

—‘-/_-inc. = 44,19 volts and wine - 19.10 volts were calculated for 0 = 750;

the corresponding transmission coefficient was tlé,lIC_ISWSO) = 0. 9755,
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3. Results of Incoherent Scattering Corrections

The angular dependence of the correction coefficient, G(S)
of equation (16), is given in Table 3, These correction factors were
calculated for the experimental conditions under which the argon
data was obtained. The factor tisnc (S) in G(S) is the product of the

. . . . inc .. . .
filter transmission coefficient, tf , and the transmission coefficient

for the pulse height selector, tllglc—IS’ The fact that the total cor-
rection to IS(S) given by G{S) amounts to less than 1% below 6 of
25° justifies the approximation that & could be represented by the

theoretical ratio, {fZ(S)/[fz(S) + Imc(Siﬂ ,

E. The Composite Incident Beam

Scattering geometries requiring the use of very narrow inci-
dent or scattered beams in a partially exposed cell have a unique
absorption problem. In many cases, the divergence or scatter slits
are of necessity positioned so far from the sample that the beam
intersecting the scattering material is not well defined; i. e, the
beam edges are quite diffuse. When these diffuse edges form an
appreciable part of the beam width, as is the case with narrow
beams, a single beam of uniform intensity cannot represent the
actual beam realistically. Since the calculation of absorption cor-
rections depends on an exact knowledge of the scattering geometry,
it is important to attempt a more accurate definition of the beam
shape. The discussion below describes a method for evaluating the

absorption factors for cylindrical cells exposed to incident beams of
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nonuniform intensity. The general approach is to decompose the
beam into individual beam strips of different intensities. The strips
may be made as narrow as is necessary to represent satisfactorily
the actual beam shape. It is assumed that all the scattered rays are
detected.

Consider an incident beam divided in the scattering plane into
j individual beam strips of the same or different intensities. The
unnormalized experimental intensity can then be written in absolute
units as the sum of the contributions from the scattering volumes

irradiated by the individual beams:

r
I:Ic-!-sE(S)} abs = PZ LA?)AC, sc(S)Ic(s) * AiAs, sc(S)Is(S)jI j

(20)

In this equation Aoj is the absolute value of the amplitude of the ray
scattered from an isolated classical electron when irradiated by the
incident intensity of beam j. For simplicity the incoherent scatter-
ing corrections azre omitted; they may be included without affecting
the general treatment,

The quantities IC(S)/_I}]_C and IS(S)/_I\_I_S --N_ and N_ are
the number of irradiated electrons in the cell and sample scattering
volumes VC and VS-- are intensive properties of the scattering
material. They are therefore not dependent on the incident intensity

and may be removed from the summation:
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L2
[AOAC sc( )N JJ

PI (S)
[ (S)] abs 5 z
j

PIS(S) ey
= Z[AOAS’SC )E]J (21)

Next, the experimental intensity is normalized to an arbitrary refer-

ence intensity, (A )r £ Egquation (21) may then be put into the desired
form by utilizing the fact that the scattered intensities, Ai, are
directly proportional to the incident intensity 1°, After rearrange-

ment, the resulting expression is

I

i (5) =P [ACSC(S,zjef)IC(S) + ASSC(S, Ijef)xs(S)] (22)

where the composite beam absorption factors are defined by

<« , 10, V..,
ASSC(S’, IZef) = Z (;g_ ) (_\7’?— ) [As, SC(S)] j
j

ref

o
ACSC(s, I f) _S\ (-IEBL )(-‘L\I/’_C—l) [Ac, SC(S):t j
ref ¢

1° . v .
ACC(S,I z(;%)— (—\731) [AC’ C(S)L.
j ref

The last absorption factor, ACC(S, I f) results from a similar

treatment of ICE(S). Thus, by knowing the relative incident inten-

sities and scattering volumes irradiated by the individual beams, the
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absorption factors for each strip can be combined into composite
absorption factors., Thesc compositc beam absorption factors may
be included in the scattering equations derived previously with no
complications,

The calculation of absorption factors by the composite beam
method was tested for the scattering geometry described in Chapter
I1I, D, 4, The geometry of the anode and divergence slit defined a
trapezoidal beam which intersected the cell with dimensions 0, 0086 in,
for the umbra and 0,0189 in. for the penumbra; the calculations for the
beam dimensions agreed with experimental measurements. Each
beam edge was divided into three sirips of equal width with intensities
o o

I

1/6, 1/2, and 5/6 the umbra intensity (Ium‘bra =T ¢

=1.00). For
the argon density p = 0,9098 gm/(:rn3 the composite absorption
factors were compared with those from three beams of uniform
intensity; the beams were 0,0116 in,, 0.0136 in., and 0.0156 in. wide.
The differences between the composite factors and the uniform beam
factors ranged from 2.7 - 2.9% for ASSC, from 4 - 10% for ACSC,
and from 0.1 - 0.4% for ACC,

A comparison was also made of composite absorption factors
with the beam edges divided into three and six strips. In this case,
the maximum deviations between the two sets were only 0.1%, 0.4%,
and 0, 2% for ASSC, ACSC, and ACC, respectively.

(37)

of mR = 20 and 30* was

>’FA grid of mp = 20 divided the sample cross sectional area into 1260
elements and the cell annulus into 5400 elements, each of approxi-
mately the same area. The grid of 30 divided the areas into 50%
more elements,

Finally, a comparison with grids
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meade for the top strip of the 6-strip beam to determine the adequacy
of the grid size for such narrow beams. The maximum difference
between the two sets for any of the absorption factors was less than
1%,

The calculation of an individual set of AS sc(s)’ Ac, 5‘C(S),

]

and AC’ C(S) with a grid of 20 for one-quarter-degree intervals
between € of 0 and 75° would require approximately one hour exe-
cution time on the IBM 7090 computer. For this reason, the beam
strip absorption factors were computed at 2. 5° intervals and combined
into the composite factors, An interpolation program based on

44)

Aitken's Method( was then used to secure the intermediate values.
Incorporation of the composite absorption factors into the data

treatment for incoherent scattering losses leads to the final equation

for the sample intensity:

ACSC(s, 1°
re

)
f E
I (sﬂ

I (s)= —UP [1 By -
S ) cTe& )
: £

G(S)ASSC(S, 1° s ACC(s, 1°
Ire re

(23)

The argon diffraction data given in Chapter VII was processed in

this manner, The composite absorption factors for the argon densities
0.9098, 0.9818 and 1, 0052 grn/crn3 are listed for 5° intervals in

Table 4. The correction factors, G(S), of Table 3 have been com-
bined with ASSC to provide coefficients compatible with the form of
equation (6). The linear absorption coefficients used in the calcula-

tions were 11,46, 12,37, and 12. 66 cm“1 for argon (in order of
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(43)

increasing density) and 0. 5448 cm_1 for beryllium; the density of

beryllium was taken as 1. 82 gm/cm3.

F. Normalization to Absolute Scattering Units

The experimental intensities, and therefore IS(S), are meas-
ured in arbitrary, but internally consistent, laboratory units. In
order to evaluate the radial distribution function by equation (2),
the intensities must be normalized to electron units; these are the
absolute intensity units in which fz(S) and IinC(S) are expressed.
When IS(S) is determined from equation (23), the kernal for the

Fourier transform of equation (2) becomes

C [IS(S) - IO(S)] - NIian(S)

2
Nf S(S)

i(S) = -1 (24)

where C is the normalization constant and IO(S) is the zero-angle

(

scattering. 10) Zero-angle scattering is appreciable only for a few
minutes of arc above 0 =0°; in practice its presence is masked by
the main beam.

Several methods for normalization have been suggested. One
is based on the assumption that the observed liquid scattering ap-
proaches the independent atomic scattering, f’:(S) + Iisnc(S), at high
angles, A graphical fit of IS(S) to the theoretical curve is, however,
subject to error because of the prevailing oscillations of the sample

intensity. A variation of this method, in which the ratio

IS(S)/ {fﬁ(S) - Ilan(Sﬂi , is plotted, provides a more sensitive test of
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the stability of the normalization factor out to the limits of the ex -
perimental data. This procedure was applied to the argon data to
get preliminary values for the normalization constant. The best
normalization was then chosen by trial and error to minimize the
normalization effect on the radial distribution function. (10)
An alternative method is the integral normalization method

developed by Krogh-Moe (45) and Norman. (46) As the radial distance
from a reference atom approaches zero, the radial distribution

function approaches zero, and equation (2) may be written

S
~2n’p = g m g21¢0h(g) g5 (25)
~0

The normalization constant, C, may be chosen by trial and error to
satisfy this relation. The upper integration limit, Sm’ can safely
replace the infinite limit of equation (2) because the value of the
integral is quite constant for data extending to reasonable values of
S.

Normalization constants calculated by fhis latter method were
not as satisfactory for the argon data as those obtained by the graphi-
cal method. Failure of the two methods to give exact agreement
could be traced to the general behavior of the corrected intensity
data; this point is discussed in Chapter VII. C.

The values for the atomic scattering factors used in the

(47)

normalization process were those computed by Berghius. These

values agree to better than 1/2% with those measured experimentally

outto S =54 —1‘, (48) A correction for dispersion was applied using
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(49)

the formula

fcz1 = (f + A2 + (afM? (26)

In this equation, fS is the uncorrected value and Af' and Af" are
the real and imaginary parts of the dispersion correction. The
values Af' =0.10 and Af" = 0,20 were used, (48) The correction
varied from 1.12%at S=0 to 7.13% at S =16.3 Al Inte rpolation
between the corrected values was performed by fitting a fifth order
polynomial to the data.

Incoherent scattering factors which included exchange effects
were not available for argon. Values were interpolated from those

for Ca++, K+, and Cl , which did include exchange effects. (50)

(48)

This

method d interpolation was used by Chipman and Jennings

(

and by
Furumoto. 51) Furumoto compared similarly interpolated values for
neon with calculated values including exchange effects. The discre-
pancy was of the order of one per cent.

As a further check on the validity of the interpolation, the
differences between the incoherent scattering calculations with and

without exchange effects were plotted for Ca++, K+, and Cl . The

(52)

older calculations without exchange differed from the latest
values by 15% at large values of S. The difference curve was inter-
polated graphically to get an estimate of the effect of including
exchange in the argon calculations. The estimate was then added to
the argon incoherent scattering calculated without exchange. (52) The

rcsults agrcced to better than one per cent with those from the first

method,
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(53)

A relativistic correction, the Breit-Dirac factor, must
be applied to the incoherent scattering data. Since power is meas-
ured in photons per second with a scintillation detector, the cor-
rection factor appears as l/B2 instead of the usual inverse third
power, (54)

The data used to estimate the incoherent scattering for argon
were given only up to S =13.8 f‘x—l, The estimated argon points were
extrapolated graphically to S =17 f‘;_l. Since the data were changing
very smoothly in this region, the error introduced by the extrapola-

tion should be very small. A fifth order polynomial was fitted to all

the data points to obtain the intermediate values.
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VII. ARGON DIFFRACTION DATA

A. The Experimental Conditions

1, Selection of States

Experimental measurements were made on liquid argon at the
densities 0.9098, 0, 9818, and 1.0052 gm/cm> on the isotherm,
-130° C;="< the corresponding pressures were 586, 60, 964. 53, and
1156. 48 psia. These states were selected as the first in a program
for a systematic study of the liquid state of argon. Eventually,
a temperature and density grid will be built up over the liquid region.
The - 130'O C isotherm was chosen because a reasonable variation
in density (10, 5%) could be achieved without going to extreme pres-
sures. Also, a complete and authoritative set of volumetric data
was available for this and eleven other isotherms between - 70° and
- 150° C; this data was measured by J. M. H. Levelt at Amsterdam.(BS}
The volumetric data are illustrated graphically in Figure 31l.

(56)

Also shown are the points at which Eisenstein and Gingrich made
their measurements, The lowest density state for the present study
was chosen just inside the liquid region near one of the states meas-
ured by Eisenstein., An isochore through this point and the tempera-
tures - 125° and - 122.5° C provides a convenient pressure range for

succeeding measurements, The remaining two states along the

-130° C isotherm were selected at the pressures corresponding to

*
The corresponding molar densities are 0,02278, 0,02458, and
0.02516 gm mole/gcm3,
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the intersections of that isochore with the two higher isotherms;
this selection will permit the data grid to be expanded isobarically,
if desired.

Interpretation between the density data points which had been
measured was performed by solving a fifth order virial expansion in
the density. ¥ This polynomial had been fitted to the data by Levelt.
Deviation of the original data points from the polynomial was of the
order of one part in 105; a corresponding polynomial at - 10»()O C fit
data by Holborn and Otto(51) to better than 0,05%.

Within the liquid region, the specification of the temperature
and pressure established the state; measurement of these quantities
was sufficiently good to permit the determination of the sample
density to the precision (one part in 104) that it was reported in the
literature. The purity of the sample as measured by the Linde Rare
Gas Department, Union Carbide, exceeded the reported purity of the
sample used in the compressibility measurements. The maximum
impurity was one part per million of HZO; traces of OZ’ NZ’ COZ ,

and hydrocarbons (no CH4) were also reported.

2. Operating Conditions for the X-ray Equipment

The molybdenum x-ray tube was operated at its maximum
ratings in order to get the highest possible output intensity. The
voltage and current were set as close as possible to 55 kilovolts and

20 milliamps for each of the experimental runs. Since the coarse

A
The computer program for solution of the polynormal was written
by R. H. Bigelow.
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adjustments of control knobs prevented exact duplication of the tube
settings, the experimental runs had to be normalized to one another.
The check point intensities described below were used for this
purpose. Also, the long term stability of the x-ray tube current
and voltage were monitored indirectly by this same check point
method.

The operating voltage on the photomultiplier tube of the
scintillation detector was 850 volts. When the linear amplifier gain
was at 50,000, the nominal Ka pulse was approximately 47 volts.
An 11, 4-volt window centered about this value transmitted 50% of the
Ko pulses. The average noise level at these conditions varied from
0.07 to 0. 22 counts per second during the experimental runs. It
was reduced to this level only after the inclusion of a Sola voltage-
regulating transformer between the a. c. line supply and the linear
amplifier and scaling equipment; careful shielding and grounding of
the signal lines were also required.

The diffractometer geometry is described in Chapter IIl. D.

The 1/60-dive rgence slit was used in all the experimental runs.

3. Counting Strategy

The fixed-time counting strategy was employed in each of
the experimental runs. Each diffraction scan consisted of 100 second
counts at the following angles of measurement (in 20): every 1/2
degree between 3 and 110 degrees, whole degree intervals between
110 and 150 degrees, and 1/8-degree intervals over selected ranges

surrounding strong beryllium diffraction peaks. The fine grid near
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the peaks was required because of the absorption-induced shift in
the beryllium peaks with sample in the cell (see Chapter IIL. D. 2).
At large angles the measurements were taken at the larger intervals
in the interest of conserving time; since little diffraction structure
was present, the coarse grid was sufficient to define the scattering
curves. The intervals in each case were taken in equal angular incre-
ments rather than equal S increments (normally done for conven-
ience in integrating the Fourier transform) because the automatic
stepping device for advancing the detector could only operate in this
manner., For this same reason all the computer programs for
processing the data were written for data taken in equal angular
increments. As a result of this procedure and of the fixed-time
strategy, the relative error of the diffraction scans was a function
of angle. Error evaluation and the method used for obtaining a final
diffraction pattern are discussed in Chapter VII. C.

The accumulated counts from several diffraction scans were
combined to obtain.an average intensity for each diffraction angle.
The use of several independent scans of short duration permitted a
cheﬁ‘c.k on the reproducibil‘i’cy of the data. This method compensated
for instabilities in the electronic equipment which were otherwise
not detectable.

The stability of the electronic components associated with
x-ray production and detection was checked at regular time intervals
during each experimental run. This was done by recording the

scattered intensities at a prescribed angle. The check point angle,
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20 = 74°, was selected because of the absence of any pronounced
structural features in either the beryllium powder or the liquid
diffraction patterns, During the 30-hour runs, ten consecutive
100-second counts were taken every three to four hours., Average
intensities for the check point angle were approximately 16 and 17
counts per second for the evacuated cell and cell plus sample,
respectively. The ratio of the empty and full cell intensities was
used to normalize the individual runs to each other according to
the procedure described in the next section.

Even under the most stablé operating conditions the check
point intensities fluctuated about an average value. This behavior
was due primarily to the statistical fluctuations occurring in the
production of the x rays in the x-ray tube, This process can be de-

(58)

scribed by a Poisson distribution.,: Since the counting times in
this experiment were sufficiently long, the Poisson distribution could
be approximated by a normal distribution for convenience in calcu-
lations. Confidence intervals of the data about the estimated mean
could then be calculated. For each run the check point intensities
exhibited statistical behavior which conformed closely to the expecta-
tions for a normal distribution. The following example is illustrative
of the check point behavior,

In order to assure that the sampling technique described above
did not conceal any short-term instabilities in the electronic equip-
ment, consecutive 100~-second check point measurements were madec

for a period of seven hours. Of the 270 measurements, 86 % fell

within the .90% confidence interval about the mean. There were no
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discernible short-term periodic fluctuations of the data. Out of the
three 1000~-second samplings at the beginning, middle, and end of
that data, 83% of the points were within the 90% confidence interval,
On this basis, the sampling technique used during the experime ntal
runs was considered adequate and the stability of the electronic
components was assumed uniform and constant. The check point
data consistently showed slightly more random behavior than was
expected. This was probably due to statistical instabilities and
noise in the detection equipment and to the finite resolving time of

the circuits.

B. The Raw Intensity Data

X -ray diffraction data from liquid argon at T = - 130° C were
measured using molybdenum radiation. The angles of measurement
ranged from 2% to0 150° in 20; the upper limit corresponds to a maxi-

mum S of 17.1 A7}

. Two complete diffraction scans (see Chapter
VII, A. 3) were made for each of the three densities: 0.9098, 0. 9818,
and 1. 0052 gm/cm3. The data from each scan are given as a function
of 8 in Table 5. The empty cell data, listed under the heading
ICELL, are the average of four scans between 10 and 600 and three
scans between 60° and 75°. Table 6 gives the average intensities for
two diffraction scans at one-eighth-degree intervals near strong
beryllium &iffraction peaks. Figure 32 shows a graphical illustra-

tion of the average intensities for the density 0. 9098 gm/cm3; data

for the other densities are quite similar. The dashed line was drawn
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between the empty cell data points to demonstrate the magnitude of
the beryllium powder diffraction pattern. As mentioned in Chapter
III. D, 4, the scattering geometry for this data minimized the cell
background contribution,

The data in Tables 5 and 6 have been corrected for electrical
noise background. In addition, each run has been normalized to a
reference intensity for the empty cell. The normalization was neces-
sary because the exact incident beam intensity could not be repro-
duced for each run. The reference intensity was 18.00 counts per
second at the check point angle, 0 = 37°. The argon runs were
normalized from the average empty cell check point intensities taken
at the beginning and end of each scan. ZFull cell check point inten-
sities were taken regularly during the run to monitor the behavior
of the electronics. The ratio of the empty to full cell check point
intensities was constant from run to run at each density and the ratio

also exhibited a monotonic increase with density.

C. The Corrected and Smoothed Sample Intensities

The raw data of Table 5 were corrected* éccording to
equation (23) to obtain the diffracted intensities attributed to the
sample. Figure 33 illustrates the corrected intensity data for the
density, 1.0052 gm/cma. The scatter in the éorrected data was

caused by two different processes: (1) the absorption-induced shift

&
The calculations were performed on the IBM 7090 computer with a

program written by R. H. Bigelow.
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of the beryllium powder diffraction peaks when sample was present
in the cell, and (2) the statistical scatter of the experimental inten-
sities, IC+SE(S) and ICE(S). Correspondingly, two different methods
were used to smooth the sample intensity curves. A description of
the smoothing procedures follows.

The corrected intensities on and near the strong beryllium
powder diffraction peaks lie far outside the statistical spread of the
bulk of the data. The anomalous points were reproducible and showed
the same general behavior at every strong beryllium peak, This
behavior can be attributed to the absorption effect described in
Chapter III. D, 2. With sample in the cell the beryllium peak inten-
sities shifted to higher angles., The net effect on the corrected
intensities was that the values were too small on the low-angle side
of each peak and too large on the high-angle side. The points on the
second argon peak in Figure 33 illustrate this behavior; this region
corresponds to the angles of the largest beryllium peaks. The fine
grid of data taken near the peaks permitted graphical interpolation
through this particularly troublesome spot. The points directly on
the peaks had to be rejected. The use of fine Soller slits sufficiently
reduced the width of the peaks so that very few points were discarded
on this basis.

Below 8 of 15° the corrected intensitics were reproducible,
and the resolution of the beryllium peaks was good; this permitted
graphical interpolation through spurious points. At higher angles

the data were smoothed by a statistical mcthod. After obviously bad
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points corresponding to beryllium peaks were rejected, a second
order polynomial in' 8 was fitted by a least square technique to
short sections of the data. At any angle the smoothed point is the
result of applying the polynomial to a prescribed number of pre-
viously smoothed values behind the point (i.e., to intensities at
smaller angles) and to the same number of unsmoothed points ahead
of the point. At the conclusion of the calculation for a particular
angle, the range was shifted by onc intcrval and the proccss repeated.
The range was selected to include features of the curve which a
second-order polynomial could adequately represent. On this basis
the sample inteﬁsity curve above 15° was divided into two sections.
The first, between 15° and 400, was smoothed by a polynomial fitted
to twenty data points (0% 2, 5°) at a time. The remainder was
smoothed wi;:h a forty-point range (6 £ 5, 0%). The dotted curve
through the data points of Figure 33 is the result of the preliminary
smoothing.

The final estimate of the intensity curve was obtained by
constructing a confidence interval about the dotted curve and replacing
the data points outside the interval with preliminary smoothed points.
This was done because the inclusion of the badly scattered points in
the smoothing process unduly influenced the position of the resultant
curve, The remaining points were then smoothed by the same poly-
nomial method just described. The calculation of the confidence
interval is described below.

With the assumption that the sample intensities at any angle
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are normally distributed, the confidence interval may be calculated
(59)

from the formula

AL(S) =%k, [Var (XS)]V2 (27)

where Var(x s) is the variance of Xs’ a random variable representing
the sample intensity; and kr is a constant determined by the signi-
ficance level chosen for the particular application. This equation
states that for a sufficiently large number of observations of the
random variable, ¥ o r % of them will lie within the range * AIS
about the true mean of the sample intensity, IS(S).

The experimentally observed gquantities are the total number
of counts from the cell, n., and from the cell plus sample, nc+s°
Therefore, the variance of X 4 must be expressed in terms of the
random variables N and Nets? which represent the experimentally

observed counts. Introduction of these variables into equation (23)

with the definition, Var (¥ S) = E(xs— IS)Z, leads to the result

2
_ (1/PGASSC)
Var (XS) = TZ Var (nc+s)
cts

, (L/PGASSC)*(ACSC/ACC)*
2
C

Var (n ) (28)

where T 1is the total counting time at the particular observation

angle, The random variables e and nc+s conform to a Poisson

>FEqua’cions (28) and (29) were derived by P. G. Mikolaj. His thesié42)
may be consulted for the details.
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(60)

distribution; and, for this type of distribution, the variance is

equivalent to the mean. Finally, introducing the experimental

E

I and TCICE, as the best estimates of the

‘s T
guantities, ct+sicts

means of e tsg and un gives

T T ACC
C

2 T 2

1/PGASSC E +s {ACSC V. E

Var (x ) = (1/ ) [IC+S (S) + =18 )IC (S)J
c+s

(29)

This equation may then be combined with equation {27) for the calcu-
lation of the confidence interval.

The confidence interval at the 90 % significance level (k_=1. 645)
was calculated at several values of 8 and placed around the dotted
line of Figure 33; the dashed lines represent the limits of the interval
above and below the curve., For this set of corrected intensities,

84% of the points fell within the interval; 85% and 87% fell within
similar bands for the other two densitics, Data points outside the
bands were discarded and replaced with points from the preliminary
smoothed curve.

The final estimate of the sample intensity curve was then
obtained by smoothing the points by the polynomial method. Figure
34 shows the smoothed intensity curve as a function of 8 for the data
of Figure 33. The curve has been normalized to the independent
scattering curve, fi(S) + Iinc(S), at S =10 j‘x—l.

A more sensitive method of illustrating the sample intensity

curves is a plot of the ratio of the sample scattering to the indepen -
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dent scattering. The smoothed intensity curves for each of the three
states are given in this form in Figure 35. The apparently smooth
features of the previous figure now appear in a magnified form,
especially at large values of S. This permits the identification of
spurious intensity peaks which would introduce error into the radial
distribution function.

The first four peaks appear in regular positions for each
state., However, beyond S =10 A—l, there is no correlation of the
peak positions or magnitudes from state to state. Coupled with the
fact that liquid scattering curves generally have monotonically
decreasing peak heights with S, the validity of the recognizable peaks
at larger S values is questionable. The high relative error of the
corrected intensity data in this region lends support to this assertion.
For the three states, the average relative error (given by
AI_/Mean 1 ) was 5% at 6 = 15°, 9% at 30°, 16% at 50°, and 17% at
75° at the 90% significance level. No attempt was made to evaluate
the relative error of the smoothed curve through the data points.

Table 7 gives a summary of the characteristic features of the
sample intensity curves. The positions of the peaks agree reasonably

(56) for argon at

well with those given by Eisenstein and Gingrich
-129° C and P =0.87 gm/(:rn3° The ratios of the first peaks to the
continuum intensity at S = 8.8 Al also show fair agreement., The
position of the first peak was determined from the IS(S) vs. B curves;

all others were taken from Figure 35.

Each intensity ratio curve in Figure 35 appears to oscillate
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about a line with negative slope. Since this ratio is a sensitive
method of testing the normalization fit of the intensity data, the line
should have zero slope. The slopes were more nearly linear when the
intensity ratio was plotted as a function of 8. The best estimated
straight lines gave negative slopes of 0.0024, 0,0034, and 0,0036
(counts per second per electron unit per degree} with increasing
density. Because of these slopes the integral normalization method
(Chapter VI, F) failed to give satisfactory normalization factors. The
integral method factors oscillated with rapidly damping amplitude
about a line that was roughly parallel to, but slightly higher than,
the line through the ratio curves.

The monotonic change in slope of the ratio curves with density
suggests that there may be a systematic error in the data reduction
- process, However, a thorough examination of all the corrections
failed to disclose anything of the magnitude corresponding to this
effect, The effect of this phenomenon on the Fourier transforms is

examined in the next Chapter.
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VIII. ARGON RADIAL DISTRIBUTION FUNCTIONS

A, Electronic and Atomic Radial Densities

When written in terms of the radial atomic density pa(r),

equation (2) takes the form

S
dmr® (p (r) -p_) = —2—55- mSi(S) sin Sr dS (30)
a a m 0

where the kernel of the integral is given by equation (24),

C[IS(S) ; IO(S)] _ NIiSnC(S)

i(S) = -1 (24)

2
Nfs(S)

The substitution of Sm, the maximum experimental value of S, for
the infinite upper limit of the integral introduces a truncation error.
This error will be discussed below.

Although derived independently, an equation for the electronic

(10)

radial density pe(r) may be written in the similar form

'ﬁ.h'rr2 [Pe(r) - —56 - Po(r):l

2r “m 2
= 7 Si(S) £7(S) sin Sr dS (31)
m 0 S

where Z is the atomic number of the sample. The quantity Ee is
the average electronic density of the system, and po(r) is the average
electron density within the reference atom. This latter quantity was
arbitrarily included to strengthen the convergence of the transform;

its influence is confined to radii less than a nominal atomic radius.

Equations (30) and (31) are in effect two different ways of
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illustrating the transform of the sample intensity data. They are
more useful than the conventional displays of 4Trrzp(r) in that they
clearly show the ghost peaks or ripples superimposed on the density
curve. The effect of having the term fi’(S) in the integral for the
radial electronic density is to decrease the relative importance of
sample intensity values at large S. Therefore, a comparison of

the electronic with the atomic density distributions is useful in inter-
preting the reliability of the data.

The transforms were evaluated at one-tenth Angstrom
intervals out to r =15 A, * The electronic and atomic radial den-
sities are shown in Figures 36 and 37, respectively. The three
curves in each figure correspond to integration of the intensities
illustrated in Figure 35, The integrals were truncated at Sm =9 A-l;
this is believed to be near the limit of the validity of the experimental
data. Truncations at larger values of S introduced such large
ripples on the general shape of the atomic distribution curves that
their identity began to disappear.

The ripples are most obvious in the atomic distributions of
Figure 37. The period of the oscillations is approximately the same
for each state; this suggests that a general feature of each intensity
curve,rather than discrete errors, is responsible for the effect.
Truncations of the transform at several values of S between 27

and 15 showed similar features. At each truncation limit the curves

Sk
The calculations were performed on an IBM 7090 computer with a
program written by R, H. Bigelow,
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for all three states had oscillations imposed on curves of the same
general shape. The periods were roughly constant at 21r/Sm, and
the amplitudes increased with increasing. S, Figure 38 shows the
atomic radial distributions for the argon density 0. 9098 grn/cm3
with truncation limits of 2w, 5/2 m, and 9A-1.

First estimates for the normalization factors were chosen
for each truncation limit by examination of the intensity ratio curves
of Figure 35, The normalization factors were then altered by a trial
and error iteration until one was found which produced oscillations
of minimum amplitude on the atomic distribution curves. The first
estimates were usually good to within 2%.

The most likely cause of the ripplés common to all the density
distributions is the general slope of the intensity ratio curves of
Figure 35. TUntil the intensity data is corrected to the point that the
normalization factors are constant with S and agree reasonably
well when estimated by different methods, the isolation of specific
errors in the intensity patterns cannot be performed. Several attempts

to do this with empirical correction functions were not successful.

B. Atomic Radial Distribution Functions

The atomic radial distribution function is given by rearrange-

ment of equation (30):

p_(r)
a -1+ 1

g, (r) =

max
‘Sj Si(S) sin Sr dS (32)
P 0

2 —
a 2w rpEL

As before, i(S) is given by equation (24).
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The best estimates of the atomic radial distribution functions
were obtained by superposition of the transforms with truncations of
Smax = 2™ 5/2w, and 9 j\-l. An envelope was then drawn about the
amplitudes of the oscillations resulting from the various truncations,
The results are shown in Figure 39. The true radial distribution
function for each state is believed to lie within the band shown.

Only two well defined peaks occur in each of the distribution
functions at this temperature. The peaks increase in sharpness with
increasing density and are located at successively smaller values of
r. In spite of the diffuse band defining the limits of the function,

it can be said that the short-range order of liquid argon at these

conditions does not extend significantly beyond 15 A,

C. Coordination Numbers and Shell Distances

The coordination numbers, often referred to as nearest-
neighbor shells, are the average number of particles included undcr
the peaks in the distribution curve. Shells containing atoms which are
located at successively larger radii are designated as the first, sec-
ond, third, etc. Since individual shells are not necessarily separated
and distinct, they will generally overlap. If the radial density is
defined with sufficient accuracy, the consecutive shells can be ob-
tained by subtracting the inner shells, In order to do this, each
shell is assumed symmetrical about its maximum. Considerable
controversy exists in the method of symmetrizing the shells., While

some authors simply symmetrize the peaks in the 4oz’ p(r) vs. r
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curve and integrate to obtain the coordination numbers, Coulson and
Rushbrooke(él) present arguments favoring a symmetrical reflection
about the maxima of the curve rp(r). In this latter method, the
symmetrical curve in rp{r) is replotted and integrated in 4-rrrzp(r)..
The results from both of these methods were obtained.

Except for the region near the maxima, the small r-side of
the first peaks in the distribution functions of Figure 39 are all well
defined. Coordination numbers beyond the first were not attempted
because of the uncertainties in the functions. The results of the
calculations are given in Table 8, As the radius of the first shell
becomes smaller with increasing density, the first coordinat.ion
number decreases, The discrepancy of the coordination numbers
calculated by the two methods varies from 8 to 18%, The positions
of the peaks were estimated from curves of the type shown in Figure
38,

The first shell positions and coordination numbers are slightly
larger than would be expected in comparison with those reported by
Eisenstein and Gingrich(56)for]iquid argon at - 129° C and 0. 87
gm/crn3., The positions of the second shells differ quite markedly.
Finbak(g) has suggested that the second peak reported by Eisenstein
and Gingrich is a spurious peak resulting from experimental error.
Finbak recalculated the atomic distribution curve after empirically
correcting Eisenstein's intensity data; the result contained a second
maximum in good agreement with the present work, The comparison

is given in Table 8,
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Also listed in the table under rz/r1 are the ratios of the
positions of the first two shells, The values for the three states of
the present work are quite close to that obtained from Finbak's
recalculation. In fact, Finbak showed that this ratio is constant to
within 6% for argon and eight other monatomic liquids at various
densities and temperatures. This apparently general feature of liquid
structure has been reproduced from models by Furukawa, (62) Wood
and Parkerfé?") and Bernal. (64) In this connection it is significant
that the same approximate magnitude for this ratio is obtained'botl;l
from neutron diffraction of argon(és) at 84° K and 1. 40 gm/cm3 and
also from Finbak's recalculation of Eisenstein's x-ray data for the
same state.‘ The comparison is given in Table 8 also, The fact that
rz/r1 from both of Eisenstein's results is internally consistentl, yet
different from these other estimations, suggests the presence of a
systematic errof in the experiment. The validity of the second peaks
is even more doubtful since the nominal pos_ition of the third peak
agrees well with the second peak position from the neutron diffraction
data. While this is not conclusive proof of experimental error in the
earlier x-ray work on argon--the spurious second peak fits within
the estimated band for ga(r) at 0,9098 gm/crn3 of the present work--

it is at least suggestive that the matter should be investigated further,
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IX. DISCUSSION AND RECOMMENDATIONS

The supporting equipment designed and developed for the
present work has performed satisfactorily. The cryostat can be used
with a variety of sample cells in either the parafocusing or Debye-
Scherrer geometries. Because of the low x-ray scattering power
characteristic of fluids, the low absorption of incident and scattered
radiation is a particular asset. Similarly, high angular resolution is
obtained without the severe losses in intensity accompanying large
sample~to-counter distances., If the flexibility of having the diffrac-
tion geometry adaptable to parafocusing experiments could be
sacrificed, the vacuum chamber and cell assembly could be made
smaller; this would permit the detector to be positioned more closely
ta the sample. Since the diffracted intensities are inversely propor-
tional to the square of the sample-to-counter distance, the advantage
would be considerable. With such an arrangement the beam collima-
tion would have to be improved even further. An improved design
for Soller slits which could accomplish this is presented in
Proposition II.

The positioning of the incident beam is an important factor in
optimizing the scattering efficiency from the partially exposed cell.
The arrangement used in this experiment represents an optimum
choice in many respects. However, the presence of the large amounts
of cell scattering is quite undesirable. This problem could be

eliminated by confining the intersection of the incident and scattered
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beams to within the sample volume. This is difficult with high
pressure cells of the present diameter because of the very narrow
beams required., Even if sufficiently narrow beams could be well
defined, the scattered intensities would become impracticably small,
On the other hand, a beryllium cell large enough to permit a large
irradiated sample volume could not accommodate high pressures,

A stronger cell material such as diamond or laminated plastic might
be considered. One interesting possibility would be the use of a
plastic sheath on a thin-walled beryllium cell of larger diameter,
With proper selection of the plastic according to its thermal expan-
sion, a sheath could be designed that would form a prestressed cell
at low temperatures, Such a cell would stand higher pressures than
one of beryllium with comparable wall thickness; yet the total absorp-
tion of x rays in the cell walls would remain small,

The present temperature and pressure instrumentation are
adequate for experiments not too close to the critical state. Tem-
perature control could be improved by installation of a second
platinum resistance element in the temperature control annulus.
Since the change in resistance with temperature is large for this
element, its use in place of the absolute control thermocouple would
permit more rapid control response and provide an order of magni-
tude greater temperature sensitivity., The sample temperature can
be measured accurately by careful determination and control of the
cell temperature gradients at the desired control temperature.

For experiments at the critical state better pressure control
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would be necessary, Finer control could be achieved with an auto-
matic system in which the output voltage from the pressure transducer
would drive a servomechanism attached to the existing injector.
With automatic control the pressure fluctuations should be able to be
reduced to as low as # 0.001 psi. Methods for utilizing the sensi-
tivity of the pressure transducer more efficiently arec discussed in
Appendix III, With better control, the limitation in pressure measure-
ment would then be that of the Michel pressure balance, about 1:10, 000,

The high counting efficiency of the scintillation counter makes
it desirable for achieving a large signal to noise ratio and shortened
operating times for experiments. However, the relatively poor
energy resolution of this type of counter is a characteristic which
should not be lightly disregarded. A comparison should be made
between crystal-monochromated radiation and the arrangement used
in the present work. Poor monochromatization, however, is not
believed to be the spectre behind the anomalous slope of the argon
diffraction data. The scintillation counter used with the pulse height
analyzer and K@ filter has yielded good results in other experiments
in our laboratory. However, experience with this technique is not yet
extensive enough to verify that it provides sufficient monochromati-
zation at very large values of S,

Several corrections to the experimentally observed intensity
data have been discussed in the text. The largest corréction, that
due to the absorption of incoherent scattering in the Kf filter, can

be eliminated by repositioning the filter in the incident beam. With
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the present scattering geometry, the remaining corrections related to
incoherent scattering are relatively small. The techniques developed
for treating them can be applied to all experiments with highly absorb-
ing samples.

Sample or cell absorption of the incoherent scattering could
be very significant in many cases, and the presence of this phenom-
eaon should not be ignored. The optimum geometry for minimizing
this effect is a narrow beam positioned near the top of the sample,
but for small cells this often requires an incident beam of nonuniform
intensity. The composite beam technique was developed for the solu-
tion of this particular problem, but the method can be extended to
other experiments involving beams of nonuniform intensity.

A recent experiment in the laboratory has demonstrated the
validity of the smoothing technique which was applied to the argon
sample intensities. The fine structure of the intensity curve for silica
was recovered by using the same methods. * The silica data had less
scatter in the region of large S, however. The relative error of the
argon data in this region should be reduced before attempting to
include it in the Fourier transform.

The corrected sample intensity data for argon did not nor-
malize satisfactorily to the independent scattering curve. As a

result, the radial distribution functions contain spurious ripples and

“The details of the,silica analysis will be given in the thesis of
P, G, Mikolaj. (42
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can only be estimated within the limits of those oscillations. Before
greater resolution can be obtained, the normalization criteria must
be more nearly satisfied.
The normalization constants for the argon data appear to be
a linear function of the scattering angle. A definitely linear fit has
been observed in the silica experiment; the scattering from an
exposed silica rod was compared with the corrected intensities for
the rod contained in the beryllium cell. The most likely cause of the
slope induced by the presence of the cell is non-isotropic scattering
power of the beryllium powder., Combined with the strong sample
absorption, this could account for the monotonic change in slope of
the argon data with increasing density. Further studies should be
made with a reference such as silica to establish criteria for suitable
normalization functions. Application of this correction to the argon
data would result in radial distribution functions of greater resolution.
A check on the hypothesis that cell anisotropy is the source
of error could be made by performing the experiment with silica in
a single crystal beryllium cell--a single crystal cell for use at low
pressures is available in the laboratory. Reproduction of the pattern
from the exposed rod would validate the scattering and absorption
corrections, If the hypothesis is confirmed, an alternative to the
normalization correction for the powdered beryllium cell would be
the devélopment of an isotropic cell. Single crystals of beryllium
or amorphous materials such as high strength plastics offer the

most promising qualities,
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The common features of the argon distribution functions
suggest the possibility that previous work on argon contains spurious
sub-peaks which are the result of systematic error. The results
from neutron diffraction of argon near the triple point support this
possibility with even stronger evidence. ©Since the previous x-ray
work is widely referred to, a check on its general validity should
be made by conducting studies near the states previously done., The
same states should not, however, be repeated for their own sake,
Future work should expand along the grid of isotherms and isochores
initiated with the present study. The radial distribution functions
from such a grid will provide the most useful information for investi-

gation of the structure of liquids.
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TABLE 1

Run Calidbration Measured Interpolated Temperature
Number Temperature Ilesistance Resistance Difference®
TC(OK) B.c(ohms) Xy {ohms) A1(°)
(1) (2) (3) (4) (5)
7 T7.716 20.291 essene 0.000
6 78.890 20.792 20.7892 0.007
12a 128.282 41 .693 41.6712 0.053
12b 138.238 45.828 45.8012 0.065
12¢ 153.588 52,157 52,1263 B.075
9 201.435 71.536 71.5168 0.048
10 206.907 73.730 73,7090 0.053
11 217.076 77.790 T7.7712 0.048
8 273.015 99.871 secese 0.000
4b 273.285 99.976 99,9729 0.008
13 298,788 109.921 109.9219 -0.002
* AT = To (measured) -— T (interpolated)
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TABLE &

COMPARISON OF PRESSURE COEFFICIENT
FOR THERMOMETER AND PURE PLATINUM

) 18 L8 ()

(OK) Thermometer Pure Platinum
7 10,3 enee

90 csen 2,34

150 5.8 eses

191 643 vase

195  eees 1.97

273 8.4 1,93
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TABLE 5

SUMMARY OF DIFFRACTION DATA,
INTENSITIES {counts /second) FOR EVACUATED BERYLLIUM CELL
AND BERYLLIUM CELL CONTAINING LIQUID ARGON "

Molybdenum Radiation, 55 KV, 20 ma,
Zirconium Filter, 50% PHA Transmission

All Intensities Corrected to 18,00 cps for 8 = 37,00 Degrees

E'S
ICELIL designates evacuated beryllium cell intensity,

A, B designate individual diffraction scans.
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TABLE 6
INTENSITIES (counts/second) FOR EVACUATED BERYLLIUM CELL

AND BERYLLIUM CELL CONTAINING LIQUID ARGON

DATA NEAR SELECTED BERYLLIUM PEAKS

THETA 1CELL AVG. CELL PLUS SAMPLE INTENSITY

0.9098 ©,9818  1.0052
{GM/CM3)  (GNM/CM3)  (GM/CM3)

TT90625 22,19 46,43 45.03 44,15
9.1250 23,30 46.85 45,84 43.61
G 1875  25.35 48.50 47.35 44,45
.9.3125  27.36  49.02  47.22 45,68
9.3750 26.68 48.55 47,76 45.93
. 9.4375 27,22 51.16  47.98  45.63
9.5625  23.92 46.28 44,85 44,36
3.6250 22.94 47.36 45,29 43,26
o 9.6815  24.92 41.16 46.59 Ah.27
8.8125  32.52  52.93  4S.43 48,50
9.8750  32.15 51.75 49,97 49,93
9.9375  29.04 50.58 47.68 47.31
lu.5625 27.00  49.86 48,26 48,38
10.6250 26.08 49,92 50.22 48424
.. 16.6875 26.12  51.81 49.53 4t.31
10,8125 26.68 49.96 49,20 48.36
16.8750 27.05 50.52 49,72 49,51
.. 10.9375 29.55  52.72 51.41  50.10
e M1.0625 39.10 57.70_ ! 24298 53.71
11,1250 43,40 60.85 58,24 56.06
11.1875 59,66 66.79 67.48 61.58
12,0625 41.15  57.02  57.20  56.68
12,1250 40.75 56.26 55,48 54.28
12,1875 41.08 56,06 57.63  52.89
12.3125 39.72 56.14 54,40 53.11
12.3750 40.42 55.71 54.55 52.05

12,4375 39.92 53,58 54,06 53.5¢4
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Pictorial Illustration of Cyrostat Geometry

Figure 5,
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Figure 6. Illustration of Experimental Area and Cryostat
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Il1lustration of Pressure Control System

Figure 14,
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' Figure 18. Scattering Geometry of Partially Exposed Cell
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Figure 20, Illustration of Thermometer Calibration Apparatus
During Assembly

Figure 21.- Illustjration of Thermometer Calibration Apparatus
In Position
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APPENDIX I

ELECTRONIC COMPONENTS ASSOCIATED WITH X-RAY
PRODUCTION AND DETECTION

The following is a list of the major electronic components

which were used in the present experimental arrangement in con-

nection with the production and detection of x rays. Their function

is briefly described in Section Il

1o

Norelco X-ray Generator, Type 12045; 10-60 kv-p fullwave
rectified output: maximum output 2500 watts.

Norelco X-ray Diffraction Tube, Cat. No. 32113, Molybdenum
target.

Scintillation Counter and Power Supply; 1/2 in. diameter crystal
of thallium activated sodium iodide mounted on Type 6201V22
multiplier phototube; phototube power supply, Norelco D. C.
Power Supply 0-1900V with Electronic Circuit Panel.

Franklin Electronics Preamplifier, Model 349; voltage gain 0. 98,
input noise (grounded grid} less than 25 microvolts.

Franklin Electronics Linear Amplifier, Model 348A DD-2;
maximum gain 50, 000; gain stability 1% for 10% line voltage
change, input noise 50 microvolts maximum.

Nuclear Chicago Pulse Height Analyzer, Model 8300; integral
and differential output, motor driven scanning base control, base
raﬁge 5 v to 100 v, maximum count rate 250, 000 pulses/sec,
output 15 v negative, 1 psec pulse pair resolution, * 0.1% base

line linearity over full range.
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Franklin Electronics Precision Pulse Generator, Model 370;
10 volt maximum output, stability 0,02% per day.

Computer Measurements Corporatién Dual Preset Controller,
Model 326B; input sensitivity 0. 05 volt runs for 10-'104 CpSs,
absolute accuracy.

Computer Measurements Corporation Counter Timer, Model
226B; 0 -1, 2><106 cps =1 count * stability, six digit readout,
0.1 volt rms input sensitivity.

Computer Measurements Corporation Digital Printer, Model
400C; six digit recording and indicating capacity, absolute

accuracy of counting instrument,
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APPENDIX II

DETAILED ALIGNMENT AND OPERATING PROCEDURE

The following set of instructions is included to assist those
who have not previously operated the equipment or to refresh the memory

of those who have,

1. Goniometer and Soller Slit Alignment

The goniometer must Iirst be aligned. ZEither the suggestions in
the Norelco instruction manual or the improvised laboratory procedure
may be used for this purpose.

The vertical Soller slits and receiving slit can then be aligned.
The obJject is %o place the slit plates parallel to a rey from the
center of the goniometer through the center of the receiving slit.
First, place the 2 to 1 gauge in the goniometer slignment Jig. When
it is properly aligned, a very narrow pencil of x rays passes through it
and fixes the zero of the goniometer. WNext, place the 0.006-in. receiv-
ing slit in the slit holder. With the Soller slits in place, rotate
the slits in their holder and adjust the angular setting of the counter
until the maximum intensity is obtained. The set screws holding the
Soller slit holder in place should not be strongly tightensd. TNow
remove the Soller slits and scan the main beam to find the true zero
for the 0.006-in. recelving slit.

Nexﬁ, insert the 0.l1ll-in. receiving slit, or whatever slit will
be used in the experiment runs. The center of this slit should corres-

pond roughly to the center of the 0.006-in. slit. To see if it does,
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scan the main beam again without the Soller slits. If the two zeros
agre2 reasonably well, the goniometer zero may be set and the-Soller
slits replaced. If the zeros do not agree, the entire procedure must
be repeated allowing for the difference. Two iterations ars usually

sufficient.

2. Alignment of the Vacuum Chamber

The positlon of the vacuum chamber determines the cell alignment.
The axis of the cell 1s parallel to the goniometer axis when the vacuum
chamber end plate is parallel to the hub on the goniometer shaft. The
vertical and horizontal alignment is accomplished by moving the chamber
in the scattering plane with the adjustment screws onthe base plate
which holds the wooden support block.

The chamber is first roughly positioned against the hub with ths
goniometer shaflt moved out about two inches. This permits access to
the bolts holding the hub to the end plate. The base plate should be
moved in toward the goniometer as far as possible. Position thez chamber
parallel to the hub by adjusting the alignment screws on the bass plate.
With the hub flush against the snd plate, a 0.002-in. thickness gauge
would not slip in around the edges of the hub.

Now back the hub off a short distance and check to see if the two
alignment pins in the hub will fit into the holes In the end plate.
They should not bind in the end plate holes when the hub is in place.
If they do, the can must be repositioned, and the alignment process re-
peated. Once the chamber is near final alignment, a level should be

placed on top of the pressure manifold housing. The top of the housing



-158-

must be horizontal in the direction of the goniomster axis; it should
also be roughly horizontal in the scattering plane to permit proper
alignment of the coolant transfer tubes.

The alignment procedure usually needs to be repeated several
times before the chamber is properly positionsd. When the alignment
pins slide freely into place, the hub may be bolted lightly to the
chamber. Slide the wooden block in along the runners until the center
of the Mylar window coincides with the notch on the horizontal Soller
slits; this notch indicates the center of the x-ray beam. Be very care-
ful when sliding the wooden block not to disturb the goniometer or move
the chamber on the block. When the chamber is properly positioned,
the goniometer shalt should be locked into place with the clamp on the

far side of the goniomezter.

3. Preliminary Operations Before Beginning an Experimental Run

Several preliminery operations and checks are necessary before
the beginning of a run. The xX-ray counting equipment should be left in
operation continuously to insure stability. Each component should be
checked occasionally according to the appropriate calibration procedures.
In particular, the alignment of the decades on the CMC equipment should
be checked frequently.

The distance detector electronics must be turned on well in
advance of their intended use. The operating characteristics are sensi-
tive to temperature, and thermal steady state must be established.

The potentiometer batteries should be well charged. This check

is an easy one to forget. But well-charged batteries are very important
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to the proper functioning of the apparatus, especially when the plati-

nun resistance thermometer 1s used for temperature control. Since the

batteries must be hooked up to the thermometer early to avoid discherge
transients, they should be charged well in advance of the experimental

run.

The coolant transfer tube 1s not evacumsted continuously during
e run; it must be pre-evacuated to the desired pressure. It was found
that the simple inlet valve to the evacuated line held an adequats
vacuun for several weeks.

The correct cylinder must be installed in the pressure balance
well shead of its use. Air must be bled from the lines for several
hours after the cylinder is installed.

After all of the above operations have been performed, evacuation
of the vacuum chamber and sample lines may be begun. When pumping the
chamber down from atmospheric pressure, at least ten hours ars required
to reduce the pressure below one micron. The time requirement will
vary, however, with the pumping system and the history of the chamber
pressure. The sample lines should be evacuated (independently if pos-
sible) and flushed several times with sample prior to the cooling-down
procedure. The cell should be flushed with sample at pressures less

than one atmosphere (absolute) to avoid overpressurizing the diaphragm.

L. Cooling Procedure

After a pressure less_than one micron of Hg is reached in the
vacuum chamber, the coolant transfer tube may be attached and cooling

begun. There are two different methods available for coolant operation,
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either gas or liquid flow. Liquid flow cooling is used for control
temperatures between 80O and llOO K. For this mode of flow, the trans-
fer tube extends to the hottom of the coclant supply Dewar.

For control temperatures above llOO K, gas flow cooling is used.
The coolant transfer tube is inserted in the supply dewar until the end
extends a short distance below the liquid level. With experience, the
distance may be chosen so that liquid flow will occur during initial
cooling; then near the control temperaturs ges cooling will begin.

The coolant flow rate is selscted to give the optimum cell
temperature profile for the desired control temperature (see Figure 26).
The appropriste hesater voltage for transfer of the coolant is selected
from the gas coolant consumption curve (see Figure 30). Very small
voltages are required to transfer the liquid coolant after the initial
pressure has been established in the supply Dewar.

As the cell assembly cools, the vacuum in the chamber incrsases
rapidly due to cryopumping. When the pressure falls below 10-1L mr Hg,
the vacuum ion pump may be put into operation. The rough pumping
lines are then shut off from the vacuum chamber and left pumping on the
sample line. A warmup period of over one hour is sometimes required
for the ion pump befors it reaches its maximum pumping speed. During
this time, the roughing line must remain connected to the chamber.

During the cooling operation, the temperature of the control
annulus may be displaysd on the recorder. The reference voltage must
be included in the control circuit to make the thermocouple voltage

compatible with the recorder range. The absolute temperature may be



-161-

checked by measuring the thermocouple potential with the potentiometer;
the potential must be adjusted from the usual thermocouple tables since
the reference junction is at room temperature.

An additional hour is usually required for the gas coolant flow
rate to stabilize after the control temperature is reached. Since the
adjustment is usually toward a higher temperature, the steady coolant
temperature should be observed before automatic temperature control is

begun.

5. Automatic Temperature Control

Whan the desired coolant temperature is steady, begin automatic
temperature control. Connect the temperaturs control apparatus accord-
ing to the schematic of Figure 10. The polaritiss should be checked
with the plugboard wiring diagrams from control records for previous
runs.

The control conditions are selected to give minimum cell temper-
ature gradients at the control temperaturs. Establish th2 appropriate
potentials on the refersnce voltages with the use of the potentiometer;
then connect them into the automatic control circuit.

Before turning on any of the temperaturs control equipment, re-
check the wiring connections. Also check the heaters for continuity;
an opan circuit may be an indication of a bhlown fuse.

The two control circuits are activated independently; the abso-
lute thermocouple circuit (referred to as the primary) is activated

Tirst. Turn on the magnetic amplifier first, before turning on the

Series 60 controller. This procedure is very essential to avoid switch-



-162-

ing transients which in the past have burned out the cell assembly
heaters. Then, with the controller on the manual mode and zero current,
switch the controllers on. With the manual control kaob, increase the
current to the primary hester slowly untill the temperature rzcord on the
recorder indicates the control point has been reached. Maintain manual
control until the control recowd is steady on the desirsd seasitivity
range. Then, with the proper control settings established on the

Series 60 controller, switch the control knob quickly from manual to
autometic. The temperature should be guite steady and near the recorder
control point before switching over.

When the sutomatic temperature control is satisfactorily steady,
incorporate the secondary circult into the control system in the same
manner. The current to the secondary heater should be increased slowly
enough to permit the automatic control of the primary heater to react

evenly.

6. Final Cell Alignment and Empty Cell Check Points

After temperature control has been established and the cell is
still evacuated, the final cell alignment is dztermined. The main beam
is scanned at very low intensity in the absence of a divergence slit.

The vertical position of the cell can be determined accurately from the
absorption pattern (see Section III.D.3). The horizontal position of
the cell should also be determined if it has not been done since pre-
viously moving the vacuum chamber into place.

The incident beam is then positioned by a trial and error process.

The appropriate divergence slit is installed, and the incident beam is
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scanned. If the beam is not in the desired position, the slit holder
is rotated slightly, and the incident beam is scanned once again. The
process is repeated until the beam is properly positioned.

Next, the pulse amplitude distribution of the diffracted beam is
taken with the x rays at their desired operating intensity. After the
distribution has been determined, the transmission window is =stab-
lished on the pulse height analyzer. Then the empty cell check point
intensities are measured. If diffraction scans of the evacuated cell
are to be taken, they may now be begun. If, however, the cell plus
sample intensities are to be measured, the sample must first be loaded

into the cell.

T. Sample Loading

The sample system has remained under vacuum during the initial
cooling period and while temperature control was being established.
Sample may now be loaded into the cell. The diaphragm position should
be monitored during the filling operation to avoid overpressures. The
output of the distance detector is displayed on the 0-10 millivolt
range of the recorder by opposing the signal with an appropriate refer-
ence¢voltage. The reference voltage should be selected to put the null
position voltage of the transducer near the center of the recorder
scale.

Before bleeding sample into the cell, make certain that the
valves connecting the oil side of the diaphragm to the pressure bench
and Heise gauges are open, and that the oil lines to other systems are

closed. The oil in the pressure bench should remain at atmospheric
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pressure during the first part of the sample loading operation.

Now close the vacuum line to the cell both at the vacuum valve
on the evacuation line and at the high~pressure valve cn the pressure
manifold. Then bleed a small amount of sample into the cell through
the other high-pressure valve on the manifold. The pressure may be
raised to approximately cne atmosphere by hLalancing the oil pressure
as indicated on the pressure transducer. The ion pump current should
be watched closely at this time; any leaks into the vacuum chamber
from the sample system will ruin the chamber vacuum.

If the platinum resistance element is to be used for temperaturs
control, connect it now into the control system. Establish the desired
control voltage on the potentiometer, and use this as the reference
voltage for the thermometer circuit. Automatic temperature control is
established with the thermometer in the same manner as was done earlier
with the control thermocouple.

The sample pressure and oil pressurz are now increased simulta-~
necusly while holding the diaphragm near the null position. Maintain
a slight positive oil pressure as a precautionary measure during the
pressurization of the sample. With one man operating the manual pump
on the pressure bench and another controlling the bleed valve on the
pressure manifold, the sample can be loaded smoothly and continuously.
Do not operate the pressure bench injector wheel at low pressures.

The sample pressure is observed indirectly on the Heise gauges
during the filling operation. When the pressure approaches the vapor

pressure of the control temperaturs, switch the temperature control to
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the manual mode. TFor most operating temperatures, the heaters should
be shut off completely as the vapor condenses in the cell. The heat of
condensation usually warms the cell assembly well above the control
temperature. If the temperature rilses too much, the liquid in the cell
will evaporate and the pressure will rise rapidly. The oil pressure
mist then be increased to maintain the pressure balance across the
diaphragm. When the pressure has stabilized and the major temperature
fluctuations subsided, automatic temperature control can be resumed.
The hardest psrt is now over!

The final sample pressure can be established by bleeding in
more sample and balancing the diaphragm with the oil pressure. If the
pressure in the sample supply cylinder is too low, isolate the cell
system and condense sample into the loading bomb with a Dewar of liquid
nitrogen placed around the bomb. The pressure in the filling line can
then be brought to the desired value by lowering the Dewar by the right
smount. The heat lag in the loading bomb is so large that the pressure
changes guite slowly and may be closely controlled. The pressure should
be increased to well above the current sample pressure before the fill-
ing process 1s resumed. Several condensations and £illings may be

necessary before the final control pressure is reached.

8. Connecting the Pressure Balance

When the sample pressure is near, but still less than, the final
control pressure, the pressure balance may be connected to the oil sys-
tem. FExtreme caution should be exercised during this cperation. It is

very easy to open the wrong valve or forget to open the right one.
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First, isolate the pressure bench from the Heise gauges and oil
line to the diaphragm; the Heises gauges should be left connected to the
diaphragm to monitor the sample pressure. Then release the 0il pressure
in the bench, close the release valve, and répressurize the bench (with
the valve to the pressure balance open) until the cylinder rotates free-
ly. Add the appropriate weights to the balance, and then engage the
belt and pulley system when the weights are rotating at the proper speed.
Inject oil into the bench until the indicator on the pressure balance
is above the zero mark.

Now check the pressure established on the pressure balance.
First, close the valve between the Heise gauges and the oil line to the
diaphragm. Keep the pressure consfant while closing the valve by simul-
taneously opening another one vhich is already open in the system; note
the sample pressure. When the diaphragm oil line is isolated, carefully
connect the Heise gauges to the pressure bench and pressure balance.

The pressure on the balance should read slightly higher on the Heiée
gauges than the sample pressure did. If it does not, close the valve
to the pressure balance, adjust the pressure bench pressure to the
sample pressure, and reopen the line to the diaphragm. Then adjust the
sample pressure until it is slighﬁly lower than the pressure of the
balance as it was observed on the Heises gauges. When the adjustment is
finishedz the pressure balance ﬁay be connected to the system.

The oil side of the diaphragm will now be maintained at the con-
stant pressure established on the pressure balance. Blesed in sample gas

until the gas and oll pressures are balanced. If thermal steady state
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has not yet been established in the liquid region of the sample, more
gas must be continuously bled into the system. When steady state is
approached, the bleed valve may he closed and the sample pressure adjust-

ed manually with the trimmer injector.

9. Equipment Maintenance During the Diffraction Scans

After the sample pressure and temperature have been established,
the cell plus sample check point intensities are measured and the dif-
fraction scans begun. Several pisces of the control equipment require
periodic attention during the runs. The time intervals between the
checks will depend on the sample control conditions.

If the platinum resistance thermometer is being used as a temper-
ature control element with the potentiometer as a reference voltage,
the thermometer current should be checked, and the potentiometer should
be standardized regularly. The current is determined by measuring the
potential across the ten-ohm standard resistor in the thermometer cir-
cuit; In order not to disturb the temperature control, the potential
should be measured with a potentiometer different from the one used as
reference voltage. As the current changes, the rsference voltage on the
potentiometer must be correspondingly changed to maintain the same con-
trol temperature. To do this, first turn the switch on the linear ampli-
fier from Recorder to Linear. Then note the control current, switch the
Series 60 controller from automatic to manual control, and set the
current at the correct value. Next, release the engagement button on
the potentiometer, adjust the potentiometer to the desired setting, and

depress and lock the button. Finally, switch the control knob on ths
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linear amplifier back from Linear to Recorder, and observe the recorder
deflection from the control point. If this series of operations has
been performed guickly, the temperature will not have changed much and
the automatic control can be resumed immediately. If the temperature
has drifted considerably, the current must be controlled manually until
the control temperature is once again reached. The potentiometer set-
ting should not be changed by more than two or three microvolts at a
time without reestablishing automatic control. The same procedure is
used to standardize the potentiometer.

Atmospheric pressurs should be measured regularly, and the
appropriate corrections should be made to the weights on the pressure
balance. Small weights may be added to or removed from the weight pan
without seriously disturbing the pressurs control. 0il must be injected
into the system regularly to keep the indicator near the proper zero
mark. The Heise gauges and oil line to the diaphragm must be temporari-
1y isolated while inJjecting oil into the system.

The coolant supply Dewar must be replenished regularly; the
length of time a Dewar will last depends on the Dewar size and the rate
of coclant consumption. The Dewar must not be allowed to become complete-
ly empty before changing over to another Dewer, especially when sample
is in the cell at high pressure. As noted earlier, the sample pressure
changes markedly with temperature in this closed system. Therefore, in
order to maintain a positive pressure on the oil side of the diaphragm
at all times, the control point temperature should not be exceeded. The

most satisfactory way to accomplish this is to turn off the control
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heaters just prior to exchanging the Dewars. The cell assembly is then
allowed to cool several degrees, Then the rise in sample temperature
caused by the interrupted coolant flow during the Lewar exchange will
not be sufficient to exceed the control temperature.

When the coolant flow has been resstablished, the heaters may be
switched on again and temperature and pressure control assumed. After
the gas pressure in the Dewar 1is released, the Iewar can be removed and
replaced by & full one in less than one minute. Since automatic temper-
ature control is interrupted during this operation, x-ray data can not
be taken. The total lapsed time between heater shutoff and resumption

of steady control can be kept to less than five minutes.

10. EBEvacuating the Cell at the End of a Run

After the diffraction scans are completed and the cell plus
sample check point intensities are measured, the sample is unloaded from
the cell. First, close the valve to the pressure balance; the oil pres-
sure is then controlled manually with the injector. A small amount of
sample In the filling line is condensed in the sample loading bomb until
the pressure falls to a low value. The pressure should be kept above
atmospheric pressure at this time, however, to avoid any possible con-
tamination by leaks into the system.

The sample is then bled out of the cell through the valve on
the pressure manifold. The oil pressure, of course, must be reducad
simultaneously. As the condensaticn pressure is approached, switch the
temperature control to the manual method of control; and control at a

temperature slightly lower than the control temperature.



-170-

When atmospheric pressure is reached, distill the remaining
sample into the sample loading bomb and evacuate the cell. The pressura
in the filling line should be brought quickly to its storage pressure
to avoid sample coatamination.

Now resume automatic temperature control with the control thermo-
couple circuits. When the control temperature 1s reached, the empty

cell check point intensities ars measured. And the run is completed.

11, Maintaining the Equipment Between Experimental Runs

Two procedures are avallable for maintaining the equipment be-
tween experimental runs. If the vacuum system is leak tight and no
noticeable condensable vapors have accumulated on the aluminized Mylar
radiation shield, the system may be left at low temperatures between
runs. This procedure is most advantageous becauss it a&oids any ‘temper-
ature cycling effects on any of the pressure seals and conslderably
shortens the initial cooling time for the next run. At the end of the
diffraction scans, the temperature control circuits are turned off, and
the coolant flow rats is set to maintain the desired temperature. If
the temperature is sufficiently low, the only pumping needed is supplied
by the ion pump.

If the cell assembly must be warmed to room temperature to pump
out accumulated condensable vapors, the rough pumping line should first
be connec¢ted to the chamber. The ion pump can then be shut off, and the
coolant supply heater turned off. After disconnecting the coolant trans-

fer tube, pass dry nitrogen gas through the coolant tubes until the
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system has warmed to room temperature. This procedure prevents the
accumilation of condensation in the coolant tubes which would later

be very difficult to dry out.
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APPENDIX III

METHODS FOR INCREASING THE PRESSURE TRANSDUCER
SENSITIVITY

The sensitivity of the pressure transducer may be increased
without altering the physical dimensions of the diaphragm or re-
machining any of the present components of the diaphragm assembly.
The principal improvement would only increase the observable
sensitivity by utilizing more of the relatively high output of the
distance detector electronics. An actual increase in sensitivity can
be gained by repositioning the distance detector. The details of these
two methods are described below.

With the output resistance of the distance detector circuit at
one megohm, the full travel of the diaphragm currently provides an
output signal varying from six to fifteen volts over the full diaphragm
movement., The diaphragm travel is approximately 0.010 in. in
moving from the gas to the oil backing plate. A voltage divider is
incorporated in the external circuit to reduce the output to the
millivolt range for continuous display on a 0-=10 millivolt recorder.
The D. C. signal is opposed with a six~-millivolt reference voltage
to permit observation of the full diaphragm travel on the recorder
table. Since the distance detector electronics has a null position
output of 3. 27 volts per psi, and the recorder scale can easily be
read to -O., 03 millivolts, the present null position of the diaphragm
can be read to 0,03 X1000/3. 27 = 0,01 psi.

The observable sensitivity can be increased considerably by
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using the relatively high output of the transducer more efficiently,
By opposing the null position ocutput with a reference voltage of the
same magnitude, the observable diaphragm movement would be
limited only by the sensitivity of the voltage detector. For a ten-
volt null position output, a reference voltage of 9. 995 volts will
permit a very small diaphragm displacement to be observed with
high sensitivity on the 0-10 millivolt recorder. With the present
diaphragm sensitivity, differential pressures of the order of 10~ >

psi could be detected. An additional factor of ten could be gained

by displaying the output on the 0-1 millivolt range of the Speedomax

G recorder,

The attainment of these observable sensitivities depends on
several conditions. The stability of the reference voltage and
electrical noise in the circuite would be the most serious limiting
factors. Also, the null position of the diaphragm would have to be
very reproducible for the transducer to perform its function properly.

A real gain in sensitivity can be achieved by repositioning the
distance detector more closely to the diaphragm. Figure 27 gives
the sensitivity curves of the distance detector. The detector is
currently positioned at 0. 057 in. and operated at eight turns on the
potentiometer. The corresponding sensitivity is 460 volts per inch,
By moving the detector to 0.031 in. from the diaphragm, the distance
detector can be operated at zero potentiometer turns and approxi-
mately 1000 volts per inch sensitivity. The increase in sensitivity by

a factor of about two is gained at the expense of a shorter and less
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linear operating range. The detector can be accurately and easily
repositioned by changing the spacer thickness as described in

Section III. C. 4 of the text.
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APPENDIX IV

CALCULATION OF DIFFRACTOMETER ANGULAR RESOLUTION

The angular resolution of the diffractometer is given by
the vertical and horizontal dive rgence>=< of the detected radiation.
The maximum divergence is defined here as the largest difference
between the nominal scattering angle, 20, and the diffraction angle
of any detected ray.

The total vertical divergence is the sum of the divergences
of the incident and scattered beams. For the scattering geometry
of Figure 18, a ray scattered from one of the elements along the
lower beam edge will have the maximum diffraction angle, and
therefore the maximum divergence, of any of the detected rays.
The geometry of the anode and divergence slit determine the position
of that lower beam edge. The angle that a ray along this edge makes
with a direct line from the center of the anode to the goniometer
center line is the divergence of the incident beam. With horizontal
slits of the type described in Section III, 4, the divergence of the
scattered radiation is given by the arctangent of the plate spacing to
length ratio. The parameters that were used to calculate the vertical

divergence are given below:

For convenience in description, the vertical and horizontal diver-

gence are defined with respect to the physical geometry of Figure 15.
This convention is opposite to that normally adopted in most text-
books.
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Anode Width 0.0472 in.
Takeoff Angle 5,83°
Anode to Divergence Slit Distance 2.35 in.
Anode to Sample Distance 6.98 in.
Divergence Slit Width (/6 degree slit) 0.0066 in.
Plate Spacing of Horizontal Soller Slits 0.005 in,
Plate Liength of Horizontal Soller Slits 1.31 in.

Displacement of Incident Beam Below
Goniometer Center Line 0.0096 in.

The incident and scattered beam divergences calculated from
these parameters were 0.156 degrees and 0. 219 degrces, respectively.
The resulting total vertical divergence is therefore 0,375 degrees.

The horizontal divergence of the incident and scattered rays
causes radiation to be detected from diffraction cones which have
diffraction angles different from the nominal angle of observation,

26, The following formula, * similar to one given by Eastabrooksé’—/)
was used to calculate the maximum diffraction angle:
Maximum

Diffraction = cos_l[ cos a cos P(cos 20 - tan a tan B)]
Angle

The angles o and P are horizontal divergences of the incident and
scattered radiation, respectively; they are calculated from the

parameters for the scattering geometry. The parameters for the

*The formula and calculations for horizontal divergence were derived
and performed by P. G. Mikolaj.
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present geometry are

Plate Spacing of Vertical Soller Slits 0.018 in.
Plate Length of Vertical Soller Slits 1. 250 in.
Sample to Receiving Slit Distance 5. 63 in.

Receiving Slit Height 0. 405 in.

From these parameters, a = 0,825 degrees and § = 4.13 degrees.
The horizontal divergence is the difference between the maximum
diffraction angle and the scattering angle. A few of the calculated

values are given below.

20 Horizontal Divergence
3.0 2. 790
5.0 2,040
10.0 1.153
15,0 0.788
20.0 0. 590
30.0 0.385
45,0 0.238
60.0 0.158
90.0 0.060
112.59 0.000
120.0 : -0.020
135,0 -0.075

150.0 -0,148
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PROPOSITION I

Proposition

Correction functions applied to x-ray diffraction data from
fluids can be tested by a special application of the normalization
conditions, The test can be performed without inverting the intensity
data, If the functional form of the correction is known to be linear,
an explicit expression for calculating the slope can be derived. This
method avoids the trial and error selection of the slope by an

iterative process,

Argument

Radial distribution analysis of x-ray diffraction data is beset
with the problem of identifying the sources of error in the corrected
intensity data and the Fourier transforms, Several methods are
available(l) for identifying errors in the Fourier inverted intensity
data. There is, however, no method for testing correction functions
without inverting the data and checking for improvements in the .
distribution curves. The correction functions under consideration are
those which are smoothly angular dependent. They may arise from
incorrect application of absorption corrections or from systematic
errors in the experiment.

One criterion for determining the validity of corrected and
normalized intensities is that they must oscillate with ever diminish-
ing amplitude about the scattering curve for independent particles.

This is the basis on which the normalization constants are some-
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times chosen. However, if the intensities are in error by a
smdothly varying function, the normalization constant must be
chosen at the point where the integral of the data is truncated;
otherwise, normalization error will result, (2)

Erroneous data, then, may be treated as if it were incor-
rectly normalized except for a short section near the truncation
limit. A correction function is sought which will properly nor-
malize the data over its entire range.

Because of the strong oscillations of the sampie intensities
about the indepehdent scattering curve, a graphical fit of the data
is not helpful ei.ther in selecting or in testing a correction function.

(3) (4)

The integral method suggested by Krogh-Moe and Norman can,
however, be adapted for these purposes. Let the true intensity
curve, I(S) , be related to the observed sample intensity, IS(S),

by a correction function, B(S):

I(s) = [1 + B(S}] IS(S) (1)

When these true intensities are normalized by the integral method,

*
the normalization constant is given by

(s) + 17%(s)] 4as - ZnZBa '

(2)

™ $%1 4 B(S)[1(S) - I ()] ds
o |

>ﬁThe nomenclature is the same as that employed in the text of this
thesis.
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The normalization constant converges quickly to a constant value
as the upper integration limit is increased. Rather than attempt to
satisfy this condition by a trial and error selection of the cor-
rection function, consider an alternative procedure.

Except for a small error, the normalization constant calcu-
lated from equation (2) must agree with the constant given by the
graphical procedure at large values of S, Designate this constant
as the "true" normalization constant. Now the constant calculated
by the integral method for the uncorrected data (for B(S) = 0)
may be compared to the true constant by the ratio of the two integral
method calculations. Rearranging the resulting expression yields

an integral equation for the function B(S):

Sm .2
S M seB(S) I(S) - 1(s)] ds
0

C. S
it 4 g m g2 I_(S)-1_(s)] ds (3)
0

true

Thus, if the true normalization constant can be estimated at only
one value of S, and the integral method constant calculated for that
same S value, the correction function can be obtained by solving
this integral equation. The solution becomes particularly easy if
the correction functibn is known to be linear in S. The slope is
then giv_en‘explicitly as

- S ™ A1 (S) - 1(S)] dS
k = lnt 1 (4-')
Ctrue g m 3 L (S) - 1(S)] as
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without resort to satisfying equation (2) by trial and error methods.
This simplification arises from the fact that the value of the constant
at a particular point can be estimated much more accurately than the
slope of the line through the point.

In practice, the integral method constant is quite different
from the true value, even for quite small values of "k". Thus,
even a fair gstimlate of Ctrue can provide a reasonable first guess
of the slope. Since the ratio of the two integrals in equation (4)
converges quite quickly, this method can be applied at relatively
small values of Sm, where estimation of the slope is almost im-
‘possible. Other functional forms for B(S) can be tested by appli-
/C

VS, Sm for various correction functions might be useful in identify-

cation of equation (3). A catalogue of the behavior of C,

int’ true

ing the type of error in improperly corrected data.

l. K. Furukawa, "The Radial Distribution Curves of Liquids by
Diffraction Methods, " Rep. Prog. Phys., 25, 395 (1962).

2. H. H. Paalman and C. J. Pings, "Fourier Analysis of X-Ray
Diffraction Data from Liquids, " Rev. Mod. Phys., 35,
389 (1963).

3. J. Krogh-Moe, "A Method for Converting Experimental X-Ray
Intensities to an Absolute Scale, " Acta. Cryst., 9, 951
(1956).

4., N. Norman, "The Fourier Method for Converting Experimental
X-Ray Intensities to an Absolute Scale, " Acta. Cryst.,
10, 370 (1957),
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PROPOSITION II

Proposition

Collimation of x-ray beams in both the horizontal and vertical
planes can be accomplished with a single set of Soller slits by
deliberately crimping each plate into a corrugated structure. The
increased structural rigidity of the slits permits stacking them more
closely together to achieve higher angular resolution. With this
technique, thinner plate material can also be used to realize a

higher degree of transmission than is presently obtainable,

Argument

Soller slits are conventionally used to collimate the incident and
scattered x rays in spectrometers utilizing quantum detectors. The
slits are employed in almost the same form as originally proposed
by Soller in 1924, () A stack of thin metal plates spaced closely
together divide the x-ray beam into a number of parallel slices. The

(2) A typical

plate length to spacing ratio is usually about thirty,
arrangement employs one set of slits in the incident beam with plates
parallel to the scattering plane to limit the horizontal divergence of
the beam. Another set near the detector with plates normal to the
scattering plane reduces the vertical divergence.

The limit to the angular resolution obtainable with Soller slits
of a givén length depends on how closely the plates may be spaced.

The principal difficulty lies in keeping the plates parallel; they are

so thin that they warp rather easily. Yet, their cross-sectional
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area is relatively large so that when spaced closely together they
block a sizeable portion of the incident x rays. A simple method
for alleviating both these conditions is to crimp each plate into
folds parallel to the x-ray beam path, Figure | shows a stack of
crimped plates as viewed along the X-ray path., The corrugated
shape of each plate gives it a much higher bending moment along
its length; there will be little difficulty keeping the plate faces
parallel to one another across the width of the beam. The plate
spacing caﬁ therefore be considerably decreased. Also, the
extra strength permits the use of thinner plate materials so that
higher transmission can be obtained.,

The main feature of these crimped Soller slits is that both
horizontal and vertical collimation are effected in a single set of
slits. Consider the plates shown in the figure. The rays of maxi-
mum divergence lie on planes almost parallel to the crimped faces
of the plates. The horizontal and vertical components of these rays
can be used to calculate the corresponding angular divergences of the
slits. They are related to the design parameters of the slits in the
following way.

The rays of maximum divergence are either of the "A" or "B"
type shown in the figure. Their divergences depend on the design
parameters listed below,

£ = the crimping angle

v = half the peak to peak distance of the folds
d
L = the plate length

the plate spacing
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The horizontal and vertical components for Case A are

particularly easy to evaluate; they are

Case A X=v Y=d+vtan i

A straightforward application of trigonomeiric identities yields

the components for Case B:

- 2d _ d
Case B X—v|:1+-————————._2vtan§_d} Y—X{tané—;}

When the plate separation, d, is small compared to v tan {, both

cases approach the limiting form
X=v and Y=vtantl

The selection of the optimum design parameters depends on
the particular application., For reducing the component of vertical
divergence to a minimum, the crimping angle { should be made
as small as possible consistent with the requirement that
d< v tan {. This latter restriction is imposed to allow collimation
in the horizontal plane,

The angular divergences calculated irom the components of
the rays of maximum divergence have a special meaning. Even
though the minimum vertical component might be slightly larger than
the plate spacing of conventional Soller slits, only a very small
fraction of the scattered radiation is able to enter the slits along
this oblique plane. The largest part of the detected radiation is

collimated in the scattering plane by the vertical distance between
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the plates.,

The increased resolution and transmission of these slits can
be most beneficially applied to x-ray intensity measurements on
samples of low scattering power in the Debye-Scherrer geometry.
The detector can be positioned much closer to the sample with the
same ultimate angular resolution attainable with previous collimators.
Since the scattered intensity decreases inversely with the sample to
counter distance, the counting rates can be very favorably increased.
Such an application not only permits higher accuracy in the intensity
measurements (for a given counting time), it also increases con-
siderably the signal to background noise ratio, an important advan-

tage in any experiment.

1. W, Soller, "A New Precision X-Ray Spectrometer, " Phys,
Ref., 24, 158 (1924),

2. H. P, Klug and L., E, Alexander, X-Ray Diffraction Procedures
(John Wiley and Sons, Inc., New York: 1954) p, 243,
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PROPOSITION III

Proposition

The thermodynamic work associated with the phenomenon of
dielectrophoresis can be obtained from basic electrostatic theory,
Simplification of the treatment for a cylindrical cell results in
thermodynamic expressions of convenient form., For dilute solutions
the concentration gradient is given as a function of the cell param-
eters, Although limited in applicability, this analysis should be

useful in the design and operation of such a cell,

Argument

Uncharged particles of sizes large in comparison with atomic
dimensions have been separated effectively from solution by the

(1:2:3) This phenomenon is

technique involving dielectrophoresis,
defined as the motion of matter by polarization effects in non-uniform
electric fields. A thermodynamic description of this effect can be
made by obtaining an expression for the work associated with the
introduction of a dielectric solution of variable concentration into a
condenser,

The electrostatic work necessary to put isotropic solution of

(4)

capacitivity €(D) into a charged condenser is given by
1 D € = -
AW:-—-—SS‘ (1-—)D-dD dv (1)
€ €
o¥vwo0

—
where v 1is the volume between the electrodes, D is the electric
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s

displacement, and €, is the permittivity of free space.
Consider now a condenser consisting of a pair of infinitely
long, concentric cylinders, the inner carrying a charge Q per
unit length and the outer carrying a charge -Q per unit length.
The electric displacement, B, of this system is directed radially
outward and has the magnitude Q/2nr, where r is the distance
(5)

from the central electrode, If, now, we confine our attention

to low fields {large r), the dielectric constant, K= -GE— , is a weak
o)

function of the electric displacement. The integration over D in

equation (1) can then be performed directly. With D stated in

terms of r, the result may be expressed in differential form as

2

Q 1
dw=—-4—“?;(1—-1—<)dlnr (2)

With the assumption that the condition of local equilibrium
applies, equation (2) may be inserted into the first and second law

expression for internal energy:

2
- Q" 4.1
AE = T dS - P dV + e, (1-z)dlnr+ Z b, dN; (3)

i
The thermodynamic derivatives follow in a straightforward manner
from the cross-differentiation identities and the definitions of the

thermodynamic functions. Of particular qualitative interest is the

derivative:

The mks system of units is used in this discussion.
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@D

8S 0% [k
§Tnr =T Z\eT (4)
T,P,N  4me K P, r,N

This expression states that if K decreases with increasing T (as
it does for most substances), the entropy decreases with decreasing
r (increasing field strength). This agrees with the expectation
that the stronger field will reduce the randomness of molecular
orientation by more effectively polarizing the solution.

For a two-component system, the concentration gradient can
be obtained by considering the chemical potential gradient at constant

temperature, pressure, and total composition:

a”z) - Q2 9K (5)
dlnr|p p N 41r€0K2 8N, |r P, N

Since the chemical potential of component two must be the same
throughout the solution, it follows after introducing the appropriate

expressions for mole fractions in a binary solution that

-1 2
dln x o Q™x
z_( 2 ) 1 (SK )
xr

din r 81n x, 4me NK° axz)T,P, N

where X, is the mole fraction of the solute,
As an estimate of the chemical potential gradient, the solution
is assumed dilute enough for application of Henry's Law., The final

expression for the concentration gradient is then
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dln XZ . QZ Xl ( 9K 7)
dln r 4me . NrT K2 | %2 )T,P, N

This equation gives the concentration gradient as a function
of the radial position in the cylindrical cell. It is only applicable
in weak fields where the dielectric constant is not a function of the
field strength. Also, it is limited to regions where the solution
is dilute. However, both of the.se conditions are approached near
the outer boundary of the cell. If the thermodynamic and electro-
static properties of the .solution are known in this region, the con-
centration gradient can be determined. There are, of course,
other effects occurring in the cell which have been neglected in
this treatment (e.g., conduction, thermal convection, diffusion,
and dipole interaction), This expression,however, should be useful

in the design and analysis of experimental cells,

1. Pohl, H, A.,, "Some Effects of Nonuniform Fields on Dielectrics, "
J. Appl. Phys. 29, 1182 (1958).

2. Debye, P., Debye, P, P., Eckstein, B. H., Barber, W. A., and
Arquette, G. J., "Experiments on Polymer Solutions in
Inhomogeneous Electric Fields, " J. Chem. Phys., 22, 152
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3. Pohl, H. A. and Schwab, J, P., "Factors Affecting Separations
of Suspensions in Nonuniform Electric Fields, " J. Appl. Phys.,
30, 69 (1959).

4, Lewis, G. N. and Randall, M., revised by K. S. Pitzer and L.
‘Brewster, Thermodyanamics (New York: McGraw-Hill, 1961),
p. 499.

5, Smythe, W, R., Static and Dynamic FKlectricity, (New York:
Mc Graw-Hill, 1950), p. 28.
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PROPOSITION 1V

Proposition

Many experiments require the use of a thin membrane to
separate fluids at the same or different pressures. Since the
permeability of the membrane is usually a function of the stresses
on it, it would be very desirable to be able to reproduce the stresses
involved in making the seal. An O-ring in a beveled groove can
effect the seal reproducibly. An approximate treatment of the
forces involved in the seal can be made by decomposing a free

body section of the O-ring into two equilibrium systems.

Argument

A groove of the type proposed is shown schematically in
Figure 1, Treatment of the forces in such a system may be simpli-
fied by considering the O-ring as an incompressible torus which
may, however, be stretched in an axial direction; it is further
assumed that there is no change in cross sectional area of the
O-ring upon extension. These approximations will be most appli-
cable for O-rings of cross-sectional diameter small in comparison
with their circumference,

A free body diagram of a unit length of the torus in tension
is shown in Figure 2a. The forces shown are W, the force due to
gravity; PN, the for ce applied by a closure lid on the membrane;

P the frictional force of the membrane on the O-ring; S, the

F’

restoring force on the O-ring due to circumferential "hoop" stress;
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and R, the reactive force. A force equal in magnitude and opposite
in direction to PF_ provides the radial stress on the membrane.

According to the "Theorem of Three Forces, n(1) the three
resultant forces acting at A, O, and B must intersect in one point,
this being point B.

For convenience in analysis, the force system is regarded
as the superposition of two equilibrium systems, the for ces due to
hoop stresses (S, PS’ and RS in Figure 2b) and those due to the
applied force PN and gravity force W (PN, PR and W in
Figure 2c),

The work done during circumferential extension of the O-ring
will be transformed into potential energy of strain, Assuming a

ot

b3
simple linear relationship between stress and strain, the force

(2)

S may be shown to be
S - AE 211_136 - rg

where E is Young's modulus; A the cross sectional area of the
torus; 2mr the initial circumferential length of the O-ring of
radius r before extension; and 2nZ cot a the total elongation in
terms of the Z displacement of the O-ring, i.e., in a direction
parallel to PN' Then, since PS = RS cos @, we may solve for

PS from a force balance on Figure 2b.

% . s ilos
"At best this is only approximately true for most materials within
certain stress limits. The appropriate stress-strain functional
relationship must be used for those materials not obeying Hooke's
Law,
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S R 1+ cosa

= =EAZCOt0 (cosa )
O

The forces in Figure 2c may all be determined by specifying
the values of @, Py, and W. [Thus, from a superposition of the
two systems, we see that the entire system of forces is a function
of the O-ring parameters &, A, x s and W; the operating param-
eters PN and Z; and the design parameter «a,

Restrictions must be imposed upon the stipulé,tion of the
aforementioned parameters to insure that the O-ring will not slip

against either surface. Referring to Figure 2a, the following

relations must be satisfied:

a
tan-z <|J.A
tanﬁ<p,B

where and pp are the coeffi‘cients of static friction of the O-ring
against the membrane and groove surface, respectively,

It has been shown that an initial stress on a membrane vacuum
seal may be effected by a beveled O-ring groove. The force param-
eters have been determined by approximate theoretical treatment.

For Systems deviating strongly from the stated assumptions, the

details of the treatment cannot be expected to be valid,

1. Timoshenko, S. and Young, D. H., Engineering Mechanics (New
York: McGraw-Hill, 1956), p. 32.

2. Timoshenko, S. and MacCullough, G. H., Elements of Strength
of Materials (Princeton: D, VanNostrand Cc., Inc., 1949),
p. 27,
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Figure 1l
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Figure 2b

Figure 2c
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PROPOSITION V

Proposition

An estimate of the relative probabilities of evaporation and
surface diffusion for an ideal lattice gas can be made by comparing
the residence times for the two competing processes., The extension
of the approach to more sophisticated models would be useful in
obtaining a semi-quantitative description of the role which the two

processes play in heterogeneous catalysis.

Ar gument

The roles that surface diffusion and evaporation play in
heterogeneous catalysis are not well understood. Some insight
into their relative importance can be obtained by considering a
monolayer of gas molecules adsorbed on a solid surface.

At sufficiently high temperatures, the adsorbed molecules
will be completely mobile on the surface of the solid. By reducing
collision space from three to two dimensions, the solid surface
promotes the likelihood of chemical reaction. However, as the tem-
perature is lowered, the transition from mobile to localized
adsorption occurs. Somewhere Between the extremes of completely
mobile and completely localized adsorption, the presence of the
solid sqrface as a promoting.agent for chemical reaction ceases.
This would occur when the gas is quite localized. The rate of

diffusion with respect to evaporation provides a useful frame of
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reference for describing the behavior of the gas. The relative rates
provide a measure of the effectiveness of the solid surface in pro-
moting chemical reaction.

An estimation of the relative rates of surface diffusion and
evaporation can be obtained by application of an ultra-simplified
model to the adsorbed monolayer, The model under consideration

1)

is an ideal lattice gas' ' at sufficiently low temperatures that the
adsorbed molecules only occasionally escape from the potential
wells which form the adsorption sites,

The Eyring rate theory(z)

can be used to calculate an average
residence time which the adsorbed molecule spends at a site before
passing over the potential barrier to an adjacent site. For sim-
plicity, consider a dilute monatomic gas adsorbed on a square
lattice of sites. Within the assumptions of the theory, the residence

(3)

time for surface diffusion, tegq will be given by

-V _/kT
=2ve ©° (1)
X

where V_ is the vibrational frequency in the "reaction coordinate”
(direction of diffusion) and IVO is the height of the potential barrier
above the minima of the potential wells. In the harmonic oscillator
approximation, the vibrational frequency can be expressed in terms
of VO by estimating the shape of ’c.he minima in the potential
surface.. By representing the surface as a periodic function in the
nearest-neighbor distances, the frequency can be calculated and

inserted into equation (1} with the result:
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. 1/2
tog = ﬁ/_—;— exp [vo/kT] (2)

where m is the atomic mass and a is the nearest-neighbor
distance. Thus, if the height of the potential barrier can be esti-
mated--the quantum mechanical calculations are extremely com-
plicated--the residence time can be evaluated.

The residence time for desorption can be obtained by a
similar application of the rate theory. However, a more convenient
expression can be obtained in terms of the surface concentration,

N/A, and the gas phase pressure, P:

_ (21kaT)1/2

tev = P N/A (3)

All the quantities on the right éide of the equation can be evaluated
experimentally for adsorption processes which can be represented
by Langmuir adsorption isotherms (derived from ideal lattice

gas theory).

A direct comparison of the two residence times for surface
diffusion and evaporation requires that the two competing processes
are completely independent, In other words, a single molecule
does not have the alternative of either desorbing or diffusing to an
adjacent site. The comparison applies to the bulk population of
adsorbed molecules, some of which are evaporating and others
diffusing. Those participating in diffusion are counted as part of
the equilibrium concentration of adsorbed molecules from the point

of view of evaporation.
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An informative calculation can be made for argon gas adsorbed
on carbon, The results of Chackett and Tuck(4) for argon at 0,01
mm Hg adsorbed on charcoal at 90° K indicate a surface concentra-

15

tion of 1,7 X 10"~ atoms/ square meter. These conditions give a

. . - #‘
residence time for evaporation of

— -8
tev =2,9X10 seconds

In order to calculate the residence time for surface diffusion,
an estimation of the potential barrier height, Vo, has to be made,.
With the Van der Waals forces making up the potential surface, the
barrier is of the order of 500 calories per mole. The vibrational

11

frequencies calculated using this value are 4.5 X 10 seconds_l;

the resulting residence time for surface diffusion is

t =1, 8 X 10-11 seconds
sd

If we assume that the probability of occurrence of either
desorption or surface diffusion is inversely proportional to the cor-
responding residence time, the comparison states that for argon
adsorbed on carbon at 90° K at a gas pressure of 0,0l mm Hg, the
probability for diffusion is 1600 times the probability for evaporation,

Application of experimental data to such a simplified model
cannot be expected to provide useful quantitative information. How-

ever, this simple calculation affords a little insight into the behavior

* .
The assumption of a square lattice does not apply to the carbon
structure, of course. The effect on the calculation can be at most
a factor of three,
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of the adsorbed gas molecules, The general approach could be
extended to other simple systems if suitable estimates of VO

can be obtained. The application of a more sophisticated adsorption
model would be useful in attempting an understanding of the roles

of evaporation and surface diffusion in chemical reactions on

solid surfaces.
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