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A ma meére,

qui, elle, a déja tout compris. ..
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Hitez-vous lentement,; et sans perdre courage,
Vingt fois sur le métier remettez votre ouvrage:
Polissez-le sans cesse et le repolissez;

Ajoutez quelquefois, et souvent effacez.

Boileau (1686-1711)
L’Art Poétique
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Abstract

We present a catalogue of galaxies from COSMOS scans of 16 second epoch
Palomar Observatory Sky Survey (POSS-II) plates. The surveys covers an area
of 386 square degrees, and covers 150,000 galaxies in the magnitude range 16.5 <
r < 19.0. The plates are divided into a north galactic (7 plates, a ~ 15 0™,§ ~
+30°(1950.0), b ~ 65°) and south galactic (9 plates, o &~ 0% 20™, 6 =~ +5° (1950.0), b ~
—55°) field.

The magnitude scale of each plate was brought to a common photometric system
(Gunn r) using extensive CCD photometry. The total error in the zero point of the

magnitude scale at the faint end is 0.06™.

The procedure for separating stars and galaxies is based on image parameters
provided by the COSMOS machine and is completely objective. Visual tests indicate
that the catalogue is 94% complete.

We have measured the angular correlation function of galaxies w(§). The north
field is in good agreement with the results of the APM survey. The south field
exhibits more power on large scales than the north field. We have performed several
tests to determine the effect of possible systematic errors between the two fields
and do not find any effect sufficiently large to account for the south field’s excess
power. The measured correlation function for both fields are incompatible with the

predictions of the currently most popular model, cold dark matter (CDM).

The number counts of galaxies in the two fields are substantially different. Sev-
eral tests have been performed to make sure that the effect is not the result of
a systematic error in zero point of the magnitude system or due to extinction or
obscuration. The natural scale for structures which might be responsible for this
difference is 50A~! Mpc. We do not know if this difference is a rare event; more

fields need to be surveyed to address this important question.

We have developed an objective algorithm for detecting clusters of galaxies from -
our galaxy catalogue. The algorithm is based on fixed overdensities at varying an-

gular scales, and is well-suited to detecting clusters over a large range of redshifts.



We present a catalogue of clusters based on this algorithm, using an overdensity
threshold obtained from comparing the cluster’s densities to each field’s overall back-
ground density. The results are very sensitive to the choice of background density.
The multiplicity function of the objective clusters agree well when referenced to
each field’s background density, but disagree sharply when referenced to the overall

mean density of the survey.

The objective catalogue is compared with that of Abell’s. Poor agreement is
found between the two catalogues. It is not possible to choose a set of parameters

in our catalogue which reproduces Abell’s catalogue well.

The measurement of the galaxy-cluster correlation function wy_.(6) is in good
qualitative agreement with predictions of CDM, but more detailed comparisons with

theory must wait for the acquisition of redshifts for a large fraction of the clusters.

At present, no theory is able to explain the amount of power on large scale

observed in this survey.
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1. Introduction

Large, uniform surveys, whether they be of stars, galaxies, quasars, or VLBI
radio sources, have always held a very important place in astronomy. Without
systematic surveys, which can be culled for meaningful trends, astronomy turns

into botany, and any quantitative analysis becomes meaningless.

And of all surveys, it is fair to say that the Palomar Observatory Sky Survey
(POSS) has been one of the most influential and scientifically useful ever. So much
so, in fact, that it became evident that now, 30 years later, with the improvements
in photographic emulsions, it was time for a new sky survey. This thesis contains
some of the ﬁrs’cT
Survey (POSS-II Reid et al. 1991).

scientific results from the second epoch Palomar Observatory Sky

Of equal importance to the improvements in photography, there have been
tremendous improvements in the techniques for scanning plates, and on- and off-line
computer processing to enable us to rapidly generate reliable catalogues of astro-
nomical objects with accurate photometry and objective classification criteria. The
two most prominent such operations at the present are the COSMOS facility, at
the Royal Observatory, Edinburgh, and the APM (Automated Plate Machine) at
Cambridge. These two machines are essentially equivalent, and both represent the

current state of the art in fast scanning and analysis.

This thesis is about observational cosmology, a subject eminently suited to
study through the analysis of large surveys. The fundamental problem we wish to
investigate is a simple one: the distribution of matter on cosmologically interesting
scales. More precisely, the physically interesting parameter is the spectrum of mass
density fluctuations in the present universe. We now know that this is not directly
observable because a large fraction of the matter in the universe is not luminous,

and so what we must observe are tracers of the underlying mass distribution.

1 Some work has been done by Schombert (1988) on low surface brightness galaxies, and by
Tinney (1991) on low luminosity stars.



The most popular tracers are galaxies. The reasons for this are immediately
apparent: they are fairly bright, and thus can be seen out to cosmologically in-
teresting distances, and they are easy to recognize. Their observational properties
are well-known, and they are reasonably well-understood physical systems. A suc-
cessful theory, in fact, should be able to explain how galaxies are formed from the
underlying mass density, and so it has become customary to use these objects as
tracers, introducing the concept of the bias parameter, which simply measures how

much more strongly (or weakly) they correlate than the mass distribution.

The core of this thesis is therefore the construction of a large, uniform catalogue
of galaxies. This is the subject of Chapter 2. The catalogue presented is based on
16 plates from POSS-II. This makes the catalogue large enough (it contains 150,000
galaxies) to provide an adequate basis for statistical description. We believe that,
at present, this is the best calibrated catalogue of galaxies in existence (although
it is by no means the largest). We have attempted to give a sufficiently detailed
description of the calibration procedure to enable another astronomer to duplicate
the work exactly. The catalogue is divided into two regions of the sky, one in each
galactic hemisphere, thus enabling us to see if our two regions of space behave

similarly. They do not.

At present, theories of the formation of structures in the universe are being
squeezed between two major pieces of observational evidence. At high redshifts, the
smoothness of the cosmic microwave background (e.g. Meinhold and Lubin 1991)
is in conflict with our current best guess of the primordial power spectrum. At
low redshifts, the extreme “lumpiness” of the distribution of visible matter (chiefly,
galaxies and clusters of galaxies) calls for a lot of power on large scales in the power
spectrum (this work, and Maddox et al. 1989). Current theories are floundering on
how to simultaneously satisfy both these constraints, ¢.e. on how to produce so much
structure from an initially very smooth spectrum. The best theory at present, Cold
Dark Matter (CDM, Bardeen et al. 1986) is in serious difficulty, as it is unable to

explain the amplitude of w(6), the two-point angular correlation function of galaxies,



on scales of 10A™1 Mch
25h~1 Mpc, as indicated by the work of Bahcall and Soneira (1983), this theory is

certainly not correct. There is, at the time of writing, no better candidate theory.

, and if the correlation length of clusters of galaxies is indeed

The evidence for power on large scales is still controversial, as the measurements
involved are extremely sensitive to even very small systematic errors. The measure-
ment which, more than any other, has begun to signal the beginning of the end
for CDM is the APM (Maddox et al. 1989) measurement of w(f). Another group
(Collins et al. 1989) is also measuring w(#), and the result of these two groups is
now converging®. However, it must be stressed that both these groups are using ez-
actly the same photographic material, and neither group has very much CCD data

to calibrate the survey.

The degree of skepticism which these measurements of w(6) have met is due to
the crucial dependence on the survey’s uniformity and the data reduction techniques
employed. Geller et al. (1984) have shown that mismatches in a survey’s uniformity
of 0.05™ on 5° scales (the size of a survey plate) can cause a “break” in w(f) identical
to the one observed. In Chapter 3, we present our measurement of w(#). The most
important aspect of the work presented in this thesis is, to my mind, the fact that
we confirm the presence of power on large scales based on a catalogue which is
completely independent of previous work, both in plate material and calibration
and reduction techniques. Furthermore, this power is seen in both of our survey
fields. This is indeed good news for the observers, as Chapter 2 hints at some of
the difficulties in calibrating large plate mosaics using the method employed by the
APM and COSMOS groups.

In Chapter 4 we discuss number counts of galaxies. This is a much revered topic

in astronomy, with a history going back (at least!) to Hubble himself. The counts,

t Throughout this thesis, we shall refer to cosmological distances in h~! Mpc, where h is the
value of the Hubble constant measured in units of 100 km/s/Megaparsec.

{ Preliminary results of Collins et al. , based on a small region of the sky, were in disagreement
with the APM’s measurement. Recent results, based on a larger plate mosaic, now agree well
with the APM (R. Nichols, pers. comm.).



being in a red passband, are not very sensitive to galaxy evolution, and are thus
not of great interest in that sense. We might in fact have glossed over the galaxy
counts if it had not been for a substantial discrepancy between the counts in the
two fields. Large variations in galaxy counts in different regions of space are not
new (see Maddox et al. 1990;) however, they had not been previously observed in
surveys encompassing such a large volume of space. Again, it took a lot of tests
to convince myself that the effect is indeed real, and not due to systematic effects.
The clinching argument, in my opinion, is that it is not possible to both bring the
galaxy counts into agreement and obtain star counts which agree reasonably well

with Galactic models.

This chapter shows, then, that even when comparing two rather large volumes of
the universe (V ~ (125h~1 Mpc)3), we measure mean densities which are substan-
tially different, and this is certainly evidence for “Large Scale Structure”, although
how large the scales are, and what the structure is, is at this point unknown. This
is the topic of Chapter 4, and serves as an excuse for the grandiose title of this

thesis.

Galaxies are abundant, which is both a virtue and a problem. Their great num-
bers mean that it is very time-consuming to systematically measure their properties
in a cosmologically large volume of space. The largest redshift survey, (CfA survey,
de Lapparent et al. 1988) has been ongoing for several years, and its volume is still
not large enough to be representative of the universe as a whole. This is why it is
also popular to use clusters of galazies as a tracer. Being far less numerous, it is
possible to obtain complete redshift information for samples of clusters in a reason-
able amount of telescope time. Unfortunately, clusters suffer from severe problems
of their own. We have even less idea what kind of bias parameter is needed for
clusters than we do for galaxies. Worse: the very definition of a cluster is uncer-
tain and problematical. Where most observers would agree on what is and what
isn’t a galaxy, they would certainly disagree on what exactly constitutes a cluster.

If one imposes very stringent criteria, (say, by defining a cluster to be a physical



system containing so many galaxies, whose velocity dispersion is larger than a given
number), one nullifies the positive aspect of using them as tracers, as the telescope
time involved in obtaining the redshifts to ascertain the clusters’ veracity becomes

prohibitive.

In 1958, a graduate student defended a Ph.D. thesis at Caltech, presenting a
thesis which has a lot in common with this one. I am referring of course to George
O. Abell. I was not fortunate enough to meetT Dr. Abell before his untimely death
in 1983, but because of the happy coincidence of our work (and choice of graduate

institution) I have developed a profound respect for his work.

The Abell catalogue of galaxies is the one most frequently used today, both as
a “list of nice clusters” (for which it is eminently well-suited) and as a basis for
statistical analysis. This is a somewhat more touchy point. The lack of objectivity
in Abell’s selection procedure, and the possible non-uniformities of the catalogue
due to plate-to-plate variations have been blamed for some of the results derived
from the catalogue (in particular we are thinking of the large amplitude for the
cluster-cluster correlation function). There is now hope of solving this problem with
large, uniform surveys of galaxies such as the one presented in this thesis. From
such surveys, it becomes possible to search for clusters of galaxies in a rigorous,
objective manner, and photometric variations are taken care of by independently
calibrating each plate. Many problems still remain (mainly selection effects and
foreground /background contamination) but it should become possible to address
these questions quantitatively. This could be done, for example, by comparing a
two-dimensional cluster survey to an X-ray selected sample of clusters, and optimiz-
ing the search parameters to reproduce the X-ray survey, or through Monte-Carlo

simulations to quantify the selection effects.
The main thrust of Chapter 5, then, is to
i) develop an algorithm to detect clusters from the galaxy catalogue,

i) present the thus obtained catalogue, and

1 Through a fortuitous set of circumstances, I did manage to inherit Abell’s personal copy of the
Zwicky Catalogue of Galazies and of Clusters of Galazies, which I cherish. Thanks Ann!



iii) compare this catalogue to that of Abell, in order to ascertain the degree of
correspondence, which is relevant in light of the numerous statistical studies
performed on Abell’s catalogue. We then proceed to calculate the galaxy-

cluster correlation function, which is shown to agree well with the predictions

of CDM.

If some think that I am “dumping on Abell” in Chapter 5, I assure you that
this is not so. I have had to examine closely only 18 plates; Dr. Abell worked with
several hundred. The fact that only now, in the 1990s, are we able to do a better job
than he did in 1958, should be a sufficient testimony to the endurance and quality

of his work.

If this thesis is one tenth as successful as Abell’s, I shall be delighted indeed.



1.1 REFERENCES

Abell, G. O. 1958, Ph.D. thesis, Calif. Inst. of Tech.
Bahcall, N.A. and Soneira, R.M., 1983, Astrophys. J., 270, 20.

Bardeen, J. M., Bond, J. R., Kaiser, N. and Szalay, A. S., 1986, Astrophys. J., 304,
15.

Collins, C. A., Heydon-Dumbleton, N. H. and MacGillivray, H. T., 1989, M.N.R.A.S.
236, Tp.

’

Geller, M. J., de Lapparent, V. and Kurtz, M. J., 1984, Astrophys. J. (Letters),
287, L55.

de Lapparent, V., Geller, M. J., and Huchra, J. P., 1988, Astrophys. J., 332, 44.
Meinhold, P. and Lubin, P., 1991, in press.

Maddox, S. J., Efstathiou, G., Sutherland, W. J. and Loveday, J., 1989, M.N.R.A.S.,
242, 43p.

Maddox, S. J., Sutherland, W. J., Efstathiou, G., Loveday, J., and Peterson, B. A.,
1990, M.N.R.A.S., 247, 1.

Reid, I. N., Brewer, C., Brucato, R. J., McKinley, W. R., Maury, A., Mendenhall,
D., Mould, J. R., Mueller, J., Neugebauer, G., Phinney, J., Sargent, W. L.
W., Schombert J. and Thicksten, R., 1991, The Second Palomar Sky Survey,
submitted to P.A.S.P.

Schombert, J., 1988, Astron. J., 95, 1389.

Tinney, C. and Mould, J. R., 1991, submitted to Astron. J.



2. The Galaxy Catalogue
2.1 INTRODUCTION

In this Chapter, we describe the procedure used to establish our catalogue of
galaxies. What requirements would an ideal catalogue satisfy? First, the catalogue
should be large, since we wish to survey as large a volume of space as is practical.
This is necessary because of the nature of the problems which we wish to address us-
ing the catalogue, namely the determination of the clustering properties of galaxies
and, eventually, clusters of galaxies. Second, and equally important, the catalogue
should be uniform, in its most stringent sense that the probability of detection of
a galaxy should depends only on the intrinsic properties of that galaxy (distance,
luminosity, morphology etc.) and on no parameters extrinsic to the galaxy, e.g. its

position on the plate, which plate it happens to be observed on, etc.

To satisfy both these criteria is an extraordinary task, and it must be realized
that the two criteria are at odds with one another. A very deep CCD image on a
photometric night will easily satisfy the uniformity criterion, for example, but will
only contain a few hundred galaxies, in the best case. A catalogue visually compiled
from photographic material will not satisfy the second criterion very well, as visual

classifications are difficult to keep uniform.

There are two ways to satisfy both constraints: a large photographic survey
scanned on a photodensitometer, or a large CCD transit (or even “point and shoot”)

survey.

The second method is preferable because of the great stability of CCD detectors,
but requires a dedicated telescope. Such surveys are in fact planned for the future.
The first method, which requires extensive CCD calibration to compensate for the
variable nature of photographic photometry, is the one followed in this thesis. Even
here, it must be realized that the cost in telescope time is prohibitive, and I was

very fortunate to have the opportunity to undertake this project at Caltech.

Our survey is still not very large, but large enough to probe an interesting

volume of space, or roughly (125A~1 Mpc)®. This is as large as we could make it



and still satisfy the real world constraint of available telescope time. The completed
galaxy survey consists of some 150,000 galaxies, with accurate photometry on a
common system, and with the effects of plate to plate variations removed as well

as they can be. The total area surveyed is 386 square degrees.

The only surveys comparable to ours are those obtained by the APM (Maddox
et al. 1989) and the COSMOS group (Collins et al. 1989), both groups using the
United Kingdom Schmidt Telescope (UKST) plates of the southern sky. The APM
survey, in particular, covers 4200 square degrees, more than 10 times the solid angle
of our survey. The photometric calibrations of this survey, however, are based on
internal consistency rather than being externally imposed by CCD sequences. As

we will see in this chapter, we have evidence that this may be a dangerous technique.

The galaxy catalogue presented here reflects the current state of the art, and is
the most extensively calibrated to date. As such it is suitable for a wide range of
projects. We have carried out some of these in this thesis, and will discuss future

work based on this data set in our conclusion.
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2.2 PLATE MATERIAL

The plate material for this project consists of 16 IIlaF plates obtained at the
Oschin 48” Schmidt telescope in the course of the second Palomar Observatory all
Sky Survey (POSS-II Reid et al. 1991). The IIIaF plates are exposed, typically for
60 minutes, through an RG610 filter, and are well suited to detecting the typical

galaxies found in clusters (red ellipticals).

These plates cover two regions of the sky: our northern field (a = 15%,6 =
30°,b = +65°) and our southern field (a = 0%20™,8 = +5°, b = —55°). The fields
were to have been squares of 3 x 3 plates, thus subtending an angle of approximately
15° on a side. Unfortunately, two of the plates, both in the north field, were found
to be of unacceptable quality (Fields F385 and F512) and had to be rejected, so the

north field is in fact not square, and covers a smaller area than the south field.

These fields were chosen primarily because i) they are at high galactic latitude,
where Galactic obscuration is not likely to be a large problem, and i) the best
months to observe them from Palomar are May and October, when the weather
is reasonably favourable. We chose to survey two regions of the sky, rather than
one larger region, so that we could compare our results in the two areas, and also
so that CCD observations could be done twice a year, minimizing the likelihood of

being completely unable to acquire data due to bad weather.

When more than one plate existed in a field of interest, the plates were visually
inspected and the best one was chosen for scanning. Unfortunately, the plates vary
in quality (mainly in limiting magnitudes), so we are limited by the worst plate if
we are to keep the galaxy sample homogeneous. Details of the plate material are

given in Table 1 of Chapter 4.
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2.3 CCD PHOTOMETRY

2.3.1 Observations

We first inspected each plate visually with a 8x lens and looked for clusters or
groups of galaxies; we typically found about 30 such objects per plate. We gave
each object a number, so for example, F386C134 is the 34th object we circled on field
386. We performed rough astrometry (good to about 5”) and gave a rough quality
gra.de.to each cluster; from poor and doubtful to rich and spectacular. On the new
survey plates, the Abell clusters usually stood out very easily, but it is especially
the unknown, often faint and compact clusters that interested us. This preliminary
catalogue of clusters of galaxies is thus severely biased and incomplete; its purpose

was simply to find good regions to observe in order to perform the plate calibration.

We obtained photometric data for the Abell clusters and as many of the clusters
identified by eye in the fields of interest as time permitted. These data consisted of
pairs of images obtained in the Gunn g and r bands, with typical exposure times of
1800 s in g and 1200 s in r. These data were obtained at the Palomar 60” telescope
using CCD cameras 4 and 8. The detectors in these cameras are charge coupled
devices manufactured by Texas Instruments and have an array size of 800 x 800,
with a pixel size of 15 um. The chips have a gain of approximately 2 electrons per
DN, and readout noise of 9.5 electrons. The exposure were long enough that we
were always well above the readout noise, i.e. , we are sky-limited. The data were
acquired with the re-imaging lens in place to obtain a suitable field of view; this

system yields a pixel size of 0.615” and a total field of view of 8'.

This pixel scale is just small enough to enable us to determine the point spread
function for the stellar images reasonably well, a step necessary for the star-galaxy
separation algorithm of FOCAS. We noticed, however, that the images suffer from
coma at the extreme edges of the field of view (this is a defect of the re-imaging
system), so we only used images detected on the central 760 x 760 pixels to ensure
uniform classification and photometry. Data were acquired on every night on which
weather permitted; however only the data obtained on nights which were judged to

be of photometric quality were used for calibrating plates.
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duction o otometric Standard

Standard stars defining the Gunn gr iz photometric system (see Kent 1985,
Thuan and Gunn 1976) were observed. Typically, 5 or 6 stars were observed each
night. Each observation actually consisted of a multiple exposure where we moved
the telescope between each snapshot; this way we effectively obtained three obser-
vations for the price of one. We observed stars spanning a wide range of colors, to
more accurately determine the color coefficients of the photometric equations. The

data were then reduced as follows.

First, we flat fielded the data using the standard procedure of subtracting the
bias level and dividing each image by a suitably normalized exposure of the top of
the dome uniformly illuminated by an incandescent light source. Some flat fielding

t

presumably caused by the secondary mirror and its support structure, would appear

problems' were experienced, especially in the r band; a strange “doughnut” shape,
in the flattened images. The problem was most severe at the beginnings of the
nights, suggesting some sort of thermal equilibrium problem, and so flat-fields were
taken after each r observation, in order to minimize the problem. To save time, the
telescope was left in place and the dome swung so that the flat field lamp (which
is mounted behind the secondary mirror) was pointing at the dome. Also, we felt
that if this was a flexure problem in the camera assembly, it was best to not move
the telescope between the program exposure and the flat field. Fortunately, this
anomaly only affects a small fraction of the pixels on the frames, and is at low level
(1 or 2%) and so was ignored in subsequent reductions, with the hope that it would

essentially only increase the scatter in the magnitude calibration curves.

We then used the FIGARO (Shortridge 1984) astronomical reduction package to
determine the instrumental magnitudes of the standard stars. We performed aper-
ture photometry on the standard stars using the programs CENTERS and FOTO.
The algorithm used by FOTO is quite straightforward: all the counts in the pixels
lying within a user-specified radius from the centroid (determined by CENTERS)

} This strange problem had disappeared as of Fall 1989. To the author’s knowledge, no one at
Palomar Observatory knows why, or what caused it in the first place.
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are added up, and a value for the sky is obtained by averaging the data values in
an annulus of radii also determined by the user. The radial profile of the object is
displayed on a graphics device to allow the user to choose these radii in an optimal
fashion. When doing this, we were very careful to select apertures sufficiently large
to enclose all the light of the star. These apertures were typically 6”, except in the
cases where the standards were so bright (e.g. HD171164, HD84937) that they had

to be observed out of focus. There the apertures were usually 13”.

2.3.3  Photometric Transformations

After having obtained the instrumental magnitudes g; and r; for each star, we
used the method of least squares to find the best fitting line of the forms (1) and
(2) to the data, as shown on Figures 1 and 2.

g —gi + kgsec(z) = Ag + By(g — ) (1)

r—ri+ krsec(z) = A, + By(g— 1) (2)

where the A’s and B’s are the coefficients to be determined and z is the airmass
at which the observation was made. The values used for the extinction coefficients

were taken to be k; = 0.18 and k, = 0.10 (Kent 1985).

Rather than determining the slopes By and B, independently for each night,
all the data which were judged photometric (as determined both by the values of
the scatter in the plots, and the careful notes kept in the observer’s log book) were
collated together and a mean slope for the entire run was determined. This was done
because we do not expect these coefficients to vary from night to night; however the
zero point coefficients A, and A, were determined on each night, to allow for the
possibility of differences in atmospheric transparency during each night of a given

run. Typical values of the A’s and B’s are shown on Figures 1 and 2.

The formal uncertainties on these quantities are also shown, as is the value of the
rms scatter about the best fit line. The data were considered to be of photometric

quality if this rms value was not larger than 0.035™. Several times during each night,
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we assessed the quality of the weather, and made a note of it in the observation
logbook. We were pleased to find a very strong correlation between these notes and

the dispersions in the photometric reductions.

2.3.4 FOCAS Magnitudes

The CCD observations of clusters of galaxies were reduced using FOCAS (Faint
Object Classification and Analysis System, Valdes 1982, Jarvis and Tyson 1979).
FOCAS is a set of programs to generate and analyze catalogues of astronomical
objects from raster images, such as PDS scans or CCD data. FOCAS is particularly
suited to performing photometry on faint galaxies, unlike, for example, DAOPHOT
(Stetson 1987) which is geared towards stellar work.

The main programs of FOCAS are:

o sky and skyavg, which determine the sky background to be subtracted from

each pixel,
e detect, which finds all the images present on the frame,

e findstars, which finds objects suitable for use as templates to determine the

point spread function on the frame,

e splits, which raises the detection threshold to determine if any given object is

actually a merger,

o evaluate, which calculates the actual magnitudes and other image parameters

(such as aperture and isophotal magnitudes, second moments, etc.), and
e resolution, which does the star-galaxy classification, discussed in § 2.6.1.

FOCAS provides both aperture and isophotal magnitudes. Since the COSMOS
magnitudes are isophotal, it was decided to use isophotal magnitudes to calibrate
them. The isophotal threshold used in the magnitude calculation is given to FOCAS
as a multiple of the sky variance on any frame. After examination of several frames,

we adopted a “standard” sky brightness for the g and r bands i.e. , a typical sky
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brightness at Palomar measured on our CCD frames. These values are, respectively,
20.80 r mag/["]? and 21.20 g mag/["]?. We then calibrated one of our fields (Field
449) with three isophotes for our magnitudes (isophotes of 1.5%, 3% and 7% of our
“standard” sky) to determine which isophote gave the tightest correlation of the
FOCAS isophotal magnitudes with the COSMOS magnitudes. The 3% isophote
was marginally better than the other two, so it was adopted. These isophotes

therefore correspond to r3ye, = 24.61 mag/["]? and ga%ey = 25.01 mag/["]%.

The findstars program is actually a UNIX shell script which attempts to find
bright, isolated stars by taking objects near the mode of the distribution of second
moments of the image distribution. This algorithm is not robust, and will often
try to use images near a bad or saturated column. So we inspected all of the
point spread functions, and when they did not look right, (being too elongated,
asymmetric or not monotonic, for example) we examined which stars it had used
as templates. We then removed the offending objects, and re-computed the point

spread function.

2.3.5 Limiting Magnitude of CCD the Photometry

Although the limiting magnitudes of the CCD frames vary from frame to frame,
due to differences in transmission, exposure times etc., all our CCD observations
reach a limiting magnitude which is much fainter than that of the photographic
plates. Figure 3 shows histograms of number of galaxies observed as a function of
magnitude for four clusters (in both colors). Based on these data, we judge the
completeness limit on the CCD frames to be 22.0 in r and 23.0 in ¢g. Of course,
these numbers should be regarded as guidelines, since as already mentioned, these

numbers vary from frame to frame.

We will see later that the magnitude limit of the plates range from 20.5™ to
21.6™. The exposure times were chosen to yield a reasonable signal to noise ratio for

the faintest objects of interest, i.e. , those at the limiting magnitudé of the deepest

1 We denote the unit of surface brightness, magnitudes per square arc-seconds, by the symbol
mag/["]>.
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plate. Going much deeper is not desirable, as the brighter galaxies become saturated

(and hence useless for calibfation) and not enough frames can be obtained.

24 COSMOS Dara

2.4.1 General Description

The plate material was scanned using the COSMOS (Co-ordinates, Sizes, Mag-
nitudes, Orientations and Shapes) machine at the Royal Observatory, Edinburgh
(ROE). This scanner is described extensively in Macgillivray and Stobie 1984, so

only a brief summary will be given here.

The machine itself is a high-speed scanner of flying-spot design. A high intensity
beam of light from a cathode ray tube is split into two; part of the beam goes to
a reference detector, the other part through the plate to a second detector. The
plate density-to-intensity transformation for each pixel is performed by a lookup
table generated from a spline fit to the density-to-intensity table obtained from the
sixteen calibration spots at the bottom right of each survey plate. The data for
the lookup table were not available for our plates, however, so a table was picked
arbitrarily for a UKST plate which had the same background density as our plates.
This error causes non-linearities in the magnitude scale, but these are removed by

our procedure for calibrating the plates using CCD photometry.

A quick pass is performed over the plate to determine the overall background
intensity (sky values). This is done by éubdividing the plate in 64 by 64 squares,
and in each of these calculating the mode of the transmission values. This matrix of
numbers is used to predict smoothed transmission values for the background which
are then used to calculate the amount of sky to be subtracted at each pixel. A
contour plot for this matrix is shown on Figure 4. Note the gradients near bright
stars, and the overall falloff near the edges and corners of the plates, caused by
vignetting. The referencing of the magnitudes to 7% of the local sky is an attempt
to make these magnitudes independent of their position on the plate; however these
- “field effects” can still cause systematic errors in the magnitudes. For the UKST

plates, for example, the area—COSMAG locus moves when comparing images located
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in the center of the plates to those near the edges. Such a gross effect has not been
detected on our plates (although more subtle effects will be discussed later). This
difference may be attributable to the fact that the POSS-II plates undergo nitrogen
gas flushing during the exposure, which helps eliminate progressive desensitization

of the emulsion by air leaking into the plate holder.

The magnitudes are determined by summing the (sky-subtracted) intensities for
all the pixels in an image that are above the threshold cut, and thus are isophotal
magnitudes. For our data we used a cut of 7% of the sky, which easily finds all images
of interest, yet is high enough that very few noise or fake images are introduced.
These are mostly produced near scratches in the emulsion or near the halo of very
bright stars. Figure 5 shows the COSMOS output near a typical bright star, showing
the diffraction spikes and numerous junk images in the halo. These are removed by

hand by simply flagging and deleting the offending regions of the catalogue.
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The final output from COSMOS consists of a set of 32 parameters for each

image detected. The most important parameters are listed below:

Table 1. COSMOS Parameters of Interest

# Name Meaning Units

1 ra Right Ascension (1950.0) decimal hours x107
2 dec Declination (1950.0) decimal degrees x10°
T area area of the image pixels

8 ipeak maximum intensity of the image intensity levels

9 COSMAG COSMOS magnitude mag x 100

10 isky sky intensity intensity levels

11 zcen_i intensity weighted x centroid 0.1pym

12 ycen.: intensity weighted y centroid 0.1ym

16 a.t intensity weighted semi-major axis 0.lum

17 b intensity weighted semi-minor axis 0.lym

18 thetai intensity weighted orientation degrees

19 df" : classification parameter

20 pa position angle degrees

29 blend deblending flag

31 r calibrated magnitude mag x 100

32 S f S parameter

For our purposes, the most important of these are the positions, areas, mag-
nitudes and peak intensities. The absolute positions (ai950,81950) are accurate to
about 1.5”. The relative positions are much better than this; they are easily good
enough, for example, to set up Palomar Observatory’s multi-fiber Norris spectro-

graph, which requires an astrometric accuracy of 0.5” over a 20’ field of view.

2.4.2 Deblending Software

The scans of the plates were processed using the COSMOS group’s new “de-
blending” software (Beard and Thanish 1990), which processes the data twice: after
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the initial determination of image parameters, each image (called the parent image)
is re-thresholded at 8 higher surface brightness levels, and the resulting profile is
examined to determine if the image is actually a blend of several images (called
daughter images). This step is of the utmost importance for this project, as the
galaxies in a cluster are often sufficiently close together that their isophotes merge
at the isophotal cut chosen for detection, so the entire cluster can look like one
large image. Clearly, if we are going to look for overdensities of objects, the clusters
need to consist of several images! Figure 6 shows this process; the very large ellipse
is COSMOS’ best fitting ellipse to the “image” above the detection threshold (i.e.
| , most of the cluster). The smaller ellipses are those fit to the daughter images.
When we compare this to a CCD image of the same cluster we find that about
80% of the images are recovered. It is mostly the very faint images which are not
properly deblended. Fortunately, these would not have been included in the final
catalogue anyway. We also note that the parameters for the deblended images are
in general not very accurate, which causes these images to be classified as galaxies
(the procedure used for classification will be discussed shortly). This is not a serious
problem, as we prefer to accept a certain amount of contamination by stars (false
detections) to throwing away real galaxies (incompleteness), especially those near

the cores of clusters.

2.4.3  Accuracy of the COSMOS Magnitudes

The field centers of the POSS-II plates are separated by 5°. With the field
size being 6.5°, this gives a 1.5° strip of overlap on each side. However, COSMOS
only scans the central 5.3° of a survey plate, so our overlaps are in effect only 20’
wide. This overlap allows us to check the accuracy of the COSMOS magnitudes
as follows. We can plot the values of any given parameter for each object present
on both plates against each other. The scatter in these plots is a fair measure of
the uncertainties due to both the scanning procedure and variation in the quality

of different plates.

Figure 7 shows a dot plot of uncalibrated (raw) COSMOS magnitudes of all
objects found on both plates in the overlap region between fields 448 and 449. Note
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that, at bright magnitudes, there are two distinct loci of points. This is because
the magnitudes for stars are more subject to effects of saturation of the emulsion,
which are not repeatable from plate to plate, combined with the limited dynamic
range of the COSMOS machine. This is why we have only used objects classified as
galaxies to do the actual magnitude calibration. The scatter about the line which
best fits the points below 1900 in Figure 7 is 0.15™, indicating that the magnitudes

are repeatable to about 0.1™ (since there is scatter in each direction).



21

2.5 MAGNITUDE CALIBRATION OF THE PLATES

The magnitude calibration of the plates was done as follows.

For each CCD frame, we extracted from the relevant COSMOS catalogue all
images lying within 10’ of the position of the center of the CCD field (as given by the
header in the image file) to a small COSMOS catalogue. The position of the CCD
frames on the plates is indicated on Figures 8 and 9, where the solid lines denote
the boundaries of the survey and the dashed lines show where the individual plates
were abutted. Each square represents a CCD sequence taken under photometric
conditions. We then determined the transformation between the COSMOS zcen_:
and ycen_i units to the (X,Y) pixel coordinates of the CCD data. The relevant data
for these objects, namely their right ascensions, declinations, X and Y coordinates
in the newly determined CCD system, as well as COSMOS magnitudes and ¢
parameters were then written to a file in the regular FOCAS catalogue format.
(The FOCAS i/o routines are straightforward and well documented, so it was easy
to write a program to do thist). Next, we used the FOCAS program match to
generate a matched catalogue from the g, r and COSMOS images. This enables us
to generate lists of magnitudes for corresponding objects and to easily apply any

desired transformation to them.

After this had been done for all the photometric CCD data, we collated to-
gether all the data pertinent to a given plate, and plotted the calibrated FOCAS
magnitudes of the objects against COSMOS magnitudes for all objects classified as
galaxies by FOCAS, (stars were not used in this procedure because of the satura-
tion problem mentioned in § 2.4.3 and illustrated in Figure 7). Figure 10 shows
the calibration curve used for Field 752. Note the strong non-linearity of this rela-
tion, already discussed in § 2.4.1, due to the intrinsic properties of the photographic

plates and our improper density-to-intensity lookup table.

The solid line shows a least square fit of the third order. The residual scatter is

approximately 0.18™ for bright objects r < 19.0 and gradually gets worse at fainter

t Easy, that is, after this FORTRAN aficionado spent a few days learning the rudiments of the
C programming language!
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magnitudes. The different symbols represent objects selected from different CCD
frames. Note that there is no obvious segregation of symbols (e.g. , there is no
tendency for the squares to be systematically higher than the triangles). This is an
important test of two things: first, that our photometric calibrations are well done
(the CCD observations come from four different nights) and second, that the plate
is uniform, that is, the magnitudes obtained from COSMOS are not dependent on
the position on the plate.

2.5.1 Accuracy of the Zero Points

The error in measurement for individual galaxies near r = 19 is 0.15™. However,
it is the systematic errors which lead to spurious density fluctuations, and those are
the ones we seek to minimize. As noted in § 2.3.3, the error in the determination
of the zero point for the CCD photometry is 0.035™ or smaller. Each plate was
calibrated using four or more CCD fields. Furthermore, these were taken on different
nights, so as to minimize possibility that a bad night (which for some reason still
had a small dispersion in the photometric relationship) could cause problems. Since
these are four statistically independent measurements, the error in the zero point

of the magnitude scale of the plates due solely to uncertainties in the calibration of

the CCD material is 0.035™ //4 = 0.0175™.

This error is minuscule, and so, in fact, the most important source of uncertainty
in the zero point of the magnitude scales is that due to the fitting of the calibrated
FOCAS magnitudes to the COSMOS magnitudes. Because the galaxy catalogue
will be truncated, the relevant quantity is the uncertainty of the fit at the truncation
limit. This uncertainty was estimated by fixing the linear and quadratic terms to
their best values, and fitting the data with only the zero point term left free. The
covariance matrix then indicates that the uncertainty in the zero point is 0.05™.
Thus the total error in the zero point of the plates is 0.06™. We emphasize that
only objects classified as galaxies by FOCAS were used in this calibration. Our
formal error in the fit would certainly diminish if we include stars, but because
of possible systematic differences in the COSMOS magnitudes between stars and

galaxies mentioned in § 2.4.3, we have chosen not to include the stars.
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Figure 11 shows a dot plot of magnitudes independently calibrated using the
CCD photometry for objects in the overlap regions classified as galaxies between
fields 448 and 449. We actually plot M(449)-M(448) so that we can expand the
scale. The points should lie along the y = 0 line if the calibration is perfect. Most
of our overlaps do not in fact obey this relation as well as the one shown in this

figure; this problem will be discussed fully in § 2.9.

2.5.2 Magnitude Limits of the Plates

We have determined the magnitude limit for each plate by building a histogram
of the number of objects (stars and galaxies) for each plate as a function of the
calibrated magnitudes, as shown on Figure 12. The last bin before the number of
objects drops is defined to be the magnitude limit of the plate. These values should
be accurate to 0.1™, and are only used to give us an indication of the quality of

each plate. The magnitude limits are tabulated in Table 1 of Chapter 4.
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2.6 SEPARATION OF STARS AND GALAXIES

2.6.1 Star Galaxy Separation using FOCAS

The star-galaxy separation on the CCD data was performed using the resolution
classifier incorporated in FOCAS. This algorithm is fully described in Valdes 1982,
and a complete description is beyond the scope of this thesis. Suffice it to say that
the program employs a maximum likelihood method to fit the light distribution of
each image to three templates which represent stellar, resolved and noise images,

and then applies Bayesian statistics to decide which template is the best fit.

There are cases where the classification for an object on the g and r frames differ.
When this happens, the object is always stellar. This is easy to understand, as small
errors, cosmetic defects, cosmic rays, etc. can cause a star to be classified as a galaxy,
but not vice versa. We thus classified objects as galaxies if they were classified as
such on both frames by the automatic classifier, and as stars otherwise. Obviously
the reliability of this automatic classification is greatly improved by having two
CCD frames to work with, instead of just one. These classifications were tested
against my own visual classification for several frames. The automatic classifier
turns out to be excellent, in that I agreed with its classifications in more than 90%
of the cases. The “misclassifications” fell into two major groups: objects that were
so faint that I couldn’t really decide whether the object was a star or a galaxy,
and bright saturated stars which “bled” on the CCD image and so had definite
non-stellar appearances. Other misclassifications occurred where an object fell on
a cosmetic defect on the detector, such as the edge of the coronene blob on CCD 8;
these errors alway go in the sense of classifying stars as galaxies, never vice versa.
The galaxy catalogues generated by FOCAS are therefore essentially complete, but

are contaminated by some stars.

Three fields were studied with particular care to quantify these effects: CCD
frames F386cl134, F449cl09 and F513cl31. On these fields, 5 galaxies were missed by
FOCAS out of 205 (or 97.5% completeness) and 10 stars were classified as galaxies

out of 215 objects classified as galaxies (or 4.6% contamination). It is important to
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remember that these statistics are for objects present on both the g and r frames
and the COSMOS frame. The misclassifications increase for fainter and fainter
objects, until nothing can be said for objects at the magnitude limit of any given
observation. This is why we made sure that our CCD frames went at least 1™
deeper than the plates; we wanted to ensure reliable CCD calibration for objects as

faint as the limiting magnitude of the photographic plates.

2.6.2 Photographic Star-Galaxy Separation

The star-galaxy separation on the plates is based on the fact that stars, being
determined uniquely by the instrumental point spread function, occupy a well deter-
mined region in the measured parameter spaces. Galaxies, however, being resolved
objects, have their own intrinsic profiles and thus tend to deviate from the region
occupied by stars. As a simple example of this, consider a plot of the measured area
of the objects against their instrumental magnitudes, as shown on Figure 13. At

a given magnitude, (i.e. , at fixed log 2_ I) resolved objects, such as galaxies,

pizels
have lower surface brightness than stars, hence a larger area, which causes them to
lie in the upper regions of the diagram. This behaviour is typical, in that plotting
any two parameters intrinsic to the image structure tends to show a well concen-
trated stellar ridge, and objects deviating from it which are galaxies, blends and

emulsion defects.

The idea is therefore to separate stars from galaxies by “cutting up” portions in
these various parameter spaces. Note however how quickly all objects merge in one
ill-defined ridge for faint objects. This behaviour will occur for any set of parameters
we choose, as it is simply a reflection of the fact that at the plate limit, stars and
galaxies become indistinguishable, by eye or otherwise. We therefore have one last

condition: the method for cutting up the parameter space should be objective.

The star-galaxy separation algorithm then goes as follows. We define, as done
in Collins and Heydon-Dumbleton (1989), a quantity which we call the S parameter
to be

area

S =
log(ipeak + isky) — log(isky)(1 + ic'(’)"(ti)

(3)
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where area is the area of the image (in pixels), ipeak is the peak intensity recorded
for the object, isky is the intensity of the sky, and cut is the threshold cut above the
sky (7% in our case). Physically, S measures the “hardness” of an image; the more
centrally concentrated (small area and large ipeak), the smaller the value of S. A
plot of S vs. COSMAG for Field 449 is shown on Figure 14. Note that the separation
here is cleaner to a fainter magnitude than when simply using the areas (Figure 13).
The improvement, obviously, comes from our use of the extra parameter ipeak (isky
is not really an independent parameter intrinsic to the object, and its introduction
in Equation 3 is because we wish to reference the peak intensity to the local sky,
which varies quite a bit over a typical plate.) For very bright objects, the limited
dynamic range of the emulsion and scanner causes the denominator in Equation 3
to saturate, while the area of the image keeps increasing, accounting for the sharp
increase of the stellar ridge for objects with COSMAG < 1500 on Figure 14. Also
note the “stripiness” for the very faint objects, which is due to quantization noise.
The last stripe is due to objects with an area of 4 pixels, the next to last 5 pixels

etc.

Our next step is to obtain an objective characterization of the stellar ridge as
follows. First we bin the S values in small magnitude bins in COSMAG (0.2™); this
yields a histogram of the number of points having a given S value as a function of
S for fixed magnitude, as shown on Figure 15. This figure is quite instructive: we
see the sharp peak due to the stellar ridge, but we also see the large tail of objects
(the galaxies) extending to large values of S. It is clear from the broad shape of this
tail that it extends well into the stellar ridge, and thus there is no hope of being

complete.

We estimate the mode of this distribution using an algorithm described in Press
et al. (1986). This algorithm goes as follows: we sort the S values in increasing
order, yielding (51,82, ...Sy). We then choose a “window”, say N/10 and compute
Pi = Sitwindow — Si for all 2. The value M; = %(8i+window + &;) for which p; is a

minimum is a good estimate of the mode.

We also estimate the width of the distribution by setting W; = S; — Sso5. (S5
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is the S value of the 5" percentile of the sorted values.) We use this value, as
opposed to Sy, to obtain a robust estimate of the mode. This works well, as there
are always several thousand objects per magnitude bin. This yields a set of modes
and widths (M,W) for each magnitude interval. These are plotted in Figure 16.
Note how, when overlaid with the data points on Figure 14 the modes and widths
delineate the star ridge to high accuracy.

Fe

curve to go through the knots defined by the data points) to the modes and widths.

We now fit a smoothing spline' (not a regular spline, which would force the
The spline fit to the modes is shown on Figure 17. The same is done to the widths.
This is more difficult, as the fitting routine needs an estimate of the error bars for
each point. For the modes, we simply give the routine the widths. For the widths,
however, we have to make something up, so we give them /N noise. Because
of the quantization noise on Figure 14, the estimate for the width is sometimes
inaccurate for the faintest magnitudes. Physically, the width of the stellar ridge
should be a monotonically increasing function of magnitude, and so, when this is

not obeyed, the offending values are removed by hand. We denote these two splines

as M(COSMAG) and W(COSMAG).

Finally, we are in a position to define our star-galaxy separation criterion ¢:

(S — M(COSMAG))

é = 1000 x W(COSMAG) (4)

Note carefully the definition of ¢: it measures how far away from the stellar ridge
an object is located, in multiples of the width of the stellar ridge at the appropriate
magnitude. The factor of 1000 is only put in because all these numbers are stored

as integers, and we do not want to lose resolution.

A plot of ¢ vs. calibrated magnitude is shown on Figure 18. We have now
encapsulated all that we know about the location of the object in the parameter
space used to separate stars and galaxies in one number. Note that the stellar ridge

is defined by ¢ = 0, and that its width is essentially independent of magnitude.

t We used the routine ICSSCU from the IMSL set of mathematical routines.
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2.6.3 Choosing the ¢cut’s

We must now, for each plate, choose a value of ¢ above which to accept objects

as galaxies, and below which to reject them as being stars. We denote this number

¢cut .

We will set ¢cut to be three times the width of the stellar ridge. Now recall
that, by definition, the stellar ridge is defined by the equation ¢ = 0. Because
galaxies (with positive values of ¢) tend to crowd the stellar ridge, especially at faint

magnitudes, we estimate the width of the stellar ridge by computing the quantity

o= 2 ¢*/N(¢<0) (5)

$<0

It will be immediately recognized that o is simply the root mean square value of ¢
for all objects with ¢ < 0 (in the hope that there are very few galaxies with ¢ < 0)
computed about the value zero. In other words, we have assumed that the true
distribution of ¢ values for stars is symmetric and has a mean of zero, and then
computed the rms of this distribution. The sum in Equation 5 is performed for all
objects within a pre-specified range in calibrated magnitudes, which we chose to be
16.5 < r < 19.0. The reason for restricting ourselves to this magnitude range will

be explained in § 2.8.

We decided to make ¢cy¢ a multiple of o. The value of this multiple is somewhat
arbitrary, but is kept the same value for each plate. We are now faced with the
fundamental compromise of this type of work: if we choose a large value of @cyt,
we will obtain a catalogue with very few false detections (stars masquerading as
galaxies) but which is very incomplete. If we choose a small value of ¢cut, we will
achieve better completeness, but will also include many contaminants, especially
since stars outnumber galaxies by a large ratio. The optimal choice depends on
the problem to be addressed; in our case (measuring the clustering properties of
galaxies), this cut is one which includes about 90% of the galaxies. This is achieved

by taking ¢cut = 30.
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Below is a list of the adopted values of ¢cyt for each field:

Table 2. Values of eyt

Field # Peut Field # beut
F385 2168 F679 2336
F386 2299 F680 2179
F387 2158 F681 2291
F447 1995 F751 92257
F448 2113 F752 2275
F449 2370 F753 2334
F513 2080 F823 2230
F514 92263 F824 2355

F825 2380

We point out that because of the way ¢ is defined, it was perhaps not necessary
to use a different value of ¢yt for each plate. It might even be argued that a
universal value of ¢yt should be used. The mean and dispersion of the values
of cut in Table 2 are 2240 and 110. Thus, the width of the stellar ridge is being
estimated to an accuracy of about 5%. We can estimate the importance of this error
on artificial galaxy gradients as follows. We note, as an example, that on Field 449,
there are 16192 objects with ¢ > 2240, and 16390 objects with ¢ > 2140, thus an
error of 100 units of ¢ corresponds to an error of 1.2% in the surface density of
galaxies on that plate. Thus, the error in ¢ is comparable to an error of 0.01™ (see

Equation 7).

2.6.4 An Example: F386 cl34

As an instructive example, we present all the relevant data for one of our CCD
fields, F386Cl34. The data were obtained on 1989 Apr 7 UT using CCD camera
# 8. The exposure times were 1500s in g and 1000s in r. The airmasses were 1.13
and 1.20 in g and r respectively. The photometric transformations for the night are

shown on Figures 1 and 2.
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Table 4 shows the raw magnitudes g; and r; and the reduced magnitudes gand r,
as well as the COSMOS magnitudes for all objects common to both CCD frames and
the COSMOS catalogue. The columns Cy and C, are the FOCAS classifications:
“g” for galaxy, “s” for star and “sf” for diffuse (uncertain). As noted before, we
call an object a galaxy if it is classified as “g” on both CCD frames, and a star
otherwise. For reference, we have also included the values of ¢ (explained in § 2.6.2)
and the raw COSMOS magnitudes, as well as the positions of the objects (from the
COSMOS astrometry). The first column is the object number, which corresponds
to the numbers shown in Figure 19. This figure is to be compared with Figure 20,

which shows a greyscale map of the r CCD image obtained for this cluster.
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2.7 RELIABILITY OF THE CLASSIFIER

2.7.1 Comparisons with CCD Frames

It was our hope to select the value of ¢cyt independently for each plate by
comparing the FOCAS classifications on the CCD data to those of COSMOS. This
proved impossible, as there are not enough objects to provide reliable statistics, and
the (few) mistakes which FOCAS makes render the problem even more intractable.
Fortunately, as already noted and as will be shown below, the method we adopted
for determining ¢cy works quite well. For reference, we show the correspondence
between the FOCAS and COSMOS classifications in Figure 21. What is shown is
a plot of ¢ vs. calibrated magnitude for all the objects in the south field. The open
squares are the objects classified as galaxies by FOCAS, and the filled symbols are
the objects classified as stars by FOCAS. Note that most of the filled symbols lie
in the region ¢ < 2240, while most (but by no means all) open symbols lie in the
region ¢ > 2240. This figure gives a good intuitive understanding of how rapidly
the star-galaxy separation deteriorates for faint objects. The filled symbols with
very large ¢ values are usually stars with a faint companion which COSMOS is
unable to deblend, and hence get classified as galaxies by our ¢ classifier. There
is unfortunately nothing which can be done about these objects; the problem is
fundamental to the COSMOS deblending software. Recently, the COSMOS group
has started using 16 thresholds in the deblending instead of 8, and this should yield

some improvements.

2.7.2 Internal Consistency Check

We can use our overlap regions to determine the internal consistency of the ¢
classifier. If we plot the values of ¢ measured on plate 1 vs. that measured on plate
2, we obtain a diagram which looks like Figure 22. This plane can be divided into

the following regions:

1. ¢1 > ‘{bcutl and ¢2 > ¢cut2

i.e. , both plates agree that the object is a galaxy,



2. ¢1 < ¢cut1 and ¢2 < <lscutz

i.e. , both plates agree that the object is a star,
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3. ¢1 < ¢cut1 and ¢2 > ¢cut2 or ¢l > (i’cul;1 and ¢2 < ¢cut2

i.e. , the plates disagree on the object’s classification.

We introduce the following statistic to determine the reliability of the classifica-

tions. If the number of objects populating the first two regions above are denoted

n1 and ng (shown on Figure 22), and Niot is the total number of objects in the

overlap region, then the percentage of agreement between these two plates is

We show the results for all the overlap regions in the following table.

Table 3. Internal Consistency of ¢ Classifier
Overlap n ng Nt 71 (%) | Overlap n3 ng Nt 7 (%)
385:447 258 781 1243 83.5 | 679:680 283 968 1381 90.5
386:385 453 1425 2122 88.5 | 679:751 204 912 1243 89.7
386:448 512 1192 1794 94.9 | 680:681 281 1253 1670 91.8
387:386 725 1581 2420 95.2 | 680:752 353 1083 1556 92.2
387:449 366 1279 1721 95.5 | 681:753 407 1270 1773 94.5
448:447 607 1480 2225 93.7 | 751:752 432 1185 1764 91.6
448:513 749 1608 2590 91.0 | 751:823 222 843 1160 91.8
449:448 447 1605 2190 93.6 | 752:753 511 1361 1957 95.6
449:514 560 1472 2135 95.1 | 752:824 453 1135 1681 944
514:513 473 1489 2077 94.4 | 753:825 475 1112 1668 95.1
823:824 349 990 1556 86.0
824:825 709 1098 1907 94.7

(6)

The overall repeatability of classification is 92.8%. Of course, this does not tell us

that the classifications are correct, merely that they are repeatable to high accuracy.
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Note the poor results for overlaps with Field 385: this is because the limiting
magnitude of this field is not sufficiently deep, and it is after this analysis that we

decided to not include this field in our survey.

2.7.3 Visual Tests

We have also performed a comparison of the ¢ classifier with visual inspection
of the plates. This was done in the following manner. First, two small regions were
selected from the scanned plate, in a region which seemed “typical” t, t.e. , not near
a bright star, obvious cluster of galaxies, or other feature. We made overlays of these
regions (which look just like Figure 19) and then a second overlay consisting only of
the images lying in the magnitude range to be considered, namely 16.5 < r < 19.0.
We then proceeded to inspect the said regions using a stereoscopic magnifier, and

noted which objects we thought were stars and which we thought were galaxies.

We must emphasize that this test was performed completely blind, in the sense
that we had no notion as to what the ¢ values of these objects were at the time
of classification. Even then, this test lacks objectivity, in that it is unclear what
the learning curve for visual classifications is (i.e. , are the classifications done for
the tenth plate likely to be more accurate that those for the first plate?), and it is

entirely possible that the visual classifications suffer from systematic effects.

As it turned out, there were plates on which I experienced considerably difficulty
in deciding upon the classification of the fainter objects, and these are the plates
on which the percentage of agreements of my classifications with the ¢ classifier are

worst.

The result of these tests are presented in Table 2 of Chapter 4. Apart from
the seriously problematic Field 679, the results indicate that i) the classifier is very
repeatable, and 1) the overall accuracy of the classifications is 94%. It is reassuring
that this test agrees well with the internal consistency discussed in the previous

section.

1 This is a problem with the CCD fields; being taken near clusters of galaxies, they are highly
atypical of the plate as a whole and may thus underestimate the efficiency of the ¢ classifier.
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2.8 RANGE OF USABLE MAGNITUDES

The range of magnitudes over which the catalogue can be kept uniform is
bounded by two different factors. At the bright end, the main constraint lies in
our poor magnitude calibration, which is caused by the paucity of bright objects
on the CCD frames. Furthermore, for these bright objects, the cores of the galax-
ies are saturated on the plate, and their distinct profiles become important, which
increases the scatter in the magnitudes even more. Since bright objects are rare,
the curve shown on Figure 10 is more uncertain at bright magnitudes than at faint
ones. This causes larger plate to plate variations in the zero point of the magnitude

scale than are acceptable, so the catalogue must be truncated.

At the faint end, the lack of uniformity comes not from errors in the magnitudes,
which are quite good, but rather in varying incompleteness due to each plates
different limiting magnitude. This problem also affects the uniformity of the star-
galaxy separation. Essentially, the ¢ parameter begins to fail at some fixed distance
from the plate’s magnitude limit. Hence, in Figure 18, the separation appears to be
reasonably good down to r = 20.0, and the plate’s limiting magnitude is 21.2 (See
Table 1, Chapter 4). Many plates do not go as deep as this one, however, so we are
limited by the worst plate if we are to keep the catalogue uniform. Field 385 was so
bad, in fact, that we chose to eliminate it, since its inclusion would have forced us

to truncate the catalogue at somewhere around 18™, which is unacceptably shallow.

The effects of these non-uniformities can be seen in Figures 23, 24, 25, 26,
and 27, which show dot plots for the north catalogue for objects lying in the
magnitude interval (0.0,16.0), (16.0,17.0) ... (19.0,20.0). The plate boundaries are
quite apparent in the first and last of these figures. The black squares are regions

which have been deleted due to bright stars, satellite trails, emulsion defects etc.

These constraints, then, have led us to use only objects lying in the magnitude
range 16.5 < r < 19.0. Figures 28 and 29 show dot plots for all the galaxies in
this magnitude range for the north and south fields. For clarity, the deleted regions

have not been plotted, which is why some blank regions can be found.
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This magnitude range is unfortunately rather narrow. The only remedy to this
problem is to get better plates. Note, for example, how for the four bottom left
plates in the north field (which are all quite deep), none of the boundaries can be

seen between these plates on Figure 27.
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2.9 PiI1TFALLS OF THE OVERLAP REGIONS

Finally, we would like to discuss a topic which is particularly important in light
of the method being used by other groups in the preparation of large galaxy cata-
logues. I am referring of course to the use of the overlap region to internally calibrate
a large mosaic of plates, and then using sparse CCD photometry to establish the
overall zero point of the magnitude scale. We wish to demonstrate in this section
that this is a potentially dangerous method to use. We note that our catalogue is
the only one to date with sufficient CCD calibration sequences to check the validity

of this method in a direct manner.

In our survey, the magnitude scale of each plate was independently calibrated
using the CCD data. In this method, it is inevitable that some small errors in the
zero point of the calibration scales of each plate remain. In fact, we even know
how large these errors should be: the rms of the observed zero points for each plate

about the mean should be 0.06™, as calculated in § 2.5.1.

The effect of a small magnitude scale difference ém between two plates will be

t

to cause a difference in surface density of galaxies

§o  Z=(10°%™)§m
— R~ = In(10) 0.45 m (7)

Thus a difference in magnitudes of 0.05™ yields an increase in surface density of
objects of 5%! The effects of such spurious density variations on measurements of

the galaxy-galaxy correlation function w(6) are discussed by Geller et al. (1984).

However, we still have information which has not been used; that contained in
the overlap regions. Figure 30 shows a plot of calibrated magnitudes for galaxies
in the overlap region of fields 448 and 449. The straight line is the y = z line
about which the points would scatter if the calibration on each plate was perfect.
We should be able to use this information to “tie together” the various magnitude

scales, and thus further reduce the artificial gradients in galaxy density across our
fields.
1 We will show in Chapter 4 that the slope of the galaxy number counts is 0.45.
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We have attempted to determine corrections to be applied to the zero point of
the magnitude scales for each plate as follows. Let Fj;(m) be the function which
transforms magnitudes from plate ¢ to plate j. For simplicity, we will assume that
the Fj; are linear functions, which we derive by fitting a straight line to the points
in Figure 30. Since these functions will be used only on a very narrow range of
magnitudes, the assumption of linearity is good. It is important to note that these
functions must be antisymmetric: if Fi; says that plate 2 has an offset of +0.1™
to plate 1, then Fy; had better yield an offset of -0.1™ for plate 2 vs. plate 1. We
accomplished this by minimizing the perpendicular distance to the best line from
each point. This is necessary, as there is scatter in each of the two axes in Figure 30,
so a simple least-squares fit using the y-deviation systematically underestimates the
slope of the best fitting line. Because we have no better guess, we assumed that the
measurement errors were the same on each plate (i.e. , the error boxes are square,
not rectangular.) The large number of galaxies present in the overlap region allows
us to determine the F;j(m)’s to high accuracy; the uncertainty in the fit at 19™
is approximately 0.03™. Once we have F;j(m), it is a simple matter to invert the

function and obtain Fj;(m).

We now consider the small difference é;; = m;—F;;(m;) where m; and m; are the
proposed magnitude cutoffs for plates ¢ and j. Physically, the 6;;’s are the difference
between the adopted magnitude cutoff on plate j and what plate ¢ predicts this cutoff
should be (using its own cutoff value). We propose the following iterative scheme

to get a self-consistent solution for the m;’s which minimizes ¢ = Z 6,2]
all overlaps

Let the plates be numbered 1,2...9, with plate 5 being in the center, plates
1,3,7 and 9 in the corners (the orientation is irrelevant). We first choose a cut-
off magnitude (say mcyt = 19.0), set m; = mew V j and calculate the quanti-

ties Fij(m;). Then we replace the values of the m;’s in the following manner:
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ms — %(Fzs(mz) + Fus(ma4) + Fes(ms) + Fss(ms)) (8)

for the central plate,
1
mg — §(F12(m1) + F332(m3) + Fs2(ms)) (9)
and so on for the other three plates on the edges, and
1
mi — -2—(F41 (m4) + F21(m2))/2 (10)

and similarly for the other three plates in the corners.

After each iteration we recalculate ¢ = > 6% and stop iterating when it no
longer diminishes. We then have a set of corrections a(j) = m; — mey which
we can apply to each plate before joining them together in the final catalogue.
Unfortunately, in our north field, two of the plates could not be used (fields 385
and 512) corresponding to plates 3 and 9 in this scheme; we have therefore simply
eliminated the appropriate equations from the iterative scheme. However, field 447
(plate 6) then has only one overlap region (with plate 5) so this scheme resorts to

simply fixing the magnitude mg so that mg = Fsg(ms).

We show in Figures 31, 32, 33, 34 and 35 the progress of this method. In these
figures, the central (large) numbers are the magnitude limits of each plate (the m;’s)
and the small numbers are the values predicted for the m;’s by the neighbouring
plate (the Fj;(m;)’s). In practice, this scheme converges very quickly; the solutions

became stable after only 4 iterations.

The method is spectacularly successful at finding a solution whose error value
is very small; the values for € in Figures 31 through 35 are 10.6, 8.9, 5.7, 5.2 and
5.1, after which e stops improving. In the north, € drops from 5.0 to 0.8, but there
are four fewer overlap regions because of the missing fields, so we do not take this

as indication that the north field is better calibrated than the south.
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However, this scheme requires that we make adjustments to the zero points
of the plates which are several times larger than our formal uncertainty in the
calibration procedure of 0.06™(derived in § 2.5.1). Note for example, the difference
in Figure 35 between plates 1 and 9, they differ by 0.4™! And of course, the fact
that the initial value of € is much larger than 0.6™ is worrisome. The two methods

are therefore irreconcilable, and we are forced to choose between them.

We have chosen to interpret this discrepancy as being due to an intrinsic non-
uniformity in the magnitude scale of the plate near the edges, and not due in any
way to errors in the CCD photometry. The edges of the plates are vignetted, as
shown on Figure 4, and so we must conclude that the magnitudes in the vignetted
regions are not being properly compensated for by COSMOS. In fact, it will be seen
from the analysis of the star counts in the appendix to Chapter 3 that this suspicion
is well-founded, and that there is indeed a paucity of objects near the edges of the
plates. We therefore conclude that serious errors can propagate through a network
of plates whose magnitudes are calibrated using only the overlap regions. In this

catalogue, we have not included the type of corrections discussed in this section.
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Table 4 Data for F386 Cl34

gi r; COSMAG C, C, ¢ T g g-r 1950 81950
24 21.30 19.92 20.03 g g 447 20.32 2259 2.28 14 53 54.1 33 10 25
25 16.83 16.55 16.97 s s -1244 16.96 17.96 1.01 14 54 14 33 10 35
26 20.53 20.02 20.11 g g 138 20.42 21.70 1.27 14 53 59.5 33 10 41
27 18.30 18.93 18.62 s s 3638 19.34 19.30 -0.04 14 53 55.1 33 12 8
28 19.56 19.74 19.71 g g 1265 20.15 20.63 048 14 53 54.2 33 12 13
29 20.35 19.95 19.54 s 8 1675 20.35 21.50 1.15 14 54 25 33 12 14
30 20.24 20.09 19.40 g g 2464 20.50 2135 0.86 14 54 0.1 33 12 16
31 18.44 18.16 18.00 s s 679 1857 1957 1.01 14 53 59.7 33 13 36
32 19.12 19.18 18.84 s 8 688 19.59 20.20 0.62 14 53 56.1 33 13 52
33 19.57 20.27 19.75 g g 3167 20.68 20.56 -0.12 14 54 23 33 14 28
35 14.88 15.18 15.74 s s 270 1559 15.93 0.34 14 53 55.1 33 14 57
36 16.64 17.10 17.22 s 8 404 17.51 17.67 0.15 14 53 53.9 33 16 7
37 20.27 20.27 20.98 g g -641 20.68 21.36 0.68 14 54 25 33 15 29
38 16.62 16.59 15.95 g g 17912 17.00 17.72 0.72 14 53 554 33 15 51
39 19.17 19.21 18.55 g g 5024 19.62 20.26 0.64 14 53 55.2 33 16 2
40 18.48 18.40 17.75 g £ 7818 18.81 19.58 0.78 14 54 26 33 15 53
42 2043 20.33 20.66 g g 451 20.74 2154 0.80 14 54 1.3 33 16 20
43 19.71 19.60 19.24 g g -333 20.01 2082 0.81 14 53 585 33 16 24
44 19.01 20.34 20.58 g s -714 20.76 19.91 -0.85 14 53 584 33 16 31
45 19.49 1941 19.44 g £ 5456 19.82 20.59 0.78 14 54 23 33 16 37
46 17.59 17.71 17.26 g g 4721 18.12 18.67 0.55 14 53 566 33 16 53
47 20.90 20.67 20.36 g £ —-68 21.08 22.03 0.95 14 54 2.7 33 16 54
48 16.65 16.98 17.18 s s 976 17.39 17.69 0.30 14 53 537 33 17 6
49 18.36 18.64 18.14 g g 15709 19.05 1941 0.36 14 53 59.3 33 17 5
50 17.42 17.46 17.21 g g 1612 17.87 1851 0.64 14 53 554 33 17 6
51 18.25 18.28 17.90 g g 4167 18.69 19.34 0.65 14 54 2.7 33 17 4
52 21.06 20.35 20.90 g sf 705 20.75 22.26 1.50 14 53 574 33 17 17
53 20.20 20.19 19.93 g g 2186 20.60 21.29 0.70 14 53 544 33 17 35
54 19.35 19.35 19.07 g g 729 19.76 20.44 (.68 14 53 53.2 33 17 38
55 18.59 18.25 17.99 g g 16784 18.66 19.73 1.08 14 53 54.6 33 17 54
56 20.47 20.99 21.02 s g -366 2140 2149 0.08 14 53 59.5 33 18 4
57 21.15 20.20 20.11 sf g 463 20.60 22.38 1.78 14 54 2.2 33 18 4
67 19.40 19.86 20.31 g g 1152 20.27 2043 0.15 14 53 50.0 33 10 17
68 16.50 16.82 17.11 s s 81 17.23 17.556 0.32 14 53 48.7 33 10 27
69 18.21 18.73 18.49 s s 268 19.14 19.23 0.08 14 53 493 33 10 38
70 18.97 19.25 19.17 g g 3532 19.66 20.02 0.36 14 53 408 33 11 O
71 21.73 20.26 20.57 g g 3827 20.66 23.04 2.38 14 53 514 33 11 9
72 16.90 16.96 16.43 g g 10526 17.37 17.98 0.62 14 53 458 33 11 39
73 15.31 15.43 16.09 s s 221 1584 16.39 0.55 14 53 426 33 11 57
74 17.51 1743 16.98 g g 5460 17.84 18.61 0.78 14 53 494 33 12 16
75 16.08 16.30 16.52 g g -354 16.71 17.14 043 14 53 51.8 33 12 15
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# g r; COSMAG C, C, ¢ r g g-r1 1950 81950

76 20.91 20.54 20.83 g g -9 20.95 22.06 1.11 14 53 50.2 33 13 31
77 17.07 17.48 17.36 s sf 504 17.89 18.10 0.21 14 53 48.0 33 14 4
78 20.99 20.80 20.95 g g 1069 21.21 22.11 090 14 53 41.3 33 14 6
79 19.54 19.12 18.73 s g 1714 1952 2069 1.17 14 53 429 33 14 7
‘80 20.15 20.37 20.52 g g 1452 20.78 21.21 043 14 53 50.9 33 14 34
81 17.52 17.47 17.10 g g 2702 17.88 18.62 0.74 14 53 46.9 33 14 36
82 18.71 19.04 18.27 g g 10766 19.45 19.75 0.30 14 53 459 33 14 40
83 17.13 17.11 16.66 g g 6684 17.52 18.23 0.71 14 53 42.1 33 14 42
84 18.56 18.14 17.82 s sf 273 18.54 19.71 1.17 14 53 493 33 14 58
85 20.30 20.39 20.00 g g -307 20.80 21.38 058 14 53 49.1 33 15 7
86 19.29 19.60 19.32 sf s -490 20.01 20.34 0.33 14 53 46.8 33 15 12
87 19.95 19.92 19.98 g g 2076 20.33 21.05 0.72 14 53 41.7 33 15 21
88 21.24 21.35 20.86 g g 727 21.76 22.32 0.56 14 53 47.3 33 15 21
89 16.98 16.87 16.35 g g 7114 17.28 18.09 0.81 14 53 45.3 33 15 22
90 18.50 19.05 18.12 g g 29546 19.46 1951 0.05 14 53 46.8 33 15 24
91 16.71 17.21 17.16 s 8 941 17.62 17.73 0.11 14 53 474 33 15 29
92 19.88 19.91 19.84 g g 3419 20.32 2097 0.65 14 53 428 33 16 6
93 19.01 18.44 18.16 s s —792 1884 20.19 134 14 53 47.2 33 16 8
94 18.73 18.62 18.02 g g 6057 19.03 19.84 0.81 14 53 434 33 16 31
95 19.30 19.23 18.86 s s 422 19.64 20.40 0.76 14 53 484 33 16 31
96 19.75 19.80 19.60 g g 1537 20.21 20.84 0.63 14 53 50.2 33 16 53
97 19.34 19.39 19.33 g g -325 19.80 2043 0.63 14 53 465 33 17 7
98 19.56 19.15 18.88 s 8 -14 19.55 20.71 1.16 14 53 425 33 17 18
99 15.84 15.79 15.35 g g 13160 16.20 1694 0.74 14 53 500 33 17 51
100 15.94 16.04 15.50 g g 15204 1645 17.02 0.57 14 53 458 33 18 O
115 17.50 17.37 16.92 g g 10398 17.78 18.61 0.83 14 53 34.2 33 10 27
116 18.83 18.76 18.35 g g 14902 19.17 19.93 0.76 14 53 329 33 10 42
117 16.28 16.74 17.11 s s 737 17.15 17.31 0.15 14 53 30.7 33 10 56
118 21.26 20.42 20.20 g g 3397 20.82 2247 1.65 14 53 40.2 33 11 15
119 18.03 1749 .17.54 s 8 261 17.89 19.20 1.31 14 53 309 33 11 20
120 20.43 19.62 19.72 g g 2381 20.02 2164 162 14 53 384 33 11 25
121 19.47 19.02 18.62 s s -415 19.42 2063 1.20 14 53 404 33 11 39
122 16.90 17.49 17 .42 s s ~-119 17.90 1791 0.00 14 53 346 33 12 10
123 17.77 17.98 17.34 g g 7385 18.39 18.83 044 14 53 38.2 33 12 28
124 18.20 18.36 17.91 g g 5371 18.77 19.27 0.50 14 53 31.1 33 12 31
125 19.85 19.99 20.21 s sf -1155 20.40 20.92 0.52 14 53 316 33 12 44
126 18.83 18.40 18.13 s s -79 18.80 19.98 1.18 14 53 358 33 13 7
127 20.44 20.49 21.26 g g 5939 20.90 21.53 0.63 14 53 352 33 13 33
128 20.52 20.32 20.35 s s =306 20.73 21.64 091 14 53 32.2 33 13 53
130 18.34 18.41 17.91 g g 4166 18.82 1942 060 14 53 344 33 14 21
131 14.81 15.27 15.83 s s 188 15.68 15.84 0.15 14 53 30.7 33 14 53




Table 4 Data for F386 Cl134 (continued)
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# ¢ r COSMAG G, G, ¢ r g9 g9-r 1950 61950

132 19.61 19.65 19.46 g g 722 20.06 20.70 064 14 53 305 33 15 6
133 19.53 19.21  18.66 g g 19097 19.62 20.67 1.05 14 53 359 33 15 10
134 17.63 17.67 16.94 g g 14408 18.08 18.72 0.64 14 53 38.7 33 15 34
135 1797 17.97 17.63 s s 437 18.38 19.06 0.68 14 53 39.0 33 15 43
136 20.02 20.27 20.42 g g 561 20.68 21.08 040 14 53 33.0 33 15 46
137 20.23 20.19  20.18 g g 504 20.60 21.33 0.73 14 53 38.7 33 15 58
138 17.72 18.32 17.93 s s 244 18.73 18.73 -0.01 14 53 41.2 33 16 0
139 1593 16.38 16.25 s s -345 16.79 1696 0.17 14 53 355 33 16 5
140 18.24 18.20 17.55 g g 13346 18.61 19.34 0.73 14 53 413 33 16 10
143 18.50 18.84 18.31 g g 8578 19.25 19.54 0.29 14 53 31.8 33 16 17
144 16.08 16.25 15.73 g g 6430 16.66 17.15 0.49 14 53 39.0 33 16 16
145 20.67 20.16 20.22 s s —407 20.56 21.84 1.27 14 53 316 33 17 10
161 17.57 17.89 17.66 s g 584 18.30 18.62 0.32 14 53 28.0 33 11 22
162 20.81 20.59 21.14 g g 1317 21.00 21.93 094 14 53 285 33 11 43
164 20.15 19.81  19.70 g s -77 20.22 21.29 1.08 14 53 26.0 33 13 2
168 19.63 20.32 19.82 s s 1007 20.73 20.62 -0.11 14 53 30.0 33 13 40
170 20.32 19.78 19.48 g g 489 20.18 2149 131 14 53 20.0 33 14 16
172 19.89 20.03 19.89 s s 23 2044 20.96 0.52 14 53 30.1 33 14 32
176 19.96 19.61 19.48 g g 1354 20.02 21.10 1.09 14 53 27.1 33 16 14
177 1797 1787 17.83 s s —329 18.28 19.08 0.80 14 53 29.8 33 16 41
178 19.43 18.88 18.71 g sf 541 19.28 20.60 132 14 53 26.2 33 16 53
179 1783 17.86 17.52 g g 5149 18.27 1892 0.65 14 53 28.0 33 16 54
181 17.83 17.83 17.77 s s -605 18.24 1892 0.68 14 53 269 33 17 O
183 16.51 16.89 17.18 s s -332 17.30 1755 0.25 14 53 29.3 33 17 34
186 16.68 16.81  17.15 s s —689 17.22 17.75 0.53 14 53 28.1 33 17 57
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FiGURE CAPTIONS

The photometric solution obtained in the g band from observation of standard

stars for the night of 1989 April 7 UT.
Same as Figure 1, but for the r band.

Histograms of the number of galaxies found in each magnitude bin, for four
clusters of galaxies. The left panels are in the r band, and the right for the
g band. The exposures are typical. Galaxies are easily detected down to 22™

in r and 23™ in g.

A contour plot of the sky values (in units of log intensity) on Field 449 which
are subtracted from the images to obtain the COSMOS magnitudes. The
image is 5.3° on a side, and the contours range from 3.96 to 4.77 by steps of
0.01. Notice the gradients around bright stars, and the vignetting near the

edges and corners of the plates.

Objects found by COSMOS in the vicinity of a bright star. Note the diffrac-
tion peaks, and the multitude of faint images deblended from the halo of the
star; none of those are real. Such objects were removed from the catalogue

manually.

COSMOS catalogue near a rich cluster on Field 449. The detected images
are represented by ellipses with parameters a_i, b_i and theta_i (see Table 1).
The parent images are superposed on their deblended counterparts as the very
large ellipses. These are shown for illustration only; normally all the parent

images are rejected.

The raw (uncalibrated) COSMOS magnitudes for objects common to both
Fields 448 and 449 plotted against one another. Note the large zero point offset
(which is removed by our calibration procedure) and the different behaviours

of stars and galaxies, especially apparent for COSMAG < 1600.



Figure 8.

Figure 9.

Figure 10.

Figure 11.

Figure 12.

Figure 13.

Figure 15.

Figure 17.
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The location of the CCD calibration sequences on the photographic plates are
shown for the north field. The solid lines denote the boundaries of the survey,
and the dashed lines the location where the plates were pasted together. The
locations of the plate boundaries is approximate, and the size of the CCD

sequences is not to scale, but greatly enlarged for clarity.
Same as Figure 8, but for the south field.

The calibration curve used for Field 752. The calibrated FOCAS magnitudes
are plotted against the raw COSMOS magnitudes for four clusters of galaxies.
We show each cluster using a different symbols to check for non-uniformities in
the magnitude scale across the plate. Note that there no systematic differences

are seen between symbols.

The difference in the calibrated magnitudes for objects common to both
Fields 448 and 449 against their averages. In a perfect calibration, the points

will scatter around the line y = 0.

A histogram of the number of objects as a function of the calibrated magnitude
for all objects on Field 449. The limiting magnitude is defined to be where

the histogram turns over, in this case at r = 21.2.

The area of objects (in pixels) vs. the raw COSMOS magnitude. Note the
sharp stellar ridge, and the outliers, which are galaxies. These galaxies become

indistinguishable from stars near COSMAG = 1700 (c.f. Figure 14).

A histogram of the § values in the range 18.1 < COSMAG < 18.3. The values
of the mode and the width of the distribution are also indicated. Figures 14,
15,16 and 17 are presented out of order so that they can be overlayed properly,
to illustrate the fitting procedure to the stellar ridge.

An example of the smoothing spline fitting algorithm used to fit a function to
the S parameter and its width. Note how, unlike a regular spline, the points

are not constrained to pass through each data point.



Figure 16.

Figure 14.

Figure 18.

Figure 19.

Figure 20.

Figure 21.

Figure 22.

Figure 23.
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The values obtained from the distribution shown on Figure 14 plotted versus
COSMAG. The widths are obtained from the difference of the modal value
and the 5! percentile. Note that these trace the distribution of S values

shown on Figure 14 very well.

S is plotted vs. raw COSMOS magnitude. Here the separation is reasonably
clean at least to COSMAG = 1850 (c.f. Figure areavsmag).

A plot of ¢ vs. the calibrated r magnitude for Field 449. The stellar ridge is
clearly defined about ¢ = 0. The separation is clean out to approximately 20™

on this plate; fainter than this, all objects are merged into the stellar ridge.

An overlay of the cluster F386¢l34, indicating the object numbers correspond-

ing to those in Table 4.
A greyscale of the  CCD image obtained for the cluster F386¢l34.

The correspondence between the ¢ classifier and FOCAS is shown. The ¢
value for all the objects found on the CCD frames used to calibrate the south
fields are plotted against their calibrated r magnitudes. The filled symbols
are objects classified as stars by FOCAS, and the open symbols thos classified
as galaxies. Note how most FOCAS stars lie on the stellar ridge defined by
¢ = 0, but there are several outliers. These are usually merged objects on
which the COSMOS deblending software failed, or whose parameters were
not well reproduced, and so end up with a large ¢ value. For r > 19, several
objects classified as galaxies by FOCAS have values of ¢ small enough that

they get classified as stars, and so the galaxy catalogue becomes incomplete.

The ¢ values measured for objects common to both Fields 448 and 449. The
dense, circular feature is the stellar ridge. The tail of this “comet” represents

the galaxies.

A dot plot of galaxies brighter than r = 16.0 for the north field. The black
squares are deleted regions around bright stars and satellite trails. Note the
lack of uniformity; for example, the apparent lack of galaxies on the top right

and bottom left plates.



Figure 24.
Figure 25.
Figure 26.
Figure 27.

Figure 28.

Figure 29.

Figure 30.

Figure 31.

Figure 32.
Figure 33.
Figure 34.

Figure 35.
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Same as Figure 23, but for galaxies with magnitudes 16.0 < r < 17.0.

Same as Figure 23, but for galaxies with magnitudes 17.0 < r < 18.0.

Same as Figure 23, but for galaxies with magnitudes 18.0 < r < 19.0.
Same as Figure 23, but for galaxies with magnitudes 19.0 < r < 20.0.

A dot plot of the north catalogue, for all objects in the nominal magnitude

_range 16.5 < r < 19.0. The deleted regions have not been plotted for clarity.

Same as Figure 28, but for the south field.

Same as for Figure 7, but this time for the calibrated magnitudes. The line
shown is not a fit: it is the y = z line about which points would scatter if the

calibration was perfect.

The progress of the iterative algorithm used to find corrections to the magni-
tude scales of the south plates is shown. Each panel represents one plate. The
large numbers are the current adopted magnitude cuts on each plate (in mag-
nitudes multiplied by 100), and the small numbers are the values predicted
from the neighbouring plate, using its own present cutoff value. Thus, in this
figure, if the top left plate is plate #1 and the top middle plate is plate #2,
we obtain F;(1900) = 1871.9. All cutoff magnitudes are initially set at 1900

and then are evolved according to the procedure described in § 2.2.9.
Same as Figure 31, after 1 iteration.
Same as Figure 31, after 2 iteration.
Same as Figure 31, after 3 iteration.

Same as Figure 31, after 4 iteration.
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Figure 1.
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Figure 2.

r — r; +0.1sec(z)

24

23.5

23

22.5

22

April 07 1989 UT

| 23.033 + 0.017 rms = 0.023

| 0.084 % 0.010

2 - - - ..Lm I.
L

L

-1 Io_m — m_v et O.m . o A_ o ]



20

1S

20

15

49

Figure 3.
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Figure 4.
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Figure 5.
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Figure 6.
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Figure 7.
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Figure 8.
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Figure 10.
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Figure 11.
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Figure 12.
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Figure 13.
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Figure 15.
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Figure 17.

150

S parameter

100

Smoothing Spline

16 17 18 19 20 21
cosmosmag




62

Figure 16.
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Figure 14.
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Figure 18.
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Figure 19.
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Figure 20.
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Figure 21.
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Figure 22.
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Figure 23.
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Figure 24.
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Figure 25.
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Figure 28.
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Figure 29.
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Figure 30.
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Figure 31.
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Figure 32.
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Figure 33.
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Figure 34.
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Figure 35.
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3. The Angular Correlation Function
3.1 INTRODUCTION

With the advent of fast scanning machines, we have witnessed a renewal of
interest in statistical analyses of the angular distribution of galaxies, especially the
angular two-point correlation function (denoted w(#)), such as was performed by
Groth and Peebles (1977, hereafter GP77) based on a new analysis of the counts
of Shane and Wirtanen (1967) (Seldner et al. 1977, hereafter SSGP). An objective
catalogue of galaxies in the southern hemisphere has recently been completed using
the Automated Plate Machine (APM) at Cambridge by Maddox et al. (1989a,
1989b), hereafter denoted as MESL, and another has been prepared by Collins et al.
(1989), using the COSMOS plate scanning machine. Both groups used plates from
the United Kingdom Schmidt Telescope (UKST). We have compiled an objective
catalogue of galaxies based on plates from the Second Palomar Observatory Sky
Survey (POSS-II). It is the first catalogue (in the north) comparable in quality
to the survey of MESL. Furthermore, because it is based on independent plate
material, and surveys a different region of the sky, it is a powerful test of MESL’s

results.

Recently, MESL have presented results for the galaxy-galaxy angular two-point
correlation function. They find more power on large scales (> 5°) than previously
found by GP77, and argue that SSGP may have removed intrinsic clustering in
their analysis. Their result seems at present to be incompatible with standard Cold

Dark Matter models with gaussian initial fluctuations.

Collins et al. (1989) have also measured w(8), but their result disagrees with
that obtained by MESL, and is consistent with the measurement of GP77. This is
particularly worrisome, as both Collins et al. and MESL are using the same plate
material. The calibration techniques of the two groups are different, as each use
their own CCD photometry for the magnitude calibrations, and their own method

for doing star-galaxy separation.

t This chapter was published in 1991 in Astrophysical Journal Letters, volume 368, page L7.
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The APM group attributes the difference between their result and Collins’ to
the latter’s small sample size. Indeed when they create subsets of their catalogue of
the same size as that of the COSMOS group and compute w(8), they find large vari-
ations. These are large enough that the COSMOS result may be just a statistical
anomaly. It is crucial to repeat this experiment, preferably using completely inde-
pendent plate material. This is precisely what we have done in this paper. First, in
Section 2, we present an overview of the galaxy catalogue. A complete discussion
of the galaxy catalogue will be presented elsewheret (Picard 1991). In Section 3
we discuss our results for the angular correlation function, which we compare to

previous results, and finally present our conclusions.

t This made reference to this work; see Chapter 2.
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3.2 THE GALAXY CATALOGUE.

Our data set consists of COSMOS scans of 16 IIlaF plates obtained for the
second epoch Palomar Observatory Sky Survey (POSS-II). Each plate covers 6.5°
on a side, and the plate centers are offset by 5°. The plates are divided into a north
galactic (7 plates, « ~ 15%0™,§ ~ +30° (1950.0),b ~ 65°) and south galactic (9
plates, a &~ 0% 20™,§ ~ +5° (1950.0), b ~ —55°) field. We had intended the survey
to consist of two regions of 3 x 3 plates, but two of the plates in the north field
had to be omitted because they were of insufficient quality. The COSMOS machine
(MacGillivray and Stobie 1984) scans an area of 5.3°n a side, so our overlap regions
are 0.3°, and the total area surveyed, after removing bad regions due to bright stars,

satellite trails and emulsion defects is 386 square degrees.

The magnitude system of each plate was independently calibrated using CCD
photometry in the ¢ and r bands of the photometric system of Thuan and Gunn
(1976). This was done because the response of the IIIaF + (RG610 filter) emulsion
is very close to that of a Gunn r filter. The CCD data were acquired using a
re-imaging camera on the Palomar 1.5 m telescope. Each plate is calibrated with
four or more CCD images of clusters of galaxies. All the frames for an individual
plate were taken on different nights, so as to avoid possible systematic errors in the
magnitude scale due to errors in the zero point variations from night to night. Only
the data acquired on photometric nights were accepted, with the requirement that
the photometric solution for the night have a scatter < 0.035™. The zero-points
in the CCD photometry were determined from observations of standard stars. A
typical scatter of these standards about the best fit is = 0.03™. Standard extinction
values were used for the g and r bands (Kent 1985). Our standards confirm these
extinction values, so we are confident that there is not a systematic problem in the
magnitude systems between the north and south fields, which could arise because
the north field is at higher declination, and so the CCD observations are typically
taken at lower airmass than those for the south field. Since each plate has at least
four CCD fields to calibrate it, this yields a typical error of 0.017™ for the zero

point of each plate’s magnitude system due to the error in the zero point of the
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photometric calibration. This error includes uncertainties about the atmospheric

extinction.

We fit a cubic to the plot of COSMOS magnitudes vs. CCD magnitudes, and
applied this calibration to all COSMOS magnitudes. The CCD photometry was
performed using the Faint Object Classification and Analysis System (FOCAS;
Valdes 1982), using an isophote of 24.61 mag per square arc-second. This isophote
represents 3% of the typical sky brightness in r at Palomar. Only objects classified as
galaxies by FOCAS were used in the magnitude calibrations. Thus the total error in
the zero point of a given plate, including the zero point error and the fitting error,
is 0.06™. Such non-uniformities would affect the measurements of w(8) through
uncertainties in the mean densities of galaxies. Using a slope for number counts of
galaxies of 0.45, one obtains, for the fractional error in surface density of galaxies
6N/N =1n(10) 0.45 §(m) = 0.062, which translates into an uncertainty on w(8) of
(6N/N)? = 0.004.

Two tests were performed to ensure the uniformity of the magnitude system
across the catalogue. The first was to look for variations in the magnitude scale
across an individual plate due to non-uniformities of the emulsion. We verified that
such variations were negligible by comparing the magnitude scale derived for each
of our CCD frames independently to the final calibration, which was obtained by
combining all the available CCD frames for each plate. The second test was to
measure the uniformity of the magnitudes across plate boundaries. This was done
by comparing the calibrated magnitudes for objects lying in the overlap regions.
For a set of plates that are perfectly calibrated and uniform, we expect r; = r;
for objects that are present on both plates ¢ and j. This test was performed, and
the rms difference between the best fit of plate ¢ vs. plate j and the y = z line
at r = 19.0 was 0.10™ for the south, and 0.07™ for the north. These are larger
than our predicted errors, so some non-uniformity may be present at the 0.05™
level. Systematic departures from this line may indicate non-uniformities of the
COSMOS magnitudes as the objects approach the edges. A full analysis of the

possible vignetting effects, by stacking counts of stars and galaxies will be presented
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in Picard, 1991. The results of this analysis show that the largest non-uniformity
near the edges is of order 0.07™, and only affects the outermost 40 arc-minutes of the
East sides of the plates. The effect is not large enough to account for the difference
between the north and south fields, however, as the result for w(#) drops by 0.005
at 6 = 4° when we mask out the edges of the plates, and increases by a similar
amount for 1° < 8 < 2°. This does however show how dangerous it is to calibrate
a mosaic of plates relying only on overlap regions, where possible systematic errors

may be at their worst.

MESL have had to correct for very large field effects (some at the 0.4™ level)
in the UK Schmidt plate material. Because most of the power on 1°—2°cales
comes from galaxies on the same plate, it is important to understand the degree of
uniformity of the plates. Fortunately, the POSS-II plates do not suffer from such
large field effects. We have checked this by performing the following tests. The first
is to compare the relation between image parameters such as magnitude and area for
the central region of a plate with a region in the corner, and then look for shifts in
the locus which defines stellar objects. This test was applied to several plates, and
with the exception of the north east corner of three plates in the south field, no field
effects were found. In these small areas, there is an apparent overdensity of bright
(r < 16.5) galaxies, as bright stars in this region are mistakenly classified as galaxies.
Bright objects (with 7 < 16.0) have saturated cores, and tend to get “deblended”
by the COSMOS software, often resulting in poor photometry. There are also few
calibrated objects at these bright magnitudes, so the photometric transformations
are poorly determined. For all these reasons, we we have restricted our sample to
objects with r > 16.5. The second test is to consider counts of stars, which we
assume are uncorrelated. We have constructed stacks of counts of stars for both
our north and south catalogues, and find that the deviations in the counts from
Poisson noise correspond to a magnitude non-uniformity of 0.03™. Note that this
test also puts an upper limit on the amount of patchy galactic extinction on scales
of 8 arc-minutes to 1°. This is an upper limit on the magnitude non-uniformities,
as the smooth differential extinction due to the galaxy is not taken into account by

this test. Further details are given elsewhere (Picard, 1991)
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The procedure for separating stars and galaxies is described in detail in Picard
(1991). Briefly, we establish a parameter (denoted ¢) which is a function of the
measured parameters (area, peak intensity, sky intensity) and which is nearly inde-
pendent of the magnitude of the object. This parameter is essentially the distance
of an object from the stellar ridge. A cutoff boundary (denoted @cut) is computed
for each plate in a well determined, objective fashion, and objects with ¢ > Pcut
are classified as galaxies. Several tests were performed to measure the accuracy of
this procedure, by comparing the COSMOS classifications to those of FOCAS on
our CCD frames, and by comparing the classifications of the same objects in the
overlap regions, as with the magnitudes. These tests establish that we find 90% of
the galaxies at r = 19.0. The completeness drops fairly rapidly for fainter objects,
so we have restricted our final catalogue to objects with magnitudes between 16.5

and 19.0 .

The depth (D) of our survey relative to that of MESL was calculated by con-
sidering the surface density of galaxies (o) in each survey; from this we obtain

gﬁgﬁ- = (gﬁg—i—) ) = 1.15.J[ Our survey is thus 15% deeper than that of MESL.

f For our value of o, we used an area weighted average of our two fields. The value of o used
for MESL is obtained from their published value at By = 20.0 and assuming a slope for the
galaxy counts of 0.42 .
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3.3 THE ANGULAR CORRELATION FUNCTION

The angular correlation function w(#) was computed using the standard esti-

mators described in MESL. For small angles, we use

Naa

w(f) = FNdr

1 (6<0.7) (1)

where Nyg, Ny, are the numbers of distinct pairs in the data-data and the data-
random catalogues respectively, separated by angle 6 + 60, and F is the factor
which normalizes the number of pairs between the data and the random catalogue
to the number of pairs in the data catalogue with itself. The random catalogue
is generated with the same geometry as the data catalogue, and contains 100,000

points.

For angles 6 > 0.7°, we use an estimator based on counts in cells, as in MESL,

to wit,

w(g) =0l 1 (0>0.7°) (2)

where N;, N; are counts in cells ¢, j and () denotes the average over all pairs of cells

separated by angle 6 £ 66.

Our results are presented in Figure 1. The filled squares are for the south field,
the filled triangles for the north. The results of MESL are also shown for comparison
as the open triangles, as are those of Collins et al. , shown as crosses. To first
approximation, we should scale our correlation function to that of MESL by shifting
our measurements to the right and upwards (Peebles 1980) by log(%&%iiv) = .06,
which an imperceptible amount on this figure, so we have not done any scaling and
simply plotted their results and ours on the same scale. The points of Collins et
al. are clearly higher than ours at small angle, and indicate that their survey is
not as deep as ours. However, we are more interested in the discrepancy at large
angles, which is immediately apparent even without scaling, and so none has been

performed.



91

Power laws were fitted to the data for angles less than 0.7°: the slopes obtained
are —0.67 £ 0.02 and —0.72 + 0.01, with amplitudes at § = 1° of 0.033 £ 0.001 and
0.0261 £ 0.0004 for the south and north fields respectively. We performed a Monte-
Carlo simulation in which we perturbed by 3o the zero point of the magnitude
scale and the choice of ¢cyy for each plate. The error in magnitude introduced is
about the size of the tolerance which Geller et al. (1984) showed was necessary
to properly measure w(f) on scales larger than one plate. We use the difference
between the correlation function obtained with this perturbed catalogue and the
original catalogue to estimate the size of the error bars due to systematic errors in

the calibrations of the plates. These are the error bars plotted in Figure 1.
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3.4 CONCLUSIONS

The most striking feature on Figure 1 is the significant disagreement between
the north and south fields on scales larger than 0.5°. This disagreement is larger
than can be attributed to systematic errors in our calibration. We must there-
fore conclude that this discrepancy between the two fields is an indication of the

difference in the large scale structure between regions of this size.

We find evidence for clustering on large scales as strong as indicated by MESL.
Even in our north field, the correlation function does not drop significantly below
that of MESL for angles less than 2°, which corresponds to approximately 4° at
the depth of the Lick survey. Thus our results confirm the result of MESL that
there is more power on large scales than seen by GP77. The high accuracy of our
calibrations eliminates the need for filtering our galaxy map, which is dangerous

because this process can remove power on large angles.

This strong clustering on large scales can be seen even on a sample of modest

size. Our sample is comparable in size to the “small” sample of Collins et al. The
T

- which is consistent with that of GP77) is interesting. Given the large difference

discrepancy between our respective results' (they obtain a correlation function
between our north and south fields, the discrepancy might be the result of a (real)
difference in the power of the fields examined. But it is possible that systematic
calibration errors are to blame, as it is difficult to eliminate the position dependent
errors from field effects in their magnitude scale and star-galaxy separation. Also, as
discussed in Section 2, it is dangerous to calibrate the plate to plate magnitude scale
using the overlap regions, which is what Collins et al. have had to do, having only
3 CCD frames for 6 plates. We have not relied on overlap regions for calibrations,

as we have four CCD frames per plate.

Obviously, the large and significant differences in the degree of galaxy clustering

between our north and south fields, obtained with the most direct and extensive

1 Since the publication of this paper, the COSMOS group has enlarged its survey and now find
good agreement with our results (Nichols, priv. comm.).
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calibration available up to now, provides strong motivation to extend the present

catalogue over the full area available in POSS-IL

I thank the group at COSMOS, and in particular H. T. MacGillivray for his
support, both during and after the scanning of the plates. Also, many thanks are
due to the Sky Survey team, for their expertise and effort in acquiring the plates
for this work. I also wish to thank Michael Strauss for many useful and stimulating
discussions. I also wish to thank the anonymous referee for helpful comments and

suggestions.
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3.5 FIiGURE CAPTION

Figure 1. The two-point angular correlation function w(f) as a function of angle in
degrees. The filled triangles and squares are, respectively, our measurement
for the north and south fields. The error bars come from a Monte-Carlo
simulation in which artificial errors are introduced in each plate’s magnitude

“scale and star-galaxy separation criterion. The open triangles, presented for
reference, are the results of Maddox et al. (1989). No scaling was performed.
The excellent agreement at small angles is evidence that the two surveys have
comparable depths. The points of Collins et al. are shown by the crosses. The
disagreement at small angles is easily understood as a result of the different

depth of the samples, but the discrepancy at large angles is problematic.
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APPENDIX

A.1 EsTiMATORS OF W (6)

We have estimated the value of w(6) using standard, well-known estimators. For
small angles, we compute the distance between each possible pair of galaxies in the
data, and make a histogram of the number of pairs found as a function of angular
separation. We then compare this histogram to one computed from the pairs be-
tween the data and a random catalogue. This method is direct and straightforward;
unfortunately it is extremely CPU intensive, as the computation increases as the
square of N, the number of points. My code, which is 80% vectorized, takes nearly
18 CPU hours on a Convex to calculate the distance between each pair of galaxies
in a sample with 70,000 galaxies. Since this had to be done a large number of times
(to test various effects, as explained below), it was imperative to speed things up.
Therefore, this direct approach was only used out to a distance of 0.7°. We only
let the program search for neighbouring galaxies in a strip which is 1.4° wide (this
is easy as the data are ordered by declination, so finding the index numbers of the
galaxies to be searched is inexpensive. For this purpose, we use the routine HUNT
(Press et al. 1986) In this way, we can roughly speed up the process by 15/1.4, a
speedup of a factor of 10.

For larger angles, the data is binned into cells. Each cell is checked to insure
that there are no deleted regions (due to bright stars etc.) that overlap with the cell,
and that the cell is entirely contained inside the accepted regions of the catalogue.
Contaminated cells are not used in this analysis. We use the remaining cells to
determine w(8) by Equation 2 given in Chapter 3. It is important to understand
that this equation only provides an approzimation to w(6), and furthermore, the
approximation is only valid for angles 6 > 6,;,. We tested that the results were
not dependent on the binning angle 8,;, for a reasonable range of angles. Of course,
we wish to make 6y, as small as possible, so that this approximation at the joining .
angle (0.7°) will be accurate, but here again there is a tradeoff, as a small 8,;, implies

a large number of cells, and the computing time goes as the square of the number
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of cells, i.e. as the fourth power of the reciprocal of 6;,. In the end we decided that

Opin = 0.25° was a good compromise.

Figure 1 shows the values of w(8) calculated using each method for the south
catalogue. The grid method systematically overestimates the value of w(f). For
small angles, this is easily understood, as we know that the grid method will not
yield the correct answer for angles comparable to the grid size. The discrepancy for
larger angles, however, which is of the order of 5 x 1073, is not so easy to explain.
The grid size was varied, and it was found that the results are quite insensitive to
Obin. We also moved the grid over by 1/2 of a grid size in each direction. The results
are shown on Figure 2. The difference between the two estimates of w(f) is of order
103, This probably yields a good estimate of the noise due to gridding. The pairs
method was also tested against a random catalogue, with the result that the largest
deviation from zero was 5 x 10™%, except for the first bin (where the approximation
is not good, and has a value of 2 x 10~2). It is reassuring that the grid and pairs
method have similar shape (except at very large angles, where there is a bump on

the curve of w(8) for the grid method).
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A.2 OBTAINING MEANINGFUL ERROR BARs oN w(§)

In Chapter 3, we briefly discussed how we obtained error bars on w(f). I will

now present details of the simulation that was used to obtain these error bars.

First, it is important to note that the statistical error bars which come from the
number of pairs of galaxies in any angular bin are extremely small, as there will
be well over 500,000 pairs in any bin. Of course, the errors are not strictly v N
because of the non-Poisson nature of the problem, but even if the errors are three or
four times as large as this, we still have a statistical error only of ~ 10~3. In short,
statistical errors do not play a significant role in the determination of w(#8) for large
galaxy samples, though they are extremely important in the three-dimensional case,
where the number of galaxies with redshifts is small, or in the angular correlation
function of clusters of galaxies, where the number of objects is again small. And for
large angles, where we use our binning method, we do not even have the possibility

of using these statistical error bars, so some other method is in order.

The simulation to determine the sensitivity of w(6) to possible systematic errors
in the catalogue was performed as follows. We used the south catalogue, because it
contains more plates. The method consists of introducing errors in the magnitude
scale and star-galaxy separation algorithm which are realistic, and then comparing
the measurements of w(6) on this perturbed catalogue with the original measure-

ment.

It is difficult to establish an error on the value of ¢.,., but let us do the following.
We first calculate the mean and standard deviation for the 9 values of ¢, (one for
each plate). The ¢ values, by their very construction, try to eliminate as much
dependence on the parameters of each plate, such as seeing, magnitude limit, etc.
because the width of the stellar ridge in the S—-mag diagram is normalized out (see
Equation 4, Chapter 2). Simply put, this means that the stellar ridge in the ¢-
mag diagram should have the same width on each plate, and furthermore should be .
independent of magnitude. For this reason, we expect the ¢.,, to be the same for

each plate, and the dispersion in these values is probably a good upper limit to the
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error in the ¢, values. The values obtained are rms(@c,) = 65, with a mean ¢,
of 2293. We then generated a set of random numbers which had a mean of zero and

a variance of 3 X 65 ~ 200 and added these numbers to the original values of ¢,

/

- 1t 1s in this sense that the error bars are 30 on

generating a new set of values ¢

the ¢ values.

At the same time, we also perturbed the magnitude zero points of each plate.
This is easier, because we have a good estimate for the error in the zero points
of the plates. This error consists of the total error in the CCD photometry (this
is explained in detail in Chapter 2) combined with the error in determining the
best fitting curve to the COSMOS magnitudes. This total error is 0.06™. We
drew numbers from a set of random numbers with a mean of zero, and a standard
deviation of 0.06, and added these numbers to each object on each plate, and then
truncated each plate to our nominal magnitude limit of » = 19.0. The complete

parameters for the simulation are given in the table below:

Table 1. Parameters for Monte-Carlo Experiment

Field Beut » 8(m)
679 2336 2342 0.010
680 2179 2056 -0.050
681 2291 2219 -0.010
751 2257 2271 -0.060
752 2275 2446 0.070
753 2334 2210 -0.060
823 2230 2308 -0.030
824 2355 2251 -0.020
825 2380 2379 0.080

Note that this set in fact has a mean of -0.07 and standard deviation of 0.052. After
reconstructing our galaxy catalogue from these perturbed plates, we computed the
correlation function again, using our gridding technique. We did not recompute w(9)

using the pairs approach; this is expensive in CPU time, and unnecessary, because
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the systematic errors being checked here will mostly affect only large angles; as for

small angles (6 < 0.7°) most pairs come from galaxies which are on the same plate.

Figure 3 shows the results for w(8) in the original and perturbed south cata-
logues. We conclude from this experiment that the difference between the north
and south fields is at a level of significance which cannot be attributed to systematic

calibration errors.
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A .3 THE EFrecTs oF GEOMETRY

An obvious difference in the two fields is their geometry; simply put, the south
field is a nice square box, whereas the north field is an irregularly shaped area. When
computing the correlation function, the dependence is removed by comparing to a
random catalogue which has the same geometrical properties as the data catalogue,
at least in the pairs algorithm. In the gridding algorithm, however, such dependence
is not immediately apparent, as no random catalogue is involved. To see the effect of
geometry on our measurement of w(#), a subsample of the south (the 9 plate) field
which had approximately the same geometry as the northern field was generated,
and w(#) for this new catalogue was recalculated. The results are shown in Figure
4. The very slight difference between the two curves convinces us that geometrical
effects are well compensated for by our procedure for evaluating w(6), and gives us
great confidence that the difference between our north and south catalogues cannot

be ascribed to geometrical differences alone.
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A .4 THE EFFECTS OF VARYING DEPTHS (ScAaLING TESTS)

We can cut our catalogue in various non-overlapping magnitude slices, and then
calculate the correlation function for each sub-catalogue. The luminosity function
of galaxies is broad, but on the whole, each sub-catalogue samples galaxies with
an effective depth (in A~! Mpc) of D = dex(0.2(m — M, + 25)), where m is the
magnitude of the slice, and we use a value of M, = —20.73 (see § 4.5). In this
case we expect the correlation function to scale as follows: the shallow catalogues
will have a higher amplitude and a break at a larger angular scale than the deeper
catalogues (see Peebles 1980). When we perform this test on our catalogue, we
obtain a somewhat surprising result: this scaling law is obeyed reasonably well for

our northern field (see Figure 5), but not at all for our southern field (see Figure

6).

This is quite surprising, so we performed some tests to see if one or more of the
plates in the southern field was showing systematically different results from the
others and could thus be blamed for this counter-intuitive behaviour. We calculated
w(0) for each plate in the south (in our full magnitude range), and plotted the results
on Figure 7. It is apparent that all the plates are exhibiting the behaviour.

Also, for each plate, we made our magnitude slices again, and produced a plot
analogous to Figure 5 for each individual plate. Some examples are shown on
Figure 8. Here the symbols are as follows: squares indicate galaxies in the range
16.5 < 17.0, triangles those in the range 17.5 < 18.0, and circles indicate galaxies
in the range 18.5 < 19.0. Here the scatter is quite large, as the sub-catalogues only
contain a few thousand galaxies, but we can see that each plate more or less shows

the behaviour exhibited by the south field as a whole.

This result remains puzzling, and reinforces our belief that the large scale struc-
ture in our two fields is systematically different. If galaxies truly are distributed
mostly in sheets, filaments or “great walls”, then perhaps in the southern field we
are looking at one such two-dimensional structure edge on. In this case, probing
to fainter magnitudes does not increase the effective depth of the survey in the ex-

pected manner, and we are simply probing deeper into the luminosity function of a
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local structure. This might explain the lack of scaling. Whatever the explanation,

the effect is real, and cannot be accounted for by any known systematic effect.
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A.5 THE EFFEcT oF GALACTIC EXTINCTION oN w(§)

In Chapter 3, we did not include any effects due to galactic extinction. The fields
are at high galactic latitude (]b] = 60°), so the effect should be small. Nevertheless,
for completeness, we ran a test in the south field, where we included an obscuration
term A = 0.1(csc(b) — 1) (see Maddox et al. 1989). We plot the resulting and the
original correlation functions in Figure 9. The results are virtually unchanged, and
are within the error bars set by our previous Monte-Carlo experiment. We conclude

that differential galactic extinction across the field is unimportant.
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A.6 STAR CouNTS AND INTRA-PLATE NON-UNIFORMITIES

Not only is it crucial to calibrate the catalogue properly across several plates, but
we must also be certain that there are no gross non-uniformities in the magnitude
scales within a single plate. The first test concerning this was presented in § 2.2.5,

where we considered the scatter in the calibration curves from the different CCD

fields.

We can also attempt to estimate non-uniformities in the magnitude scale due
to purely instrumental effects (such as vignetting, air leaks in the plate holder etc.)
as follows. These effects are assumed to be the same on each plate, which allows us
to collate the data from all our plates to estimate them. This is a method similar
to that used by the APM group (Maddox et al. 1989) to estimate their vignetting

effects.

For each plate, we construct a matrix of counts for the stars in the magnitude
range 16.5 < r < 19.0, which we denote Cf] We used a grid size of 8 arc-minutes,
which yields a matrix which is 40 x 40. When a cell is contaminated by a bad region,
we flag its value with a large negative integer. We then stack the plates of either
the north or south fields, averaging for each cell (z,7) the values from each plate

that is not flagged, yielding a matrix M;;, thus

1 &,

Mij =+ > Ck (1)
where for the south field, N = 9 plates. Figure 10 is a contour map of this stack
for the south field. The solid contour is at the mean level of 14.5 stars per cell, the
dashed and dot-dashed contours are 1.5 below and above this level. Notice that
there is a slight systematic fall-off of the star counts towards the east edge of the
plates; this indicates a systematic error in the magnitudes due to vignetting. We

also show such a plot for galaxies in the south field in Figure 11.

We can try to estimate quantitatively the possible non-uniformities which are

present as follows. First calculate the average of the values of M;;, denoted Z, and
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the standard deviation o,. For the south, using a binning angle of 8, we obtain
T = 14.56 and o, = 1.45. Now, for strictly Poisson error, we would have expected
a value for opyis = v14.56/v/9 = 1.27 (where we used all 9 plates in the south).
If we ascribe the difference between the expected and observed variances in the
star counts entirely to an (uncorrelated) error in the magnitude scales (due to non-
uniformity) oy, then we expect o = ‘7%’0.'3 + o2, which yields o, = 0.70. Then,
using

SN 0.70

where we have assumed that the star counts grow with the Euclidean slope of 0.6,
we obtain ém = 0.035™. We show the result of this experiment for various binning

angles in the table below:

Table 2. Estimated Intra-Plate Non-Uniformities

Bin Size(') Average 0 pois o ou  6(m)
8 14.6 1.3 1.5 0.7 0.034
16 58.2 2.5 3.8 2.8 0.035
32 230.8 51 126 11.6 0.035
64 923.3 10.1  62.7 61.9 0.047

Of course, stars are not really distributed in a random manner. We show in
Figures 12 and 13 the average stellar density plotted against galactic latitude. A
strong gradient is noticeable, as there are fewer stars towards the galactic poles
than near the plane. If we correct the values of our matrix M;; for this gradient,
using a model for star counts in the galaxy, or by simply fitting a straight line
to Figure 12, for example (the results are not very sensitive to which method we
adopt), we find a further reduction in our estimates of the plate non-uniformities
(the 6(m)’s tabulated in Table 2) of 10%. These non-uniformities can therefore
cause problems in the determination of w(8) by introducing spurious variations in
the surface density of objects on the order of 3%, which is much smaller than the

measured value on those scales.
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A.7 EDGE EFFECTS

As mentioned in § 2.2.9, there is a discrepancy between the plate to plate mag-
nitude transformation obtained from the overlap regions between the plates and the
CCD calibrated magnitudes. The overlap regions yield residual errors in the zero
points of the plates of and 0.07™ in the north and 0.10™ in the south, which are
larger than predicted by the uncertainty in our CCD calibration procedure (0.06™).

Therefore we investigated possible systematic errors in the overlap region.

We used the matrix M;; (shown as a contour plot on Figure 10) and collapsed
it in both the X and Y directions (corresponding to east-west and north-—south).
Figures 14 and 15 show the values of 3°;M;; and X ;Mij as a function of the
free index. We also show the analogue of these figures for galaxies, in Figures 16
and 17. There the counting statistics are worse, and there is the danger that some
large scale structures may not average out over our small number of plates. For
example, Figure 14 shows the density of objects in a vertical strip as a function of
horizontal distance on the plates. (All plates have North up and East to the left,
therefore small values of X are towards the East in Figures 14 and 16, and towards
the South in Figures 15 and Figure 17.) The worst deviation is clearly in Figure 14,
where for X < 5, there are 50 stars missing from an average of 583, which, by the
argument used in § A.6, Equation 2, corresponds to a magnitude difference of 0.07™.
This decrement is not seen in the corresponding figure for galaxies. This is further
evidence that the magnitude transformation in the overlap regions should not be
trusted, at least not in their raw (uncorrected) form, thus supporting the conclusion
reached in § 2.2.9. This is why, rather than apply a necessarily uncertain correction
to the magnitudes of a small number of galaxies, we have preferred to simply ignore

the overlaps and calibrate the magnitudes entirely with the CCD data.

It is important to test for the effect of these regions on w(#), however, so we
generated a catalogue from the south catalogue in which the overlap regions were
removed, leaving a catalogue which looked like a tic-tac-toe pattern. We measured
w(8) for this catalogue, and compared it to the original, as shown in Figure 18. The

difference is largest at an angle of 4°, and the amplitude of this difference is 0.005.
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This is measurable, but not substantial compared to the difference between w(8)
measured for the north and south fields. The power on scales of 2-2.5° is virtually

unaffected, and cannot be reconciled with that measured in the north field, or with
the results of Groth and Peebles (1977).
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A .8 CORRELATION FUNCTION OF STARS

We have computed the correlation function for objects classified as stars. At
least over a fairly small angular range (where differential galactic extinction and
stellar density variations due to Galactic structure are unimportant), we expect
the stars to be randomly distributed. For a catalogue consisting of a single plate,
this approximation seems to be valid. Figure 19 shows w(#) for stars on Field 679.
Note that the axes are linear, not logarithmic. There is a definite slope, but the

amplitude is quite small; indeed |(w(6))| < 5 x 10~3 over most of the angular range.

For the complete survey, however, w(#) is not so small. Figure 20 and 21
show w(#) for all stars in the north and south fields. There we see quite a robust
trend. Of course, this is not terribly surprising given the large (known) gradient of
stellar density due to Galactic structure. We will show in the next chapter that in
our catalogue, stars outnumber galaxies by a factor of 3-4, and that the stars are
properly classified in 94% of the cases, yielding approximately 15% of the objects in
the galaxy catalogue being in fact misclassified stars. Then the amplitude of w(8) of
0.01 at 2° becomes a contribution of 0.00025 (if stars and galaxies are uncorrelated),
which is much smaller than that observed, so the effect on the measured w(8) for

galaxies is unimportant.
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A.9 FIGURE CAPTIONS

Figure 1.

Figure 2.

Figure 3.

Figure 4.

Figure 5.

Figure 6.

Figure 7.

Figure 8.

Figure 9.

A comparison of the values of w() computed using the direct counting of
pairs and the gridding method. Note the discrepancy, especially at large

angles.

An estimate of the error due to grid noise in estimating w(8) using the grid
method. Two estimates of w(#) are shown, computed with the same grid

size, but with one grid shifted by half a grid size with respect to the other.

Results for w(f) for the original south galaxy catalogue, and the same cat-

alogue with perturbed limiting magnitudes and ¢y, as shown in Table 1.

The effects of the irregular geometry of the north catalogue on w(8) were

simulated on the south field. Such effects appear to be negligible.

We present w(8) for the north catalogue in magnitude slices. Theory pre-
dicts that the fainter slices have a lower amplitude, and a break at smaller

angular scale.
Same as in Figure 5, but for the south field. The scaling law is not obeyed.

The correlation functions of galaxies for each plate on the south field are
shown superposed on top of one another. None of the plates exhibit any

behaviour significantly different from the average.

We present w(8) for some individual plate in the south field. We use this test
to determine if the failure of the south field to scale properly with magnitude
is due to one plate exhibiting a markedly different behaviour from the rest.
This does not appear to be the case. The squares indicate galaxies in the
range 16.5 < 17.0, triangles those in the range 17.5 < 18.0, and circles
indicate galaxies in the range 18.5 < 19.0.

The effect of differential galactic extinction of w(#) is simulated by adding
an appropriate error to the magnitudes of each galaxy. Such effects appear

to be small in the region considered.



Figure 10.

Figure 11.

Figure 12.

Figure 13.

Figure 14.

Figure 15.

Figure 16.

Figure 17.

Figure 18.

Figure 19.

Figure 20.

Figure 21.
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The variation of density of stars as a function of location on the photographic
plate is shown. The data were obtained by stacking all 9 plates from the
south field, and counting stars in squares 8 on a side. North is up and east
to the left. The solid contour represents a density of 14.5 stars per cell, the
dashed and dot-dashed contours represent 1.5 stars per cell above and below
this level. Note the systematic lack of stars on the east edge and north-east

corner. This may be due to vignetting effects in the magnitudes.
Same as Figure 10, but for galaxies.

We plot the average number of stars in a cell as a function of the cells

galactic latitude for all plates in the north field. (The cells are 8" wide.)
Same as in Figure 12, but for the north field.

A plot of the mean surface density of stars as a function of their X position
on the plate. This figure was obtained by collapsing the data used to produce
Figure 10.

Same as for Figure 14, but for the Y direction.

A plot of the mean surface density of galaxies as a function of their X
position on the plate. This figure was obtained by collapsing the data used
to produce Figure 11.

Same as Figure 16, but for the Y direction.

We plot w(8) computed from the south catalogue after strips had been
removed from the edges of the plates. The differences between this catalogue

and the original one are small, and cannot explain the difference between

the north and south fields.

We show w(@) for stars on Field 679. The amplitude is everywhere very
small, in good agreement with the assumption that stars are randomly dis-

tributed.
The correlation function for all stars on the north field.

The correlation function for all stars on the south field.
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Figure 3.

Effect of Systematic Errors
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Figure 4.

Geometrical Effects
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Figure 5.
North Scaling
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Figure 6.

South Scaling
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Figure 7.
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Figure 8.
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Figure 9.

Galactic Extinction Effects
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Figure 10.
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Figure 11.
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Figure 12.
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Figure 13.
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X position on the plate

Figure 15.

Y position on the plate
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Figure 16.

X position on the plate

Figure 17.
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Figure 18.
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Figure 19.
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Figure 20.
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Figure 21.
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1.

4. Inhomogeneities in the Universe
on Scales of (125h~! Mpc)?

4.1 INTRODUCTION

Very large scale structures in the distribution of galaxies such as giant voids and
superclusters are no longer regarded as fanciful speculation. We now no longer doubt
the existence of such strucfures, but rather seek to determine their dimensions, and
how common they are. The distribution of galaxies is clearly non-random, but
we are as yet unsure whether they lie on bubbles or sheets (de Lapparent, Geller,
Huchra 1988), and whether this network is regular or random. The topology of
these surfaces is unknown, as we do not know whether the voids or the sheets are
the more fundamental entities (see Gott et al. 1986 for a discussion of sponge vs.

meatball topology).

To address these issues with certainty will require samples which are consid-
erably deeper than the structures in question. However, in every redshift survey
conducted so far, structures have been found that are as large as could have been
detected by the survey (Geller and Huchra 1988). The largest coherent structure
yet found may extend to scales of 128h~'Mpc (Broadhurst et al. 1990), although

more data are needed to confirm this result.

Several groups have reported number counts of galaxies extending over a wide
range of magnitudes, mainly to study luminosity evolution of galaxies. Large fluc-
tuations from field to field (in the 4 metre photographic surveys) and from author
to author in deeper surveys (Tyson 1988, Shanks 1989, Koo 1981, Tyson and Jarvis
1981, Cowie et al. 1990, see Maddox et al. 1990 for a nice summary) have been
reported. These fluctuations can be as large as a factor of two. There has been
some controversy as to whether these fluctuations are due to real clustering or to
differences in the magnitude zero point of the various surveys. The deepest surveys,
such as Tyson’s (1988) reach to B = 27™ but cover only a few square arc minutes.

Surveys at intermediate magnitude ranges, such as that of Koo (1981) still only

t This chapter is due for publication in the Astronomical Journalin August 1991.
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cover about 1 square degree per field. It is possible that the discrepancies between
these surveys was not mostly due to differences in photometric systems, or in data

reduction procedures, but rather to real effects, i.e. , large scale structures.

Unfortunately, these surveys, except for that of Maddox et al. , only survey a
modest volume of space. We have completed a galaxy survey down to 19™ in r, in
two widely separated regions of the sky. Each of these two fields probes a volume
of size = (125h~1 Mpc)3. The number counts for the galaxies in these two fields
are different by 30%, with the north being the more populous field. Because all the
plates have been brought to the same magnitude system via extensive CCD calibra-
tion, we cannot invoke field to field variations in the zero point of the magnitude
scale to account for this effect: we would need a systematic shift in our magnitudes

of 0.3™ between the two fields to account for the galaxy counts.

Many other systematic errors are possible, however, and these are examined in
the next sections. First, in § 4.2, we give a detailed description of the galaxy cata-
logue, the photometric calibrations that were applied, and describe the method used
to perform star-galaxy separation and estimate the uncertainties of this method.
Next, in § 4.3, we present tests which further convince us that we are probing to
the same depth in both fields. These will include considerations of star counts,
extinction, and the angular correlation function of galaxies w(6). Finally, in § 4.4,
we present the results from our catalogue in the form of galaxy density contour
maps and galaxy number counts. In § 4.5, a toy model is put forth to explain our

observations.
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4.2 THE GALAXY CATALOGUE

4.2.1 General Description

Our data set consists of 16 IIIaF plates obtained at the 48” Oschin Schmidt
telescope during the course of the second epoch Palomar Observatory Sky Survey
(POSS-II). These plates were scanned at the COSMOS facility at the Royal Ob-
servatory of Edinburgh (MacGillivray and Stobie 1984). The COSMOS machine
generates a set of parameters, including areas, magnitudes and peak intensities, for
each image detected on the plate. These parameters are used to perform star-galaxy

separation (see Picard 1991 bT ).

The plates are divided into two regions on the sky. The first of these consists of 7
plates, and is centered at o & 15" § ~ +30°, (I, b) ~ (45°, +61°). The second region
consists of 9 plates and is centered at o ~ 0*20™, 6§ ~ +5°, (I, b) ~ (110°, —55°). We
will henceforth denote these as our “north” and “south” fields respectively. Each
plate has the central 5.3° scanned by COSMOS. The plate centers are offset by 5°,
and the total area surveyed (after removal of bright stars, satellite trails etc.) is 386

square degrees.

4.2.2 Magnitude Calibration

For each plate, we obtained four CCD images of clusters of galaxies on the plate
in the g and r bands of the Thuan-Gunn (1976) photometric system. This was done
at the Palomar 60” telescope using a TI 800 x 800 CCD, and a re-imaging camera
which yielded a pixel size of 0.62 arc seconds, and a total field of view of 8 arc
minutes. The photometry resulting from these CCD frames is used to bring all 16

plates to a common magnitude system (Gunn 7).

The CCD photometry was performed with the FOCAS (Tyson and Jarvis 1979,
Valdes 1982) package, using isophotes of 24.61 r mag/["]*> and 25.01 g mag/["]? for
the isophotal magnitudes. These numbers were chosen because they represent 3%

of the sky brightness at Palomar on a typical night. We used the FOCAS resolution

t This was a reference to this work, see Chapter 2
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classifier to classify the objects on the CCD frames as stars or galaxies. We then
compared the calibrated CCD magnitudes of all objects classified as galaxies by
FOCAS to the raw COSMOS magnitudes of these objects. This is shown in Figure
1. We fit a second order polynomial (also shown in Figure 1) and applied this
calibration to all objects on the plate. For objects brighter than r = 16.5, the
calibration is not reliable, as the dynamic range of the emulsion exceeds that of the
COSMOS machine, and there are too few bright objects to determine an accurate
calibration. The rms value of the dispersion of the COSMOS magnitudes about
the best fit in Figure 1 is 0.18™, which is representative of the accuracy of the
magnitudes measured from COSMOS. For objects fainter than r» = 19.0, it is difficult
to keep the star-galaxy separation uniform from plate to plate (see § 4.2.3), and so

we limit our analysis to objects in the magnitude range 16.5 < r < 19.0.

The CCD images were themselves calibrated by observing several standard stars
each night. To achieve the greatest possible degree of uniformity in the magnitude
zero points of each plate, only those nights on which the rms of the photometric
solution was less than 0.035™ were accepted. Furthermore, the CCD frames used
to calibrate any given plate were taken on different nights, and four calibration
sequences were obtained for each plate. Thus the zero point error due to the cali-
bration of the CCD photometry is 0.035/v/4 = 0.0175. The formal error in the fit
at r = 19.0 is 0.05™, thus the total error in the zero point of any individual plate is
0.06™.

The CCD photometry provides us with a test for inhomogeneities in the mag-
nitude scale within a single plate. Figure 1 shows a typical calibration curve;
the different symbols are for three different CCD frames (all lying on the same
plate). A systematic deviation from one type of symbol over the others in Fig-
ure 1 would indicate a non-uniformity in the magnitude scale across the plate; no
such non-uniformities are seen (see also Picard 19915 for other tests of magnitude

non-uniformities within a single plate).

Table 1 shows details of the photographic material. The plate and field numbers,

and date and time of acquisition are given, as well as the position of the center
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of each plate. We have also included approximate galactic coordinates for quick
reference. This table also shows the limiting magnitude of detection (in r) for each
plate, which we define as the point where the differential number counts of all the

objects on the plate (stars and galaxies) turn over.

4.2.3 Star Galaxy Separation

The procedure for separating stars from galaxies on the plates is described in

detail in Picard (1991b), so we will only give a brief outline of it here.

The technique, as always, depends on the fact that stars, being unresolved,
occupy a well determined locus in the parameter space measured by COSMOS.
For example, at a fixed magnitude, all stars have approximately the same area,
hence a tight stellar ridge is defined in a plot of area vs. magnitude for all objects.
At a given magnitude, galaxies, because they are resolved, will have a larger area
than the stars. This technique fails near the plate limit, where the two kinds of
objects become indistinguishable, and in fact sets the limit on how faint we can keep
the catalogue homogeneous. We use a parameter space defined by the magnitude,
area, peak intensity and local sky intensity to perform the separation. We demand
that this procedure be objective, so an algorithm is used to define which part of
parameter space is to be assigned to stars, and which to galaxies, without the need
for human intervention, to assure that we are following ezactly the same procedure
on each plate. The success of this procedure was then quantified by comparing the

COSMOS classifications to visual classifications.

To obtain a statistically homogeneous catalogue of galaxies, therefore, it is not
sufficient to impose stringent limits on the uniformity of the magnitude scale. We
must also be assured that the probability with which a galaxy will be properly clas-
sified by COSMOS is uniform, and that the probability that a star will be properly
classified is also uniform. We denote these quantities as 7y and 7, respectively. To
this effect, we have examined randomly selected regions on each plate, and visually
classified objects lying in the magnitude interval 16.5 < r < 19.0 as stars or galax- -
ies, and then compared these classifications to those of COSMOS to determine 5,

and ns. These visual classifications were done “blind”, i.e. , we had no knowledge of
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the COSMOS classification while visually classifying the images. This is extremely
important, as otherwise, one’s brain tends to learn what is a “success” and all ob-
jectivity is lost. The observer is trained to imitate the machine, rather than learn

its performance.

The results are presented in Table 2. For each test region on the plate, we
indicate how many stars and galaxies were visually classified (as Nstars and Ngalaxies),
and how many of each of these were properly identified by COSMOS, denoted by
Nok .. and Ngtlaxies' In the last columns we show the derived values of 7, and 7,.
We note that Field 387 in our northern field has an unusually low value of 7,
and Field 679 in our southern field has a very low value for n,. These two plates
were flagged as being of inferior quality, and the global results for 7, and 74 for
each field computed without taking these two plates into account. We estimate the
uncertainties in these values by computing the root mean squared deviation from the
mean, weighted by the number of objects in each field. We obtain n, = 93.5%+0.8%
and 7y = 94.4% £ 2.2% in the north, and ny = 94.2%+1.1% and ny = 94.3% +1.5%

in the south. The values thus derived are fully consistent with the efficiency of

star-galaxy separation being uniform between the north and south field.
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4.3 TESTS OF SYSTEMATIC ERRORS

In this section, we describe further indications that the large difference in the
number counts is not due to systematic effects. We show that the star counts, and
the angular correlation function of galaxies are not consistent with a difference in
the zero point in the magnitude system of the two fields. We also examine how
differential stellar contamination in the two fields accounts for some of the observed
galaxy over-density in the north. Finally, the question of galactic extinction is

considered.

4.3.1 Star Counts

To properly understand contamination effects, we need to examine star counts.
Because our survey extends over large angles, effects due to our probing different
regions of our Galaxy are to be expected; we can in turn use these to verify that

there are no systematic errors in the galaxy catalogue.

Figures 2 and 3 show the differential star counts for each plate. The large
discrepancy at bright magnitudes (r < 16.5) is due to poor calibration of the mag-
nitudes. The sudden increase in slope at faint magnitudes is due to contamination

by galaxies.

At any given magnitude, say r = 18.0, there is a large scatter in the differential
number counts from plate to plate. We can see that this scatter is mostly due to our
probing different regions of the Galaxy by comparing our observed star counts to
those predicted by the model of Bahcall and Soneira (1980, using their Equation B1).
The solid symbols in Figure 4 show the observed countsin 17.5 < r < 18.5 compared
with the counts predicted in this magnitude range at the central position of each
plate by this Galactic model. The counts on the north plates are represented by
squares, and those on the south by triangles. Since this model predicts counts in
the V band, a shift in the ordinate to compensate for the difference in photometric
system is justified. In other words, we are testing that the slope of the filled symbols
will be close to unity (a formal fit yields 1.13). Clearly, most of the variance in the

star counts can be explained by the position of the fields in the Galaxy.



140

Also shown in Figure 4 as the open squares are the observed star counts in the
range 17.2 < r < 18.2 for the north fields. These are plotted to test the hypothesis
that there is an error in the magnitude zero point of 0.3™ in the north. The filled
symbols agree with the Galactic model much better than the open squares and
(filled) triangles. In other words, if we wish to reconcile the galaxy counts with a
magnitude shift, we put ourselves in a position where our star counts do not trace

the Galactic structure very well.

The agreement in Figure 4 is not perfect, but Bahcall and Soneira only claim
15% accuracy in the predicted counts. Also, their model assumes that the Galaxy is
symmetric, and there is evidence that the sun is displaced slightly towards the north
galactic hemisphere; see for example Figure 12 of Reid (1990), which shows that
star counts in the south galactic pole are systematically higher (by about 10%) than
in the north. If we were to displace the predicted star counts (the solid triangles)
upwards by 10% on Figure 4, the agreement of the slope of the solid symbols with

the model would be even better.

The agreement is nevertheless good enough to convince us that our counts are
indeed tracing galactic structure, and thus provides an additional test that there

are no large magnitude errors.

Since we have just seen that there are more stars in the north field than in
the south, we can expect the north galaxy sample to have a higher proportion
of stars masquerading as galaxies than the south sample. We can estimate the
magnitude of this effect as follows. We first measure the observed ratio of stars
to galaxies (denoted R,ps) in each field in our magnitude range of interest, and
obtain Rops = 3.33 in the north and Rops = 2.39 in the south. Having measured
the classification efficiencies ny and 7, it is a simple matter to solve for the true
ratio of stars to galaxies, Rirye. We obtain, thus,

g (1 + Robs) — 1
N5(1 + Robs) — Robs
which yields values of Rie = 4.30 in the north and Rime = 2.73 in the south.

Rtrue =
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Now, consider a population of 100 true galaxies and 273 true stars (in the south),
and 100 true galaxies and 430 true stars (in the north). Then, given our 5,’s and
ns’s, we would observe 100 x ny +273 x (1 —n,) = 110 galaxies in the south and, by
the same argument, 122 galaxies in the north. This corresponds to an 11% + 4%
increase in the galaxy counts due solely to stellar contamination. (The uncertainty
is computed using the error bars on 7, and 7y). It is thus not possible to account
for all of the large over-density of galaxies in the north by appealing to differential

stellar contamination.

4.3.3 Scaling of the Angular Correlation Function

Our last indication that the two fields probe to the same depth comes from
the two point correlation function of galaxies w(#). The measurement of w(#) for
~ these fields has been previously published by Picard (1991a). Here we use to our
advantage the fact that there is a scaling relation for w(6) as a function of the depth
(or limiting magnitude) surveyed (Limber 1954, Peebles 1980). We can calculate
w(0) for any magnitude range. In particular, we can calculate it for galaxies in
the range 16.2 < r < 18.7, in order to simulate an error in the magnitude zero
point. If such an error exists, then this new catalogue will actually sample galaxies
to the same depth as the (original) south catalogue, and so w(6) will have the same

amplitude at small angles.

Figure 5 shows the ratio of w(#) in the north field to the south field for angles
between 0.02° and 0.5°. The filled squares are for both galaxy catalogues in 16.5 <
r < 19.0, and the open triangles for the same south catalogue, but where the north

catalogue has been limited to the magnitude range 16.2 < r < 18.7.

If the depths of the two samples are equal, we expect all the points to lie on
R = w(0)y/w(0)g = 1. In fact, the south field exhibits stronger clustering at all
angles (Picard 1991a), and so may in fact exhibit stronger intrinsic clustering than
the north field. This might explain why R is below unity (R = 0.9). For the
“bright” north catalogue, however, R =~ 1.2. We take this as further indication that

our results are inconsistent with an error of 0.3™ in the zero point between the two

fields.
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4.3. ifferentia incti
The last possible systematic effect to be considered is differential galactic ex-
tinction through the two fields. We examined the reddening maps of Burstein and
Heiles (1982), and found no emission above the lowest contour of 0.03™ in B-V (or
0.1™ in Ay). A difference in extinction of 0.1™ between the two fields, with a slope

for galaxy counts of 0.45 (where the slope « is given by dN/dm o« 10*™) would lead

to an apparent overdensity of 10%.

We have also used our CCD photometry to test for systematic differences in the
galaxy colours. A difference in extinction between the two fields would result in a
difference in the colour of a galaxy, so we can test this hypothesis by calculating
the average colour for galéxies in each field, and assume that these are drawn
from a representative set. For the north, we obtain, for the mean g — r colour,
g —r = 0.745, with a dispersion of 0.43™, calculated for 658 objects, whereas in
the south, we obtain g — r = 0.768, with a dispersion of 0.39™, calculated for 477
objects. From this we obtain that the difference in the mean colours is 0.023 +0.025

magnitudes, which is consistent with no differential extinction.
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4.4 RESULTS

Maps of the surface density of galaxies in the north and south fields are shown in
Figures 6 and 7. The data were binned in cells of 10 arc minutes, and then heavily
smoothed to reveal small gradients in the general galaxy density field. The field of
view is 15° on a side, East is up and North is to the left. The solid contour represents
400 galaxies per square degree (the global average for the 16 plates), and the dashed
and dotted contours are the 20% above and below this value respectively. Note the
presence of the Corona Borealis supercluster, located almost entirely on plate 449,
which shows up as a large dashed contour near the eastern part of Figure 6. We
wish to emphasize that the excess of galaxies in the north field is distributed over
the whole area and is not due to one or two evident (small scale) structures. From
this we will argue that whatever is causing the difference in density subtends an

angle of at least 15°.

Differential number counts for both fields are shown in Figure 8. The data
have not been corrected for incompleteness in detection of galaxies as a function of
magnitude, but we expect this effect to be identical in both fields. For objects fainter
than r > 20.0, the incompleteness becomes important, and the counts turn over.
As mentioned in the previous section, the magnitudes are not well calibrated for
r < 16.5, so we do not put much weight on those results. The slope of the counts,
a, defined in the usual way where the differential number counts per magnitude
interval dN/dm « 10°™, is 0.45 for the north and 0.46 for the south fields for
objects in the magnitude range 16.5 < r < 19.0. The striking difference in the
counts between the two fields corresponds to a difference of 43% in the differential
number counts of galaxies at r = 18.4. To explain this effect as a systematic error
in the magnitude scales, we would need a shift in the zero point of 0.35™ between
the two fields. We have shown in the previous sections how this is ruled out by our

CCD photometry and other tests.

Figures 9 and 10 show the number counts for each individual plate in the

north and south. For example, at r = 18.4, the mean counts and dispersion in the
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north is 59.3 and 8.4 (6 plates) and 41.4 and 8.1 in the south (8 pla’ces)I. It is
interesting to note that the counts are converging at r = 19.0 on the north field,
but not on the south. The scatter from plate to plate is on the whole larger on the
south fields. Note how on Figure 9, Field 449 clearly stands out as over-dense. As
previously noted, the position of this field coincides with that of the Corona Borealis
supercluster. This supercluster consists of the 6 rich Abell clusters A2061, A2065,
A2067, A2079, A2089 and A2092, (Postman, Geller and Huchra 1986), which are
all located on plate F449. Even with this plate taken out, however, the north field

is substantially over-dense compared to the south field.

1 Here we have omitted the two bad fields F387 and F679.
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4.5 DISCUSSION

Certainly, the most remarkable fact about Figure 8 is that not only is there a
40% difference in the number density of objects between the two fields, but that

this difference is present over a range of 2% magnitudes!

We have examined all possible systematic errors, and find that we can explain
10% of the difference as being due to differential stellar contamination, leaving 30%

to account for. Here we present a simple model to match the observations.

We first assumed a Schechter function (Schechter, 1976) with M, = —19.8 in B
(Efstathiou, Ellis and Peterson, 1988) and converting this value to our photomet-
ric system using the transformation given in Schneider et al. (1983). Schneider’s
transformation is for a brightest cluster galaxy with a ¢ — r = 0.47, which is much
redder than the typical galaxy. We adopt ¢ — r = 0.25 and obtain Bt = r + .93.
This yields a distance of 880h~1 Mpc for an L, galaxy at r = 19.0™.

In a Monte-Carlo experiment, we used this Schechter function to homogeneously
distribute galaxies in metric coordinates in a cone of half-opening angle 7.5° and
depth 1000k~ Mpc. We used go = 0.5 and the K correction suggested by Schneider
et al. (1983). By adjusting the normalization of the luminosity function (¢.), we
can match the number counts quite accurately. The slope of the number counts in

this model is 0.47, which is close to that observed (see § 4.4).

From this model, we can calculate the fraction of galaxies which lie within a
given distance from us (see Figure 11). Conversely, we can use this relation to
define a characteristic distance. We will define the distance which contains 80%
of the galaxies in our sample as being the characteristic depth of the survey; from
Figure 11, this is approximately 500! Mpc. This distance is by necessity arbitrar;;,

but the main point is that this sample certainly allows us to see large structures

to this distance.

The 16 plates are divided in two regions: 7 in the north galactic hemisphere, and -

t We are currently acquiring redshifts for a complete sample of clusters of galaxies from this
survey, and redshifts of z = 0.25 are not unusual.
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9 in the south galactic hemisphere. The total volume surveyed is thus equivalent
to a cube whose side has length 120h~! Mpc in the north and 1305~ Mpc in the

south.

Maddox et al. (1989a) report that the rms fluctuations in cubes of side 150h~! Mpc
is 7%, based on their analysis of the angular correlation function of galaxies. The
volume contained in each of our fields is comparable to this value. Our result, if
due to chance, would then be two independent 2 sigma results (to explain away a
30% difference in galaxy density), and is therefore ruled out at the 99% confidence
level. This indicates our sample and that of Maddox et al. are not fair samples of

the universe.

If we make the reasonable assumption that the luminosity function is the same
in both fields, then we are indeed measuring out to the same distance in the north
and south. This means that this difference in the number counts is due to a real

difference in the average density in these two fields.

What size of structure could be responsible for this? Because the luminosity
function of galaxies is so broad, it is not difficult to come up with toy models
to satisfy the constraint imposed by the number counts. For example, we have
investigated putting down an over-dense spherical volume 200A~! Mpc away (the
distance to the Corona Borealis supercluster) on top of the smooth cone model
mentioned above, and adjusting the overdensity of galaxies in this sphere to match
the observed number counts. We find that we can obtain equally good agreement
with small, very over-dense spheres as we can with larger, less over-dense spheres,
for a large range of sphere radii. This is not surprising, for the number counts in a

2.5™ wide range alone are a rather poor constraint.

Infall velocities do provide some constraint, as we can predict the peculiar ve-
locity which would result from such a structure using év/v = %(5p/ p) 206 (Pee-
bles, 1980). Here 6p/p is the overdensity within a sphere of radius 200h~! Mpc,
and is thus related to the overdensity of the sphere € of radius R by ép/p =
e(R) (R/200h~1 Mpc)3. So we pick a value R, calculate what ¢ is needed to fit

the number counts, and then predict a local infall velocity towards this over-dense
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sphere. In an Q = 1 universe, a sphere of radius 80h~! Mpc requires € = 1.13, and
would thus cause a local infall velocity of 480 km/s towards the sphere. Since the
velocity of the Local Group with respect to the microwave background is 622 km/s
(Smoot et al. 1991), we can not make the sphere much bigger than this or we will

start predicting velocities larger than observed.

Our second constraint is that, as noted previously, there is no obvious structure
in the two-dimensional maps of galaxies (see Figure 6) which can explain the excess
of galaxies in the north, so the structure responsible for this excess must subtend
an angle at least as large as the observed solid angle. If it is located at the distance
of the Corona Borealis supercluster, this implies a linear extent of least 50h~ Mpc.
For a sphere of this radius, our toy model would require an overdensity ¢ ~ 2 to

account for the number counts.

Of course, the north could be the “normal” region, and the south under-dense.
Our toy model works equally well with spherical voids in the south as with spherical
overdensities in the north. In this case, however, the void needs to be large enough
so as to make € > —1, which corresponds to a radius of 80A~! Mpc. This void could

therefore be comparable to the one in Bodtes found by Kirshner et al. (1981).

In the standard model where large scale structures are created by gravitational
instability without re-heating, our toy model would predict fluctuations in the mi-
crowave background radiation of order 6T/T ~ 2 x 10™* on 1° scale inan Q2 =1
universe with biasing of unity (Juszkiewicz et al. 1987). This is well above the
limits of non-detection of 2.7 x 10~> (Meinhold and Lubin, 1991), and so we must
conclude that either that such overdensities are indeed very rare (i.e. , this is indeed
a one in a hundred event, as suggested by the result of Maddox et al. ), or that the

conditions of this standard model do not apply.

I thank the group at COSMOS, and in particular H. T. MacGillivray for his
support, both during and after the scanning of the plates. Also, many thanks are
due to the Sky Survey team, for their expertise and effort in acquiring the plates for
this work. I thank Michael Strauss and Helen Johnston for their critical readings

of the manuscript, and the latter for helping me enter my visual classifications in
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computer readable files. Finally, I also wish to thank Sandra Faber for encouraging

me to publish this result.
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Table 1. Photographic Data

Plate  Field Date UT a, 6 (1950.0) (1,b) Limiting r
Number Number (center) Magnitude
SF01814 386 11-May-88 6:23 144934 +345025 56.7 63.3  21.1
SF01109 387  29-Mar-87 0:00 151328 +345140 55.7 584  20.7
SF01098 447  27-Mar-87 8:58 143536 +2950 15 45.3 66.5  20.5
SF01824 448 12-May-88 6:40 14 58 38 +29 50 45  45.7 61.5 21.0
SF01165 449  21-Apr-87 7:48 152132 4295200 46.5 56.6 21.2
SF01094 513  26-Mar-87 0:35 150338 +245115 359 59.8 20.8
SF01183 514  27-Apr-87 845 152536 +24 5210 37.9 54.9 214
SF00952 679  27-Nov-86 3:44 000153 +101217 104.5 -50.7 20.4
SF02249 680  12-Dec-88 2:20 0021 59 +10 1250 112.2 -51.8  20.6
SF00973 681 3-Dec-86 2:52 0041 55 +10 1205 120.1 -524  21.0
SF02242 751  11-Dec-88 3:00 0001 59 405 1253 102.0 -55.5 20.6
SF00743 752 1-Sep-86 8:35 0021 54 +05 1210 110.6 -56.7  21.6
SF01462 753 19-Sep-87 8:23 00 41 57 +05 1220 119.7 -57.3 21.1
SF02251 823  13-Dec-88 3:00 000200 +001300 98.8 -60.2  20.6
SF01376 824  23-Aug-87 9:10 00 21 56 +00 12 30 108.6 -61.6  20.9
SF01478 825 24-Sep-87 8:15 00 41 56 +00 1220 119.2 -62.3 21.2
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Table 2. Visual Inspections

Nstars Ngtkars Ngalaxies Ng‘a‘lmes Ns Mg
regionl.387 121 95 45 43 785 95.6
region2.387 85 63 34 33 741 971
regionl.386 112 107 63 61 955 96.8 < North
region2.386 116 104 51 51  89.7 100.0 Fields
regionl.447 168 156 79 76 929  96.2
regionl.448 147 137 50 46 93.2 92.0
region2.448 84 78 39 39 929 100.0
regionl.449 105 96 105 89 914 848
regionl.513 151 146 35 35 96.7 100.0
regionl.514 140 133 27 27 95.0 100.0
north(total) 1229 1115 528 500 90.7 94.7
north(total) 1023 957 449 424 93,5 944 F387 Omitted
regionl.679 51 50 31 15 98.0 484
region2.679 66 62 38 24 939 632
region1.680 144 129 38 35 89.6 921 < South
region2.680 64 64 19 17 100.0 89.5 Fields
regionl.681 87 74 23 22 851 95.7
region2.681 114 111 23 23 974 100.0
regionl.751 44 41 30 28 932 933
region2.751 84 78 29 26 929 89.7
regionl.752 104 100 68 65 96.2 95.6
regionl.753 90 87 28 28 96.7 100.0
region2.753 68 66 22 19 971 864
region1.823 83 78 37 36 94.0 973
region2.823 94 92 22 17 979 773
regionl.824 66 62 37 35 939 946
region2.824 79 71 43 42 899 977
region1.825 105 102 38 38 97.1 100.0
south(total) 1343 1267 526 470 943 894

south(total) 1226 1155 457 431 942 943 F679 Omitted
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Figure 1.

Figure 2.

Figure 3.

Figure 4.

Figure 5.

Figure 6.
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FicurRe CAPTIONS

Typical calibration curve. Shown are the calibrated r magnitudes for objects
classified as galaxies by FOCAS versus the raw COSMOS magnitudes. The
relationship is highly non-linear; this is due to lack of proper density to in-
tensity calibration during the scanning phase. Each CCD frame is consistent

with the others; we have used all the data to establish a reliable calibration.

Differential number counts for stars for each plate in the north field. Note the
abrupt change of slope at r =~ 19.4; this is due to contamination of galaxies
being misclassified as stars. The large scatter from field to field is due to the

fact that we are probing different regions of the Galaxy in each field.
Differential number counts for stars for each plate in the south field.

Star counts for each field in 17.5 < r < 18.5 compared to the values predicted
by the galactic model of Bahcall and Soneira. The triangles are for the south
fields, and the filled squares for the north fields. The open squares are star
counts in the north fields in the range 17.2 < r < 18.2. The northern fields
have systematically more stars, because their galactic longitudes are closer to
the direction of the galactic center. (The latitudes of the two fields are similar.)
The filled symbols fit the galactic model much better than the open squares
plus filled triangles, thereby indicating that a magnitude error is unlikely.

The ratio of the correlation function w(6) in the north field to that in the
south field for small angles. Filled symbols are for the original catalogues,
open symbols for the same south catalogue, but with the north catalogue
selected 0.3™ brighter. The filled symbols are closer to unity than the open

symbols.

Contour plot of the density of galaxies in the north field. The solid contour
represents 400 galaxies per square degree (the global surface density of galaxies
over both fields). The dotted contour is 20% under-dense and the dashed

contour is 20% over-dense.
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Figure 8.

Figure 9.

Figure 10.

Figure 11.
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Same as Figure 6, but for the south field.

Differential number counts of galaxies are shown for the north and south fields.
All the plates in each field have been averaged. The error bars due to counting
statistics are smaller than the symbols, and so are not shown. The magnitude
calibration is not reliable for objects with r < 16.5. Note the incompleteness
near r & 19.5. The large discrepancy (40% at r = 18.0) is real; only 10% of
the overdensity can be explained by differential stellar contamination of the

sample.

Differential number counts of galaxies are shown for each individual plate
in the north field. The legend indicates which fields are shown. Notice the
open triangle, the large deviation from the average is due to the presence of
the Corona Borealis supercluster. Field 387, denoted by the crosses, is not

reliable (see Table 2.) but does not stand out markedly in this plot.

Same as Figure 9, but for the south field. The field to field scatter is somewhat

larger than in the north.

The fraction of galaxies observed in the survey contained within a distance D
in a model where the galaxies are distributed randomly in a cone of length
1000~~1 Mpc. A Schechter function with M, = —20.73 was used.
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Figure 5.
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Figure 6.
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Figure 7.
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Figure 9.
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Figure 11.
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5. An Objective Catalogue
of Clusters of Galaxies

5.1 INTRODUCTION

An objective catalogue of clusters of galaxies has long been known to be desir-

able. To quote from the paper of Abell, Corwin and Olowin (1989):

“We hope that this will be the last such catalog prepared by visual scans of
photographic plates, and we urge future investigators to compile cluster cat-
alogs using high speed microphotometric scanning machines and objective
selection criteria.”

Previous attempts at such a catalogue include those of Shectman (1985) and
Dodd and MacGillivray (1986). Unfortunately, the Shectman catalogue is based
on the Lick counts, which suffer from variations in the depth of the plates. The
catalogue of Dodd and MacGillivray, consisting of only one Schmidt plate, is too
small to be of use for statistical analysis. Both these catalogues employ a clustering
algorithm which is strictly an overdensity criterion. There is presently an effort to
obtain an objective catalogue from the APM survey (Maddox et al. 1989 a and b),

but no results have been published yet.

For several years now, clusters of galaxies have been used as a tool for measuring
the large-scale structure of the universe. Perhaps one of the most interesting results
from this method is that of Bahcall and Soneira (1983, hereafter BS83), who, in their
seminal paper, analyzed a subsample of the Abell catalogue and concluded that the
amplitude of the cluster-cluster spatial correlation function was 20 times as large
as that of galaxies. Such power on large scales provides a formidable constraint for
theories of formation of structures. At the present, no simple theory is capable of
accommodating this result. The currently fashionable model of cold dark matter
(CDM) with @ =1 is unable to reproduce such power on large scales. Efstathiou
et al. (1990) have recently suggested that a cosmological constant may provide a

solution to this problem.

The BS83 result is based on an analysis of 104 Abell clusters with distance
class D < 4 clusters. It has been pointed out by Postman, Geller and Huchra



167

(1986) that the result of BS83 is sensitive to the presence of the Corona Borealis
supercluster, in the sense that the removal of only six clusters from BS83’s sample
removes most of the correlation between 10 and 20A~!Mpc. Thus they suspect
that the BS83 sample is not large enough to be a fair sample. BS83 provides as
additional evidence for their result that the D = 5 clusters, with redshifts estimated
from the tenth brightest magnitude, support their result. Unfortunately, Postman,
Geller and Huchra (1986) point out that the number of interlopers within an Abell
radius at a redshift of 0.1 is 10, so that the estimated redshifts may be biased low,

adding to the confusion.

There has recently been much discussion of the possible systematic errors in the
Abell catalogue due to projection effects and how they affect the result of BS83.
The main effect is that of a foreground cluster artificially enhancing the richness of
a poor background cluster which would not have been included in the catalogue had
it not been for the presence of the foreground cluster. Sutherland (1988) presents
evidence for projection effects in the Abell catalogue by examining the redshift

correlation function, and he concludes that £(r) = 0 for r > 50A~! Mpc.

Dekel et al. (1989) arrive at a similar conclusion by examining a “decontam-
inated” version of the BS83 sample. The decontamination method, however, is
model dependent (these authors claim that the dependency on the exact model is
weak) and depends on the galaxy-cluster correlation function. The model is one
where there are clusters present in a uniform background (much as in our toy model
in Chapter 3). Given the subtlety of the problem addressed, it is unclear what the

effects are of using such an unrealistic model.

To confound matters further (!) West and Van den Bergh (1991), from a study
of clusters containing a cD galaxy, have concluded that the original result of BS83
is probably correct. The rationale here is that cD clusters are more easy to identify,
and thus less likely to suffer from the projection effects mentioned above. Unfortu-
nately, cD clusters may not be typical; as it may well be that only very rich clusters
evolve to produce a cD galaxy. It is know that there is a strong richness effect in the

cluster-cluster correlation: richer clusters correlate more strongly (BS83). Thus the
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strong £(r) for the c¢D clusters may simply reflect the fact that rich clusters seem

to have a higher correlation amplitude than poor ones.

This whole question will remain difficult to resolve until an adequate sample
from X-ray selection criteria can be analyzed. In such a sample, the clusters are
not subject to projection effects. Such a sample will be compiled from the ROSAT
all-sky survey, and will hopefully be available soon.

Ini this chapter we will present a new catalogue of clusters of galaxies, defined
using an objective algorithm. We hope that this catalogue, being constructed from
a highly uniform sample of galaxies, will help in resolving some of the problems
mentioned above. QOur catalogue, being of rather limited angular extent, cannot
of course be considered definitive. It is nevertheless large enough to serve as a
base for statistical analysis. In particular, a comparison of the results from our
catalogue to the Abell catalogue will help us evaluate how much weight should be
given to previous results. Furthermore, a comparison between this catalogue and
an X-ray selected catalogue should give us insight on how much trust can be put
on catalogues of clusters derived from two-dimensional data, even when this data

is of the highest possible quality.

Our chief aim in this chapter, then, will be to present in detail the algorithm
used to construct our objective catalogue of clusters of galaxies, and to examine its
statistical properties. This catalogue will also be used to assess the completeness of

the Abell catalogue.
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5.2 CLUSTER FINDING ALGORITHM

5.2.1 Abell’s Method

Of the existing catalogues of clusters of galaxies, that of Abell (1958) is the
one which has been used most extensively for statistical analyses. It is therefore
worthwhile to review the method used by Abell for the construction of his catalogue.
An understanding of his method will enable us to adapt part of his procedure in a
rigorous (i.e. , objective) way, and to understand the methodological differences in

the procedures which lead to disagreement between the two catalogues.

Abell visually inspected all plates, and flagged interesting objects. It is not
specified if this was done in some systematic way (by first drawing a grid of small
boxes on the plate, for example). Then each cluster was tested against the following

criteria:

1. Richness Criterion. Each cluster must contain at least 50 members that are

not more than 2 magnitudes fainter than the third brightest member galaxy.

2. Compactness Criterion. A cluster must be sufficiently compact that these 50

t

galaxies are within a (previously agreed upon) radial distance'.

3. Distance Criterion. A cluster must be sufficiently distant that it does not

extend over more than one (or at most two) plates.

4. Galactic Latitude Criterion. Abell specifies which region of the sky he feels
can be surveyed in a complete manner, without danger of confusion from stars

in the galactic plane, or incompleteness due to galactic obscuration.

He estimated the magnitudes visually by comparing with a film copy of several
standard galaxies. The redshift of the cluster was estimated using a magnitude-
redshift relation for the tenth brightest galaxy. This yielded the appropriate angular
radius over which he included galaxies. From the number of galaxies in this circle

and magnitude range, Abell subtracted what he estimated to be the contamination

t This is now know as an Abell Radius. Abell was using a Hubble constant of 180 km/s/Mpc.
In modern terminology, an Abell radius is r4 = 1.5A~1 Mpc.
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from the field, which he obtained by looking at regions on the same plate judged to

be devoid of clusters. This correction can be as large as 30%.

Finally, by comparing lists obtained from repeat plates, he estimated that no
more that 2% of the clusters identified on a preliminary inspection were missed on

final inspection.

This procedure is, at least in theory, reasonably robust. In particular, the use
of the “magnitude strip” is an attempt to ensure that the measured richness of the
cluster is independent of its distance. The relative measurement of the magnitudes
is reasonably good (as indicated by the repeat measurements), and the exact form of
the distance-redshift relation used is not very important. Variations in the quality
of the plate material, however, render the absolute measurement of the magnitudes
highly suspect. This effect can easily be seen to lead to a lack of uniformity in
the depth surveyed across the sky. This is obviously an area where our catalogue,
being constructed from photometrically very accurate and uniform data, will be
superior. A second, equally important pitfall of this method, is of course the lack
of objectivity in the procedure for deciding if an overdensity of galaxies on the sky
corresponds to one or more clusters. In particular, consider the case where two or
more clusters are close together on the sky. What should be the criterion for deciding
if the observed overdensity of galaxies is in fact one or two clusters? If there is a
small concentration of faint galaxies superposed on a larger, looser concentration
of brighter ones, we may reasonably conclude that we are detecting two clusters,
at very different redshifts. For objects that are at comparable distances, however,
the case is not so clear cut. Examples of clusters with sub-clustering and multiple
nuclei abound (Rhee 1989), as well as examples where detailed redshifts reveal two
(or more) distinct clumps in redshift space (Struble and Rood, 1987) in an Abell

cluster (presumably indicating two or more physical clusters seen in projection).

Some of these problems can be addressed using an objective algorithm; others
are intrinsic to any method which does not have access to full three-dimensional

information.
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5.2.2 The Galaxy Density Field

Our cluster finding algorithm is based in part on that described by McGill and
Couchman (1990), hereafter MC90, which is in turn based on Abell’s method. In
their paper, they describe a procedure which models that of Abell, and then proceed
to suggest methods of improving the scheme. MC90 were especially interested in
calculating the “signal to noise” of detection of a cluster. The key to their paper is in
deriving an expression for the “noise”, which involves an integral over the two point
correlation function of galaxies w(@) (derived in Chapter 3). Unfortunately, since
the clusters themselves contribute to w(#), it is unclear how much of the “noise”

being subtracted is in fact a real signal.

The first step in our (and MC90’s) procedure is to produce a smoothed density
field starting from the discrete galaxy catalogue. The density field of a galaxy

catalogue of N objects can be represented as a summation of delta functions, thus,

N
p() =2 62— ) (1)

1=1
where (); are the angular coordinates of the :*! galaxy.

This density field is then smoothed as follows:
po(@ = [ p(2)5(0, a0 )
Equations (1) and (2) are taken straight from the appendix of MC90, and we have

kept their notation to minimize confusion.

We have implemented these formulas on our catalogues using a truncated gaus-

sian smoothing filter,
(O <R

if r> 2Rsr.mooth

where r is the angular distance between the two points being considered. The filter

S(r) = ®3)

is truncated for computational reasons. At r = 2R 00th, the filter has fallen to

e~* = 1.8% of its peak value.
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This smooth density field is then sampled on a rectangular grid of pixel size Az,
and stored in the standard FIGARO image format, enabling us to use the existing
battery of programs to display and analyze the image. We have to decide on a
pixel size Az on which to sample our density field p(2). Our criterion was that Az
should be small enough that the density field be oversampled, i.e. , that the chosen
pixel size should be much smaller than any smoothing scale to be considered. On
the other hand, we do not wish the resultant image to have enormous dimensions,
as this would render the subsequent analysis difficult: hence the pixel size must
be as large as possible. Also, it is convenient to keep this scale constant for all
smoothing radii, so as to simplify the subsequent steps in the analysis. The surface
densities of galaxies for our north and south galaxy catalogues (16.5 < m, < 19.0)
are 482 and 334 galaxies per square degree respectively, which correspond to typical
interparticle distances of 185” and 224". At the limiting magnitude of our catalogue,
an L, galaxy is located at a distance of 880h~! Mpc (see § 4.5). The angle subtended
by a 1h~! Mpc physical feature (such as a cluster) at this distance is 235”. Since an
Abell radius is 1.5h~! Mpc, this is the smallest angular distance we would want to
smooth on. We therefore, somewhat arbitrarily, chose to sample our density field on
a grid of pixels separated by 100”. This grid size yields images which are 512 x 525
pixels for the north field, and 526 x 537 for the south.

In practice, we implemented Equation (2) as follows. The problem is to evaluate
the density field rho(i,j) ', summing the contributions from each galaxy. It is
computationally too expensive to apply Equations (2) and (3) directly, because the
exponential needs to be calculated on the order of (Rymootn/Az)? x Npts times.
Instead, we define a square matrix filter(i,j) in which we load the values of
the smoothing filter, where the distance of the point i,j is measured from the
origin, i.e. , r? = i% 4+ j%2. The indices i,j are free to run from —2R mo0th /100
to +2Rymooth /100, (where Rgpootn is measured in arc-seconds), thus implementing
Equation (3). The normalization constant C in Equation (3) is automatically chosen

by the program so that the weight of the filter (defined as 3, 3" ; filter(i, j)) is

f For clarity, we denote the variables used in our FORTRAN programs with the typewriter
font.
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equal to 1001. Thus, one galaxy will contribute 100 units of “flux” to our smoothed
density field.

We then look through each galaxy in the catalogue, compute its coordinates

i,j, and add the (small) matrix filter(i,j) to the relevant submatrix of rho, as

follows:
min ( NXMAX, ) min ( NYMAX, )
i+NFILTMAX j+NFILTMAX
rho(i,j) = > > filter(k,1) (4)
k=max(1, {=max(1,
i—NFILTMAX) j—NFILTMAX)

where NXMAX,NYMAX are the dimensions of rho(i,j), filter(i,j) is declared as
filter (-NFILTMAX :NFILTMAX , -NFILTMAX : NFILTMAX), and NFILTMAX = 2Remooth/
100.

The computational savings of this approach (compared to the brute force ap-
proach of calculating the value of S at each relevant point) are enormous; the
execution time drops from over an hour of CPU on the CONVEX to 30 seconds.
There is of course a penalty; in this case a loss of resolution. The filter behaves as
if each galaxy is in the middle of the cell, which is usually not the case. However

the error introduced is small, because Rgmooth > Az.

An example of the results obtained from this program is shown on Figures 1, 2
and 3. The latter two Figures are for smoothing lengths of 300" and 600”. The area
shown is 5000” on a side, and is taken from Field 681. Figure 1 shows the position
of every galaxy in the test field, whereas Figures 2 and 3 show a grey scale map
of the surface p(£2). Note the presence of the two clusters of galaxies, Abell 68 and
Abell 73. The clusters are more apparent on Figure 3 than on Figure 2 because the
smoothing scale is better matched to the clusters’ redshifts. Although these can
easily be recognized when pointed out, the density contrast in the dot plot is low;

the clusters are unmistakable on the smoothed density map, however.

Plate 1 (the frontispiece of this volume) is also an example of this smoothing

method. Here, only galaxies in the magnitude range 17.5 < r < 18.5 are shown,

1 We could have chosen the filter weight to be unity, but the output files were stored in FIGARO
format, and it is simpler to handle images whose dynamic ranges are reasonably large.
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and the smoothing length is 420”. The irregularly shaped frame (to the right) is
the north field. In this orientation, north is up and east to the left. The angular
extent of each image is approximately 15°. The contrast is such that individual
galaxies are invisible; the features seen on this plate are all groups of galaxies, with

the dimmest visible features being composed of 3 or 4 galaxies.

5.2.3 Detection of Peaks

The next phase consists of locating the sites of the candidate clusters. In essence,
we wish to locate all of the local maxima of the surface p(€2). We first experimented
with some well known detection schemes, such as the detect algorithm from FOCAS
(see § 2.3.4). To our surprise, these did not work very well, i.e. , they miss several
peaks which are readily identified by visual inspection. The reason for this is the
highly non-gaussian nature of the “background” in the image. The FOCAS algo-
rithm (and others like it) assume that the background is essentially constant, with
some gaussian fluctuations. In our frames, however, the strong two point correla-
tion function of galaxies causes the background to vary substantially, and to have
a highly non-gaussian appearance. Figure 4 shows the distribution of pixel values
for the north and south images with Rgpo0th= 420”; notice the strong tail for large

data values. The north field is the curve with the lower peak and higher tail.

We therefore coded our own detection algorithm. It is rather simplistic, but
makes no assumptions about the background and so is well suited to our problem.
First an initial threshold is chosen. In practice, this was done by examining a
histogram of the pixel values on the image being processed (as shown on Figure 4).
The threshold is then set to be that value V where the number of pixels with value
V is 80% that of the number of pixels with the modal value (and V > mode). This
threshold is sufficiently small that even the smallest of peaks likely to be clusters are
detected. Every pixel which satisfies this criterion is then flagged, and the pixels
that are neighbours to each other (using 8-point connectivity) are put in a list
defining an “object”. For each such object, the z,y coordinates (intensity weighted
centroid) in the image reference frame, area (number of pixels) and threshold level

are written to a file. The threshold is then increased by a fixed amount (in our case,
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5%) and the procedure is repeated until the threshold is so large that no pixels are

flagged.

Obviously, in this procedure, an isolated, bright object is found on several passes.
Where two objects are close together, however, they are first detected as only one
object when the threshold is below the saddle point (on the p(Q) surface) joining
the two objects, but eventually get separated out. This algorithm, then, works
very much like that of the COSMOS deblending software (Chapter 2); however, its

implementation is more rudimentary.

It then remains to go through the output list and remove all redundant objects.
This is done by starting at the beginning of the list, and checking against every
object below the current ob ject in the list to see if the second object is sufficiently
close to be the same, and then keeping only the object found at the highest threshold.
Two objects are deemed to be “sufficiently close together” if their distance does not
exceed d = V/area/2. We do this because merged images are first detected as
elongated blobs, with the centroid often near the saddle point between the two

objects.

The final list thus consists of all the positions representing a local maximum in
the density field which have a sufficiently bright core. For each of these positions,
we sum the flux in a circular aperture whose radius is equal to the smoothing radius
which was used to generated the smoothed density field. We denote this quantity
CT. For this we use a modified version of the FOTO program, which is part of
FIGARO. The modification is trivial and one of simplification; we simply do not
subtract the sky annulus and do not take —2.5log of the computed luminosity. This
program is especially useful for its ability to properly calculate the contribution of

the pixels which are only partially inside the aperture.

5.2.4 Generating a List of Candidate Clusters

The galaxy catalogues are smoothed over a range of smoothing radii Rsmooth -

t We use £ as a mnemonic for luminosity, although it should be kept in mind that this quantity
represents a number of galaxies, and has nothing to do with how bright those galaxies are.
The author apologizes for this confusing terminology.
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The purpose of this is to enhance the signal from features of a given (constant)
physical size as it is moved at more and more distant redshifts. Here, of course, the
physical size we have in mind is that of a typical cluster of galaxies. The exact values
chosen are not too important, since we use a range of values. In fact, we will later
demand that a cluster be found in several smoothed catalogues to be considered
real. The values of Rgmooth used (given in arc-seconds) are shown in Table 1 below.
They correspond to the angular size subtended by a 12~ Mpc bar at the redshifts
shown, in a standard Friedmann cosmology with 2 = 1 and ¢y = %, and thus are
slightly smaller than an Abell radius. A nearby cluster will then be detected only
when using a large smoothing radius, whereas a distant cluster is detected with a

small smoothing radius.

Table 1 Smoothing Radii
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Rsmooth (")
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The smoothing procedure described in the previous sections is followed for each of
these values of Rgpooth- We then merge the lists together, and produce a table of
“clusters” and their measured photometry. A curve of L(R) vs. Rgmooth is hereafter
called the cluster’s profile. Note that the profile is an integrated quantity, i.e. , part

of the data used to determine £(R;) goes into the determination of £(R2), hence it

is not surprising that the profiles look very smooth.

As in § 5.2.3, this merging is done by comparing the position for all possible
pairs of objects, and deciding if they are close enough to in fact be the same object.

Here, however, the criterion is that if the distance between the two centroids is



177

smaller than the maximum of the smoothing radii for the two objects, then they
are the same object. The automated decision on whether a cluster is single or
double is thus made by these two merging procedures. Note that, intrinsic to this

algorithm, two clusters cannot be located within Rgmooth (10) = 336" of each other.

5.2.5 Analysis of the Cluster Profiles

The profiles are, in essence, the final measured parameters for the clusters. They
represent the object’s overdensity, measured on several different angular scales. By
selecting objects satisfying a given criterion, we can generate lists of objects, namely,

our objectively selected sample of clusters of galaxies.

To aid in the interpretation of these profiles, we obtained the typical profile
observed when the smoothing procedure is applied to a sample of randomly dis-
tributed objects. We constructed random catalogues with the same geometry and
number of objects as the galaxy catalogues. The smoothing procedure was done
as with the real data, and aperture photometry was performed using the coordi-
nates of the Abell clusters as centers (though any random set of points would have
done). For each smoothing length, we noted the average and standard deviation
of the values of L. These are shown on Figure 5. The profiles follow a perfect
power law £ & Remooth>. This should not come as a surprise, since, by construc-
tion, the smoothing filter always has the same weight, and there are always several
objects present inside a smoothing radius (since Rgpooth ~> mean interparticle spac-
ing). Therefore the luminosity £ simply grows as the area of the aperture, which
is proportional to the number of galaxies included in the aperture. The different
amplitudes for the power laws for the north and south are simply due to the differ-
ence in the mean density of the random catalogues, which, by construction, have

the same surface density as the galaxy catalogues.
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5.3 REsuLTS

5.3.1 The Multiplicity Function

We shall use the random profiles discussed in § 5.2.5, and introduce a parameter
f, which represents the overdensity of a cluster compared to the typical profile found
on a random catalogue. Thus, we say that a cluster is detected at overdensity fif
each of its measured luminosities Efl“sm > f ﬁf‘mdm‘, for each value of ¢. If a cluster
is not present on level 7 (i.e. , at the value of Rymooth corresponding to Ly = ¢ in
Table 1), the test is not applied. However, a cluster must be found on at least three

levels to be considered real.

Figure 6 shows the multiplicity function, which we define as the number of
objects detected at overdensity f or greater as a function of f. The solid and dot-
dashed lines are the result for the north and south fields respectively (the meaning
of the symbols will be explained in § 5.3.3). The functions agree reasonably well for
large overdensities (f > 2.0), but diverge for smaller values of f. It should be kept
in mind that each field is referenced against the random profiles generated with the
appropriate density, so that a cluster with f = 2 has a greater number of galaxies
detected in it in the north field than in the south. This is in effect defining a cluster
as a fixed overdensity over the local density of galaxies. Note that the number of
clusters was not corrected for the different areas surveyed in the north and south.
The south field’s area is 29% larger. Such a correction would not show up as a
large effect on Figure 6, and would go in the sense of driving the objective cluster’s

multiplicity functions closer together, and that of the Abell clusters further apart.

The other approach is to reference both fields to the same profile, say the south
random profile. In this case, a cluster with f = 2 has the same number of galaxies
in it in each field. This is shown in Figure 7. Unless stated explicitly, however,

when we write f, we mean the one referenced to each field’s own random profile.

The multiplicity function is seen to be eztremely steep. For values of f > 1.5,
power law fits of the form N(> f) o f~ have indices v = 6.3 for the north field,

and v = 7.0 for the south. This means that the error in the number of clusters
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detected goes as %V- = —uéf. Abell claims an accuracy of 17% in the determination
of the number of galaxies belonging to a cluster. This implies a 120% variation in

the number of clusters detected.

5.3.2 A Catalogue of Objectively Selected Clusters of Galaxies

The procedure followed in § 5.2 yielded a total of 610 positions in the north
field and 820 in the south which were detected at least at three levels. For each of
these, values of f were calculated, and these are the catalogues which were used to

determine the cluster multiplicity function.

We now present part of this data explicitly in Tables 3 and 4. Only those
clusters with a value of f above 1.5 are given, due to considerations of space (and
the fact that most clusters with f < 1.5 are probably too poor to be of interest to
the observer). The full list is available from the author in machine readable format

upon request.

The clusters have been sorted in increasing right ascension, and we have tabu-
lated the positions in 1950 coordinates. These were obtained by transforming the
centroids (in the image frame coordinates) back to the coordinate system of COS-
MOS, then using the coordinate transformation stored in the COSMOS header
block to obtain the right ascensions and declinations. We expect the position to be
good to better that 1 pixel (100”). We also give the values of f for each cluster,
as well as its computed “galaxy flux” (roughly in units of 100 galaxies) for each
smoothing radius. Thus, £(1) corresponds to the first value of Rgmeotn listed in
Table 1. Where no entry is given, the cluster was not detected at that smoothing

radius.

5.3.3 Assessment of the Abell Catalogue

We now turn our attention to the completeness of the Abell catalogue. Because

our cluster finding procedure is not simply an automatic version of Abell’s, we

f

profiles of the Abell clusters, and compare them with the overall population of such

cannot measure Abell’s criteria on our clusters'. We can, however, measure the

1 In fact, only Abell could measure Abell’s criteria on our clusters!
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objects found in the catalogue. The correspondence (or lack thereof) is bound to

be instructive.

We have measured the profiles for each Abell cluster located on the area sur-
veyed. The results are presented in Table 5 for the north field, and in Table 6 for the
south field. The columns successively indicate the Abell cluster number, whether or
not this cluster is included in Abell’s “statistical sample”, the distance and richness
classes of the cluster, and our measured value of f, determined relative to the uni-
form profiles shown on Figure 5. Also tabulated are the 10 profiles £(1)...£(10).
There are 54 Abell clusters located on the regions surveyed in the north, and 31 in

the south.

We first investigate the‘relationship between the Abell distance class (D) and
f. Figures 8 and 9 show the profiles for Abell clusters in the north and south
fields. The squares (and dashed line) indicate the average profile for all clusters
with D = 6,R > 1. The triangles (and dot-dashed line) indicate clusters with
D = 5,R > 1, and finally, the crosses (and dotted line) indicate clusters with
D = 4,R > 1. The random profiles are shown as diamonds and solid line. Note
the difference in slope between the profiles of the clusters and that of the random

profile; this is a manifestation of the cluster-galaxy correlation function.

In the north, there is a good correlation between the distance class and the
location of the profile, in the sense that the more nearby clusters (smaller D) contain
more galaxies in a fixed aperture. Because we are looking at a fired magnitude
interval, the galaxies we sample are intrinsically fainter for nearby clusters. Since
there are many more faint galaxies than bright ones, we expect the profile to move
up in Figure 8, as is observed. In the south field, the correlation breaks down for
distance classes 4 and 5, but there are only two clusters with D = 4, so not too

much should be made of this discrepancy.

Another point to note is that, for a given distance class (say D = 5), the overall
L values are much higher in the north than in the south. If Abell was truly detecting
and classifying the same objects all over the sky, this would not happen. Even if

we subtract off the random profiles (to mimic Abell’s background correction) as in
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Figure 10, there is still an appreciable difference in the number of galaxies which
make up clusters which are assigned the same properties. We conclude that Abell
was unable to accurately follow the procedure he had set out for himself; clusters
with a given richness and distance class are comprised of a significantly different
number of galaxies, even after background subtraction. Of course, the difference in
background density between our two fields is truly outstanding, and may constitute
a worst-case scenario. Also, we do not know what the quality of the plates was
like; a substantial difference in the limiting magnitude between the north and south

fields, for example, could have caused him to err in this manner.

We next examine the correlation between Abell’s richness class (R) and f. Fig-
ure 11 shows the values of f for all Abell clusters in the north field. Clusters have
been segregated into their respective distance classes, because we cannot compare
values of f across distance classes. The size of the symbol is proportional to the
richness class; thus there are 4 size of symbols, from very small (R = 0) to very
large (R = 3). The spread of values of f within a given distance and richness class
(i.e., for clusters with the same parameters) is quite large, obliterating any possible

trend.

We now refer back to Figure 6, which shows the multiplicity function of the
objectively detected clusters in the north and south as the solid and dot-dashed
lines, and that of the Abell clusters in the north and south as the squares and
triangles. Two things become immediately apparent: first, that the multiplicity
functions for the Abell clusters are very different in each field, and second, that
both fields are severely incomplete, in the sense that many more objective clusters

are detected at a given value of f than are found among the Abell catalogue.

The first point may be a reflection that objects with the same physical properties
are not being classified as being identical. If the background correction had been
done properly, for example, the squares on Figure 6 would move towards the left,
possibly bringing the two fields into agreement. Also, the possibility of large scale
structure cannot be excluded, i.e. , there really may be more clusters in the north

field than in the south field. Note also how using the local uniform profile as
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reference (in Figure 7) drives the multiplicity function for the Abell clusters even

further apart.

The second point is more serious. The figure shows that, even if we consider
the most obvious, dense clusters (say f > 2), only a small fraction of those are
recognized by Abell. This point is so important that we summarize the data of

Figure 6 in the following table:

Table 2 Multiplicity Function of Clusters

f N% Nobj N% Nob;
3.00 2 3 1 2
2.75 3 4 2 4
2.50 4 5 2 6
2.25 6 8 4 13
2.00 18 32 9 34
1.75 28 58 14 89
1.50 36 119 22 212

where the subscripts ‘A’ and ‘obj’ denote the Abell and objective clusters, and the
superscripts ‘n’ and ‘s’ denote the north and south fields. The completeness is
worse in the south, where, for f = 2, only 23% of the clusters are common to both

catalogues!

Plates 2 and 3 show the location of the Abell clusters, denoted as circles, super-
posed on the smoothed density field, using the same parameters as for Plate 1 (see
§ 5.2.2). The incompleteness is once again apparent. Curiously, some Abell clusters

do not seem to correspond to any enhancement in the density ﬁeldT!

5.3.4 The Galaxy-Cluster Correlation Function

We present results for the galaxy-cluster angular correlation function, hereafter
denoted wg_q(f) . This quantity is in essence a measure of the average radial

proﬁle]L of the clusters. Measuring wg_q(f) is important for two main reasons:

1 See the top right corner of Plate 2, for example.
{ Having nothing to do with the £ profiles discussed in the previous section!
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firstly, it tells us something about the dynamics of the clusters, and secondly, it
is a quantity necessary in certain theoretical investigations, such as that of the
completeness of the Abell catalogue by Dekel et al. (1989). The best previous
measurement of this quantity is that of Lilje and Efstathiou (1988), which used the
Lick counts. The problems associated with this catalogue have been discussed in

Chapter 2, so we shall not dwell on them further here.

Because the number of galaxies in the catalogue is large, it is possible to get
a robust estimate for wg_(0) even with a small number of clusters (whereas the

cluster-cluster correlation function is very noisy, having only %Ncl(Ncl — 1) pairs).

Figure 12 shows the galaxy-cluster angular correlation function. The squares
represent the values for the north field, and the triangles, the south. The open
symbols are for the sample of clusters having f > 1.5, which is given in Tables 3
and 4. The filled symbols are for the sample with f > 1.9, which contains 39 clusters
in the north and 52 in the south.

The amplitude of wg_(0) is very strong at least to 2°. If the average cluster
is at a redshift of 0.1, this indicates that we are easily detecting the halo of the

clusters out to 10h~! Mpc from the cluster centers.

We fit two power laws to the data, one at small angles (0.025° < 8 < 0.2°),
and one at large angles (0.2° < 8 < 10°). If we express the correlation function as
wg_c(f) =~ 6~7, we find, for the north, ¥ = 0.75 for small angles, and v = 0.83 for
large angles. For the south field, we obtain ¥ = 0.96 for small angles, and v = 1.00

for large angles.

It is unclear how the difference between the filled and unfilled symbols should be
interpreted. If the clusters with f > 1.9 are systematically more distant than those
with f > 1.5, then we would expect the filled symbols to lie to the top and right of
the open symbols in Figure 12, as in the scaling of w(f) for galaxies in Chapter 3.
If the distance-f correlation is weak, however (as this author suspects it is), the
only effect would be to move the filled symbols upwards, i.e. , only a richness effect
is seen. The data seem to favour this latter hypothesis, but a very good fit could

be obtained either way. In any case it is reassuring that both samples show the
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same behaviour; this may indicate that we are detecting fundamentally the same

physical systems at both values of f.

Note the presence of a break at § = 0.2°. This kink is actually predicted by the
standard biased CDM. On Figure 13, we reproduce (with the author’s permission) a
figure taken from the paper of Lilje and Efstathiou (1988), which shows the galaxy-
cluster correlation function expected from a standard CDM model. The absence
of redshifts makes it difficult to make quantitative comparisons with this model;
however, the correspondence in the shapes of the models to our measurements is
almost unbelievably good. In particular, if we make the gross assumption that all
clusters are at a redshift of 0.1, both features, the bend at 0.5h~1 Mpc and the bend
at 1.5h~! Mpc are observed.

This is remarkable, but unfortunately is not a very strong test of CDM, which
reproduces the power spectrum on small scales quite well, but has problems on

larger scales.
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5.4 CONCLUSION

From a highly uniform catalogue of galaxies, we have compiled a sample of
clusters of galaxies using an objective algorithm. We believe this catalogue to be
suitable for statistical analyses. Its main deficiency is its small size, and lack of a
distance indicator. We are working on obtaining redshifts for these clusters. with

which we will attempt to measure the spatial correlation function £(r) for clusters.

An analysis of the multiplicity function makes it seem unlikely that we can
obtain more reliable catalogues than this one using only 2-d information. A severe
limitation at present is the limited dynamic range of the catalogue, rendering the

magnitude information virtually useless.

Comparison of this objectively selected catalogue of clusters of galaxies with that
of Abell’s reveals flaws in the Abell catalogue which render the previous statistical
work on it suspect. In particular, clusters belonging to the same distance and
richness classes have a large dispersion of f values. It is also shown that Abell did

not do his background correction sufficiently accurately.

The choice of whether to use a local or global background correction is unclear.
We prefer using the local background because i) it yields multiplicity function which
agree, so don’t have to invoke amazing large-scale structure, and i) we know that
the universe really composed of clusters superposed on a uniform field, and so the
local background may be more robust (it is easy to imagine how a background
“sheet” of galaxy might cause an algorithm which uses global subtraction to detect

a great number of small, spurious enhancements as clusters).

The lack of redshifts for our clusters prevents a detailed comparison of our
measurement of wg_q(#) with theory. Qualitatively, however, CDM is able to
produce the observed shape of wg_.(0) quite accurately. Assuming reasonable
redshifts for our clusters (z > 0.1), the clusters are easily detected out to radial
distances of 152~ Mpc.
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Figure 1.

Figure 2.

Figure 3.

Figure 4.

Figure 5.

Figure 6.

201

FIGURE CAPTIONS

An overlay of the objects in a small region (5000” on a side) is shown to
demonstrate the smoothing procedure. The region is from Field 681, and
contains the two Abell clusters Abell 68 and Abell 73.

The test region, smoothed according to the procedure described in the text
with Rsmooth = 300”. The black regions are those of high intensity, or equiv-

alently, large galaxy density. Note how the two clusters easily stand out.

As in Figure 2, but with Rgpo0tn = 600”. This scale is a better match to these

clusters’ redshifts, hence they become even more apparent.

A histogram of the number of pixels having the values given on the abscissa
for the smoothed images used to detect clusters, as in Plates 2 and 3. The
value Rgmooth = 420" was used. The curve with the highest peak is for the
north field.

The profiles obtained when our profile procedure is followed on catalogues con-
taining randomly distributed points. The random catalogues are constructed
with the same surface density of objects as the actual galaxy catalogues, ex-
plaining the difference between the triangles and squares, which were com-
puted for the north and south fields. The error bars shown are the standard
deviations obtained from the ensemble of test positions at each smoothing

radius.

The multiplicity function for clusters of galaxies is presented as a function of
the overdensity parameter f computed using the local mean density of galax-
ies. The solid and dot-dashed lines are for the objectively selected clusters for
the north and south field respectively. The squares and triangles indicate the
Abell clusters present in the north and south fields. The multiplicity function
of the objective clusters agree reasonably well, at least for rich (large value of
f) clusters. Note the marked incompleteness of the Abell clusters compared

to the objective ones at all values of f less than about 2.5.



Figure 7.

Figure 8.

Figure 9.

Figure 10.

Figure 11.
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Same as in Figure 6, but this time computing the overdensity parameter f

with respect to the mean density observed in the south field.

We show the profiles for Abell clusters in the north field segregated into dis-
tance classes. Only the richness R > 1 (statistical sample) are included. The
crosses are for distance class D = 4 clusters, the triangles for D = 5 and the
squares for D = 6. The diamonds and solid lines indicate the profile derived
from a catalogue of randomly distributed objects with the same overall mean
density as the north field. Note the systematic difference in slopes between
this reference profile and the clusters’ profiles, due to the strong galaxy-cluster

correlation function.
As in Figure 8, but for the south field.

Profiles measured for the north (solid lines) and south (dot-dashed lines) for
Abell clusters of Distance classes D = 5 (triangles) and D = 6 (squares). The
profiles shown are for the average of the clusters with the given distance classes
and richness R > 1, from which we have subtracted the relevant background
profile (the solid lines in Figures 8 and 9.) Note how different the profiles
are, which indicate lack of homogeneitey of the Abell clusters within a given

distance class.

We plot the measured values of f (explained in the text) for Abell clusters in
the north field. The clusters are ordered on the abscissa by value of distance
class D. Within each distance class, the objects with varying richness are
represented by the size of the symbol, from R = 0 (very small symbol) to
R = 3 (largest symbol). The correlation between the size of the symbol
(within a given distance class) and its f value is very poor. The scatter is also

very large, indicating a lack of reliability in the assignment of richness classes.
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Figure 12. We plot the galaxy-cluster angular correlation function measured in the north
(squares) and south (triangles). This was calculated for two sample of clusters.
Very overdense clusters (f > 1.9) are shown as filled symbols, and less dense
(but more numerous) clusters (f > 1.5) are shown with the open symbols.
The lack of a clear scaling relation indicates that f is a very poor distance
indicator. The shape of wg_q(8) is remarkably similar to that predicted by
the standard CDM model.

Figure 13. The predicted cluster-galaxy correlation function from a standard CDM sim-

ulation. Figure reproduced with the kind permission of the author.
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5.6 PrLATE CAPTIONS

Plate 1. The frontiscpiece of this thesis, showing a greyscale representation of the p
surfaces for both fields. The top panel is the north field, the lower panel the
south. East is towards the bottom, and north towards the left. The fields
were smoothed using Rsmooth = 420", and galaxies in the magnitude range

17.5 < r < 18.5 were used. The lookup table is the same for both fields.

Plate 2. Same as Plate 1, but showing only the north field. The orientation is as in
Plate 1. We have superposed the position of the Abell clusters on the density
map. Note how some clusters are on very weak density enhancement, and

how many bright “hot spots” are not included in the Abell catalogue.

Plate 3. Same as Plate 2, but for the south field.
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Figure 11.
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Figure 13.
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6. Conclusion
6.1 WHAT HAs BEEN ACHIEVED...

We have compiled a highly uniform catalogue of galaxies from COSMOS scans
of POSS-II plates. The surveys covers an area of 386 square degrees, and covers
150,000 galaxies in the magnitude range 16.5 < r < 19.0. The survey is divided

into two regions, north and south galactic hemispheres.

The magnitude scale of each plate was brought to a common system using
extensive CCD photometry, obviating the need for using the overlap regions in the
calibration process. These overlaps were used to test the matching procedure, and
it is found that systematic field effects may cause difficulty in the calibration of

large surveys relying mostly on overlaps.

The procedure for separating stars and galaxies is completely objective. Visual

tests indicate a 94% completeness of galaxies.

We have measured the angular correlation function of galaxies w(#). The south
field exhibits more power on large scales than the north field. We have performed
several tests to determine the effect of possible systematic errors between the two
fields and do not find any sufficiently large to account for the south field’s excess
power. Both fields are incompatible with the prediction of CDM. The north field
is in good agreement with the results of the APM survey. Since the APM survey’s
CCD coverage is sparse, the agreement between the two surveys lends credibility to

their result. The disagreement for the south field is not understood.

The number counts of galaxies in the two fields are substantially different. Sev-
eral tests have been performed to make sure that the effect is not the result of a
systematic error in zero point of the magnitude system or due to extinction or ob-
scuration. Field 449, which contains the 6 Abell clusters which define the Corona
Borealis supercluster has the highest density of galaxies of any plate; however, this

supercluster itself cannot be responsible for the large difference in density between

the north and south fields.
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We put forward a toy model to determine the extent of the structure causing
the over-density in the north (or under-density in the south). This model assumes a
reasonable luminosity function and places the structure at a distance of 200h~! Mpc.

The natural scale for the structure is 50A~! Mpc.

We have developed an objective algorithm for detecting clusters of galaxies
from our galaxy catalogue. The algorithm is based on fixed overdensities at varying
anguiar scales, and is well-suited to detecting clusters over a large range of redshifts.
We present a catalogue of clusters based on this algorithm, using an overdensity
threshold obtained from comparing the cluster’s densities to each field’s overall

background density.

The results are very sensitive on the choice of background density. The multi-
plicity function of the objective clusters agree well when referenced to each field’s
background density, but disagree sharply when referenced to the overall mean den-

sity of the survey.

The objective catalogue is compared with that of Abell’s. Poor agreement is
found between the two catalogues. It is not possible to choose a set of parameters

in our catalogue which reproduces Abell’s catalogue well.

The measurement of the galaxy-cluster correlation function wy_(8) is in good
qualitative agreement with predictions of CDM, but more detailed comparisons with

theory must wait for the acquisition of redshifts for a large fraction of the clusters.
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6.2 WHAaT IT ALL MEANS...

The primary scientific results of this thesis are as follows. The power measured
via w(0) confirms the result of Maddox et al. (1989) and spells doom for standard
CDM model.

Further, the large difference in number counts in the two fields allows us to

place a point on the mass spectrum, as shown below:

Figure 1.
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This figure is taken from Blumenthal et al. (1988), and shows the spectrum of
density fluctuations in several CDM models. The “standard” model is represented
by the short-dashed line. The authors adopt A = 0.5. We have added the solid
dot at the location corresponding to 25k~ Mpc (for & = 0.5) and at amplitude
of M/M = 1.3, which we obtain from our number counts assuming the scale in
question is roughly 25k~ Mpc (remember the total diameter of the structure indi-

cated in Chapter 4 was 50h~! Mpc), and we have assumed that the fluctuations in
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the number of galaxies trace the fluctuations in the mass, which should be quite a

reasonable assumption.
The figure speaks for itself.

It is entirely possible (in fact probable, if one takes the results of Maddox et al.
1989 at face value) that the difference in our two fields is an extremely rare event.
The ordinate in the figure above is the rms value of the mass fluctuations. Clearly,
it behooves us to obtain data in more fields to ascertain the significance of these

observations.

And finally, the availability of objective catalogues of galaxies and clusters of
galaxies will make it easier to compare theory with observations, by enabling the
theorist to apply exactly the same selection effects to his model which face the

observer in the real universe.
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6.3 AND WHAT REMAINS TO BE DONE

I would not be a true observational astronomer if I did not say that more and

better data are needed. The cliché may be stale, yet it is nevertheless true.

The techniques for generating galaxy catalogues are now very good, and will
in fact continue to improve as the amount of available computer power allows us
to use more refined algorithms to perform image classification. What we need to
do now is to improve the raw data. The first step, of course, would be to simply
continue the present program over the whole sky. We suggest that all photographic
surveys be accompanied by mandatory CCD surveys to calibrate the plates. This

would enormously enhance the scientific value of these surveys.

The usable magnitude range of photographic surveys is small. This can be
remedied in two ways. First, we might couple the present catalogues to ones derived
from 4m prime focus plates to yield the desired dynamic range. The constraints on

telescope time render this alternative unlikely, however.

The next generation of all sky transit surveys, planned to begin in the next
few years, will go a long way towards solving these problems. The great stability
of CCD detectors, and their enhanced dynamic range, will yield deeper and more
uniform surveys. I am jubilant at the thought of Terabytes of raw data needing to

be crunched. ..

A program is already under way to obtain redshifts for as many of the objective
clusters as possible. These will yield insight into the physical properties of the ob-
jects found by our algorithm (in particular, we would like to know which fraction of
the objects are just chance projection of galaxies and are not physically associated)

and may allow us to determine the cluster-cluster correlation function once and for

all.

The galaxy catalogue may serve as the basis for a complete redshift survey (a
deeper “slice of the universe”), or be used to investigate internal cluster dynamics

through the use of multi-object spectrographs, such as the Norris spectrograph.
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Soon, we will have a cluster catalogue from ROSAT. This catalogue should be
essentially free from contamination effects due to projection. Comparison of such
a catalogue with ours may yield insight as to which objects are real, and how well

one can define clusters from 2D surveys.

It is becoming apparent that we have taken the two point correlation function
to its limits. This statistic was made popular by Groth and Peebles’ (1977) analysis
of the Lick counts, and has been a standard tool for the cosmologist ever since.
Its main virtue is that it is easy to compute, but advances in computer technology
have rendered this reason obsolete. Obviously, describing the entire 2-D or 3-D
distribution of a set of points using a slope and an amplitude is a gross simplification.
I think we will see emerge in this decade better statistical tests for comparing
observations to theoretical models. Work has already begun in applying the genus
statistic of Park and Gott (1990) to our catalogue. We are currently also applying
void probability statistics, and counts in cells (Quashnock and Picard 1991), which

contain information on all order correlation terms.

The results contained in this thesis and elsewhere constitute a challenge to the
observers, to keep mapping the universe in search of perhaps yet larger structures,
or to determine on what scales the universe finally does become homogeneous. They
are also a challenge to the theorists, who must now revise their models to account

for these observations.

This will indeed be a busy decade for cosmologists...
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