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ABSTRACT

Measurements have been made of the cross-sections for
neutral meson photoproduction from protons at angles in the forward
hemisphere for photon energies near 911, 1182, and 1390 MeV. The
experimental method consists of detecting the decay gamma-rays of
the neutral meson in two pb-glass total absorption Cerenkov counters.
The results agree very well with the existing data where the same
points have been measured,

The striking feature of the angular distributions at 1182 and
1399 MeV is the small 0° cross-section and the peak near 30° to 40°
in the CMS. Using as a model for the cross-section calculation a

vector meson X° exchange plus background, we find the product

YZXNN

= 788 MeV. Fits
47

P (X°->4°+9) x

~ 1,8 iO.Z‘MeV for MX

made without the vector me son pole are not inconsistent with a

resonance model for the cross-section.
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I. INTRODUCTION

Measurements made by Talman et al, (1) of the photopro-~
duct:ion cross-sections for 7~ mesons at photon energy neaf 1160
MeV show that above the third resonance the cross-section is very
similar to that expected from a neutral vector meson pole. They
were able to fit their angular distribution using mainly the exchange

term represented by the Feynman diagram below,

\

\\ 'ﬂ'o N

\
o
2
r x5 w4+ v P S YXONN-
Y N

where a neutral meson of spin 1 is exchanged. The cross-section
when computed using just this diagram has the feature that it is zero
at 0° and rises proportional to sin'2 8 for small angles to a maximum,
then finally falls off at backward angles. In addition, the location of
the pole in the unphysical region moves closef to 0° as the photon
energy increases causing the maximum in the cross-section to grow
larger and move closer towards 0°, Atk = 1160 MeV one should
also expect substantial contributions to the cross-section from the
third nucleon resonance at k = 1050 MeV in addition to general back~
ground. Moravcsik(z) has given a prescription (described in text of
thesis) for extracting the coupling constants from the angular distri-
bution when sources in addition to the pole term are contributing to

the cross-section. Talman(lo) used this method to find the product
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szoNN
4m
meson was set equal to 780 MeV. The width T(w’ - ™ + Y} is now

o
known to be 1.1 MeV and the best estimate of —-—c—o&—ﬂlg—l}l- is ~3, hence

o
one should expect the product I‘(Xo—r a° + v) x ——%;Tlilj- to be somewhat

F(x®>a+ 9y x = 0.5 % 0.1 MeV when the mass of the X°

larger than Talman's result if the exchange term is present and if the
exchange particlle is an w®. However, the measurements by Talman
are not sufficiently accurate to make the long extrapolation to the pole
at cos 6 = 1,81 with much confidence. Clearly more precise measure-
ments of the cross-section at 1000 MeV and higher energies would be
necessary in order to see if the vector meson exchange term is present
in the cross-section.

It should also be pointed out that any ofthe other vector meson
reéonances of mass comparable to the w® may be the exchange particle.
An obvious possibility is the isovector p meson. To decide between
the isoscalar w® and the isovector one could exploit the difference in
their isospins. The amplitudes for photoproducing a 7° meson from
a neutron and from a proton are equal when the isoscalar meson is
exchanged, whereas the amplitudes are equal but of opposite sign,
when an isbvector meson is exchanged. To measure the photopro-
duction cross-section for the free neutron requires measuring the

two reactions o
(A) ytp>pt

(B) y+d-d+ 7°
and then performing a subtraction. Clearly, both reactions must be
measured accurately in order to obtain statistically significant

results for the neutron cross-sections.
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The author and C. R. Clinesmith undertook the task of
measuring rea(‘;tions (A) and (B) using the same technique as Talman
et al.(l) Improvements in the CalTech Synchrotron photon beam
intensity and electronic circuit design permitted more rapid accumu-
lation of data with the result that the statistical accuracy of the
measured points should be much better than in previous measure-
ments. Also, the increase in the maximum energy of the
bremsstrahlung beam of the Synchrotron made possible measure-=
ments of the reactions (A) and (B) at higher energy. In this thesis
the cross-sections for the reaction y+ p-»p + 7 are presented,
while in C. R. Clinesmith'!s thesis the cross-sections for the re-
actiony + d=d + 7° and Y +n -n-t 7> are given.

The purposes of the experiment can be summarized.

(1) Repeat with improved statistics the measurements of the 7
meson photoproduction cross-section‘for hydrogen made by
Talman (10) at photon energies of 900 MeV and 1150 MeV,

(2) Measure the 7° meson photoproduction cross-sections for
hydrogen and deuterium at energies ranging from 900 MeV
to the maximum energy of the CalTech Synchrotron, i.e., about
1500 MeV.

(3) Extract the 7° meson photoproduction cross-sections for the
neutron, |

(4) Unfold the photon energy dependence of the 7° meson photo-

production cross-section for the proton.
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II. METHOD

A, Detection

To measure the 7° meson photoproduction cross-section for
the reaction ¥y + p-»p + 7 a liquid hydrogen target of cross-section~-
al density 1, 17 g/cmz was placed in the photon beam of the CalTech
Synchrotrbn (Figure Al, Page 6). The emerging #° mesons decay
very rapidly into two gamma rays which are detected by two energy
sensitive Pb-glass total absorption Cerenkov counters, These
counters have é,n output proportional to the energy of the gamma ray
and an energy resolution given by ¢(MeV) = 65 \’l Y (BeV). The two
counters were placed one above the other (Figure 1) on a trolley
which could be rolled on tracks to the various m_ meson laboratory
production anglés Gw desired. The energy of the 7" meson ETr is
computed by summing the two gamma ray energies E}’ and E%’
measured in the \éerenkov counters, Since the reaction is a two
body process all the necessary kinematic parameters can be de-
termined from the total labofatory energy E_ﬂ_ and production angle
91‘_ of the n°. A list of the kinematics parameters is contained in
Table 1, page 30.

Since photons of all energies up to the endpoint energy (Eo)
of the bremsstrahlung spéctrum are present in the synchrotron
photon beam, the energy or energy spread of the photons initiating
the reaction fnust be determined from the acceptance parameters of
the detection equipment. The upper end of the photon energy range
is fixed by the endpoint energy of the bremsstrahlung beam. The

lower end is set by using kinematic properties of the T decay.
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When viewed in the laboratory frame the directions of the two decay
gamma-rays from a n° of energy E'rr form an opening angle @ which
is always greater than a minimum value .@ = 2 sin_l —;—Ilw- . At the
minimum opening angle the decay is symmetric i, e,, eacTIrl gamma. -
ray makes an angle»@min/z with the direction of the decaying 7°. The
angle subtended by the outside edges of the apertures of the two
Eerenkov counters as viewed from the target corresponds to the
minimum opcniﬁg angle for some w° energy E:lin. This is thé
lowest energy #° which is detectable for the counter positions since
7°'s of lower energy would produce gamma-rays with larger opening
angles. This cutoff in 7° meson energy corresponds to a cutoff in
photon energy. The photon energy range is fixed to be kmin <k <
EO where kmin is set low enough to obtain a reasonable counting
rate (see Figure 4, page 14).
For this experiment the three photon energy ranges selected
were:
700 <k < 1073 MeV
960 <k <1308 MeV:
1145 <k < 1513 MeV.
The combined effects of the detailed structure of the bremsstrahlung
beam spectrum near its endpoint energy and the low probability of
detecting oS produced by photonbs néar kmin’ result in a photon
energy response (Figure 3(b), page 13) which has an effective full

width at half maximum of about 200 MeV. The average photon

energies and effective photon energy ranges were:



k Range
911 MeV 811 < k < 1011 MeV
1182 MeV 1082 < k < 1282 MeV
1390 MeV 1290 < k < 1490 MeV.

At each of these energies counting rates were measured at center of
mass angles ranging from 0° to 900. .

The Gerenkov counters (see Appendix B) are sensitive to
all particles radiating éerenkov light, but since particles other than
electrons and gamma-=-rays do not initiate electromagnetic showers
readily, they produce small output pulses. To veto this background
of charged particles a two-counter telescope consisting of scintil-
lators (called Sl and SZ) was placed in front of each counter. The
material in the scintillators and the paraffin absorber between them
helped to keep the coincidence rates between Sl and SZ. moderate hy
1l.) absorbing the large flux of low energy electrons and gamma-rays
present and 2.) eliminating low energy neutrons by absorbing their
knock-on protons. In addition, two scintillators were placed between
the two \éerenkov counters to veto vertical moving cosmic rays.

The Cerenkov counters were placed at a nominal distance
of 280cm from the hydrogen target. The apertures were built in the
lead shielding wall surrounding the é/erenkov counters and varied in
size from 15 to 18 cm wide by 13 to 20 cm high, while the target-
aperture disfance yaried from 210 to 380 cm. The angular resolu-
tion was about 4 to 5 degrees full width at half maximum in the center of

mass angle (see Figure 5, page 15), The glass blocks used in the
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Cerenkov counters were 36 cm by 36 c¢cm in frontal area and 30 cm
(about 12 radiation lengths) deep.

The electron logic is shown in Figure 2. A pulse from the
Eerenkov counter corresponding to a y-ray with energy greater than
a cutoff level (100 - 200 MeV), unaccompanied by a charged particle
or cosmic ray signal is called a y-ray. A y-ray from eaéh of the
two Cerenkov counters is called a 7° trigger. The full width at half
maximum of the delay curve for the y-ray coincidence circuit was
12 ns. The 7° trigger initiates pulse height analysis of the two
Cerenkov pulses into a two=dimensional array with coordinates Ely
and Ezy (the energies of the two decay gamma-~rays). The energy of
the detected 7° is E“_ = El'y + Ezy,‘ hence all events in the region
EIY + EZY > E:Tnin are in the first analysis pions produced for
kmin< k < EO. Those events in the region Ely + Ez'y < EI:in can

be attributed mostly to the interaction Yy + A=A+ Z-n-o.

B. Cross-section Calculation

To convert the counting rates to a cross-section, one works
‘backwards and determines the counting rate expected for the energy
and angular acceptance .of the counters. For a given configuration of
the counters and endpoint energy of the bremsstrahlung beam (Eo)
the number of 7° mesons detected n(E_n_)' having laboratory energy
between E_and E_+ dE_in the solid angle d is given by (" implies
quantity rﬁeasured in center of mass system)-

£ :
n(E ) dE_ = o(6") S2 Y(E) N (0 55 &L aE
, - M
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where:
J :
0’(9:') = differential cross-section in center of mass.
x®
g—% = transformation of solid angle.

Y(En') = effective solid angle seen by n° of energy E'n'

in the laboratory frame,

N‘(k)dk = % B(ﬁ) dk = number of equivalent quanta in
the photon energy range k to k + dk, where
k=we_.

%—-— “f-r.iémr‘nber of protons per unit cross-sectional

P

area of the target.

For a given range of acceptance El < E'n' < EZ we find the count-

ing rate is
E

2
CR = f n(E_n_)dETr.

Ey

Here E, is the energy of the n° produced from the photon with energy
k= Eo and E, is the energy of the a° which decays with a minimum
opening angle subtended by the outer edges of the two E counters.,

If we assume that the cross-section is a constant in the
region of the integration then we can write CR = 0-(9*) 1 where 1 is

| o
called the efficiency. The counting rate is measured in T esers mglsgns

% . o ‘ -rro mesons
and ¢(6 ) has the units pbanns, hence the efficiency 1 is-m .

For this éxpériment a BIP (Beam Integrated Pulse) = 1,097 x 10]‘3
MeV of photons or l'EO:C)? X 10]'3 equivalent quanta (Eo = endpoint
o .

energy (MeV) of bremsstrahlung beam),
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The factor Y(Eﬂ_) which appears .in the computation of n is
the effective detection solid angle which the decaying =° of energy
'E_n_ and production angle 6“_ sees due to the size and position of the
apertures of the two gamma-ray detectors. Y(Eﬂ) is a function of
the dynamics of the two decay gamma-rays and the geometry of the
detectors. Talman(lo) has produced an approximate analytic ex~-
pression for Y(En-) which yields results for 7n which are useful for
rapid cémputation (see Appendix D). Cline smith(4) has developed a
Monte Carlo calculation for n which in effect performs the experi-
ment in 2 computer. The results from the latter program are, of
course, statistical in nature. However, a method of using both the
Talman and Monte Carlo results to obtain efficiencies good to about
1% is described in Appendix D,

Figure 3 is useful in describing the results of the detection
efficiency calculation, Figure 3 (a) shows the high energy end of the
brems strahlung spectrum with the photon energy cutoff shown.

In Figure 3 (b) the photon energy resolution - about 200 MeV wide -
is shown, its shape being determined mainly by the effective solid
angle Y(E'n')' . Figure 3 (c) is the C counter resolution and Figure 3 (d)
is the ° energy spectrum expected in the o counters, This is ob-
tained by smearing the photon resolution Figure 3 (b) with the counter
resolution Figure 3 (c). |

’I"herefficiency N is a very strong function of the photon
cutoff as shown in Figure 4, In order to have a reasonable counting

rate a large range of photon energies must be used, The angular
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resolution is, however, quite narrow as shown in Figure 5, Typically
the full width at half maximum was 4 to 5 degrees in the center of
mass system.,

C. Data Analysis

The analysis of the data proceeded from the output of a
two-dimensional Nuclear Data pulse height analyzer. These data were
in the form of a two-dimensional matrix, 32 channels on a side, One
coordinate represents the energy of one decay gamma ray, the other
represents the coincident gamma -ray.

Figures 6 -9 show the 7 energy spectrum in various stages
of analysis, In Figure 6 the matrix output of the two-dimensional
analyzer is shown for a foregroun& run at §_= 22° (Lab.) and
k = 1182 MeV. The two inputs of the analyzer are calibrated to have
roughly the same energy scale, in this example each channel is about
45 MeV wide. To obtain the sum spectrum ('n'o energy) one adds the
counts along a diagonal as shown., The 7° events are in the region
above the dashed line and a valley can be seen to separate these
events from the huge 7° pair background. From this matrix one can
also see that the events gather near the main diagonal of the matrix
where the symmetrical &ecays reside.

Figure 7 shows the ;ro energy ‘spectrum obtained by summing
along diagonals of the matrix in Figure 6. The total number of
triggers was 919. The main features of the spectrum are:

(1) a valley at channel 18-19 which lies at about 850 MeV

(2) a huge background below this valley, due mainly to ™ pairs, which
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is cut off at the low energy end by the energy discrimination
on single y-rays
(3) a peak above the valley which contains 7° mesons.

The second stage of analysis involves an energy calibration
of the original matrix, assuming we know the calibration exactly.

We then obtain a second matrix using 20 or 25 MeV bin widths. The
narrower bins result from interpolatioh and do not contain any resolu-
tion information not coptained in the original wide bins. If we sum
the diagonals of this matrix we get the energy spectrum shown as the
solid histogram in Figure 8. Just the spectrum above 350 MeV is
shown so that tﬁe low energy cutoff cannot be seen. The calibration
has been adjusted so that the mean energy of the events above the
valley (called x° events) is the same as the computed value for a flat
cross-section. The geometric cutoff, including smearing due to
counter resolution, should be at 825 MeV.

The dashed histogram is the sum of accidentals and empty
target runs for the same amount of photon beam. The background has
the same general character at low energy as the full tar‘get spectrum-
without the large w° peak. For this example there are 32 7° triggers
from the empty target r@s and 11 7° triggers due to accidental co-
incidences. There is roughly 0.05 - 0. 10 grams of material due
to the mylar‘end caps on the tafget and the air path in the photon
beam during empty runs, compared to about 1. 25 grams during full
target runs so the 32 empty target versus 413 foreground 7° events is

reasonable. The fact that the below cutoif events for foreground and
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background are not in the same ratio as above can probably be ex-
plained by differénces in coherent 7° pairand'single 7 production
in the mylar end caps and air. Also, 7 pairs prodp.ced in the air
close to the counters have a larger efficiency of detection than single
T1s produced at the same spot. |

Other foreground runs .at this same angle are added to
produce the background subtracted spectrum shown in Figure 9. Heré
the =° spectrum computed by the Monte Carlo efficiency is shown for
comparison. The error bars on the Monte Carlo calculation are not
shown on the figure but are purely statistical.

The fit is excellent at all places except near the cutoff. At
cutoff the background subtracted spectrum does not quite vanish and
near the cutoff the measured spectrum appears to be significantly
higher implying either the cross-section is in a region of rapid change
or we are seeing the effects of 7° pair production. The latter is the
more likely case.

Since one purpose in this cxperiment was to unfold the photon
energy dependence of the 7° photoproduction cross-sections, we must
know the 7° energy spectrum very well. In order to calibrate the ¢
counters, the following séheme wa.s used.

| The é counters were calibrated in a monoenergetic electron
beam whose energy calibration was know to about 2%. To check the
energy calibration on a daily basis, it was decided to use the 50%
point in the integrated spectrum (called the peak) of cosmic rays

Y4
measured by the C counters. This was done whenever the experi-
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ment was not being run. From the electron beam measurements

the cosmic rayipeak was found to be equivalent to a 220 MeV electron.
Using this energy equivalent and the location of the peak, the daily
energy calibration for the two-dimensional matrix could be determin-
ed. Unfortunately, the energy calibration did not remain constant
from day to day, but fluctuated by as much as 5% in an unexplained
way. With this variation in the measured energy calibration un-
folding the energy dependence of the cross~section would be quite
undependable,

To test the absolute energy calibration the measured w°
spectra were uscd, The energy spectra expected for the 7°'s at the
various angles and energies were computed using a flat cross-section.
The mean energy of the measured 7° spectrum was compared with
that of the computed a° spectru.rn.‘ This was done for all the fore-
ground runs in the experiment and the best value for the cosmic
ray energy calibration on each day was chosen, This value was
generally different from that derived from the daily cosmic ray
distribution and the monoenergetic electron beam., There was an
average systematic error corresponding to about a 2% shift in the
™ energy scale with 2% fluctuations. The systematic shift could be
easﬂy compensated for, but the 2% fluctuation ruired any hope of
making an energy calibrationv using the T energy spectra themselves.,
This can be seen by computing the shift in the mean energy of the #°
enei'gy spectrum as a function of the slope in the cross-section,

Clearly the slope must be great enough to cause a shift in En‘ greater
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‘than the uncertainty in —E-Tr.

We fold a cross-section of the form

c=A+B(E_-E)

into the flat cross-section 7° spectrum and find the chénge in the
mean of this distribution. It is found to be displaced by
= BI‘2

AE = ——..
™ a

where I‘z = second moment of the energy spectrum, For this experi-
ment ¢ ~-1pband I 270 MeV, The error in the calibration is given
above as 2% or 20 MeV at 1000 MeV so the slope in the cross=~section

must be

AE -o¢
B > —11’1-2_— = 0.4 pb/100 MeV
However, slopes of only 0.1 pb to 0.3 ub i)er 100 MeV were observed:
in the measured cross-sections,

It appears unfolding would not work for two interconnected
reasons. First, the calibration could not be measured in an abso-
lute way without reservation. Second, any attempts to glean the
calibration from the data would negate any-attempts at unfolding
because the uncertainties in the energy calibration of the spectra
would mask the energy dependence of the cross-section.

It is interesting to note that even if the calibration were
known exactly » we would have Been limited ultimately by counting
sté.tistics. For 1000 counts in a spectrum (our spectra had between

200-800 counts) one knows that the mean is measured only to within
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_ E
A E = LU
T N1000'

equivalent to a slope in the cross section of about 0.5 ub/100 MeV

or AEW ~ 30 MeV at E'n' = 1000 MeV. This is

(from formula above).

A program prepared before data was available was used to
check these conclusions. The output of this program was a poly-
nomial fit to o(k). This proceeded as follows:

1. Adjust the energy calibration to make the mean energy

of the measured 7° energy spectrum the same as that of

the computed 7° energy spectrum noting the required

calibration parameters.
2. Fit the measured 7° energy spectrum to a cross~section
of the form o(k) = A + B (E-n- - En_).
3. Recompute the expected 7° energy spectrum using this
cross-section and readjust the 'Eu_ of the measured spectrum,
4. Fit again expecting B to be zero.
The results were:
a. The energy calibration is known to * 2% corresponding to

an error of about 20 MeV in En' .

b. B has an error equal in magnitude to itself, consequently
when iteration is performed B does not change.

An example of this result can be seen by trying to fit the
spectrum in Figure 9. Two kinds of photon energy fits are made to
this partiéulér 7° energy spectrum.First, the cross~section is

expanded in a power series of the form
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where f)“ is the average energy in the 7° spectrum. In the fit the
flat cross~-section efficiency is modified by the energy dependence of
o(k). A fit is first made with only Ao. This gives the average cross-
section for the photon energy range being measured but has the ad-
vantage that the structure of the measured- w° spectrum is being used -
rather than just the number of 7°'s. contained in it. AO always
agreed very well with the average cross-section computed by dividing
the 7 counting rate by the efficiency 17; therefore the later numbers
(which are more convenient to calculate) are used in our cross-section
results. A fit is next made letting N = 1 from which the slope of the
cross-section is found. Unfortunately the results are sufficiently
uncertain to negate any need far including higher powers of
(Ev -E )

The second type of fit is referred to as "bin" fitting., In
this method the photon energy range is cut ﬁp into intervals in which
the cross-section is taken té be flat. Two fits were made, one used
one bin, the other used two bins. |

Results for both the polynomial and "bin' fitting are given
in the table féllowing. A second series of fits is attempted replacing
the flat cross-section used in the first set of fits by the cross-section

found in the first polynomial fit.
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Energy Fits to Cross~-section

Polynomial Fit

A_(pb) | A (pb/100 MeV)
1. 56 (x 0.07) 0
1.56 (% 0.07) 1.91 (% 2.00)

1.56 + 1.91(E_-E)

T T
1.56 (*0.07) 0
1.56 (% 0.07) 1.91 (x 2. 10)

Bin Fit

Bin 1 Bin 2 (higher k)

 1.56 (£ 0.,07)

0.15 (£ 0.08) 2.37 (£0. 14)
1.56 + 1.91(E_ - E)
w ™
1.56 (£ 0.07)
0.28 (& 0.09) 2,30 (£0.14)

2
P(x")
0.49
0.50

0.46
0.46

0.49

0.46
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oI, RESULTS

Threc angular distributions were measured and are plotted
in Figures 10, 1l and 12. The kinematic parameters for these distri-
butions are given in Table l. Each angular distribution is the average
over a photon energy interval of about 200 MeV centered on the mean
photon energy k given for each curve. The points are plotted for the
average acceptance angle of the counter apertures and were set at
about 10° intervals in the CMS except at the zero degree setting where
the average center of mass angle was near 3. 5°. The Table Gl
contained in Appendix G gives the counting rate data. Table 2 gives
the cross-sections as well as the efficiencies used to compute them.

The k given for a particular angular distribution is the
average of those computed at the various angles in the angular distri-
bution. Again it should be noted that the cross-section reported is
an average over a large interval of about 200 MeV so that a 10 MeV
variation in the central photon energy as a function of center of mass
angle is insignificant. From Figure 3({b) one can see how the photon
resolution function weights the photons in the acceptance interval.

Plotted with the ‘re sults of this experiment are data from
sevefal sources. Some of these other data are used to compare with
our results while the rest are used to help fill out the backward angles
where our.method is not useful. The data which can be compared

{10)

directly are those of Talman taken with the same equipment at

roughly the same photon energy intervals, and recent data of
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Brannschweig et al. 9 from I—Iambur\g. The agreement with Talman's
data is excelleﬁt except at k = 911 MeV where large error bars on
his data prohibit careful scrutiny. The Hamburg data at k = 1360 MeV
agree reasonably well with the results of our data at k = 1390 MeV.
The results of Diebold(s), Alvarez et al, (7), and the preliminary
results of Wolverton(é) have higher resolution than this experiment. .
Their measured cross-sections are assumed to be correct and are
folded into our efficiency calculation to obtain the counting rate
(C.R.), which we would have measured. The cross-section is then
computed in the normal way o = C.R./n. This value of the cross-
sectiqn is plotted on our graphs for comparisdri. We agree well with
Diebold but find some disagreement with Alvarez et al. at 90° for
k = 1390 MeV. For completeness the value of the cross-section at
the average photon energy is plotted when it differs significantly
from the value with this experiment's resolution folded in. This
condition exists only at 60° and 120° for K = 911 MeV where the
differential cross-section, as measured by Diebold, has local
minima. Details concerning corrections to the measured cross-
 sections due to curvature in (0, k) are given in Appendix D, part c,
page 83.

| The errors shown on the graphs are due to the random
errors incurred in counting ?ates and errors in determining the
proper eﬁergy cutoff in the 7° energy spectra. Other random errors
due to positioning the counters before each run, setting and maintain-

ing the endpoint energy of the synchrotron, and beam monitoring have
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each been estimated to be less than 1%. A systematic error of
“about 2% is introduced by the measuring error in fixing the lower
photon energy cutoff. Finally, a systematic error of no more than
4% due to an uncertainty in the machine energy calibration is present

in the data. Both systematic errors lead to a normalization error

in the cross-sections.
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- Table 1

Kinematics Table

k  (MeV) 911 1182 1390

E, (MeV) 1073 1308 1513

k . (MeV) 700 a50 1150
min .

Parameters computed at mean photon energy

k  (MeV) 526 625 693
W (MeV) 1609 1760 1868
q (MeV) 508 610 680
q, (MeV) 526 625 693
i, 0.966 0.976 0.981
-t (GeV?)
0° 0.31x 1073 0.22x 1073 0.18 x 1073

60° 0.27 0.38 0.47

120° 0.80 1. 14 1, 42

180° 1,07 1.53 1.89

Location and residue at 788 ‘MeV vector meson pole computed for

unit coupling constants.

Cos 6 2,16 1.81 1.66
Residue (wbarn) =6. 20 . -5.47 -4.99
k = Photon energy
W = Total center of mass energy
g = Pion momentum
q, = Pion total energy
B.= alqg

-t = Transverse momentum squared
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Angle
LAB CM
0. 3.5
5.0 11,2
10.0 20,3
15,0 28.0
21.0 38.1
28.0 47.9
35.0 57.4
42,0 67.3
49.0 77.5
- Angle
LAB CM
0. 3.7
5.0 11.4
11.0 21.4
17.0 31.9
23.0 41.8
28.0 51.6
35.0 61.6
42.0 72.0
49.0 8l.6
56.0 91.0
Angle
LAB cCM
- 0. 3.1
5.0 10.5
10.0 19.6
15.0 29.
21.0 39.2
26.0 49.6
32,0 60. 3
39.0 70,2
46.0 80.8
53.0 90.7
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Table 2

Cross~-section Data

K = 911 MeV
Mean Det Couriting
K Eff q Rate(error)
924 0. 625 0.278(.023)
923 0. 606 0. 343(.036)
924 . 0.565 0. 395(. 044)
915 0.534  0.780(.055)
923 0.671  1.076(.056)
906 0.611 0.995(. 037)
892 0. 520 0.873(.035)
893 0, 374 0.733(.031)
897 0. 247 0.534(. 026)
k = 1182 MeV
Mean Det Counting
K Eff 7 Rate(error)
- 1168 0.344  0.158(.015)
1165 0. 337 0.202(.021)
1171 0.304  0.337(.018)
1175 0.263 0.372(.014)
1176 0.224  0.349(.013)
1183 0.227 0. 309(. 015)
1194 0. 158 0. 196(.011)
1195 0. 147 0.152(.010)
1194 0.117 0. 102(. 007)
1196 0.090  0.079(.006)
: k = 1390 MeV
Mean Det Counting
K ' Eff 1 -~ Rate(error)
1387 0. 200 0.124(.021)
1390 0. 182 0.226(.039)
1385 0.411  0.499(.042)
1385 0.375 0.622(. 045)
1391 0.333 0.451(.031)
1394 0.253  0.203(.020)
1391 0.203 0.120(.019)
1391 0.158 0.084(.013)
1394 0. 106 0. 104(.013)

1391 0.083  0.082(.014)

OOt = O

Cross Section
Microbarns/Sr,

0.445(.037)
0. 566{. 060)
0.700(.077)
1.461(.103)
1. 603(. 083)
1. 629(. 061)
1. 678(.067)
1.959(. 083)
2, 164(. 106)

Cross Section
Microbarns/Sr

0.459(. 043)
0.599(. 062)
1. 110(. 058)
1.415(.053)
1.557(.057)
1. 362(. 067)
1,241(.069)
1.031(. 066)
0.868(. 062)
0.883(,062)

Cross Section
Microbarns/Sr

. 621(, 103)
.243(.213)
.214(. 102)
. 658(. 120)
. 356(. 093)
. 804(. 078)
. 592(. 092)
0.534(. 082)
0.981(. 122)
0.984(. 167)
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IV. INTERPRETATION OF RESULTS
We shall try to interpret our results in terms of the cross-

section resulting from the exchange of a neutral vector meson X° of

mass greater than the -n-o. The two obvious candidates are the wo and po.

The cross-section computed using this diagram is (center of mass

system)
» o o szNN 9 1
o(8) = (X" - 7« +‘y) . :o.g.. i
4q M3 k M 2 3 . 2
X T T
(l -(-M———\) ) (cos 6 - cos 8 )
X h ©
[ 2 2Q2v72 o2
sfo+ o (14" (1-Beosg?s LEW o0 1L
2
| 2W2 B 2M2,
where
2 - - 2
A , quo(l vBcos 0) m
W = total center of mass energy
q = ° momerﬁ:um

o
= w energy

photon energy

W R 0o
I

= alq,
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90 = location of the pole in unphysical region -

evaluated by setting A% = - MX‘ .
The X NN vertex has been taken to be
N3y @

- °NN —,_, ,
u(p) y, ulp) ¥ ——z—f\%—l-\]—-— u(ph) (4 = 4 u(p)]ep, :

['\/_3 Y
X NN
where A = p - p}, ep = polarization vector of the vector meson, and

p and p' are the initial and final momenta of the nucleon. At the

'rroy.Xo vertex we have

=

MZ 3| ° ea'B'yé kanﬁe'yré

T

where 'qB is the polarization vector of the photon and s is the

{P(XO» L+ ) 961 }

4 momentum of the X° meson.

The number « is a measure of the anamolous magnetic moment of the
X°. For small angles the cross-section is dominated by the sin®* 6
term so that the value of o doesn't matter. The residue at the pole
for our energies is very insensitive to the value of o varying by only
5% when « is changed from 0 to 1. The biggest effect of @ is in the
shape of the cross-section at backward angles. This is illustrated

in the figure below where the cross-section for the pole term is shown

for unit coupling constants.
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The parameter to be evaluated by our fitting procedure will

'fX NN ; .
— Since a cursory exami-

be tile product I =T (X% 7% + )
nation of our data shows that a fit by just the pole term will be impossi-
ble and recalling that we are in the vicinity of second, third and fourth
nucleon resonances where large backgrounds are to be expected, we
are forced to use the Moravscik(z) fitting procedure. To do this we
write the cross-éection as a pole term plus resonances with a term
containing thevinterf_erenc‘:e‘be‘tween them. For this calculation a

will be taken to be zero (for want of evidence to the contrary) and the

resonances will be contained in a polynomial term. Then the cross-

section is

_ N
ey = —CO ., alo) . Z c costo .
(cos 6 - cos 60) (cos B '=cos 90) =0 o
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Here the first term is the x° pole. Multiplying by (cos 6 - cos 90)2
we have
(cos 6 - cos 90)2'0-(9) = G(O) + A(B)(cos b -cos 90) + {cos 6- cos 90')22Cn»cosn 7]

which can be rewritten as

N
(cos 6 - cos 90)2 o(0) = Z An cos™ Q. (2)
0

This is the fit we make to the data. For a no pole fit we merely ex-~
pa.nd c(0) in powers of cos 6. Evaluating Equation (2) at thé pole we
obtain N

(cos 6 - cos 6_)* c(e)l = Glo) = > A cos® 4

6=20 0
and from G(GO') we extract the value of the coupling constants.

There are two points that must be remembered when inter -
preting the results from Moravcsi.k fits to cross-section data. First,
two additional powers of cos 8 are introduced when multiplying the
cross-section by (cos 6 = cos 90)2. Hence the highest power of cos 6
needed to fit the cross-section apart from those contributed by the pole
terrh is N-2 (Eq. 2). Secondly, the Moravcsik coefficients An are not.
simply related to the background coefficients Cn.

We have made fits to our data using MX° = 788 MeV at
k = 911, 1182, and 1390 MeV.‘ The highest power of cos § used in a
fit is N. The quantity II = l“(X0 >0+ ) 3’_}%‘-1\_15’ has been evaluated
for the vari_éué fits. The criterié for deciding when a fit exists as N

is increased are {1) a sharp break in X%, while at the same time

chi squared
number of degrees of freedom -

(2) the quantity p? = (plotted in
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Figures 13, 14, and 15) starts its gradual increase.

Table >3 summérizes the results of making Moravcsik fits
to the data. Whenever possible backward angle data are added to our
forward angle results to keep the fit from becoming unrealistic at the
backward angles. Data at backward angles are not available above |
k = 1200 MeV so for our highest angular distribution at k = 1390 MeV
we have used mild constraints in the form of ¢(0) = 1.0 £ 1.0 at 90°,
120°, 150° and 180°.

Figures 13, 14 and 15 show Il as a function of the highest
power of cos 0 used in the fit for a mass 788 MeV pole. Also, the
statistical parameter p? is plotted for fits using three different masses
for the exchange meson and for no pole.

We can make some observations on the basis of these three
figures.

(1) When a pole diagram with a vector meson is used in fitting
the data no powers of cos 0 greater than four are ever needed.
(See Figures 16, 17 and 18.) The fits at 911 MeV and 1390 MeV
are poor due to peculiarities in the measured cross-section. At
20° and 30° for k = 911 MeV the measured cross-section has a
very sharp knee. If fhe chi-square contributed by these two
pbints is reduced to just 2 (allowing point to miss the fitting
curve by only one si‘gma.) the P(x%)'s are increased by about a
factor bf five. At k = 1390 MeV the cause of the poor fit is the
step at 10° and 20°. |

(2) The value of IT when determined using the mass 788 MeV pole
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Table 3

N

Fitto = (cos@ - cos@o)zor(e) = Z ;A;n cos™ o

n=20

MX = 788 MeV

K = 911 MeV 13 points total

Cos 90 = 2.16 No Pole
I P(x?) X P(x?)
42,1 0.27 (.02) 0 77.4 0
39.9 - 0.48 (.14) 0 59.4 0
22.3 2.86 (.59) 1.8% , 33.8 0
21,1 5.30(2, 24) 1.5% 25,3 0.8%
20.9  8.60(9. 30) 1. 2% 17.3 2.4%
14,2 Negative 3.2% 16.8 1.8%
k = 1182 MeV 13 points total .
cos 90 =.1,81 No Pole
13.1 0.27 (.02) 0 358 0
15,6 - 0.76 (.06) 9.5% ’ 154 0
3.4 1.39 (.18) 90% 33.9 0
3.1 1.07 (.55) 87% 8.8 - 28%
2.9 1.90(1.98) 82% 3.8 70%
2.8 0.83(6. 16) 75% 3.0 70%
kK = 1390 MeV 10 points total
cos 60 = 1,66 o No Pole
90.0 - 0.08 (.03) . 0 92.8 0
52.8 0.57 (.09) 0 92.2 0
11,6 1.99 (. 24) 6.0% 51.4 0
8.9 3.29 (.79) 8.5% ~20.5 1%
8.1 1.82(2,00) 6.2% . 7.4 13%
6.8 -5.33(6.62) 5.0% 6.9 9%
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and 4 powers of cos 0 is roughly the same at all three energies.

T I N
911 MeV 2.9 £0.6 MeV 4
1182 MeV 1.4 % 0.2 MeV 4
1390 MeV 2.0 0.2 MeV 4

(3) A change in the mass of the exchange meson by & 200 MeV does
not have much effect on the goodness of the fiilz\.I
(4) When no pole is used and we expand ¢(6) = Z An cos™0
we find 6 powers of cos 6 are needed to fit © the data.
We can compare our results for I with the best estimates
available at present. Abarbanel eta.l.<l 3) used the following values

of the coupling constants to calculate the nucleon magnetic moments:

F? F?

TONN Lgus NN Lpug
s

Pw—»-u--%-'y >8lp»nty

where F;NN = S’Y;NN' Since lo » 7w+ y = (0.12 £0.03) x

(9.5 %2,1) = 1,1 £0.4 MeV we have

I = P -+ ‘ : wNN i
© (1w =» w7 vy) ———4—r 3.3£1,6 MeV

’ = (T _'VA NN ~ 0. o+ .~ . .
and T,=(Tp=m +7) ‘34?:' > 0.08 % 0.04 MeV

The best fit to our results at the three energies is {(with P(x%) ~ 4%)

ITX=1.8 +0.2 MeV

which is to be compared with the values above for Hw and Hp‘
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Turning now to the fits with no pole we find at k = 1182 MeV
an excellent fit is found at 6 powers of cos 0 with the coefficient
A6 = -3.0 £ 1,3, The power is rather high to be explained by the f:5/.2
third nucleon resonance which should contribute only up to cos46.
Also, the fourth resonance f7/2, still 300 MeV away when k = 1182 MeV
should not be influencing the cross-section very strongly. Interference
between the two resonances in this region could contribute up to 5 powers
of cos 8, On the other hand, if the x° pole term is expanded in powers

of cos 6 one find with B = 1/cos 90 ~0.5
0

o(6) = K<{1 + bcos 0+ Z (n+ 1) B®-(n-1)B
N=2

n-2 cos™0p. (3)

6 spfy-.1.2z20.2

Atk = 1182 MeV the coefficient of c0569 is K(7B
when K is evaluated using the II found in the pole fits. Although the
fits at k = 911 MeV and k = 1390 MeV are not as good, it is still found
that 6 powers of cos 8 are néeded when the pole is left out. In both
these cases the coefficient Aé is also negative, however, it cannotbe

argued that the agreement with the coefficient of c056 0 in Equation (3)

at these two energies is very good. The results are tabulated below:

K ’ Ay K(7B6 - 5134)
911 MeV 4.5 %17 -0.4%0.1
1182 MeV -3.0 1.3 1.2 £0.2

1390 MeV -12.9 = 3,7 -3.0 £0.,3



-4b-

In Figures 16, 17, and 18 the cross;sections are shown
with the '"best" {its for the three different energies. In each case
the fit using the mass 788 MeV pole plus 4 powers of cos 6 and the
fit using just 6 powers of cos 6 (no pole) is given. The shape of the
curves for large angles at k = 1390 MeV is not a prediction but a
reflection of the mild constraints used in the fitting where no data
exist (see Page 39).

From the foregoing analysis it is not !possible to draw any
firm conclusions. If the vector meson pole term is present in the
cross-section then we find that is more likely the w-meson rather
than the p-meson if a choice is to be made between the two. Our
results obviously do not preclude tio.e possibility of both the w and p
being present in an admixture. The one disturbing feature of the pole
fits to the data is the fact that only two (N-2) powers of cos 6 are
needed to have a good fit. This is not physically reasonable at energies
near k = 1050 MeV where the third nucleon resonance contribute up
to four powers of cos 0, unless there is accidental cancellation. How-
ever, except at k = 911 MeV, where the fifs are poor, it is noted
that P(x% does not get any worse when four (N-2) powers of cos @ are
used instead of just two. Also the factor Il is substantially the same
for 4<N <_6, i.e., two to four powers of cos 0.

The Broad energy resolution and the energy calibration pro-
blem inherent inrthe photon detectors used in this experiment make it
difficult, without very high counting statistics, to improve on the results

obtained above. The broad photon energy acceptance interval necessary
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to obtain adequate counting rates places serious restrictions on the
usefulness of thé cross-sections in testing theoretical models, A
suggestion that has been made to decrease the photon energy resolu-.
tion is the following: Measure angular distributions varying the mean
photon energy, k, in 50 to 100 MeV intervals retaining the 200 MeV
photon energy interval at each step in k. Then the photon energy
dependence of the cross-section could be unfolded in 50 to 100 MeV
bins. This system, of course, has the problem that uncertainties

in energy calibration of the photon detectors could seriously affect

the photon energy resolution.
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Appendix A

BEAM AREA EQUIPMENT

a. Synchrotron Beam

This experiment was run during a period of much change in
the operating characteristics of the Caltech Synchrotron. The beam _
intensity had been increased tenfold making possible higher data
collection rates. The radio frequency accelerating apparatus had
been completely rebuilt with capacity to reach 1500 MeV, the design
limit of the machine magnet. This new high energy enabled us to
make measurements of the 7= production cross-sections at energies
never before reached.

But éll these improvements were not without some draw-
backs due mainly to straining a system to new heights. The main
problems were premature beam dump and premature R. F. cutoff,
the former leading to beam with an end point energy less than the ~
plateau energy and the latter causing high cou'nting rates during a
small fraction of the beam dump. The pre-dump never exceeded
one percent of the total beam dumped and \;vas typically much less.
The premature cutoff of the accelerating voltage aoccurred as often
'in foreground runs as it did in badkground runs so the effect was
minimized.

’}I‘he' salient features of the photon beam were the following:

Pulse rate 1 per sec.

Energy at dump 1073, 1308, 1513 MeV
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Electrons accelerated 10]'0 per sec.

Dump length ~ 90} ms

The photon beam passed from the machine through a9/1lé6"
lead collimator 13" long placed in the shielding wall of the synchro-
tron. As shown in Figure Al the beam then passed through two
scrapers and into the experimental hydrogen target. The beam size
at the target was 1-5/8" diameter. After passing through the target
the beam was stopped in a Wilson type quantameter for the purpose
of beam monitoring, At this point the beam had grown to three inches
in diameter -- but well within the four-inch sensitive region of the
quantameter. A scintillator was placed in front of the quantameter
to monitor the shape of the beam dump.

At small angles (< 20° in C. M.) a helium-filled bag was
stretched from the hydrogen target to the é counters along the beam
line to eliminate production in the air.

b. Counters

Figuré Al which is on Page 6 shows the arrangement of the
detection equipment. Two lead glass total absorption Cerenkov
counters were placed one above the other on a moveable trolley.

The trolley could be swuﬁg along tracks to selected production angles
and fhe counters could be moved in the vertical direction to selected
positions. The o counfers were shielded by lead - four inches on
their sideé and eight inches in the front. The aperture on their front

side facing the hydrogen target was made in the eight-inch wall.
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Two scintillator counters §vith para:ffin sandwiched between
them were placed in front of each Serenkov counter behind the lead
apertures to detect charged particles. ‘Two scintillators to veto
vertical moving cosmic rays were placed side by side between the
two éerenkov counters. Finally, one scintillator was placed above
the top éerenkov counter and one scintillator was placed below the
lower éerenkov counter to detect cosmic rays for éerenkov counter
calibration.

In conjunction.with the cosmic ray veto and cosmic ray
calibration schemes two layers of lead bricks were placed between
the é counters to serve as shields for the two é/erenkov counters from
the machine photoﬁ beam and to eliminate low energy cosmic rays
from the counter calibrations.

c¢. Hydrogen Target

The hydrogen target is shown in cross-scction in Figure A2,
Since it had to be used for both hydrogen and deuterium it had an ap-
pendix for condensing gas and a jacket for cooling the appendix. This
assembly was suspended inside an aluminum vacuum chamber which
was fitted with myiar wipdows at each end. The appendix had end
caps made of 0.0015" mylar. The farget was filled by first filling the
jacket with liquid hydrogen and then admitting hydrogen gas to the
appendix. The appendix hydrogen gas pressure was maintained at
aboutl psig to suppress bubble formation in the photon beam path.
The condensed liquid hydrogen was maintained as long as the jacket

remained full of liquid hydrogen. The appendix was 2" in diameter



L1394VL NIO0HOAH 2V 3yNnoid

b, _ -
x\&\v@ , |
, (0274 .

Jd3gAVHO ANNDJVA

x1upuxo<ﬁumzq
7 _

B 1

~ —

dNITT WV39 NOLOHJ XIAN3IddV-2H1
B NI N - o - ;

O.Fb&\C

54 <
Wv3g"

-,

(SON3 H108) <—(saN3 H1o8) [}
N HYIAW ,GI00°0 | UV AW ,S00°0
,7/740 0 | .




“55 .

and 6. 5" long at its center and with liquid hydrogen at 16 psi had a
cross-sectionalkdensi‘cy of 1.17 g/cmz.

The target was positioned inside a magnet used to sweep
charged pairs produced in the hydrogen target clear of the é counters.
‘This was used for angles < 20° in the lab. |

d. Quantameter

Beam monitoring was done using a Wilson type quantameter
as a beam catcher (or stopper). This eliminated the need of using
an auxiliary monitor which would require constant attention. The -
quantameter used was not the quantameter normally used in the
Synchrotron Laboratory for beam monitoring. We shall call the
quantameter ﬁ'sed in this experiment QII to distinguish it from the
other, QI.

The total energy of the beam is measured by QII to be
W = UQII ‘g where UQII (MeV/coui) is determined completely by
the physical characteristics of the quantameter and the density of
gas inside it. q is the amount of charge collected from the quanta-
meter when a beam with total energy W is stopped in it, To measure
UQII we compared QI and QII for the same total energy W. It was
found that UQII was 2, 4% less than UQI for all but the runs made at
k = 1390 MeV. During the 1390 MeV runs (August 1964 - October
1964) QII began to change at the rate of about 4% per six months such
that UQII = 1.02 - UQI by the end of»this experiment.

Figure A3 shows the calibration of the charge integrator

(full scale = 1 BIP) used for measuring the charge from the quanta-
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meter. The energy per BIP is computed ;J,ssuming the sensitivity of
the quantametef UQII is constant. The integrator calibration is
constant to = 1% except for the short period in March - April 1964
when bad tubes caused a 4% change.

Further investigation by Rochester et al. (8) in the period
after October 1964 has shown that the sensitivity of QII was in fact
changing smoothly at the above quoted rate and that it was due to a
pin hole leak in vthe quantameter wall. Subsequently, the quantameter

was repaired, cleaned and refilled. A comparison in June 1966 of

the quantameters showed QI and QII were equal to within 2%.
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AEEendix B
& COUNTER CHARACTERISTICS

The two lead glass total absorption counters used in this

experiment have been reported in detail by Ruderman, et al. (3)‘

However, their salient features will be briefly stated here.

a. Physical Characteristics

Figure Bl shows the basic construction details of the
counters, The two glass blocks used in each counter are 14" x 14"
x 16" pieces of lead glass of density 3. 88 g/cm3 with a radiation
length of 2.5 cm. The photon or electron initiated showers in the
pb-glass produce high energy electrons whose C\J/erenkov radiation
is recorded by nine RCA 7046 5" phototubes sealed against the back
face of the pb~-glass blocks. The nine outputs are added together to
form a pulse ‘whose charge content is proporﬁona]. to the energy of
the shower initiating parﬁcl_e.

The pulse height resulting from a muon, pion, or nucleon
detected by a Eerenkov counter is small since these particles do not
readily create a shower of secondary particles radiating éerenkov
light as is the case with the photons and electrons. The pulse height
equiivalent of a high energy cosmic ray passing through a counter is

equivalent to that of a totally absorbed 220 MeV electron.

b. Selection of Tubes and Voltages
Tubes to be used in the counters were tested with an argon

lamp light pulser to determine their gain versus multiplier voltage
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characteristics and their relative cathode efficiencies, i.e., the
number of photoelectrons per tube for a fixed amount of light. The
width of a pulse height distribution from one of these tubes ‘when
using a pulsed light source is determingd mainly by the statistics
in the number of photoelectroﬁs produced, hence the number of
photoelectrons = (mean pulse height/half width of distribut.ion)z.
Tubes with very low cathode efficiencies were replaced when
feasible.

‘The tubes with the highest cathode efficiengies were chosen
for the central positions in each counter., The tube voltages were
‘set so that all the tubes had the same output per photoelectron. In
ée’renkov counters where the greatest source of statistical fluctuations
in the output of the various phototubes is in the photoelectric effect
at each cathode, one minimizes the width of the summed output pulse
by making the electronic gains of the several tubes the same. This
has the effect of making the group of phototubes look like one large
phototube. |

Finally to obtain the narrowest current .pulse possible from
the C Counter the pulses from the various tubes were timed to over-
lap. This was done using an argoﬁ lamp light pulser placed inside
the face of the counter. The pulse outputs of the tubes were then
set equal in time with respect to one another to within one nanosecond
using a sampling oscilloscope and adjusting cable lengths.

The final pulse shape was measured by placing the EJ/ counter

in an electron beam and photographing the output of the counter with
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a sampling scope. The pulse had a rise time of 5 nsec. and a full
width at half maximum of 17 nsec.

c. Resolution and Linearity-Calibration

The integral spectrum from the ¢ counte'r for mono-
energétic electrons at 1000 MeV is shown in Figure B2 along with a
straight line fit to the middle section of the curve. The tails of the
distribution are distinctly non-gaussian, an effect which was not
investigated in detail since the true response of the counter is to be
used for data reduction, not the fact that it might be gaus sian. This
figure shows the width (¢ in gaussian distribution) at 1000 MeV to be
about 6. 5%.

Figure B3 shows the width o as a function of 1/NE for both
counters. From these curves one can see that the response is given
by c{MeV) = 65'\f_E(GeV) where E(GeV) is the energy of the electron
or photon initiating the shower. This relationship was tested for
electron energies from 200-1000 MeV. These widths correspond to
237 photoelectrons in each counter at 1000 MeV. Likewise, the
linearity of the counters was tested in the same electron energy
range, this is shown in Figure B4, Finally, the amplitude of the
pulse from each counter ‘Was set at 0.5V for 1000 MeV electrons.

The response Qf the counter to variation in the position of
a l-inch s_quafre beam across thé face of the counter was measured,
the results at 1000 MeV for counter A and at 700 MeV for counter B
are shown in Figure B5. Only the central 6'" by 8" region where the

apertures were placed was scanned. A check at 700 MeV for counter
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A indicated no rapid energy dejp<ndence.

d. Maintenance of Counter Calibration

In order to fit the pulse height spectra and unfold the
photon energy dependence of the production cross-section, it would
be necessary to know the absolute energy calibration of each counter
to better than 1%, This implies that the daily change in the cali-
bration must be known to 1%. The scheme for minimizing and
monitoring the changes was the following.

High voltage input to the individual photot.ubes in a \C/ counter:
was made through a distribution box. The two distribution boxes
were fed by a common power supply whose voltage was kept constant
at 0.03%. Assuming the voltage dividers in the distribution boxes
work properly we should expect an error in the gra.iﬁ of individual
tubes to be no more than about 0.4% since the gain of these photo-
tubes varies like ~ V13.

As a check on the constancy of the voltage dividers, an
electrostatic voltmeter was used to measure the voltages at the
individual tubes. The meter perrnittgd checking the voltages to 1%.
Since one would expect the dividers to vary vin a statistical way, the
tiny variations should caﬁcel to maintain the same pulse height.

Also, if just one tube changes, then since it contributes approxi-
mately one -ninth of the pulse héight, a 1% change would induce about

13

a 1% change in total pulse height due to the V™~ law.
The actual pulse height of the peak in the cosmic runs was

measured each day. The peak of the spectrum in each counter was
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measured each day. The peak of the spectrum in each counter was
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chosen to be at the 50% point in the integrated spectrum. The pulse
height corresponding to this peak was found to vary smoothly by 10%
in seven months with 3% to 5% day-to-day fluctuations.

Any larger changes in the pulse height of the peak of the
cosmic ré.ys would warn of some drastic change in one or more
phototubes. To search out the problem phototubes, we were able
to use an argon light pulser which had been placed inside each (E
counter‘. The relative pulse heights coming from the individual

tubes could be used to see gross changes in tube gains.
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AEBendix C
ELECTRONICS AND n'o DETECTION LOGIC -

The electronics used in this e#periment are the standard
Synchrotron Laboratory transistorized modules. They offered great
versatility in arranging logic schemes and reliability, coupled with
great ease in trouble-shooting, because of simplicity of construction.

The transistor circuits operate on d.c. voltages of & 27,0
and -6. 3 volts. Thése voltages were monitored by a digital volt-
meter and were measured to be = 27.0 = 0.03 (0. 1%) and -6. 35 =%

0.05 (1.0%) for the duration of the experiment.

@ 7° Detection
Figure 2 on Page 10 shows the main components in the logic
for w° detection. The figure below shows in more detail the logic

, v
used to obtain a y-ray signature in one C counter (e.g. counter A).

S B
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The charged particle veto scintillators S, and YSZ are put
in coincidence and a positive signal of 20 ns, duration (CPV) is
generated to veto charged particles in the é counter. Two adjacent
scintillators are placed between the é counters, their two signals
(CR1 and CR2) are added together and inverted to veto cosmic rays
appearing in the two & counters. The complete pulse from the é
counter (é) is multiplexed and amplified. A discriminator is set
to accept only pulses (é) above a predetermined voltage amplitude,
The energy of the shower initiating particle is proportional to the
pulse height (i.e., charge) from the é counter so that energy
discrimination is equal to charge discrimination not pulse amplitude
discrimination. However, the high counting rates of the é counters
prohibited pulse integration before discrimination so that the energy
cu‘coffs seen in the pulse height spectra are not sharp but exhibit a
width due to statistical fluctuations in pulse shape. The output of
the discriminator (éD) is multiplexed and put in coincidence with the
logic pulse éL which is the output of just the central 3 phototubes in
the é counter., This pulse has been amplified and then shaped by the
limiter, ‘

A y-ray signatufe can be written as CPV - TRV + CL - ¢,
i.e., both aperture scintillators did not have a pulse, neither cosmic
ray scintil'latvér'had a pulse, thére was a pulse in the o counter, and
it was above a preset minimum. To establish this minimum, one
determines the lowest enérgy y-ray to which the apparatus is sensi-

tive. This y-ray is from that «° decay in which the highest energy
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7° detectable for the lab angle and photon energy range being used
decays most assymetrically, i.e., when it has an opening angle
‘equal to the angle subtended by the outer edges of the apertures.
This energy was always between 100 and 200 MeV,

This same logic was performed on counter B and the twb
vy-ray signatures were put in coincidence to yield 7° - like event
triggers (TTOT). The figure below shows the gating of é counter
pulses for the ND analyzer. The gating circuits, & GATE were
tested to see if there was any pile-up due to the high rate of low
voltage pulses coming from the C\J/ counters. This was done by
passing a test pulse through the gating circuit while the experiment
was running.y The effective smearing of the pulse height of the test

v
pulse was very small compared to the energy resolution of the C

counters,
a°T = - Nuclear Data
. — -
— Multiplex ND Gate ! Two Dimen-
éA sional
: Analyzer o
[ } v {L
C Gate > Amplifier
& Gate Amplifier |—"

The ND gate was added to eliminate the very low energy pulse noise
v
which would feed through the C Gate circuit and cause dead time

losses in the analyzer.
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Deadtime losses and triggering errors due to high rates

were kept below 1% by controlling the photon beam intensity. Con-

sistency checks between the w0 triggering rate for the pulse height

analyzer and the number of counts in the analyzer always showed

none was lost.

Other logic used in the experiment was as follows:
The coincidence CPV (SIDE B) + y-ray (SIDE A) was used to
monitor how often a y-ray in one (\.r? counter was accompanied
by a charged particle in the other (\.‘: counter causing a veto.
This gives a measure of the w° decays vetoed due to an ac-
companying charged particle. Measures were taken to keep
this rate below 1% of the y-ray rate.
The coincidence CPV - (\Z/D was made for each counter to
monitor charged particles. A coincidence was then made be-
tween the two counters to measure charged pairs. These
results were used primarily for monitoring rates to ascertain
that the experiment was running normally.
The coincidence y-ray (Counter A) - y-ray (Counter B delayed

by 100 ns) was used to monitor accidental coincidences. The

pulse CB was also delayed by 100 ns. into the ND analyzer so

that normal pulse height information could be obtained for

background subtraction in the w° energy spectrum.
The coincidence between the cosmic ray calibration scintil-
lators was made when the experiment was not being run

(synchrotron beam gated out) and was used for monitoring the
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v
energy calibration of the C counters.

b. Electronic Calibration

To make an energy calibration for the C counters and
associated electronics, daily tests were made using an SKL Pulser
with a shaped pulse. This test pulse was put into the mixer circuit
(sums outputs of the nine tubes) at a point similar to the nine photo~
tube inputs. The voltage amplitude of the test pulse was measured
using a digital voltmeter., These daily electronics calibrations pro-
duced gain curves, i.e., pulse amplitude (in volts) at input versus
channel location in ND analyzer, for the entire electronic system.
The variation of the gain of the system as measured by the voltage
for a particular channel (upper edge of channel 23 of 32 total) shows
a smooth downward drift of about 10% in seven months (both sides).
This drift was accompanied by a day-to-day fluctuation which varied
from 3% to 5%.

A direct measurement of the stability of the ND analyzer
was made by putting an appropriately shaped pulse directly into the
analyzer. The changes in the voltages corresponding to the upper

edges of channels 7 and 23 are given below:

Low C.hannel (7) High Channel (23)
SIDE A 3% in 7 months 1. 2% in 7 months

SIDE B’ 3% in 7 months 1.2% in 7 months
(fluctuations ~ 0. 5%)
These changes can be seen to be due to a drift in the pedestal of the

analyzer by noting that 73%:)"‘7 ~ 1%, i.e., there had been a shift in



~73~"

‘the gain curve, not a change in its slope.
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AEEendix D
EFFICIENCY CALCULATION

a. Calculation
If we assume a flat cross-section as a function of center of
mass angles and photon energies to which we are sensitive, then the ~
pion counting rate, when detecting pions in the energy range
< i
E,l E“_ < EZ’ is .
» 2
_ do . . - do .
CR = I l f Y(Err) kmemat;c factors dE-n' n.
CM E

2

CM
1

The quantity Y(E_n_) is the effective solid angle which the
decaying 7° of energy E_ﬂ_ and production angle Girab sees due to the
size and position of the apertures of the two gamma-ray detectors.
Y(EW) is a function of the dynamics of the two decay gamma-rays and
the geometry of the electrons.

Talman has produced an approximate analytic expression
for Y(En) which is very handy for quick calculations. He does use
several simplifying approximations as follows:

(1) The 7° mesons are iaroduced isotroPically for a given 7°
energy,

(2) the cqunﬁei’s lie on a spherical shell,

(3) the counters are in effect very narrow implying that the distri- |
bution of opening angles between pairs of points, one in each

counter, is a triangular function,



(4) uées small angle approximations to trigger functions.
The first approximation can be and is corrected for in Part b of this
appendix by including the measured curvature of the cross-section,
The second is trivial provided the correct radius is used. The
third poinf: has been tested ;by cutting the counters into ten vertical
strips and computing the contributidns to Y(Eﬂ_) from the various
combinations of strip counters. The difference in Y(Eﬂ_) was less
than 1%. Also, the distribution in opening angles was computed by
cutting each counter into 100 blocks and pairing the blocks, one in
each counter, in the various 10,000 ways. This lead to a triangular
function identical to the assumed one to within 1%. Y(Ew) computed
in this way seems to be most in eri‘or at wide angles where the
small angle approximation is not as good since the arguments of the
trigonometric functions are reaching 10-12 degrees.

For this experiment the efficiency for detecting a w° of
energy ETr is according to Talman(lo)

@2 - @1
Y(Ew) = Y(Err’ @2) - 2Y E'rr’ ———

where @, is the angle subtended at the target by the outside edges

v
of the C counter apertures and ®1 is the angle subtended at the

v
target by the inside edges of the C counter apertures. The function

2
= _(Ax)® 1 11,1
Y(E,n,i ®)" —_— a Ccos 5 1 -—3—a

211' B3
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“where
a = the angle subtended at the target by the sides of the
apertures. -
= P JE
B = 'rr/ w "
- ETT 5 ®
a = —ITT in '2" .
™

In Figure 3(b) the shape of the Y(E-n-) folded with the bremstrahlung
beam spectrum is plotted. The energy scale is the photon energy k,
however, the distortion of the shape is negligible when converting

. from pion energy to photon energy.

To obtain the x° energy spectrum, the energy resolution
of the é counters, namely, o(MeV) = 65 NE (GeV) (Appendix B),
is folded in. The response used is a gaussian. Using the real
resolution as measured by monoenergetic electrons made no differ-
ence and was more cumbersome to use. Adding the response mea-
sured across the face of the C counters as reported in Appendix B
made no difference in the spectrum shape.

Clinesmith has developed a Monte Carlo calbulation of 7
which is fouﬁd to ’t;e in very good statistical agreement with the
analytical solutions. This method selects a photon energy at random
and lets the pion decay -- a success being recordéd for those pions
that are detected. The value of all the kinematic quantities of the
decaying pion and the resulting gamma rays are tabulated. From
this information‘the gamma-ray energy spectrum of each counter and

the pion energy spectrum are produced. These spectra are then
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i
smeared with the gaussian response of the C counters and the final

result is the pién energy spectrum expected in the counters,

In addition, quantities such as the laboratory and center of
mass angles are kicksorted to show their distribution., Finally, the
two ~dimensional matrix of events (Ely versus Ezy) is plotted for
direct comparison with the calibrated results from the Nuclear Data
two-dimensional pulse height analyzer.

Since this technique is statistical in nature, the statistical

error in the number of successes is given by

2 n i
(&C)" = npq = ;(n-s) ‘
where
s = number of successes.
n = number of tries.
) p = probability of success = %

q = probability of failure = ===,

)]

Typically, n >~ 18,000, s ~ 3,000, so that (AC)Z' ~ 2,500, and the
error is AC/s ~ 1.5%.

| It is obsefved that the rai_:io R of 1 (Monte Carlo) to

1 (Talman) does not vary significantly for a given photon energy if
the counter aperture size and the target-counter distance are held
fixed. An R cén be calculated from 1 (MC) and 7 (T) for each case.
The P(x% for each is about 0. 4, Ignoring the possibility of a small

variation in R (with angle) it appears safe to say that the normal-
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ization error in the efficiency calculation would be less than 1% when
the efficiency is set equal to 1 = R 1 (Talman)., This accepts the
Monte Carlo calculation as the more exact calculation in principle.

In Table Dlthe details of the computation of R are given for
k= 911 MeV. Here two counter configurations were used, namely,
8" x 7' apertures with 110" radius and 6" x 7" apertures with 84-90"
radii. The ratio seems to be roughly flat invboth cases, the second
being more desirable a fit than the first. The same computation
done at the other two energies resulted in similar values of the R
with similar goodness of fit.

To estimate the errors in our efficiency calculation due to
uncertainties in parameters, it is necessary to look into the change
of the efficiency N as a function of changes in the experiment pa.ra-‘

 meters. Expanding 7 to first order in the parameters of the figure

below . w
5
7]
by

Pho_ton Beam
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Table D1

Ratio of Talman Efficiency to Monte Carlo Efficiency at

k = 911 MeV for Two Different Counter Configuratibns
0 : Ratio —m
n(Lab)  (Tal) (MC) Ho\Nc

8x7 Apertures

0. S .494 . 487 1.015 Statistics on
' Monte Carlo
5.7 .487 . 506 0.961 Calculation 2%
11. 3 .463 .478 0, 967
16.0 .442 .435 1.016
21.8 . 399 414 0.964
28,0 . 342 . 343 0.995
Average = 0.986 | x?% = 8.6
P(X%) = 0.14

6 x7  Apertures

22.8 .639 .638 1.002
29.1 .551 . 560 0.984
35,1 447 . 470 0.951
42,1 .339  .347 0.975
49,7 .239 . 240 0.996
Ave‘rage = 0.982 x% = 4.0

P(X?%) = 0.40
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+ . . . where E0 is the endpoint energy of the bremsstrahlung
beam and T is the efficiency for nominal parameters.
- Each of these derivatives is evaluated at the nominal parameters

using the Talman program. The results are as follows:

1 on on on
' mlo' EHL 3t

[ , and ] are small, Since the possible
o o

oalo:«
|3

errors in these dimensions are small, the corrections are less
than 1%. |

2., -g% ’o shown as Figure E3 in Appendix E is quite large. However,
the correct_ion due to edge effects of the apertures can be made
exactly.‘ The actual setting error of this dimension during the
experimént can be evaluated in the following way: 6 is reset
each time within 1/32 inch of its '""measured value" and this
occurs statistically about 5-10 times for each angle, hence the
errors cancel to better than 1/100 inch. According to Figure E3
this can lead to an error of no more than 0.8%. In addition, the
systematic error in the "measured value" of 6 is 1/64 inch
introducing an error of about 2%.

3. -g% | shown as Figure Dl is significant in the light of a pro-
»ble?’nowhich has existed for rﬁany years at the Caltech Synchro-
tron, namely E_ has not been known to better than 1% to 2%
i.e., 101-2.0 MeV at 1000 MeV.

First, the fluctuation in setting and maintaining Eo fixed

at the proper value during running time is less than 2 MeV implying
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< 1% error in efficiency. On the other hand, some check must be
made to instill ‘confidence in the absolute calibration of the beam
energy meter. This has been done by previous experimenters at
the Synchrotroﬁ. Their results are listed below. All were done
with the magnet of Walker except for Talman who used the same

apparatus as this experiment.

Set Eo Real Energy
Diebold 1000 MeV 1021 = 3 MeV
Peck 1280 MeV 1303 £ 6 MeV
Ecklund 1000 MeV 1020 = 10 MeV

Talman 1280. MeV 1300 £ 10 MeV

All measurements indicated a + 1% to + 2% error in Eo'
In February 1965, H. A. Thiessen(ll) rﬁade detailed tests of the
electronics associated with the beam energy monitor and found that

for a beam radius of 146"

0 meter

o true’!E = 1,021 £0.003 .

Since this agrees very well with the checks made by previous experi-
menters, itis reasonabie to conclude that the endpoint energy of the
maéhine is in fact, given by the Thieséen result. The beam radius
for this experiment was 146, 3 £ 0. 2 inches, therefore, thev endpoint

energies were:



-83-

Eo set Eo real ' Error

© 1050 MeV - 1073 : £ 4 MeV
1280 MeV 1308 | 5 MeV
1480 MeV 1513 £+ 5 MeV

The error includes‘the uncertainty in measuring the absolute energy
and the uncertainty in the position of the beam target in the machine
aperture.
Then it can be seen that a basic uncertainty of < 4% must

be attached to our resulting cross-sections independent of statistical
errors. This has the effect of moving all the cross-sections up or
down by about 1% to 4%, depending on k.

| The efficiencies used are given in Table D2. Also given

are the parameters of the experimental setup.

B. Correction to Cross-Section Due to Curvature in ¢

The "average" éross-section for a measurement point (90)
has been computed assuming the real cross-section is constant.
From the cross-section plots as a function of angle it can be seen
that at some- angles and energies the cross-section is changing quite
rapidly., From these results one can iterate ”co find the average cross-
section more exactly.

If we expand the cross-section in terms of (6 - 90), where

90 is the average acceptance angle, then

o(6) = o(6) + o' |, [(6-6)]+ e |, (0-0)%+. ..
(e}

i,
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Table D2

EFFICIENCY - PION /ybarn - BIP

K=8llMeV E = 1073 MeV k_. = 700 MeV
(o] min

Aperture  Efficiency Radius Delta(d)

OcMm  Blap hxw &) Inches Inches

3.5 0.0 8.05 x 7.00 0.624 110.0 21.35
11.2 5.7 8.05 x 7.00 0.609 . 110.0 21,45
20. 3 11.3 8.05 x 7.00 0.569 110.0 21.65
28.0 16.0 8.06 x7.00 0.534 110.0 22.26
38.1 21. 4 8.06 x7.00 0.474 110.0 22,86
47.5 29.1 6.06 x6.83 0.620 84,50 18. 31
57.4 35,1 6.06 x 7.00 0.525 85.75 19. 56
67.3 42,1 6.07 x 6,80 0. 374 - 87.25 20.82
77.5 49.7 6.07 x 6.58 0.247 89, 38 22,42
kK= 1182 MeV k_= 1308 MeV k . = 960 MeV

(o] min

3.7 0.0 5.04 x 7.00 0. 344 109.2 15. 69
11. 4 5.7 5.04 x 7.00 0.338 109. 2 15.84
21,4 11. 3 5.04 x7.00 0.303 109.2 15.94
31.9 17.1 5.04 x 7.00 0.262 109.2 16,24
41.8 22,8 5.04 x 7.00 0.223 109.2 16.74
51.6 28.0 6.04 x 7.00 0.230 110.0 17. 64
61,6 35.0 6.05x7.00 0.159 110.2 18. 40
72.0 42.0 8.05 x 7.00 0. 145 110.2 19,87
81.6 49,0 8.05 x 7.00 0.115 110.2 21,40
91.0 56.0 8.06 x 7.00 0.080 110.4 22.91
k=1390 MeV E = 1513 MeV k . = 1145 MeV

(o] min .

3.1 0.0 6.08 x 8.04 0.204  146.9 17.43
10. 5 5.0 - 6.08 x7.81 0.182 146.8 17.43
19.6 10.1 6.08 x7.66 0.174 146.0 17.73
29.6 15.3 6.08 x7.33  0.143 © 145.1 18.03
39.2 20,2 6.09 x 8,04 0. 335 109.4 14. 14
49,6 26.0 6.07 x 8.04 0.252 109. 4 14,65
60. 3 32. 4 6.09 x 8,04 0.203 109.4 15. 58
70. 2 38.7 6.09 x 8.04 0. 154 109.5 16.61
80.8 53.0 6.10 x 8,04 0.080 110.0 19. 60
90.7 53.0 6.10 x 8.04 0.080 110.0 19,60
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"Hence to second order the average cross-section is

- 1 ‘- 2
<ol0)> = olo) + Fon| <(6-0)%>+ . ..
o

The linea.rvterm is zero since (0 - 90) is evenly distributed about
90; 0-(60) is the cross-section determined by dividing the counting
rate by the efficiency. Hence the best average, to second order in
(6 - 60), is obtained by adding a small term proportional to the
curvature.

The quantity < (§ - 90)2> is found using the Moﬁte Carlo

efficiency calculation and is generally three to four degreesz. In

order for the correction to be significant, it must be <0. 1pub,

therefore
a" _<_2—)Z—O—'—} = 0.05 pb/degree2 (in CM).

The table below shows the places where the curvature is

large.
Correction to Cross-section for Curvature

Energy Angle g (6 - 9052 ‘ o %0'"<(9-9002>
911 20.0  +0.009 2.92  0.70 £0,08 +0.03
911 28.0 -6.009 2.83 1,46 £ 0.09 -0.03
911 57.0 +0.003 4, 38 1,66 £0.05 +0.01
1390 10. 5 -0.010 2,00 1.24%0.21 -0.02
1390 | 19,6 +0.004 2.00 1.24#0.12 +0.01

1390 29.6 -0.003 3.02  1.65%0.10 -0.01
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- The correction is small at all places andtat the most is only one-~ -
third of the quoted error due to statistical fluctuations in the
experiment,

An attempt was made to correct the cross-section as
measured in this experiment for the curvature in the real cross-
section as a function of photon energy. If we expand the cross-

section

o(k) = o+ 0",0 (k-k) +—;—¢"]0(k-‘1€)3+ . .

and take the average using this experiment photon energy resolution

f(k) then

<e>=  [o(k) f(k) dx = o_ + %o“"l <(k-K)?> + . . .
Q

yhere 0y = C.R. /7M. Hence the "best" average value that we can
quote differs from 7, if there is curvature in o(k). The cross-section
was plotted as a function of photon energy at the three average energies
k=911, 1182, and 1390 MeV. A smooth curve through the three
points at each CM angle was used as a trial function for o(k). The
counting rate and the cross-section (o-o)' Was computed for the various
points measured in this experiment. The difference (cro)'-O'O was |
found to be less than the statistical error assigned to the reported
value ¢ . ; |

In_thé graph on page 31 the values of ¢ at 60° and 120° for

-Diebold at 911 MeV and Diebold with this experiment's resolution

differ due to local minima in o(k).
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Appendix E

ABSORPTION CORRECTIONS

Corrections must be made for absorption of decay gamma-
rays in the target assembly, in the air between target and counters,

and in the charged particle veto counters.
a, Target

Figuré A2 is the plan view of the hydrogen target. The é
counters are placed a distance R from the center of the target at an
angle 0 o with the beam line. The effecfive beam diameter was
1-5/8 i::ches at the hydroge.n target 320 inches from the machine
target.

To calculate the absorption correction the sensitive volume
;af the hydrogen target was sectioned into 26 discs each of which was
sectioned as éhown in Figure El. Furthermore, from Groom's
measurements of the synchrotron beam profile(lz) we are able to
approximate the radial fall-off of the beam intensity as shown in
Figure El. Since two-thirds of the beam falls within the circle with
radius equal to one-half the beam radius, the sum of the inside four
sections is weighted eqﬁal to the sum of the outside cight sections.
This allowance for the beam profile leads to a correction in the
absorption calculation at small angles of about one-tenth the absorption.

The absorption as a function of angle is shown in Figure E2.
The flattening at wide angles is understood by noting that at gamma-

ray angles greater than about 30 degrees all gamma-rays must pass
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~through all walls of the target with approkimately the same angle.

b. Air and Veto Counter Absorption

. Vv
The air path length from target to C counters varied from

80-110 inches implying a 1% to 2% correction for absorption of decay

gamma-rays.

.-

. v
~:t~ G Counter

e fe—

R

The absorption in the veto counter assembly can be seen by

referring to the figure above where the two scintillators are shown
with the paréffin absorber between. | If a y-ray converts to electrons
in SZ,’ the paraffin, or surrounding air, the é counter will still
l‘record the energy of the y-ray (with a negligible degradation in
energy) because there are not coincident pulses in S1 and S,. How-
ever, if the conversion takes place in S1 then vetoing can take pla;:e
if the electron makes a large enough pulse in Sl’ The thickness t
of S, is 1.27 cm and the 1/o length for the y-ray in scintillator
material is 59 cm, so the intensity of y-rays as a function of depth
into the coux;xter ié essentially linear. There is also a function P(x)
‘which is the probability that the conversion electrons will produce a
large enough pulse to make a coincidence with S,. This function
obviously is nearly one for the front of the counter and nearly zero
for the back - varying smoothly in between. The structure of P(x)
is due to the fact that a minimum ionizing particle gives a spectrum

of pulse heights, some being below the coincidence discrimination.
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‘The discrimination level on the S1 amd S2 pulses was set to be one-~
half the average signal from a minimum ionizing particle traversing
the counter. The electron pair produced are both minimum ionizing;
therefore, conversion in the first three-fourths of the counter should
produce a coincidence, i.e., the function P(s) is nearly unity out to
x = 3/4t where it decreases towards zero. Folding P(x) into the
linear decay of the y-ray intensity leads to an absorption correction
of -%Z—t = 1,7% per y-ray.

€. Partial Absorption at Edges of Apertures

The apertures were shaped on three sides so that gamma-
rays entering the apertures would always make grazing angles with
the sides of the apertures., However the remaining side was hori-
zontal and would have gamma-rays incident upon it at relatively
iérge angles, in the order of ten degrees. Gamma-rays can with a
small probability make their way through the edges of the apertures
and be recorded. They cén also convert to electrons in the lead and
be absorbed or vetoed. This effect leads to an increase both in
effective apertufe size and a decrease kin the energy cutoff. If while
sitting at an angle 'G_H_(lab) the distance between the outer edges of the
two ;pertures is increa.sAed then the minimum E'n' is decreased and

the efficiency is increased.
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Referring to the figure above, x is the distance from the
outer edge of the aperture. One can move this edge of the aperture
up #nd down parallel to the x axis and calculate an efficiency 1(x)
where 1(0) is the efficiency for the nbminal position of the apertuie.
Wé expend the efficiency about x = 0 to be 7(0) + 58-3- x. The gamma-
rays have a path length in the lead of x/sin 6. Then ::)he corrected

efficiency would be

00 g sin 6
an - x
5 X e dx 5 in 0
=0+ =0 —— = 1(0) + Tl]‘o =0
j o sin 0 :
[o] % dx

From Figure E3 we can see that 91/006 can be as great as
8%/0.1 inch or 30%/cm.  Then the error due to the effective change

in the location of the outer edge of the aperture can be as large as
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g% '5?_9 =30%x 0.2 = 6% . |

Corrections also must be made due to the increase in the
height (h) of the aperture. Typically sin6/c = 0.2 cm and 97/0h =
6%/cm., hence this correction is 1.2%. Bothcorrections are made

to the efficiency.
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Appendix F

ADDITIONAL EXPERIMENTAL DETAILS

a.  Background Subtraction

In an experiment where high resolution is desired, empty
target background measurements should be made during the same
operating periods as the foreground (i.e., the same day in this experi-
‘ment). Since there was some uncertainty in the calibration technique
to the extent of £ 2%, it would be expected f:hat the analysis of data taken
on the same day would yield spectra which were dependent on the cali-
bration only in the location of their mean pion energy. Unfortunately,
the condensing target used in this experiment had no means for safe
rapid emptying. However, whenever time permitted empty target
funs were made at the beginning or at the end of the running period
and used in conjunction with foreground runs made at the same angle
on the same day. Spectra produced in this way compared in shape
favorably with the computed spectra for a flat cross-section.

For the main portion of the experiment background run‘s were
not made on the same day as foreground runs. This makes spectrum
fitting more difficult becé.use the background calibration must be in
regiéter with the foreground calibration. Because of the uncertainty
of the daily calibration this was difficult to do.

waever the average cross-section is computed by summing
the counts above the pion energy cutoff (valley in the spectrum) in the

background subtracted pion spectrum, a process which is only slightly
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~dependent on the calibration of the backgrouhd spectrum and which
permits a relatively large error in the position of the energy cutoff
without producing a large error in the cross-section. This is true
since the total number of background counts above cutoff is about 10%
of the foréground and the uncertainfy in the cutoff position introduces
only a 10% error in the total background count, i.e., about 1% of the
foreground. Fitting of a spectrum, on the other hand, is effected
greatly by the fails of the distribution and consequently the small
uncertainties in the spectrum amplitude around the cutoff position
induce large fitting errors,

As a check on the status of the experiment the charged
particle and gamma-ray counting rates were moﬁitored continuously.
‘The gamma-ray counting rates in the éerenkov counters for the same
#ngle and energy configuration were found to vary somewhat from day
to day. This was attributed to small changes in the voltage bias put
on the low energy gamma-rays. Also changes were sometimes ,
observed when a data point was remeasured at a later time. They
were attributed to small changes in the synchrotron beam dump and
lineup. The latter changes showed up also in the empty target runs
and made it necessary " to match in time the background runs to
foreground runs. The resuit was good agreement on the resulting
cross-sectio:ns measured at thé same angle and energy but at widely
different times.

The counting rate of accidental coincidences was monitored

during all foreground runs. Separate runs were made detecting and
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‘pulse height analyzing accidental coincidences in order to obtain the
necessary pulse height information to subtract from the foreground
runs. An accidental was defined as a coincidence between two gamma-
rays, one in each éerenkov counter, which were 100 ns apart in time.
The intenéity of the synchrotron beam was generally the same for the
accidental»runs as it was for the foreground runs, but when it differed
a small correction could be made to conpensate for the intensity
difference by a.ssixming the rate of accidentals varies like the product
of the two gamma-ray counting rates producing the accidentals. The.
correction for accidentals was highest at small angles where it was
always less than 5%. At wider angles the correction was generally
only 1% to 2% of the foreground. |
In order to protect against accidental vetoing of i‘eal pion

events due to high charge particle counting rates a coincidence was
made between the gamma-rays ('yA) in one (\J/ere-nkov counter and the -
| charged particles (VB) present in the veto counters in front of the
other Cerenkov counter. The accidental veto occurs when a gamma-
ray from a real measurable pion event is vetoed by an accompanying
signal from one of the two charged particle veto telescopes. The

_ . - o (ry) - (V) _ ]
fraction of pions vetoed accidentally is ——(TAT— - This fraction
was kept below 1/100. |

b. Consistency Checks

The main checks on the results of the experiment were
imposed by the cross-sections previously measured by Talman, (1)

Diebold, (5) and Alvarez et al. (7). Additional meaningful tests were
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made during the running of the experimeni. They consisted of the
following: |
1) Monitoring counting rates and testing for day-to-day
agreement and long term drifts,
2) measuring each cross-section in many short runs ’
spread over a long period,
3) making runs at various aperture sizes and target-
aperture distances at angles and energy where it
could be done without affecting the detection efficiency
adversely,
4) making runs with and without the sweep magnet sur-
rounding the hydrogen t'arget.‘
In 1) and 2) small drifts were detected in some rates du‘evto variable
Beam alignment; however, the cross-sections computed were the
same provided the background subtraction was done using runs of
the same period (see Appendix F, Part a). In 3) the agreement
in the cross-section ﬁeasured at the various configurations servcd.
to show that the efficiency calculation was internally consistent to
better than 1%. In 4) it was found that the computed cross-sections
were unaffected by the pi‘esence of the sweep ﬁlagnet provided

proper background subtraction was made.

¢. Check on Slope of ¢(8) Near 0°
At angles near 0° where the cross-section falls off very
rapidly and tends towards zero at 0° one would expect few symmetric

decays. This can be seen in the following way.
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The figure below shows the arrangement of the photon beam
and gamma-ray detectors when measuring the "zero" degree cross-=

section. At "zero' degrees the

\Vs
C counter A

: Photon Beam
/

v
C counter B

detectors are actually sensitive to production angles out to approxi=-
mately five degrees in the.lab frame (average angle 3.5° in CMS).

If the cross-section is zero (or small) at 0° and increases as one
moves away from 0° then only decay y-rays pairs frvom 7° mesons
produced at angles off the photon beam line should be detected. As

the production angle in‘creases so does the cross-section, hence the
7°'s detected would have had to decay asymmetrically to put a gamma-
ray in both detectors.

This increase iﬁ asymmetrical decays over that expected
frorﬁ a flat cross-section was searched for in the zero degree data
in the hope that the variation of the cross-section for the 0° -5°
range couid be unfolded. Because of the resolution of the counters
and the spread of opening angles possible for the decay gamma-rays

of the 7° no accurate correlation between asymmetry and ™ energy
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could be made. However, a rough analysis for the three zero degree

measurements showed that the cross-section had a slope approxi-

mately equal to that obtained by extrapolating the measured points.
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Appendix G

COUNTING DATA

In Table G1 the complete counting data is shown for the three
photon energies measured. When two different configurations of the “
detection equipment were used to measure the counting rate at a given
angle the several runs were combined by compensating for the
difference in detection efficiency. A mean counting rate was computed
from the several runs at a given angle and chi square calculated,

This is recorded along with the total number of runs -- the number of
degrees of freedom = runs -1.

The analysis error is broken down into two parts. The
fil;st, Calib, is the error caused by not knbwing preqisely where the
background spectrum cutoff should be taken since the energy cali-
bration was not known exactly. The second, Cutoff, is the error due
to the uncertainties in selecting the location of the valley in the fore-

ground spectrum.
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