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ABSTRACT

The past decade has witnessed a revolution in digital
electronics. As the cost per function has decreased,
digital techniques have pushed theiolder analog methods
into the background. This thesis explores a method of
merging digital and analog techniques into a hybrid
.combination of the }two. * ~ Representing the analog
information ’as continuously variable intervals of time
minimizeS‘ the effects of- noise on the analog  data.
Ensuring that only digital data pass from one‘computation
to another prevents the accumolation of errors.

As an example of hybrid processing, this thesis
includes thé4 design of a Large Scale Intégrated (LSI)
circuit that. implemehts the Lee-Moore maze solving
algorithm, extended to cover the two-layer path finding
case. The use of digital information to describe the path
geometry and analog information to describe the path costs
demonstrates the syétem's hybrid nature.

The désign of(this System provided several lessons
applicable to the design of other hybrid systems. It also
unexpectedly demohstrated the importance  of the
communication structure in determining the‘costs involved‘
in all kinos of processing. These lessons are summarized

in the last chapter.



—iv-

TABLE OF CONTENTS

Acknowledgments ii
Abstract | iii
Chapter 1 What is ﬁybrid‘Processing? 1
Chapter 2 Why Use Hybrid Processing? 6
Chapter 3 When to Use Hybrid Processing 16
Chapter 4 How to Use Hybrid Processing ‘ » 25
'Chapter 5 An Example . . . Lee-Moore Path Finding 30
Chapter 6 The Lee-Moore Algorithm in Hardware 41
Chapter 7 Two Layef Path Finding 57
Chapter 8 Two Layer Hardware. . .The PATHFINDER Chip 66
Chapter 9 lDealing With Non-Uniformity‘ .75
Chapter 10 - Flaws in the PATHFINDER 87
Chapter 11 Lessons Taught by the PATHFINDER 100
References 114



Chapter 1

WHAT IS HYBRID PROCESSING?

Before beginning to study hybrid processing, one must
first know what the term means. The purpose of this

‘chapter, then, is to provide the required definition.

Taking the definition a piece at a time, I must first
convey my understanding of processing in general. In thé
context of this paper, "processing”™ refers to any
operation performed oh data that has some effect on those
data. Processing operations tend to fall into one of two

catagories. These are computation and communication.

On the computation side of proceSsing, the operation
performed on the data consists of transforming the values
of those data according to somé speéified  function. This

is the part of 'processing that actually does the
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arithmetic and other calculations that are responsible for

"finding the answer" to a problem.

On the communication side of processing, the
operation performed on the data consists of moving the
information from one ©place to another. 1In an electronic
processing element, this generally involves oner\Or mbré
wires over which the electrical signals representing the
data travel. Without communication elements to deliver
data to the inputs of a computation élemeng_ahd to carry
away its results, processing machines c¢ould accomplish

next to nothing.

Today, the ‘importance of the communication structure
within a processor “ is finally coming to 1light.
Computation is now cheap, and can occur simultaneously'in
a very large number of elements within a system. The
issue of‘ how to communicate the data from one}computation
element to another at the right time and in the right
sequencef' dominates many  modern processor designs.
Communication and computation both play important roles in

the‘structure of any processing strategy tdday.

Beyond the computation ‘versus - communication

'classification, processing elements can be classified
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‘further by the type of data on which they operafe. Again,
there are two recognizably Separate catagories to
consider. These are known as analog proce;sing and

digital processing.

Analog processing deals with data .that are
continuously variable. A slide rule is a familiar example
of an analog pfocessor. The position of the slide forms
the input to the computation, and the reading on the scale
under the cursor gives the output. The slide is
continuously adjustable. There are no notches, or steps
in its movement.’VSimilarly, the scale on which the output
is obtained under thé cursor is a continuous scale. The
precision available in the output, or "answer", of such a
device is theoretiéally unlimited. Since there are ﬁo‘
indivisible units involved, variables can take on exact
values. In practice, the available precision is limited
by thé accuracy with which the machine is built. In the
case of the slide rule, the accuracy with which the scales
are marked on the instrument is the 1limiting factor. To
summarize, then, analog processors work on continuous data
with unlimited precision, but with accuracy limited by the

accuracy of construction of the machine.
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Digital processing deals with data that are
quantized. In any such device, there 1is an indivisible
unit of information, the smallest value'above zero that
the machine recognizes./ An abacus is a familiar example
of a digital processor. Data are entered by discrete
movement of the beads. Each bead is against either one
stop or the other, never somewhere in between. When one
reads the answer from an abacus,'each‘bead is counted if
it is on one side of the device, or not counted if it is
on-the other side. The accuracy of this kind of processor
is unquestioned. After all, there is no problem in
determining whether a bead should be counted in ﬁhe output
or not. The precision available, however, is limited by
the size of the machine, or, in the case of the abacus,
the number of rows of beads in the machine. To summarize,
digital proceésbrs work on discretized daté with unlimited
- accuracy, but with precision limited by the construction

of the machine.

With these definitions of digital and analog
processing in mind, one can go off happily cléssifying
almost any kind of processing equipment ‘around; Networks
of resistors provide an example of analog arithmetic,
where the voltage on one node of the network is a linear

function of the other node voltages. A mechanical device
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known as a planimeter performs analog integration in
finding the area enclosed by plane curves. Common
‘digital processing devices include things as small as
digital watches and pocket calculators as well as the

largesf mainframe electronic computers around today.

A hybrid processor is nothing more than a processor
that uses a mixture of both digifal and analog
techniques. As usual, when there is a choice of methods
to use in attacking a problem, there are circumstances
under which each of the possible choices is the best.
Thus in building a proeessing machine, a designer, by
taking note of the circumstances Surrounding his design,
can choose to employ either digital or analog techniques,
~as appropriate. Under some speciai circumstances, a
combination, or hybrid, of the two is the proper choice to

take.

The fact that digital and analog processing work .on
different kinds of data means that they have some
different characteristics that might lead the designer to
prefer one method over the other in his design. ‘The next
two chapters willr,investigate some of those differing
characteriétics, and disclose those circumstances when

hybrid processing might be advantageous.



Chapter 2

WHY USE HYBRID PROCESSING?

Many of today's designers'of processing equipment are
nervous about the‘idéa of using any analog techniques at
all in their machines. They argque that purely digital
techniques can solve any processing task, and can
eliminate the maih problem that plagues analog designs,

noise.

Noise is any unwanted signal from the environment of
a system that perturbs the data in that system in some
way. Digital and analog structures differ in their
response to ‘ noise, and this difference is a major

consideration when choosing a design strategy.

Analog processors, like the slide rule, have no

immunity to noise at all. On a slide rule, noise could
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have the effect of causing the slide or the cursor to slip
slightlf away from the position meant for it. This would
introduce an error in the computations that is
indistinguishable from real data. Thus, in analog
processors, noise gets carried along through the rest of

the computations and can adversely affect the result.

Digital.processbrs, like the abacus, can tolerate
some noise. On the abacus, noise could cause the beads to
stray slightly away from their ideal positions at one end
or the other of the rows. However, as long as the beads
remain cioser to the side where they belong than to the
other side, their correct values are still readable.
Unless the noise is so severe that it causes the beads to
travel more than halfway to the other side of the abacus,
it does- not ”affect succeeding calculations in any way.'
bigital processors have some inherént immunity to noise’
because after each computatioh, digital variables are
restored to a cléan.representation éf one of the discrete
“values that the~daté can represent. Any errors generated
by noise are eliminated at each step of the proceésingf

and thus cannot accumulate.

It is usually easy to distinguish analog and digital

problems from each other. Analog problems are those that
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arise from the measurement of some quantity. In general,
the variables tell how much of something one has, in a
qualitative way. Digital problems, in contrast, arise
from counting situations. Digital variabies tell how many
somethings one ' has. As examples of problems at the
opposite ends of the analog-digital spectrum, consider fhe
two 'mundane ,problems Qf balancing a checkbook and

controlling water temperature in a shower.

Think about the problem of balancing a checkbook.
Given the choice of the tﬁo'processing machines shown in
Figure Z-l, which is the most appropriate one with which
to attack the problem? Each of the machines will compute
sums from zero to $1000.00. On the abacus, the additions
and subtractions  involved are performed by discrete
movement of the beads in the rows. On the other
insfrument, similar to a slide rule, the slide is
»positioned with the zero mark on the present balance in
the checking account, and the cursor is then moved to lie
over the amount of the deposit or withdrawal on the
slide'é scale. The resulting new balance is read under
the cursor from the scale on the body of the instrument.

Now, consider the problém of designing an automatic

water temperature control system for a shower. Which of
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Figure 2-1. Which machine is better for balancing
a checkbook?
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the two approaches shown in Figqure 2-2 is most appropriate
for attacking this problem? 1In one case, the mix of hot
and cold water is continuously adjustable by means of the
position of the diaphragm in the mixing valve. 1In the
6thér case, the mix is determined by the ratio of the
humber of hot water valves that are on to the number of
cold water valves that are on. - In this second case, the
adjustment in the mix is not continuous, but adding more
‘and more valves in the ’system can result in enough

.precision in temperature control to satisfy any set

requirements.

For the checkbook problem, the better choice of
instrument is élearly the abacus. The slide rule device
has two major deficiencies that would preclude its use.
The first concerns number representatioh. To represent a
number as large as $1000.00 accurately to the ~last cent
would require anr accuracy of one part in 100,000 in the
" marking of the scales on the instrument, which is
unrealistic. The second deficiency of the slide rule
. instrument in this example comes from noise problemns.
With each transaction computed on thé checkbook balance,
some hoise would unavbidabiy enter into thé- calgulations,
After only a few transactions, the noise-introduced errors

would accumulate enough to swamp out the pennies and dimes
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in the calculations, and the resdlting balance in the
checkbook would no longer agree with the amount recorded
in the bénk. The abacus, on the other hand, can easily
- represent the variables precisely »and without danger of -
errors introduced by noise. Since the data are restored
té clean, noise-free values after each transaction, the

noise-generated errors have no chance to build up.

The choice . of approach to the water temperature
control system problem may not be as apparent. Although
the problem clearly involves continuous variables, and is
thus analog in nature, either approach can 1lead to a
design with good performance. The~analog approach, with
the single mixing valve, can deliver a’ continuously
variable mix of hot and cold water, which ié desirable.
The other, digital, approach can adjust the mix only in
discrete steps, but,by using enough valves, the bather can
be completely unaware of the -discteie changes in water
- mix. What, then, is andther basis‘forjchoosing between
the two schemes? - One significant difference 1lies in the
complexity on the communication side of the processing.
The‘digital solution requires a separate water pipe and a
separate solenoid control }signal for each of the many
valves in the system. The single yaive in the aﬁalog

design requires a considerably simpler, and thus less
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expensive, communication arrangement, both electrically
and mechanically. Overall, then, the analog solution to
this fundamentally analog problem is a better choice than
the digital solution, even though both. can adaquately

perform the job.

in today's world, I would be tempted to guess that,
although - most reade:S‘ of this paper correctly solved the
checkbook problem above, some readers chose the digital
solution to the shdwer temperature contrbl probiem despite
its disadvantage in complexity. Designers today have
almost unlimited amounts of hardware with which to build
structures, and digital solutionsv are easy to most
problems. - As a result, digital techniques pervade the
thoughts of designers, and force analqg techniques down
into the <cellars of their mindé. The shower temperature
control problem should have demonstrated that there still

'is a need for analog treatment of some situations.

So today, digital prbcessing is cheap, yet there is
Stiilya need to input parameters or generate outputs that
are continuous variables,4 bést \sﬁited to analog
techniques.\ This is the’sgtting where hybrid processing
shines. With hybrid pfocessing; the best of both worlds

is available. Ideally, such a processor could handle
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discrete data with digital circuitry and continuous data
with analog circuitry. The trick is to merge the two
types of processing so that the variables, discrete and

continuous, can interact to solve the problem.

A strong tendency amoung current designers when
trying tb incorporate analoé and digital variables in one
design-is to use analog-to-digital énd digital-to—analog
cohverters to isolétev from each other the parts of the
machine dealing wiﬁh different kinds of variables. This
results in a degenerate case of hybrid processing, where
the machine is merely aﬁ interconnection of separate‘
analog and . digital processérg. The strength of hybrid
processiné becomes clear only’when.the digital and analog
parts of the system are merged so closely that they are

"not separately identifiable.

The game of backgammon illustrates a situation in
which hybrid processing could find effective use. The
position of the playing piéces and their movement.
according to the throw of the dice are pﬁrely'digital
quantities. However, the choice of which moves to make
when there are several possibilities is based on a number
of purely analog variables; One of these is the overall

playei strategy, offensive, defensive, or somewhere in
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between. Another analog variable is the playing ability
of the opponent, for some moves, though dangerous with a
skilled opponent, may go unnoticed by an amateur; The
computation involved in making the choice between moves
must produce a digital ansWer, i.e. the one move that the .
process selects. The inputs to that computetion are the
digital quantities of board position and dice throw and
the anelog qualities which determine which decision is

best.

The title of this chapter is "Why use hybrid
processing?“ The answer is that hybrid processihg is the
natural way -to tackle many of today's problems. Many
calculations that require 1lengthy or precise computation
and therefore need digital data representation depend upon
paremeters that come from the real world,‘where quantities
tend to be continuous. 1In such cases, hybrid' processing
can bring together ' the two forms of daﬁa to produce the

desired result.
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Chapter 3

WHEN TO USE HYBRID PROCESSING

When a designer has a processing problem to soive,.
what tests can he apply to decide between an analog
implementation, a digital implementation, or some hybrid
combination of the two? This chapter will present some

criteria for making that judgment.

3.1 Wwhen to go Analog

Purely analog processing finds applications that
surround our daily life. The world we 1live in is built
around continuous variables and the differential equations

that govern them.

Analog problems typically arise from measurements of

quantities in the realvworld. The presence of variables
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that describe how much of something, in a qualitative way,

indicates that analog techniques may be applicable.

Analog computing methods offer ‘an excellent way to
make a qualitative analysis of a prbblem,‘but are limited
in other applications. The accuracy of analog methods, as
~discussed before, is limited. Practical agcuracies of one
part in a thousand or so are the -best that one can
- obtain. ?or higher accﬁracy, digital computation methods

must come into play.

As shown in the example of balancing a checkbook in
Chapter 2, the accﬁracy of a single computation is not the
only limit to the -usefulness of analog 4compu£ation.
.Errors introduced by inaccuracy or noise tend to
accumulate in analog systems. When a task demands that
data pass through many stages of processing the use of
analog teChniques' would eventually swamp out the data by
the accumulating errors. In this case, a digital strategy

is the only way to go.

Remembering the example of the shower temperature
control problem, aﬁalég methods offer a saving in hardware -
complexity. Thus, when the cost of hardware is important,

one should consider analog approaéhes to the problem.
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In summary, the abové results suggest some: tests for
deciding when to use analog processing. Analog processing

is indicated when

.the problem deals entirely with continuous variables
.variébles record qualitatively how much of something
| is présent |

.the qualitﬁtive,behavior of the problem is more

| important than the quantitative behaviof,\or

- .the hardware complexity must be minimized.

Analog processing is contraindicated when

~ .any variable is discrete
-.high accuracy is important, or
.data must pass through a large

number of calculations or iterations.

By applying these tests to a particular design problem, a
processor designer can determine if analog techniques hold

any promise in that situation.

3.2 When to go ﬁigital

in many cases, digital techniques  provide the only
acceptable solution to a design' problem. The accuracy |

with which digital processors can éérform calculations and
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their inherent immunity to noise set them apart from the

analog types of processors.

Problemsfwhdse variables count something, or tell how
many somethings are present, are fundamenﬁally digital
problems. Balancing the checkbook in the preceding

chapter was such a problem.

Some problems can be solved only by iteratiné through
a sequence of calculatiéns. Such iterations can result in
millions or even billions of operations being performed on
a piece of informatién before the answer materializes.
These problems vcannot- tolerate the errors induced by
‘inaccuracies and noise~in' analog systems. Ohly Adigital

approaches are feasible.

In summary, digital processing isbindiCated when

.variables record a count, or answer the question
"How mény?’

.the préblem demands high accuracy

.data must pass through a large number of operations
to generate an answer, as in iteration, or

.the cost of hardware is not an issue.
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Digital processing‘ is contraindicated when an ahalog
sqlution is possible and more cost effective. In such a
case; the extra cdmplexity of a digital solution merely
‘adds extra baggage. 1If a preblem passes the above tests,

then digital methods demand some attention.

3.3 When to go Hybrid
i

Some problems -fail to pass the tests for either
purely anaibg or purely ’ digital processing. These
problems need some of the characteristics of each of the
two approaches. It is for this class of  problem that
hybrid processing exists. |

These problems tend to fall into two cetagories. The
difference lies in the reason for needing some digital

_ processing.

The first subclass of hybrid problems consists of
‘those tasks ~that require digital techniques merely to
achieve adaquate accuracy. The variabies involved inr
 these problems are fuhdamentally ahaloé quantities. They
generelly originate in some transducer Of ‘sensor'and, |
possibly after a little analog processiﬁg, pass directly

to an analog-to-digital converter. From that point on,
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processing is totally digital. The results of the digital
calculations sometimes are used as they are in digital
form, but often they pass thrdugh some digital-to-analog
converter back into analog form for display or for
controlling some other analog device. This class of
7 problems leads to the degenerate case of hybrid processing
described earlier.

One finds examples of this kind of’ hybrid processing
whenever data from the real world mustl be processed
digitally. Digital voltmeters, for example, ihput an
analog voltage} process it with an analog voltage divider
to sgt the scalé, and then digitize it for accurate
measurement and display. A vector display system provides
an \example of a reverse Situation, where the analog
processing comes at the end of the process. Values
representing the endpoints of the vectors are calculated
digitallf, but then convetted to analog values. .Analog
processing elements can then calculate the deflection
signals and intensity 1levels to send to the CRT for

display [8].

" The other subclass of hybfid processing involves
problems that ‘tend to be fundamentally digital, but that

depend in some way on one or more qualitative, analog
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inputé. The backgammon playing machine discussed earlier
provides an example of this class of problem. The
mechanics of play, 1like board position and the throw of
the dice, are digital  variables. The tactics of play,
' like' straﬁegy and skill of the opponent, are analog
variables. On each play, the choice of moves to make is

based on information from both kinds of sources.

It is this kind of hybrid processing that designers
most ignore when building processing equipment. Instead
of creating a structure that can/effectively merge the
analog and digital parts of the calculation, they provide
some purely- arbitrary digitization of the qualitative'
inputs and then build an entirely digital machine.
Current game playing machines,:for exaﬁple, compete atfone
of several discrete levels of skill. The skill level,
which should be an analog input, enters the caldulations
insteéd as an artificially digitized variable. The past
twenty-five years of s;eadily decreasing digitalvhardware
costs have trained designers to choose the digital route
when they éan find any possible way to do so. The result
~is that analog or hybrid solutiqns té problems are shelved
in favor of a iess direct.digital solution. The general
belief is that téday's VLSI téchnology should continﬁe

.that trend and push the digital revolution even farther



-23-
along, because of the enormous amount of hardware that can
be realized on one chip of silicon. That, however, is a

little misleading.

While the cost of computing hardware‘ continues to
fall, the communication hardware reqdired to interconnect
the computation elements has risen in relative cost. In
VLSI technology in particular, as the computation elements
continue to shrink, the proportion of chip area devoted to
interconnection wires 1is increasing. The total cost of
hardware, then, is not 'going to =zero, but instead is
becoming dominated by the cost of‘communicating data from

~one place to another.

As arresult of this communication aspect of hardware
cost, hybrid processing may begin to See more
application. Transmitting only one bit per wire as is
done most often in digital designs is not a very effective
way to use the now costly communication path. Because of
the fact that a VLSI chip is a very controlled environment
~in which noise levels are 1low and somewhat under the

designer's control, many bits may be sent along one wire
‘using analog techniques with a savings in cost right where

it helps the most, in communication hardware.
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Already some. are discussing the possibility of
multi-level signalling in digitai circuits [9]. Microcode
ROMs on some microprocessors store two bits per cell by
using a four level encoding structure [10,11]. Although
these ‘designs are still strictly digital, because,the
al;owed states for the data‘are still discrete, they are a
step along the way toward full analog techniques; At
least one chip deéigned at Caltech has made\use of a ROM
storing purely analog -values in the design of a cursive

character display generator [2].

Thus, there ‘is_ motivation to - encourage hybrid
processing. Digital ‘problems with vqualitativé, ~analog
inputs exist, and the cost structure of current technology
favors the hardware economy that analog techniques offer.
The secbnd‘ﬁalf of this thesis will present a complete
design that effectivgly makes use of hybrid processing.
First, however, the next chapter will provide ‘some
guidelines on how analog and digital techniques might be

merged to form a true hybrid processor.
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Chapter 4

HOW IO USE HYBRID PROCESSING

Now that we know what hybrid processing is, why it is
important; and when to use it, the " question of how to
implement it arises. it is not a trivial task to
effectively merge analog and digital variables into a

single hybrid processing structure.

" Remember that | true hybrid processing arises from
‘problems that require primarily digital processing but
that also depend in some qualitative way on one or more
analog variables. The task, then, 1is to affect the
results rpf a digital computation through the influence of
analdg-variables./ | |

What effect can an analog value have on digital

data? The only way to modify digital values is in



-26-
discrete steps, changing bits from one state to another.
By definition, there is no way to modify the value of
digital data in a continuous way. Thus, on the surface,
it  wou1d seem that the only way to get analog daté into an
otherwise digital computation is to first digitizé it

ﬁsing some type of analog-to-digital conversion.

Ihformation, however, need not always be represented
by the value of some piece of data in a machine. The
timiné relationships between signals can also represent

information in a problem.

Time offers some: uhique features as an analog .
variable. Time ‘is a monotonic, smoothly increasing
quantity. One can count on i£ to never reverse direction,
or stop, or do-anything but steadily continue forever. If
one reéresents an analog value by the interval of time
between two digital signals ih a system, then that analog'
value will be 'immuqe to electrical noise to the same
extent that digital values in that sysﬁem are immune.
Since time is measured in thé'Same way in all parts of the
systém, and since small differences in time are much
easier to detect than sméll éifferences in other analog

values, representing analog data using intervals of‘time
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results in better accuracy than .would other choices of

representation.

The human nervous system uses time to represent its
data. Most people would agree that the body is a noisy-
environment in which to try to communicate information by
minute eléctrical signals. Such an environment demands
-the use of a digital communication structure. However,
'Vall the data with which the body 1is concerned are in
| analog form. Light, sound, temperature, etc. all are
analog inputs, and muscle and gland control sighals are
anang outputs of the nervous system. Whatva complicated
mess it would be if all that data had to.be converted from
analog " to digital form for communication on the nervous
- system! Instead, the body usés a much simpier strategy.
The nerves cafry impulses Ehat are digital in nature, as
they must be in order to overcome the noise. The
frequency 'of ﬁhe impulses, however, varies. The amount of
time between impulses is the information carrying quantity
[12]; That amount of time represents the anaiog value,
and‘is continuously_ variable, so no VCOnversion of ' the
vanalog' inputs and outputs of ‘thé nervous system is
necessary.v The aﬁalog signals are represented directly as

varying intervals of time.
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The combination of digital data processing with an
analog dependence on a time variable offers an especially
attractive opportunity @ for hybrid processing. If the
analog dependency .of a hybrid problem can be Couéhed in
terms of the timing of soﬁe digital function, then that
timing can be.the means for providing the required énalog
control over the calculations. Using this meﬁhod requires
no expliéit conversion of the analog data to digitai
form. The intefaction takes place as\a result of varying

the timing of the digital calculations.

\The algorithm selected as a basis for a hybrid
solution ta a problem must allow the digital calculations
to depend on éome aspect of timing that can be modified by
the ‘problemfs analog inputs. JOne way to achieve this
dependence is to arrange for the digital logic to take one
of several actions depending on which of several events
happens firsf.”The timing of the events can then be under
the conttOI of analog computations. This scheme
successfully merges the analog variables into the 'digital

computations in a natural way.

The physical configuration that is to implement a
hybrid system also is constrained by'the scheme of wusing

time as an analog variable. In the first place, the
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hardware cannot be fully synchronous. Synchronous systems
digitize their time variable, so that no analog modulation
of any timing function would be possible.  Secondly, this
approach works bes£ when the problem maps well onto a
processing structure that allows many operations to occur
in parallel;‘ Only with parallel processing can one use
the technique mentioned above, using the difference in
timing of several events to influenée the‘ digital
calculations. In a structure with no parallelism, dnly
one event can happen at a time, and no comparisons are

possible.

The next,fOur chapters will detail the development of
a hybrid processor system that uses time to represent its
anélog data. It is not intended as an example of hybrid
prdcessing in general, but rather as a specific example of
- what hybrid techniques can accomplish. Chapter 5 will
deséribe the problem to be solved by this system. Chapter
6 will develop some initial thrusts toward a Solution,, and
finally, Chéptets 7 and 8 will present the complete hybrid

processing system and describe its operation in detail.
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AN EXAMPLE - - - LEE-MOORE PATH FINDING

This chapter begins the discussion of an application
of hybrid processing in a particular system. The lfask
that the resﬁlting machine solves is the problem of patﬁ
finding, ﬁhich has application today in printed circuit
board wire rduting and interconnect wire routing on
integrated circuits. This chapter will briefly outline
’the traditional Lee-Mooré algo;ithm that is the basis for
the path finding, and the following chapter will discuss
an LSI implementation of the algorithm that solves the
prob;em for paths én ohe layer. Succeeding chapteis will
examine the additional problems of two layer path finding,
and will detail another LSI implementation that handles

the two layer situation.
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5.1 The Lee-Moore Algorithm

The Lee-Moore algorithm for path finding, proposed by
Moore in 1959 [7] and extended by C. Y. Lee in 19617 [51,
is a scheme for finding the shortest route between two
points in a plane, where the route is composed of some
number of vertical and horizontal . ségments through a
rectangular grid'superimposed on the plane. This has been
a popular algorithm for peopie doing problems related to
maze solving because it is easy to implement and because
it guarantees that a path will be found if one exists.
The drawbacks to the algorithm are that it is expensive
computationally in‘ both time ;nd space. However, the use
of the hardware to “be described circumvents these

difficulties.

Suppése that the size of the grid, i.e. the pitch of
" the cells defined by the grid, is set to the minimum path
width that is allowed*.“ In the case of printed circuit
board design, this would be the minimum center to center
spacing for adjacent wires.- Suppose also that the grid is
ﬁniform and symmetric, forming an array of square cells,
* Since our geometry'.heré is based on‘ this grid, the .
distances mentioned will be Manhattan distances, i.e. the

distance from- A to B would be the shortest distance
covered in driving from A to B on the streets of

Manhattan.
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each a path width on a side. The path found by thé
algorithm from point A to point B will consist of a roﬁte
beginning at the cell containing point A, continuing to
a neighbor of that  c¢ell, and then to a neighbor of that
second cell, and so on fromk a cell to one of its
neighbors, until eventually the path' ends in the cell
containing poing B. Some of the cells in the array may be
blocked, preventing the path £from running through these
cells. These would be "barriers", or "walls" in a maze,
or cells occupied by previodsly routed wires in the

«printed(circuit board application.

~ The algorithm finds the shortest path from A to B in
two phases. One word of storage, which I will call the
"label", is associated with each of the cells in the
afray. The first phase, called the Propagation Phase,
stores information in the labels throughout the array.
The second phase, called the Retrace Phase, then uses that

information to find-thelrequired path.

The Propagation Phase, which  distributes the

information, executes,the.fbllowingwprogram:
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put label -1 in all cells that are blocked
put label 0 in all cells that are not blocked
N:=1
put label N in the cell containing point A
while cell containing point B is labelled 0
and more activity is possible do
begin
- for every neighbor 'of every cell labelled N do

if that neighbor is labelled 0 then
label it (N+1l) else leave it alone.

N:=N+1

end

This part of the algorithm is illustrated in Figure
5-1. The purpose of this phase is to distribute
information to‘the cells that can then be used to find the
direction back to point A. The information is spread out
in a propagating wavefront centered on point A, much like
waves propagating away from a stone dropped in a pond. It
is interesting to hote that’the ohly activity thét takes
pléce occurs at the frontier of this expanding wavefront.
Cells ahegd of the frontier merely wait for the wave to
arrive, keeping their 1label of 0. Cells behind the
frontier have a1ready~received the information they need,

and simply keep it stored in their label.

The Retrace Phase, using the information stored in
the 1labels, executes the following program\;o find the

path:
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Just Starting In Progress Finished
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Figure 5-1.

The Lee-Moore Propagation Phase
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Figure 5-2.

The Lee-Moore Retrace Phase
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Start the path at the cell holding point B
N:= label of cell holdlng point B

if N=0 then there is no path from point A to point B
else begin
while path has not reached cell holding point A do
begin
N:=N-1
Continue the path to a neighbor of the
‘current cell that contains the label N

< end
~end
‘This part of the algorithm is illustrated in Figure
552.‘, Notice that there is nothing to specify which cell
to select when there are two or more possible choices.
This merely means that there are multiple paths between A
and B that have the same length. To first order, there is
thus no preference of one patﬁ over another, so no
selection mechanlsm need be used. In practice, some
scheme is often employed when there is a choice of paths
to take. A common selection scheme is to avoid changingl
directions in the path during the Retrace Phase when it is
unnecessary. This tends to minimize Ehe number of bends
~in the resulting path. Wheﬁ this phase is complete, the .
algorithm either has found the required path from A to B

or has proven that no such path exists.

Beforevbeginning the discussion of the hardware
implementations of this algorithm, one should note a
couple " of things. First, examine the time complexity of

the programs above. The Retracé'Phase merely traces the
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path from B back to A using information stored in the
cells. fhe only cells accessed are thosek along the
selected path and their immediate neighbors. The time
complexity is thus linear with respect to the path

length. However, in the Propagation Phase, the situation |
is worse. Information is propagated in all directions
around point A. The numbe;‘ of cells accessed is
approximatelyv proportional to the square of the path
1ehgth. - Thus, the time complexity here is guadratic with
respect to the path length, -making the algorithm as a
whole quadratic. This is unfortunate, since for maze
501ving to be interesting, a large maze must be‘ involved.
In the circuit board applida;ion, for example, a cell
array containing 1000 x 1000 cells would be common. The
quadratic time aspect of the ’algorithm thus is a real
handicap. Current software using this algorighm to route

typical printed circuit Dboards con consume several hours
of CPU time on a full-size computer. On top of that, the
space requirement is also large. Circuit board routing
with this algorithm réqdires 10-12 bits of storage for
each ceil, and a miliion 12 bit'words is a lot of memory.
So, both the space and time complexity of the algorithm

~need to Dbe attacked in any successful hardware'i

implementation.
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5.2 Hardware for Finding One Layer Paths

Implementing the Lee-Moorevalgorithm in hardware is
conceptually a clean and natural thing to do. Becauserthe
problem is cellular and because information flows only
betweén adjacent cells without using any long distance
communication paths, the task is a natural one for an
array processor ‘strﬁcture with one processor per cell in
the afray. However, if there is to be any hope of
building ‘a lar§e~méchine this way, there are two problems
that must be overcome. First, the amount of storage per
cell must be limited. In the original algorithm, in an
array of -unbounded size each cell would be required to
contain an unbounded - number of bits. Second, the global
state required in the original algorithm, which was
represented by "N" in the programs above, must be
eliminated. Accomplishing these goals would result in a
machihe that could be extended to'any size needed without

undue complications.

The first goal, that of 1limiting- the amount of
storage required in each cell, was attacked by S. Akers in
1967 [1]. ‘He showed that only two bits were required per
cell to implement  the -algorithm prbposed by Lee and

Moore. Of the four states available from the two bits,
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one indicated that a cell was blocked and unavailable for
new paths. Another was used to indicate a cell that was
so far untouched by the propagation process, like label 0
in thé above programs. | Then, instead/ of using the
ascending ordinal ‘nﬁmbers - to label successive wavefrbnts
in the propagation, Akers used successive members from ‘the

sequence
1,1,2,2,1,1,2,2,1,1,2,2,. . .

These last two states stored'the‘information necessary to
get back to the point where the propagation started. See
Figure 5-3. It 'was -only required that the program
remember whether it was on the first 1, second l, first 2,
or second 2 in the sequence«when it stored a number in the
goal cell containing point B. For example, if the program
knew it was on the second 1 of a pair when it reached the
goal, then in the Retrace Phase it 'looked for cglls
containing the above sequence in reﬁerse order, starting
with the first 1, then 2}2,1,1, etc., until it reached the
starting cell. This was a big step forward, for only two
bits of storage were needed for each cell, no matter how
big"thef array of cells was made. Unfortunately this did
nothing to solve the problem of having to distribute the
next ﬁember of the sequenée as a global variable to all

the cells in the array.
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The solution to the dilemma of global state is to use
a slightly different strategy in the algorithm. Rather
than numbering successive wavefronts with some sequence
and then searching for the reverse of that sequence to
.find the path, simply store in each cell arrows’that point
to the neighbor(s) from which the wavefront approaches as
it passes over that cell, and‘ then Jjust 1let the arrows
show the path back to the starting cell. This approach is
shown in Figure 5-4. Since the wavefront may reach a cell
from more than one neighbor simultaneously, and since that
fact is important when trying to select one of several
equally good paths, an arrow for each neighbor is needed.
These arrows réquire one bit each, because the wavefront
either . cameh from that neighbor or it didn't.
Additionally,'one bit is feqﬁired to identify a cell as
being blocked. Five bits per cell is more than Akers'
two, but it is still a small number, and more importantly,
it is still avbouﬁded number, that does not change as the
array of cells groWs. With these modifications to the
algorithm, the move to hardware is hardly more than just

"wiring it up”.
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Chapter 6

THE LEE-MOORE ALGORITHM IN HARDWARE

As discussed in the preceding chapter, implementing
the Lee-Moore path finding algorithm in hardware is a
clean and natural thing tb do. A machine consisting of an
array of processors, with one processor per cell in the
algorithm, matches the problem perfectly. This chapter
will detail the design of such a hardware implementation/
culminating in an LSI chip that performs Lee-Moore path

finding.

6.1 A Demonstration Circuit

As a demonstration \of the feasibility of this
approach to path finding, I built a small array of
processors out of standard TTL parts. Figure 6-1 shows |
the circuit I used. As can be seen from the figure, there

is not much to the "processor"™. It consists of one and
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two halves standard TTL packages, a few resistors, and an
LED display. The circuit uses a 74161 as a four bit
latch. The 74161 features the TC output, which is the
logical AND of the fbur latch outputs and the ET input.
The four bits in the 74161 are the four arrow bits. The’
fifth bit is formed by one NAND and one NOR gate to
indicate the blocked condition. Global control signals
are circled. The two signals START and BLOCK are
independent for each cell and are activated by momentariiy
grounding that node with a probe tip. Incoming
communication from neighbor processors enters this
processor at the preset inputs of the 74161. Outgoing‘
,communicaticn to the neighbors exits from the NAND gate at

‘the right.

In operation, the circuit is quite simple.
Initially,. the CLEAR signal is taken low to clear all the
block flip-flops. Then the maze walls are defined by
selectively blocking some processoré’ by grounding their
BLOCK inputs. The LED decimal poiﬂt lights in the blocked
cells. Next, RESET is taken high for at least one clock
cycle. This forces all communication wires - between
\,neighbor processors high and parallel loads all ones into
the 74161, turning off the LED segments. This is a stable

configuration, and will not change as the clock ticks.
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All communicétion wires stay high, and the 1latches keep
parallel loading all ones because the TC outputs are
high. Now suppose that somehow the processor to the right
of this one changes out of its all ones\state. Then its
TC output goes low, causing the latch to stop parallél
loading and causing the communication wires leaving the
processor to go low. One of those wires enters this
processbr on the PD input. At the next clock cycle, that
low state is loaded into the.b bit of the latch, turns on
the (right LED segment indicéting a right pointing arrow,
and prevents further parallel 1loading of the latch by
forcingk the TC output low. The result, then, 1is an
indication on the LED for this processor that something
haépened to the-‘right' of it. 1Incidentally, when the TC
output 6f this processér went low, éo did the outgoing
communicatibni wires, so on the ne#t clock’cycle, the other
neighbors of this processor ;will be activated just as
described aboﬁe. Now, how did all that get started?
Well, the START input on one cell was momentarily
- grounded, 'causing the 1latch outputs to go to all zero,
turning’ on all four 'LED segments indicating that
propagation started there, -and causing _that cell's
communication outputs to'go low. It is actually a very
simple prdcess that each processor ‘in ‘the array must

execute. There is no computation in the numerical. sense
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involved. Each «cell simply passes on the propagating
signal when it arrives, and records from which

direction(s) it camé.

When the propagatioh reaches the edges of the array,
or can go no farther because of blocked cells, the 'aCtion
stops. What is recorded by the LEDs is actually the
direction.tb go from each cell in the array to get back to
fhe cell where it all started. The hardware has found the
shortest path from the starting point to any other 'point

in the array.

I designed this circuit purely for demonstration
purposes. As such, tracing\ the path back is a viéual
process done by looking at the LED dispays. If automatic
trace back were desired, the five bits in each processor
would be accessed as five bit words by a general computer
that would then conéider the processor array as a block of
smart memory. It is an easy task for an ordinary computer
to decipher the bits from each processor’;o find the. path

desired.

Before proceeding} consider what has happened to the
computational effort required to reach this result. Time

_complexity of ~ the algorithm has been dramatically
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improved. Now, rather than having a single PﬁQQEEEQI\
advance the wavefront by stepping around the starting cell
one cell at a time in an expanding spiral, the propagation
takes place by activation of successive rings of
Rrocessors Surfounding the starting cell. At any given
time, a number of processors directly proportional to the
length of the path is actively working, rather than just
one processor. The time reqpired for the wavefront to‘
expand out to the goal point is now directly proportional
to the 1length of fhe path, not to the square of the
length. Thus, the time complexity of the aigoiithm‘is now
linear, not quadratic, {with respect to the path length.
This result is expeéted -— a >linear number of active
processors can dq in 1inear time what one active processor

can do in quadratic time.

- The circuit described above is so simple that it
seems natural to lay out several copies of it on a silicon
chip. That is just what was done for the design of the

MAZER chip.

6.2 The MAZER Chip

The first step 1in designing the MAZER chip was to

develop a NMOS circuit that performed the function of the
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demonstration circuit above. -The stumbling block was the
clocking scheme.' Edge triggered latches are not as easy
to come by ‘in. MOS as they are in TTL. Usually a set of
multi-phase clocks is used to latch signals. This seemed
to uﬁnecessarily complicate the circuit, and a way'around
the problem was sought. The answer turned out to be

easy. Just don't use any clocks!

On careful scrutiny of = the  operation of the
demonstration circuit, one sees thét clocking is really
unnecessary. The only operation performed by each
proceséor consists of waiting for the propagating
wavefront to reach it, recording the direction(s) from
which it came, and passing it along to its neighbors. Ohe
could imagine the array of prdcessors 'as an array of
mousetraps, each cocked and ready to fire. Each mousetrap
is designed to fire as soon as any of its neighbors fire.
‘Each mousetrap will store the direction from which its
firing signal comes. At the end of the outward
propagation process, which might always be allowed té
propaéate to the extremities of the array, the contents of
each mousetrap éell!s storage would then be the required
arrows pointing in thg direction of the shortest‘path from

that cell to the start of the wave propagation process.
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This 1is a good visualization of the way in which the MAZER

works.

The clocking scheme that is so fundamental in
synchronous digital design is thus seén in this case as
merely an artificial limitation on the circuit imposed by
restricted thinking. By allowing information to spread
through the arréy at the full speed availabie in the
hardware, unrestrictéd by clocking, the maximum poher of
the hardware is put to use in solving the path findihg
problem. The "path 1lenth" by which one path is judged
shorter than another, is represenced vas‘ the interval of
time requiced for the  wavefront to profagate from the
initial cell to the goal cell, tather than as a precise

number of discrete units of distance.

Figure 6-2 is a conceptual logic design of a
simplified,MAZER cell. Not shown are all the mechanisms
for accessing the cell, blocking the cell so that it
becomes pért of a "wall"™ in the maze, causing'that céll to
"be the starting point of wave propagation, etc., but the
mousetrap characteristic is illustrated. After. the resef
line has gone high to -make-all'the flip flop Q outputs
low, all/signéls that cross the cellvboundary are low, and

the systém is stable in this state. ©Now, if for some
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reason :one of the incoming signéls goes high, the
corresponding flip flop will be set. This causes the
inputs to be disabled via the AND gates, and also causes
the cell to _generate a high going signal to each of its
\\'néighbo;s,4triggering them in the same way. | The flip
flops remember from which direction the activation signal
entered the cell, and reading them put by an accessing
mechanism not shown gives the direction the maze solution

takes as it passes through this cell.

Figure 6-3 is an éctual schematic of a MAZER cell.
Three of the AND gate/fiip flop combinations of Figure 6-2
are seen here as transistor groups Q1-06, 07-012, and
Q13-Q18. The fourth direction is identified by the state
where the cell has beeh triggered, and the other three
flipr flops are  not set. The NOR gate and inverter are
formed by Q19-Q025. Four bits of information are provided,
as  open drain outputs wire OR-ed with other cells on the
chip. These bits.are the three flip flop outputs plus a
signal that indicates if they cell mousetrap has been
"sprung®. Transistors Q33-Q36 form a flip flop to store
the blocked condition. ROW and COLUMN are addressing
sigﬁals to select the cell for déta readout, BLOCKing the
.cell to make it part of a maze wall, or STARTing'the

propagation process with this cell. RESET re-cocks the
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mousetraps, but does not destroy the blocked condition in
. the maze wall cells. CLEAR unblocks all the cells in
preparation for a new nmaze. The »other -signals are

communication paths to adjacent cells.

The comp;ete‘MAZER chip contains sixteen processors
arranged in a four by four array. Larger arrays can be
assembled by arranging MAZER. chips themselves in an
arraf. Four wires come off each edge of the chip for the
pﬁrpose of communication to adjacent chips. There are 15
additional wires that come off chip for data and control.
Four are for data outputs, four are for address inputs,
two are for bower, and five are for the édntrol signals .
BLOCK, RESET, CLEAR, START, and CHIP-ENABLE. A plot of
the MAZER .chip 1is shown in Figure 6-4. The fouf by four
array of processor cells can be seen, surrounded by the 31
pads. Designed- with Caltech?s conservative design rules,
the' chip measures 72241 microns square, or about 8100

square mils.

6.3 MAZER Chip Test and Characterization

Not until the MAZER was fabricated did I realize that

4

there was an error in the design. When I tested the

returned chips, they seemed to perform strangely. Finally
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I diagnosed the symptoms and found a basic bug in the
“MAZER processor' circuitry. With the bug uncovered, I was
able to circumvent the problem and continue to test the

parts.

In order to understand the bug in the MAZER
circuitry, re—examine Figure 6-3. The four data outputs. of
each of the sixteen processors, which come from the drains
of transistors Q27 through Q30 in the figure, are bussedl
together onto four global' data wires on the chip, DATAl
through DATA4. These wires run to the chip output pad
circuitry, where there 1is a single pull up transistor on
each of them. The important point to examine is the node
in each vprocessor that 'is common to the:sources of the
four transistors,‘027 through 030.  This node, which I
will call the "enable node", is pulled low by the decoding
‘transistofs, Q39 and Q40, which are <controlled by the
addressing signals ROW and COLUMN. Since Q39 and Q40<are
both turned on in only one of the. sixteen processors,
éhere shduld be a path from the enable node to groﬁnd only
in that addressed processor. This prevents data in the
non-addressed processors  f:om puliing: down 6ﬁfthe data
lines. However, thingS'ate not so simple. Suppose one of
the .data output transistors, say Q27, is on in the

addressed processor, thus 'pulling down the DATAl wire.
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Now, suppose that in another processor, which is not being
addressed, both 027 and Q28 are on. Since DATAl is being
held - low by daﬁa . in the addressed processor, Q27 in the
second processor Qrovides>a path to grdund for the  enable
node in that second processor. As a result, 028 in that
second prOcéséor can etroneously pull down the DATA2
wire. Since the addressed processor should not pull down
DATA2, the result is that incorrect daté éppear‘ at the

output of the chip.

Fortunately, it 1is ©possible to retrieve correct data
despite that problem. 1In the above example, notice that
DATAl is pulled down first by the addressed processor in
the normal way. The bad data do not start to pull down on
DATA2 until DATAl is down, and even then, the string'of
transistors doing the pulling on DATA2 ‘is‘ longer than
normal. The result is that good data show up on the chip
output pads about fifty‘nano-seconds befofe ‘the bad data
from the sneak paths ruin it. Latching the good data in
an external latch at the right time retrieves the correct

state of the internal bits.

The,openations of STARTing propagation and BLOCKing/
the cell are also affected by“the unwanted paths between

enable nodes and ground. Luckily, because of the high
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pull-up to pull-down ratio in the Q24/0Q25 inverter,
resulting in a very loh switching threshold, STARTing can
be performed normally. Apparently the sneak currents are
low enough to prevent'the.inverter from switching in the
non—adaressed processors. However, I have béen unable to
;hdividually BLOCK cells. The effect of blocked cells can
nevertheléss be tested by using the random distribution of
blocked cells present after power-dnl The CLEAR signal,

which clears all blocked cells, opefates normally.

In spite of  the difficulties mentioned above, the
test results are enécuraging. All - the arrows point
correctly back to the cell where propagation starts. Some:
local asymmetries sometimes are preseﬁt,‘indicating that
'propagation proceeds a little more quickly in some areas
of the chip than in others, but this result is expected
with the asynchronoué scheme used, and is negligible
anyway. Access time, from chip enable to data output, is
‘around 100 nano-seconds, about normal for a chip of this
small size. The MAZER chip is a successful solution to

the problem of singie layer path finding.
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Chapter 7

IWO LAYER PAIH FINDING -

The fact that the MAZER is limited to single layer
paths restricts its usefulness. The most = immediate
application for path. finding hardware is in the area of
~printed circuit board design. However, single sided
circu}t boards are not very éxciting. The step to
two-sided boards dramatically improves wirability and
\board density. Addihg even 'mofe layers to the board
improves density still more, but the additional effort
does not buy nearly as‘much as the move from one to two
sides. Thus, there was great incentive to develop a two
layer path.'findet,' with the's?écifiC'goal of producing a
routing machine for two-sided printedf circuit boards.
This is the background for the: deéign of the other

integrated circuit to be discussed, the PATHFINDER.
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At first glance, it would seem that one need only
construct a circuit that forms the topology of two MAZER
chips laid on tdp of one anothér, with an additional arrow
bit in each cell to indicate travel from one layer to the
other. This strategy‘would work, except.'that it lacks
some pfoperties that have been found very desirable in the
two layer environment.. In what follows, ferminology of
the“printed circuit‘ board world. will be used, with the .
understanding that  other applications, such : as
interconnect wiring oh integrated circuits, would have

analogous features and terminology.

The first feature that would be missing in such a
two-layer MAZER is the ability to block travel from one
éide of the board to the other independently from blocking
tfavel through those cells without changing sides. Often
it is desirable to prevent these holes in the board, or
~vias, from ‘occurfing in certain areas of the circuit
board. Perhaps vias are to be allowed only on a tenth
inch grid, for example. Furthermore, vias sometimes can
affect more than just the cell in which they occur. A via
in oneﬁ cell, may p:ohibit the placing of a via in an
adjacent cell. For all these reasons, an additional bit
is required. for wvia blocking in any proposed two layer

path finding system fo make it useful.'
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The second missing feature is much more disturbing.
Designers of two layer circuit boards have long realized
that it is best for mostly vertical wire runs to end up on
one side of the board, and mostly horizontal runs to end
up on the other side. This helps to avoid unnecessarilf
blocking channels for future wires. The tendency of a
wire to <choose one side of the board or the other
depénding on its orientation would be completely lacking
in a straightforward two-layer MAZER. 1Incorporating this
preferehce into the basié path finaing aigorithm was an
interesting problem, and the methdds developed to solve it
in both the traditional software implementations and the

current hardware implementation will now be examined.

A way to achieve the wire location preference is to
use a system ofrggsza associated with travel from cell to
cell through the array. Each cell still stores one
integer, but rather than sto;ing ascending ordinal numbers
on succesSive wavefronts in the propagation phase, as in
the original algorithm, each cell stores the accumulated
cost for reaching ‘that.‘cell from the starting cell.
Suppose C(a,b) ‘is' the coét fdr,expanding the wavefront
from cell a to its neighbor, céll b. Then as the
- wavefront >paéses from cell a to cell b, the number stored

in cell b is the number stored in cell a plus C(a,b).
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Since different costs might be encountered along different
routes from the starting point to a given goal point, a
number that has been previously stored in a cell might be
overwritten if ;he wavefront reaches that cell from
another direction ‘withva lower cost than that achieved by
the first contact with the cell. This is shown in Figure
7-1. Notice that the wavefront expands in exactly the
same way as it did' in4 the original algorithm, but now
cells on the frontier are notﬁ neceséarily all equally
"distant”™ in terms of éosts, as they were in the schemes
described earlier. In the retréce phase of the algorithm,
rthe numbers stored in the cells are used in a way similar
to thatr described earlier. However, rather than searching
neighbor cells for'the~ne§t member 'in a reversed. sequence,
Aeach step of the retrace involves searching for a neighbor
of the current cell with a stored cost less than that of
the <current cell by the amount of the cost of propagating
from that neighbor‘to this cell during the propagation
phase. This does not necessarily result in the shortest
path from point A to point B. What comes out‘ instead is
the least costly path between those two points, based on

- the cost function C(a,b).

‘The simplest cost function normally used consists of

only three distinct costs. One cost 1is wused for
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travelling in the "easY" directions, north-south on one
side of the board and east-west on - the other side, a
second, slightly higher, cost is wused for travelling in
the "hard"™ directions, east—&est on the first Side and
north-south on the second side, and a third, even higher,
cost is used for travel "through the board", from one side
to the other. \Fancier schemes are possible. These
involve reduced costs, for travel near to and parallel to
the edges of the board to increase utilization of that
area, increased costs near component pins to prevent
blocking future access to those pins, etc. The task of
deve;oping a cost function tailor-made to a particular

circuit board can become quite an art.

Note, however, that using this cost function as a
solution to the two layer situation brings back the same
éroblems the original algorithm had, namely an unbounded
number of bits of storage per cell, and global
distribution of a numerical cost function. If thefe was
to be any hope of building a chip comparable to the MAZER
for two layer circuit boards, these problems had to be
eliminated. ‘To accomplish this, = the MAZER was

re-examined.



_63_

The scheme of using arrows instead of numbers seemed
to be the way to go to limit the number of bits per cell.
Using this method, however,‘ required that during the
propagatibn phase . the expanding frontier of the wavefront
must ihclude only cells that werevequally distant in terms
of cost from the starting point, unlike the above two
layer approach. This seemed to be at odds with the
uniform{ diamond Shaped wavefront péopagatioﬁ described

above.

The solution to the costs problem was to control the
speed of wavefront propagation from cell to cell, rather
than 1et it go at gate delay speeds. Consider} the simple
three .cost system described’earlier. If propagation could
be allowed to proceed quickly' in the T"easy"™ direction,
more slowly in the "hard"™ direction, and even more slowly
in the "through the board" direction, the wavefront would
meet the requirement that all cells on the frontier would
be at an equal "distance" in terms of cost from the
starting cell. Imagine a system ﬁhere north-south
propagation is easy on the top of the board and hard on
the bottom. On such a board, a ﬁavefront propagating from
point A to a point B directly north of point A will reach |
‘point B on " top of the board first, and will thus store

arrows indicating a path that travels on the  top side of
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the board back to point’A. Similarly, if point B were to
~the east of point A, the wavefronf, propagating more
quickly in the east direction on the bottom of the board
than on the top, wouid cause point B to store arrows
indicating retrace alongb the bottom of the board back to
point A. No matter where point B was, the arrival of the
wavefront would store information describing the least

costly path back to point A.

During the time this solution evolved, some
redundancy in the  storage used in the MAZER made itself
known. If the peragétion phase left an arrow in cell A
pointing to.- a neighbor cell B, indicating that retrace
should proceed in that.direction, that implied that there
would - be no arrow in cell B that.pointed to cell A. Since
that particular combination,/»adjacent cells pointing at
each other, wquld never occur, there must have been some
redundant information stored kthere, im?lying that a
reduction in storége was possible., This was accomplished
by mdving the location of the arrow bits from - inside each
cell to vbetween' cells. Since .each arrow then served the
ftﬁo cells between which it lay,;thé'total storage required

for the arrows waéxhalved.
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With these new modifications to the basic Lee-Moore
algorithm, it was time to start designing the two layer

chip.
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Chapter 8

THO LAYER HARDWARE - - THE PATHFINDER CHIP

The obstacle in the design of the PATHFINDER chip was.
the method to use ip controlling propagation speeds. Whaﬁ
was requiréd vwaé ~a way to vary the speed over ét least a
ten to one range in each of three directioﬁs, the “easy"
di:eétion,' the "hard" direction, and the "through the
board™ direction. Also, the circuitry could not be overly
complex, nor could it involve many wires to the global
enviionment. Eowever, the fequired séeed settings were
related to the cost function described earlier. The cost
.function was something that was set by little more than
educated gueSSing and experimentation. There was nothihg
very critical about the exact values of the costs. Only
approximate éettings, were required. " All of these
consideratibns  led the design. away .from a - digitéllyv

controlled speed system, and toward a hybrid sysﬁem.
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The method employed reiies heavily on the dynamic
charge storage abilities of MOS <circuitry. Figure 8-1
shows t@e set up for a simplified, one layer cell with its
surrounding arrows, not showing ﬁhe blocking or accessing
circuitry. Each cell contains a capacitor of about 5 pf.
| Before the start of fhe propagation phase,' the capacitots
are éll precharged py means of the precharge transistor. -
With all the capacitors charged, all the arrow £lip flops
have both outputs held 1low. ' To start propagation at a
cell, that ceil's capacitor is discharged: That action
releases one side of ‘the arrow flip flops surrounding that
cell, causing those arrows to "point™ to that cell with

the discharged capacitor. The high outputs of the arfow
flip~flops then enter the neighbor cells, and begin
diScha:ging the .capacitors there at rates determined by
the voltages on the gates of Qa and Qb. When those
capacitors are completely drained, the arrows surrounding
those cells flip to point to the newly discharged
capacitors, and the érrow outputs begin discharging
_capacitors in their neighbors. As the wavefront of
activity',propégates out, cells behind the frontier have
_completely discharged capacitors, cells ahead of the
frontier have fully charged4capacit6rs, an& cells on the
frontiér have capacitors'that are inﬂthé process of being

discharged.



Precharge

o

Figure 8-1. Simplified PATHFINDER Cell



...6 Q-

The time required, and thus the cosf, for propagating
through a cell\depende on the rate at which the capacitdr
is discharged, which, ih turn, dependé on the voltages on
the gates of Qa and (Qb. The direction from which the
waveffont approaches the cell determines whicﬁ path to use

in discharging the capacitor.

A feature included on the chip allows a small amount
of 1local control over the cost functien to modulate the
overall three costs described above. This consists of an
~additional pF or so of capacitance that can be switched on
in parallel with the main capacitor in each cell. The
time for .propagating through a cell, and hence its
propagation 'costs*,,can‘be increased by connecting  its
extra capacitor before precharge and leaving it connected
through propagation. The <cost can be decreased by
connecting the extra capacitor after precharge is over and‘
disconnecting it agaih before propagation starts. These
capacitoi connections are switched on a cell by cell
basis, controlled by a single bit in. each <cell. This
makes it poesible to increase costs near component pins,
Aor to decrease coste near the board edges, etc., to reduce
or increase the tendency for wires to end up in those
areas,A If circuitry had been included ' to discharge the

extra capacitor when it was disconnected from the main
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one, additional levels of cost could be obtained by
repeatedly connecting and disconnecting the extra
capacitor between precharge and the start of. propagation
to remove more and more charge from ﬁhe main capacitor,
and thus reduce its discharge}time. However, that extra

feature'was not included.

Figutela-z "is a schematic of;a two layer. PATHFINDER
processor, containing circuitry for the <cells on both
sides of the board as well‘és the arrows between them.
. The upper arrow and right hand arrow for each c¢ell are
arbitrarily assigned as belonging to’that cell, while the
lower and left hand arrows are»considefed to belong to the
neighbor cells ;in those directions. The contrbl storage
bits are shown as boxes for simplicity. Actually the. five
. arrow bits and the four control bits make up a nine bit
word of what amounts to a standard static memory system,
using the wusual Six transistor cell. Not shown are tﬁe
two transistors that selectively link the £flip flops to
the word lines that run  through all the bits, nor the
selecﬁ lines that control the gates of those ‘transistors
to do the:aﬁdféssing. Instead, the storage bits are shown
1pcated in reasohable'places}on the schematic to suggest

their function in the circuit.
‘,
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The circuit works just as deScribed above for Figure
8-1, with the addition of the blocking controls and the
switch to two layer operation. Having two layers merely
means that three paths are present for discharging the
capacitor, each controlled by va transistor whose gate
voltage determines how quickly the'capacitor is discharged
through that path. Thé blocking control flip}flops merely
inhibit the appropriate disdhargev paths to prevent phe
'discharge of the capacitor under the conditions that are

to be blocked.

Figure 8-3 shows a plot of the metal 1layer of the
PATHFINDER chip. The chippcontains a fou; by eight array‘
of two layer processors. As with the MAZER, the large
proéesso: érrays of- several hundred processors on a side
that are needed for useful printed circuit board work are
built wup by assembling PATHFINDER chips themselves in an
array.: Fotty—eight‘of the - seventy pads arek deﬁoted' to
chip to chip communication within the large array. The
remaining padsbconsist of nine address pads, two power
pads, two data I/0 padé, and nine control pads. Chip size
is 3750 by 4875 microns, :

One signal in the PATHFINDER cell's schematic remains

to be defined. This signal, labelled CLK in Figure 8-2,
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éppears on the gate of a transistor in series with each of
the discharge paths in every cell. Only when CLK is high
can the discharge action occur. When CLK is iowL all
activity is ,suspehded. -'The need fbr this signal stems
from a fundamental difficulty that hybrid‘system designers
mﬁst face. The next chaptef defines that difficulty and
shows how the CLK signal and other facets of the
PATHFINDER's design evolved to avoid it.
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Chapter 9

DEALING WITH NON-UNIFORMITY

Any processing system must eventually be implemented
‘with real hardware, and in any real implementatibn, there
will be pﬁrameters that will’vafy unintentionally. One-
can never count on a  perfectly uniform environment in
which to build and ‘operate his syStem. Part of any
proceséor. design thus must include concern over the
sensitivity of the design t6 variations in various

parameters in the fabricating and operating environment.

Digital elements are very insensitive to non-uniform
conditions as a rule. Digital fepresentations of data
provide é.range over which the physical quantities may
vary without changing the value of the data represented,
just as the abacus could tolerate slight displacements‘ of

its beads without losing—its data.
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Analog'elements, howevér, generally {equire tight
restrictions on variations in their environment. Any
chénge, no matter how slight, which affects a
data—représenting quantity will intrdduce an error in the.
data - that will ° be carriéd along into succeeding
calculations. Proper operation of  an analog system
generally requires careful control over the fabrication

parameters and operating conditions.

A hybrid systém} such as the PATH?INDER, by
definition bincludes some analog processing, ’and thus
demands that one consider its sensitivity,tp envitonmental
variations..f In the PATHFINDER, there are two areaé that
reqﬁire careful control. These areas are the generation
of the cost-setting voltages that are épplied to the gates
of the transistors at the;bottom of the discharge paths,
and the uniformity of the delays ini cell-to-cell
communication throughout the atray of cells. The
PATHFINDER's design vihcludés special features to handle

- both of these issues.

Controlling the cost-setting voltages is the first
sensitive area of the design. We need to generate three
‘ voitages to be applied to the gates of the transistors at

the bottom of the three discharge%paths in each cell. The



._7'7-

object is to control the current in the discharge paths,
and thus to control the time required, .or cost, for
propagating the wavefront 'through the ~cell. ‘The cost
syétem demands that the three coéts be uniform from cell
to cell throughout the array. Thus, one's first reaction
is to distribute the same three voltages to each cell,
thereby setting the gates of the three controlling
transistors at the same voltage in each cell, and thus
allowing the same currents in the three discharge paths in

‘each cell.

Unfortunatly, the discharge currehts, and thus the
costs, depend not,only on the kgate—to—source voltage of
the COntroliing» transistors, bﬁt also on the threshold
 voltage of these transistors, which - is set during
fabrication.  Variations in ﬁhev transistor's threshold
voltage would result in different discharge currents, even
with the same voltage applied to the gates. Variations in
threshold from one cell to the next on the same PATHFINDER
chip are small ‘enough to be ignore@. ﬁowever, the -
PATHFINDER system must be assembled from many individual
| chips;-‘which may have been fabricated at different times
or on different lines, énd ﬁill very likely have different
threshold voltages. Thus, although the same three

controlling voltages may safely be distributed to all
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cells on one chip, the voltages that result in equal costs
- will not be quite the same from one chip to the 'next. It
would be very awkward to set three separate voltages
independently for each of the many PATHFINDER chips ’in a
system, so some scheme is needeq to reduce the sensitivity
of the cost control system to transistor threshold

variations.

" The PATHFINDER'S solution to'this problem is shown in
Figure 9-1. That figure diagrams two PATHFINDER cells,
and shows the _cost?setting interconnections. All of the
resistbrs that have the same label in the figure ‘have the
same véluehz Thé scheme used for setting the costs is to
set the discharge currents directly "and not worry about
generatiné the control voltages themselves, using a
circuit known as a current mirror. The resistors in the
figure bias their corresponding transistors on the chips
to some quiescent operating point, where the currents $that
pass through the tfansistors are determined by the values
of the resistors and the voltages across those resistors.
‘'The voltages at the high end of all the Rl's in the system
are the same. The voltages/ét ﬁhe iow end of the Ri's
would all be the same if all*the‘trénsistérs,héd identical
characteristics. In fact, the transistors differ

slightly, so the voltages there will differ slightly. It
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is to that difference that we must reduce the circuit's
sensiti#ity. Note that as 1long as V1 is well above the
threshold voltage of the transistors, then. the voltages
across the Rl's will be dominated'by V1l and only slightly
modulated by the varying voltages at the low ends of the
resistors. Thus, the currents through the Rl's will all
be nearly eqﬁal, Qarying only slightly with the variations
in transistor threshold. The voltage at the bottom of the
Rl connected to each chip becomes the control voltage for
dne of the costs on that chip. Any transistor on that
chip whose gate is connected to that voltage will be
biased to the same point as the current mirror transistor,
and will thus carry the same current as that flowing in
the corresponding Rl as long as the transistor operates in
its saturation region. Thus,. the discharge current for
the path controlled by that voltage will be equal to the
current flowing in Rl for that chip. ' Since all the
currents in ’the Rl's are nearly identical, the discharge
currents for that path in all\ the chips will be nearly
identical, practically independent of variations in the
transistor characteristics from chip to chip. This is the

" desired result.

In practiée, Vi, V2, and V3 may all be the same

voltage, say five volts, and the three costs would be set
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by choosing different values for the'Rl‘s, R2's, and R3's
to set the different current levels. This scheme would
work well for a system in which the costs were fixed. To
vary the cost structure, however, would require changing
‘the resistors connected to every chip in the system. To
avoid such an awkward situation, one could keep V1, V2,
and V3 separate and vary those voltages to modulate the
global costs. As long as‘those voltages are well above
the threshold of the transistors on the chips, so that the
voltages across the resistors, and thus the currents
through them, are dominated by those voltages V1, V2, and
V3, the dischérge currents, and thus the costs, will be
. gquite insensitive to chip-to-chip varations in transistor

/

threshold.

The other critical aspect of the PATHFINDER's design
has to do with the uniformity of the interconnection of
the cells in the array. The analog cost scheme depends on
a uniform delay in propagating the expanding wavefront
from cell td cell in the array. The . current mirror
solution above ensures that the discharge of the
capacitors occurs uniformly. However, there is an
additional delay vexperienced in propégating - the
communication signals from one cell to the next. This

extra delay contributes to the cost function and if it is
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not uniform throughout the array of cells, it introduces a

non-uniformity in the costs.

The regularity of the cells on the PATHFINDER chip
itself imposes a natural ﬁniformity on the communication
structure. If all the cells in the system could be

fabricated on a single chip of silicon, there would be
little prdblem; - However, the PATHFINDER system builds
large arrays of cells by interconnecting many PATHFINDER
chips, and the boundaries between chips lead to a distinct
non-uniformity in the communication time. Signals will‘
propagate chh; more quickly between adjacent cells on the
same chip than .they will fbetweén adjacént cells that
happen to exist on different chips. This increases the
cost for the communication paths that cross chip
boundaries. The MAZER chip is plaqued by this problem as
well, since it also finds paths based on the time needed
to propagate a signal from one point to another. The

‘effect of this problem is shown in Figure 9-2. The

minimal cost path between A and B in the Figure may well

be the solid line rather than the dotted line, because the

solid line crosses fewer chip boundaries.

One way to minimize this problem would be to reduce

the discharge currents in the cells so that the capacitor
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discharge time is much‘longer than the chip-to-chip delay
time. With that approach, the percentage error in the
propagétion delay from ‘Ehip to chip would be 100*D/T %,
where D is the additional delay encountered in crossing a
chip boundary, and T is the discharge ¢time of a
capacitor. In the PATHFINDER chip, the shortest possible
capacitor discharge time, corresponding toy the‘ lowest
cost, is about 200 nano—seconds;- If the delay in changing
,chips is ‘100 nano-seconds, a 50% error in cost results,
which is unacceptable. By using lower currents, the érror
can be reduced, however. Only a 10% error would result if

the shortest discharge time were limited to 1000

nano-seconds.

The method used in the PATHFINDER for controlling‘
this problem involves the CLK signal mentioned at the end
of the preceding chapter. When CLK is high, discharge
occurs normally. When CLK is low, all discharge paths are
interrupted and the action stops. The technique here is
to allow the capacitors to discharge only a little- at a T
time by 1letting CLE be high for only short periods,
followed by a "settling time™ equal to D above, ,whenr CLK
is off and any signals crossingrbetween chipé haﬁe time to
get:there.‘vSuppose that‘each,discharge~?eribd is divided

into N active segments separated by this settling time.
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If those segments of the discharge period are shorter than
the settling time, which would generally be the case, then
a cell on one chip watching for a capacitér in ah adjacent
‘chip to discharge would observe -that event during the
settling ﬁime foilowing the/ active period in which the
event actually happened. That observing cell then would
react to the event ag’if it happened. at the end of the’
active -segment of timé even though it actually may have
happened at any time during ‘'the active  segment of
discharge. J The average error, then, in vthe, time to
propagate the wavefront  between these two cells on
different }chips would be one half of one segment of the
~ discharge time, or T/2N, giving an average percentage
error of 50/N $. For a 10%»error, we houid need to break
up the discharge period into five segments, each followed
by a settling time period. The total time, then, for
propagating a lowest-cost signal from cell to cell in the
PATHFINDER wouid be the shortest capacitor discharge time,
200 nano-seconds, piusr five settling times of 100
nano-seconds each, or 7b0 nano-seconds total. Comparing
this with the 1000 nano-seconds required for the simpler
solution mentioned above, one sees that this second
solution allows faster operation in ﬁhis case. For a
" system in which the delay from chip to chip‘was a smai1er7

fraction of the capacitor discharge, time, the  situation
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may reverse. Note that the PATHFINDER can operate in
either mode by either pulsing the CLK signal as described

above, or merely keeping CLK high always.

The PATHFINﬁER ﬁses the solutibns»described above to
attack the problem of non-uniformities in the system.
They are only approximate solutions. One can never - reduce
to zéro the effects of the chip boundaries, for 'example.'
Furthermore, other effects such as variations in
'capacitance and sheet resistance of the chip materials
introduce small variations of their own. Another item
neglected is the small variation in transistor thteshold
voltage between the cost—setting transistors on the same
chip. No matter how,hara one works, there will always be
some non—pniformity ﬁemaining in any real implementation
~to upset the operatioh}of any analog processing system,
including the analog pottions of hybrid systems. -Taking‘
steps like thoée~described in this cﬁapter, however, can
reduce‘ the effects of those' variations to acceptable

levels.
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Chapter 10

FLAWS IN IHE PATHFINDER

The PATHFINDER chip was included on the MPC380 run
managed by Xerox PARC in the spring of 1980, and was. also
included on the MO8B Mosis run managéd by the Information
Sciences Institute. From the two runs, I have received
approximately twenty five copies of the chip. Four of
Ehése chips apparently contain no processing errors and
perform as expectéd. Faults in the bad chips rénge from
stuck bits to malfunctioning address decoders to completé
failure, perhaps in the output bﬁffers. Some of the chips
have capacitors tﬂat fail to hold charge long enough to be
uséful. The capacitors in the good chips,’though, hold
their charge4long enough to keep the arrows "balanced" fot
about twenty seconds when’carefully shielded frpm light.
This is sevéral orders of magnitude longer than required

for successful path finding.
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The chips have passed through several quanﬁitative
tests. Access time fr0mvchip enable to data out is around
a micro—secohd, .ﬁhich is acceptable, though not
noteworthy. An important item of interest is the
operation of the cost-setting current mirrors. These
perform very well. The range of cbntrol' is excellent,
with the normal external operating current between 100 and

-1000 microamps.

I have assembled a small microcomputer system to test
the PATHFINDER chips'and to operate them as a pathfinding
system; I have written a,true path finding program for
the microprogessorrrthat uses one PATHFINDER chip to find
paths through a fﬁur By eight grid. The program allows
- the user to set up ‘any initial combination of blocked
cells and blocked vias, start propagation from any cell in
the array, and trace a path back to fhat starting cell
from any of the other «cells. The program aisplays the
resulting path as well as the status of the control bits
in the PATHFINDER chip on a terminal screen. In this
implementation, three potentiometers, connected to the
' three current mirror pads on the chip, are used to set the
three glqbal costé. The program can demonstrate the
effect of changing costs on the path found betweenv two

~points in the grid. For example, the user can cause the

~
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path to either skirt around barriers between the two
eﬁdpoints, or to form vias and go over or under the
barriers, depending on the settings of the three

potentiometers..

Experimenting with a system even as small as tbis,oné
can provide some insight into the operating
characteristics of a hybrid system such as vthe
PATHFINDER. A digital-looking proéeSsor | with three
potentiometers on the front is a strange gight. The
systemidoeé a good job of demonstrating the path-finding
abilities of the PATHFINDER. After experimenting with
. this SYStemffor‘SOme time, though, a few anomalies émerged
and pointed to some- deficiencies in the PATHFINDER's
design that shoﬁid be changed in a second geﬁeration
version of the chip. As it stands, the chip does not
always £find the 1least costly path, but rather will
-sometimes choose a path with a cost slightly highef than
minimal, There are three . faults, each of which

independently causes some of these incorrect results.

The first design flaw has to do4_with how the
>capacitors are discharged. If the' wavefront reaches a
cell from, say, both the north and east directions

simultaneously, the dapacitor will be discharged at a rate
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equal to the sum of the easy and hard direction rates.
This is because more than one of the three discharge paths
is allowed to drain charge from the capacitor. The result
of this flaw is shown in Figuré 10-1. Inétead of  assuming
the shape of an expanding diamond as it propagates out
from the initial cell, the wavefront expands in a nearly
- rectangular sﬁape. One can qnderstand this by recognizing
that the/ frontier cells on a part of the wavefront
propagating diagonally through' the array will fire more
quickly than normal, resulting in the frontier at that
point bulging out slightly from where it should be. If
one started with a diamond shaped frontier, the sides of

the diamond would expand morefquickly,than therpoints ofA
the diamond, ahd the frontier would gradually evolve . into
the nearly rectangular form shown in the figure. Since
the algorithm says that all cells on the frontier at any
given time ﬁave the same ‘accumulaied cost back to the
original cell, this flaw reduces the effective cost of
paths to points near the corners of the recﬁangular
propagation patterh. In the printed circuit world, this
would have the effect shown in Figufe 10-2, Although Path
A and Path B in the figure should be equally ‘costly, the
PATHFINDER may claim that A is less costly, and thus
‘cause a prefetehce for Path A over Path B that should not

exist. The effect is minimal, but annoying. As more
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v v
Q\_ PATHFINDER's frontier
Desired shape

Figure 10-%. The shape of the expanding wavefront frontier
in the PATHFINDER compared with the desired diamond shape.

7 |4 —Path A

{4—+~——Path B

Figure 10-2. Due to the frontier shape displayed above,
the PATHFINDER wou]d prefer path A over path B.
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wires are placed, the effect diminishes, since the
wavefront propagates down skinny alleys where there is no
chance of forming any two-dimensional 'shape, eithef'

diamond or rectangle.

A fix to this flaw is easy. All that is required is
a prote¢tion on the discharge paths, so that whén one is
turned on, the others are blocked. The discharge path
carrying the greatest current, repreéenting the lowest
cost, has the highest‘priority. Using such a scheme and
fixing thevother flaws to be discussed will achieve the

normal, diamond shaped wavefront frontier, as desired.

‘The second flaw  in the PATHFINDER design has to do
with timing and thg incorporation of the analog costs, and
provides an important 1lesson in the study of hybrid
systems in géneral. Figure 10-3 shows the conceptual cell
logic diagram >of Figurev 6-2, with the addition of the
delay controlled by the analog cost variables. The aesign
essentially consists - of a five input . one output

asynchronous state machine with five state variables, the
£1ip flop oﬁtputs,> The PATHFINDER positions the deiéy'
inside the feedback path; as shown in part ‘a of Figure
10-3, When one input goes high; the corresponding arrow

flip flop is set and the delay starts. If, before the
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delay times out, another input goes high, that arrow flip
flop is also set. Other inputs to the «cell are ' blocked
only after the delay is over. There 1is nothing to
distinguish which of several set arrow flip flops waé‘ set
first and which were set by inputs arriving later but
before the delay timed out. This effectively r;duces the
cost of the paths generating the later inputs to equalbthe
cost of the path that generated the initiai input ‘to the
ceil. The machine is tricked into thinking that all the‘
set arrow flip flops resulted from inputs that arrived at
the same timé, when really they,did not. Thé'only way to
avoid confusing the machine in this way‘ is to keep the
delay induced by‘ the énalog inputs out of the feedback

path in the state machihe.

Given that we have to move Ehe delay in‘order to fix
this flaw, the question becomes where do we move it? The
obvious choice‘is shown in part b of Figure/ 10-3, at thé
output of  the cell.'>This pdsition, however, also is not
ideal. The amount of delay here is determined by which
arrow flip flops are set and the corresponding costs
associated with them. The dgiay in lpassing an advancing
wavefront through fhe cell from input to output is correct .
and only the first ihput to arrive is able to set its

arrow flip flop S0 no confusion results. However,_thé
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Figure 10-3, Conceptual PATHFINDER cell logic with the
analog-controlled delay positioned differently.
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Figure 10-4. If propagation starts at cell A and horizontal
travel is cheaper than vertical travel, the circuit of
Figure 9-3b will prefer path A over path B.
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arrows are sét on the basis of the inputs without taking
the delay in this cell into account. The effect of this
is to make the cost of travelling in the cell where the
path ends equal to zero. This results in the situation
shown in Figure 10-4,-whére path A is preferred over Path

B, even though bbth should be equally costly.

The effect of this flaw in wire routing is notiéeablé
only on very short paths} And thus is not especially
important in this application, but the theoretical
implications of this problem are more extensive. Careful
study of the path finding algorithm reveals that a>path
accumulates .cost not by travelling through a cell, but
réther by »travelliné* between ~cells, ‘from one cell to
another. vThus, one cannot implement the algofithm
perfectly by positioning the costs, or delays, within the
cells at all. The only way to correctly match the
hardware to thé problem is to place the delays bhetween the
cells, on the communication paths, as shown in Figuré ,
10-5. = The delays pictuted there are bi-directional

elements that delay signéls passing through them in either
direction by the same amount of time. Only by associating
thevcosts with the communication in the processing can

this second flaw in the PATHFINDER be corrected.
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Figure 10-5. Implementing costs with delays on the
communication paths Tinking each cell with its neighbors.
The circles indicate long (L), medium (M), and short (S)
delays.
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The third flaw in the PATHFINDER design stems from
the attempt to reduce the amount of storage based on the
assumption that arrow bits within the cells are redundant,
as mentioned in Chapter 7. Given two adjacent cells A  and
B, it is true that the wavefront will never propagate both
from A to B and from B to A, with arrows pointing at each
other. However, there are three situations that are
possible. Obviously, the wavefront can propagate from
cell A to cell B or from ceil B to cell A, It is also
possible that the wavefront does not pass between the
‘cells in either direction, and it is important to ndfe
that. Consider the case shown 1in Figufe 10-6 with the
arrows implemented as in the PATHFINDER chip. Here a
plane wave is propagatihg along the x-axis of the array
towards our -cell A. The horizontal arrows all will point
to the west, as required, but the vertical arrows will end
up 'pointing randomly  either north or south. If the
vertical arrows end up all pointing south, say and the
retrace from cell A happens to start by checking the
south-pointing arrow, thé resulting path will head south,
and continue south, instead of heading west, in the
direction from which the wavefront actually came. A third
arrow state is required to indicate this case when the

wavefront does not pass between two adjacent cells.’



-08-

frontier propagating

[:/ to the right

"‘"l

] | | { | } } ! |-
~7 g ~ v ~ 7 v W 4 v v S R
o < G G Sl sl 3 ndR. o Ql-— Al U
! £ Al ! 4 ! a4 0 ] ol
A T 7 ] > 1 ~ 7 4 F 1V T |
- — = - & FRENE S S S e T e B
t' A"ﬁ 1 | A A | N n A A\e , A
) v v i F 7 > p T T ’ ; T
L R o e—-—( [a) L s B i o . H—) [ - o
-~ -~ N ~ -~ ~ -~ 4 A A v
. il : i - i L } Ll A i o
T 1 T v 1 b T t N 1 ' N v
- e e L i . S i i ol B
£ . 1. [ ki ! ! | ! ! )
i V] v v i v v v v v '
- g A {._ = (S i ==Y ‘1_ e e e e — TP
i el BN AL | A | A A i { A
MR E v Vo r v
<= e T R g e e ‘J‘ a— QJ—J e G
L L a | | ] A A ! ;
oY b 7 7 7 T v
e P ni i B R . R - T -
A - \ | P A ~ ! | 4“ £ L
1 T v U . : A > T ? ” 2
e e e bes St e [— <} s - - |~ —
ql’frei“"'f‘/( N N R /S T P R
T 1 T 1 \] H i 7 | J i I ]
path found

Figure 10-6. Possible result when a plane-wave frontier passes
through the cells. Arrows parallel to the frontier erroneously
indicate potential vertical paths.
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The fix here is to provide more storage to cover the
case that the PATHFINDER ignored. One way to do this is
‘vto move the arrows back into the cells and accept the facﬁ
that one of the four possible states'of two arrows in
adjacent cells will nevér happen. Another possibiliy is
to use a "tri-flop", a circuit with three stable states,
as the "arrow"™ storage between cells. Either solution will

remedy this flaw in the PATHFINDER.

Despite these three flaws, the PATHFINDER chip will
successfully find two layer paths between two points. In
most cases the effects of these flaws are negligible, and
the system pérfoims fully as expectéd.v By making the -
corrections  outlined “in this chapter, the PATHFINDER can
bevimprOQed to eliminate the occasional irregqularities

that occur with the first design.



-100-
Qhapie.nll

LESSONS TAUGHT BY THE PATHFINDER

I have demonstrated one example of a processing
system that effectively uses a hybrid of digital and
analog information. While such an effort is a significant
achieveﬁent} one should not.mérély accept the résult as a
job well done and move on to the next task. The design of
a novel system such as the PATHFINDER chip involves many
new ideas, and these new insights can .often lead to
importapt breakthroughs in othér related areas. Thus, it

is important to take note of the lessons learned from such

a design experience.

This chapter will . identify some 'important lessons
that the PATHFINDER's design taught me. With respect to
hybrid processing, in particular, the lessons concern how

to represent the data, how to achieve interaction between



-101- |
the analog and digital data, how to deal with non-ideal
_ environments, ahd "how to interpret the results of the
processing. An unexpeéted result of this research was an
important lesson concgrning the communicétion side of
processing in general. Ah exploration of these topics
will complete this excursion into the digital/analog

hybrid world.

The problem of representing data in a processing
machine is an important one. In a hybrid processor, it ié
a central issue, sinée the hybrid nature of the system
implies that digital ‘variables will tepresent some data
while analog variables will represent other data. One
qguideline is} made clear by the discussions in the early
chapters of this thesis comparing analog and digitai
prbcessing. Any information tha£ must pass through
several processing steps MUST use a digital répresentation
if it is to avoid accumulating errors due to inaccuracies
and noiée. Thus, in any ‘sort of an iterative process,
whether the computation is iteratéd in time, as in a
programming loop, or iterated in space, as 1in an array
précessor, the.,datalthat pass from one’computation to the.
next must be in digital form. Using digital
representations: of' theée  variable§ restores the data to

clean, noise free signals to be used by the next
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computation. Errors infroduced by noise in each
individual cbmputation cannot accumulate as they
inevitably would if analog representations were used.
Analog representations of variables are possible only in
compuﬁations‘ that occur locally or'where the accumulation‘

of noise-induced errors is acceptable.

In any non-trivial processing problem the data that
eventually generate the desired result arevlikely to pass'
through many computations before producing the answer, and
thus these data must be represented digitally. 1In the
PATHFINDER system, the data representing thé path
endpéinﬁs are: specified, and the goal is to determine how
to step from celi to cell, incrementing or decrementing
the x, Yr. or z position variables with each step to
proceed from one endpoint to another. If this
incrementing or decrementing were done on an anélog.
representation of the path data, errors could cause the
calculated position to stray away from the actua14desired
position after proceeding only a few steps from the
‘starting point ahd the "path"™ found would 1lose its
meaning. Only a digital representation makes sense here,
so that each step from »cell . to cell is a known, fixed -
increment in space With no chance of noise accumulating 'as

the number of steps taken increases.
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Since the eventual answer-producing data generally
must be in digital form, that leaves only the data that
control the processing, i.e. the parameters to the
process, as candidates for analog representation. This is
~in keeping with the requirement that analog variables must
not take part in the iterative computation, but may
provide somé paramet:ic data for each individual
computation as"it occurs. There are many choices
avai;able for represenfing analog data, depending upon the
type of processing system under study. Voltage 1level,
chemical conéentration, position, Andg even temperature
might be appropriate analog variables under the right
circumstances. , Thé choice really dependsvr onl two
questiohs, First, how. precisely can one represent the'
analog data'using the given quantity,}and second, how well
| can one recover the data thus reﬁresented and. use it in
~calculations? Both of these questions relate éo how
precisely one can measure the physical quantity‘ being

considered,to represent the data.

v Of all the» possible physical quantities that are
candidates for representing.analog.data, time is the one
‘over - which we have the most control. Time ié a
monotonically increaéing function. It never stops or

moves backwards. One can count on it to steadily progreés
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in one direétion. Thus, when an event occurs, we can
record that fact and wuse it in our calculations without
fear that the event will “unfbccur" due to some momentary
reversal of time. This feature makes time a useful

vehicle for transferring analog data from piace to place.

In VLSI systems, voltage le&els come to mind as
candidates for aﬁalog data representation, but again time
proves to be a better choice. Voltage levels are hard to’
control on an integrated circuit, and can easily succomb -
to noise from capacitive coupling with clock signals and
other ‘t:ansiehts, and thus would be a poor choide for
analog data .representation. On the other hand, time is
relatively easy to -control because of thé_ ease and
precision with which capacitors can be designed and
matched. Representing analog data by a time interval
- between two events leads to a very controllable variable
that 1is quite insensitive to thé noise present in a VLSI

environment.

The PATHFINDER design‘ useé intervéls of 'time‘ to
représent the analog cost‘of propagating the information
_wavefront thnough each cell in the array;' The delay
between the initial ‘arrival of thé wavefroﬁt at ' the cell

and the transmiSsion of the wavefront on to the next set
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of neighbors is a continuous function of the cost for
travelling through that cell. The computation that uses
the analog input, determining how long to delay the
wavefront, takes plaée entirely within the cell, énd‘ the
outpﬁt passed -on to the next cells is a digital signal
representing the advancing - wavefront. All the
requirements of variable representation mentioned in the
preceding paragraphs are met. Thus, the PATHFINDER is a

workable hybrid processing system.

'In order for data processing to- take place, the
variables, in éll their different representations, must
interact with each other in some way. If we are to build
VLSI hybrid éystems in. which the analog parameters are
represented as intervéls of time, we must design our
digital circuitry to be dépendent on thev relative timing
- of events. Since the time intervals are continuously
variable, the digital machine must be ‘asynchronous if it
is. to make use of the fuil precision available in thé
analog representation. Since the time an event happens
has no meaning except’ in relationa to the time of some
other‘eﬁent, there must be more than a single  process in
progress so"that thére will be two evehts to compare.
Thus, one can think of a general machine of this tfpe as

consisting of a number of asynchronous state machines.
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The timing of each state machine depends on some analog
parameter to the problem, and the operation of each state
machine depends upon the relative timing of the inputs it

receives from other state machines.

The PATHFINDER consists of an array of identicél
asynchronous finite state machines. The operatiqn
performed by each state machine is determined by the
relative timing of the inputs, i.e. ‘which input arrives
first. The output of each state machine is delayed by a
~time that is a function of the timing of the inputé and
~the analog cost parameters. The analog variables interact’
with the digital'processing by varying the relative timing
of différeﬁt‘ events. Since the state machine operation
depends upon the relatiée timing, the analog data

successfully interact in the proper way.

Any real processing system will ‘be built in some
physical medium, which is almost certain to have some
non—ideai characteristics. Digital processing techniques
are tolerant to some degreee of irreqularities in their
ehvironments, but analog techniques often depend on- having
an ideal, uniform medium- as a foundaﬁion, and thus a.
designer of hybtid  processors must ‘watch out for and

correct any non-idealities present in his design. The
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PATHFINDER design includes corrections for two important
non-ideal characteristics that the physics of the
situation imposes. First, variations in transistor
characteristics from chip to chip mean that a 'different
voltage must be applied to the cost setting transistor
gates at the bottom of the discharge paths fpr each
differen£ chip. I overcame this non-ideality by using the
current mirror arrangement discuésed earlier, which allows
one to set the discharge currents without worrying‘about'
what voltage ends up on those transistor gates. The
second serious non—idealiEy faced in the PATHFINDER design
is the discontinuity existing at chip boundaries in the
array of cells, discussed in Chapter 9. 1In this case, the
fix was the clock signal, which reducedithe dependence of
the cell to cell delay on the actual delay occurring in-
the wires. This kind- of problem demands individual
attention in every system.- No real processing system can

ever be completely ideal in every way.

Finally, one must be careful in interpreting the
results of a hybrid ?rocgssor. Since the output of such a
system is generally digital, as is the path fdund by
PATHFiNDER, one tends to judge‘ the output by digital -
standards. This is an unfair comparison, since part of

the computation in a hybrid system is analog processing
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and as such is subject to the 1limited accuracy that is
characteristic ~of analog ;techniques. Thus, one should
expect that hybrid systems will occasionally produce
results that -are ' not strictly correct by digital

standards.

The PATHFINDER uses analog‘techniques to set tbe cost
-for travelling through each cell. It achieves this goal
by varying the delay in advancing the wavefront during
propagation. _:Since this delay is set by analog
techniques, it cannot be specified with absolute _
accuracy. Variations in capacitance and transistor
thresholds from cell to cell will inevitably cause some
cells ,to pass the wavefronﬁ through a little more quickly
than intended, while others pass it on a little more
slowly. The _conséquence is that during propagation, the
symmetrically expanding wavefront may develop some small
bends or perturbations in its shape. It is thus possible
that the PATHFINDER system wili select a path that is
slightly more céstly than minimal. Howevef, if the
inaccuracies in delaYSf'are randomly distributed through
the arraijthe unwanted "errors® will be integrated out as
;hg wavefront sﬁeePS'through the cells. In any event, the

hjbrid\‘processing system is in no danger of IOSing ité

signal "in the noise™ as a purely analog system would.
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The PATHFINDER provides an unexpected lesson about
the communication side of processing. In this system, the
communication scheme consists of passing signals from cell
to cell to indicate_ wavefront expansion during the
Propagation process. The signals are delayed as they pass
through the cells to implement the required cost
functions. Recall that in Chapter 10, one of the flaws
mentioned involved the placement of the delay elements.
Positioning them within fhe cell as is done in the
PATHFINDER cannot correctly implemént the cost system as
intended. Only by placing the delays on the input or

oquut of the cells, that is, on the communication paths
themselves,véan the problem bé corregtly solved. This
result demonstrates theﬁ’importance of the communicatibn

side of processing.

Seen from the point of view of communication, thex
PATHFINDER measures distance between cells by the time
needed to communicate data between them. With the
rectangular array of cells and - with a uniform
communicatibn cost imposed, this results in the tYpical
case .where each~ cell has four nearest neighbors. By
- increasing the horizontal communiqation cost relative to
the vertiéél communication cost, the PATHFINDER modifies

- the effective topology so that now the neighbors in the
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vertical direction are "nearer"™ than the neighbors in the
horizontal direction. This sugéests that more complicated
control over communication costs might allow the
implementation of more complicated effective topologies in
the  plane of ‘the silicon chip. One can demonstrate this
effect by observing how communication works for other more

familiar situations.

Consider the various communities in the Los Angeles
area, and the network’ of roads that interconnect them.
Each community has its own set of roads for 1local
communication. . Communication, or travel between adjacent
communities is eaéy, using the'roads that cross between
the two areas. ¢ommunication between nqn—adjacent
communities would be difficult in comparison, if it were
not for the freeway system. Thé freeway'system provides a
low cost ‘communicatidn system"linking the communities.
The existence of the freewgys makes possible the
interaction 6f distant communities that would otherwise
have been too costiy; The freeways change the effective
topology of the area from a two—dimeﬁsionaliplane in which
interaction can occur only between neighbors to a more
complex strﬁctufe allowing: cheap interaction with a more

varied population.'
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One can find a second example along the same 1line in
the human nervous systeh. The interconnections, and thus
the communication patterns, in the brain are only slightly
-understood. Nevertheleés, one could think of measuring
the cost of neural processing in terms of the time it
takesr to propagate the nerve impulses through the required
neurons. Interestingly, kalthough most neurons transmit
impulses at about the same speed, there is a special class
of neurons that are sheathed with a material’ that allows
ﬁuch faster impulse propagation [12]. One can only guess
that these less costly communication4paths exist to enrich
the topology of the interconnections in the brain, just as
the freeways do in Los Angeles, to ailow more extensive

communication.

The two examples above suggest an exciting possible
extension to integrated circuit design. 1In each case, the
majqrity of the communication happens locally, using the
ordinary communication pafhs, whether built from concrete
or protoplasm. However, a _ second level of
interconnections exists to providerlbw cost long distance
communication. These seéond—level paths are more
éxpensiye,or complex, just as'freeways are more expensive
to build than ordinary roads, but only a relatively small

number of them are needed to provide adaquate coupling
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between distant areas. This suggests that integrated
circuit design could benefit from an. extra, . high speed
communication layer, even if the complexity of that layer
were very limited by fabrication or design difficulties.
The ability of such a low-cost communication path to
de-planarize the surface of the silicon could lead to

easier implementation of some processing problems.

Thé~conclusion of this thesis is that ‘hybrid
processing can play an important rdle >in the design of
today's computing machines. The success of the PATHFINDER
chip in solving the two-layer path finding problem is
evidence_ that designers should includeranalbg techniques
in their bag of‘ tricks iﬁ order to realize the full
potentiai of computing power available to them. By
applying the 1lessons learned in the design of the
PATHFINDER, hybrid processing is a viable approach in any
situation when digital decisions are'made based on Vanalog

data.

In the 4ear1y 1960'3,»this conclusion may have evolved
more easily. At that time, the digital revolution was
only Jjust under way. Designers were not as brainwashed

~into digital thinking as they are today. One author[3]
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seems to have realized the potential of hybrid processing

when he wrote, .

"Once austerely separate, analog and
digital techniques are beginning to
intermingle freely and complement each
other. Computers of the . future
undoubtedly will borrow freely from
both digital and analog techniques and
may eventually become true 'hybrids,'
merging the characteristics of both
types so completely that they are no
longer separately identifiable."

With the design of the PATHFINDER, hybrid processing
has arrived. Designers of today's processing equipment
demand high performance fromvvtheir circuits. Only by
using hybrid processing techniques can they have access to
the fﬁllr power of the physical structurebupon which they
base theit circuits. it is time now to recognize hybrid
processing as an alternafive to other types of design and

to begin applying it to important computing problems.
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