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ABSTRACT 

 This thesis presents two novel applications of two-dimensional (2D) correlation 

analysis: (1) long standoff detection of explosives using Raman spectroscopy and (2) ex-

amination of morphology development in semicrystalline materials. The power of 2D cor-

relation analysis is its ability to expose and quantify the relationship between changes in 

distinct observables characterizing a system as it evolves in response to a perturbation. 

Most frequently, the observables are spectroscopic (intensity I(νi) at distinct values of the 

spectral variable, νi), so the method is often called “2D correlation spectroscopy.” Diverse 

perturbations, such as mechanical stress, change in thermodynamic conditions (e.g., tem-

perature or pressure), and extent of reaction, have been applied to reveal desired informa-

tion that is obscured in the absence of the perturbation. Even small, subtle changes in re-

sponse to the perturbation become readily resolved with 2D correlation analysis, which ef-

fectively excludes static observables and greatly enhances correlated changes relative to 

random variations.  

 Improvised explosive devices (IEDs) are currently the number one killer of both 

troops and civilians in Iraq and Afghanistan. Effective detection of explosives at standoff 

distances is important to ensure human safety. Implementation of 2D correlation spectros-

copy can increase detection success due to the following advantages of the analysis: (1) 

simplification of complex spectra by separation of overlapped peaks, (2) enhancement of 

spectral resolution and enhancement of signal to noise ratio (SNR) through the spreading of 

peaks over a second dimension, (3) probing specific sequential order of spectral intensity 

changes, and primarily (4) exclusion of stable compounds and selective exclusion of unsta-
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ble explosives. By taking advantage of the unstable nature of explosive compounds through 

the imposition of thermal degradation, it is possible to further separate spectral features cor-

responding to explosives both from a noisy background and any contaminants based on 

their rate of response to heating.  

 A temperature ramp is used to probe Raman features of explosives and their mix-

tures with choice contaminants. Implementation of 2D correlation analysis results in sig-

nificant enhancement of explosive signal relative to background. Effective separation of 

explosive features is demonstrated for two biogenic contaminants: saliva, which represents 

proteins, lipids and saccharides, and diesel soot, which contains heteroaromatic species. We 

discovered that correlation analysis can further provide information on the physical state of 

the unstable compounds, distinguishing crystalline from amorphous states. The well-

established spectral shifts of organic crystals with increasing temperature provide strong 

2D spectral features, which could be utilized for further sample identification. Several as-

pects of the 2D correlation analysis are examined to optimize effectiveness of detection. 

Use of the time-averaged spectrum as the reference for calculating dynamic spectra yields 

the best performance. Normalization schemes are found to be of limited utility: some of 

them enhance specific features, but their application also can result in false positives. The 

only data pretreatment recommended for the application of long standoff detection in arbi-

trary environments is the removal of data offset by the subtraction of the minimum value 

from each spectrum.   

 The ultimate physical properties of semicrystalline materials, such as strength, 

toughness, and transparency, are directly related to their morphology through their molecu-
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lar characteristics and processing conditions. Morphology is examined using small-angle 

and wide-angle x-ray scattering (SAXS and WAXS, respectively), for which 2D correla-

tion analysis is well suited due to its simplification of complex scattering curves through 

the de-convolution of overlapping features, the determination of sequential order of inten-

sity changes, and the enhancement of spectral resolution by spreading data over a second 

dimension. The effects of different molecular characteristics on crystallization of semi-

crystalline polymers are examined by conventional techniques and 2D correlation analysis 

of x-ray scattering data. 

 Model short-chain branched (SCB) polyethylenes are found to crystallize in three 

regimes during quiescent temperature ramps. “Primary-irreversible” crystallization occurs 

at the highest temperatures and is marked by large changes in the morphological parame-

ters (crystallinity, long period, and overall scattering power) as primary lamellae propagate 

relatively rapidly through unconstrained melt. Once the majority of unconstrained melt is 

consumed, secondary lamellar growth occurs in the largest non-crystalline regions between 

primary lamellae marks slower “secondary-irreversible” crystallization that occurs at in-

termediate temperatures. At low temperatures, the values of the morphological parameters 

are equal during cooling and subsequent heating marking the slow formation of fringed mi-

celles that occurs in the “reversible” crystallization regime. While irreversible and reversi-

ble crystallization have been observed previously in SCB materials, this is the first time 

that a physical justification is presented for the separation of the irreversible crystallization 

into primary- and secondary-irreversible regimes. 
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 Each regime is identified by unique features in the 2D correlation plots. Specifi-

cally, 2D heterospectral analysis of SAXS/WAXS data reveals identical qualitative behav-

ior between a series of branched hydrogenated polybutadienes in each regime: the primary-

irreversible regime is characterized by the intensity redistribution (sign change) only in 

SAXS, the secondary-irreversible regime is characterized by the intensity redistribution 

only in WAXS, while the reversible regime is characterized by the intensity redistribution 

in both SAXS and WAXS. Additionally, two-dimensional correlation analysis provides a 

unique approach to gain insight into subtle changes during morphology development, such 

as the development of density heterogeneities in the non-crystalline regions.  

 The presence of short-chain branches is found to have a profound, diminishing ef-

fect on the formation of oriented structures in response to flow-induced crystallization. 

Crystallization of SCB materials is examined in the presence of high density polyethylene 

(HDPE) in order to expose the effectiveness of the branched materials to propagate ori-

ented morphology. HDPE is found to serve as an effective clarifying and nucleating agent 

for a metallocene copolymer with complex concentration dependence. The SCB material is 

found to be incapable of propagating oriented growth on large length scales. Evidence pre-

sented suggests that this behavior is the result of a buildup of chain defects at the growth 

front which results in a transition from oriented to isotropic crystallization. Hence, it is pro-

posed that size of crystal structures can be controlled by dictating the amount of copolymer 

incorporated during oriented structure formation via the crystallization temperature, allow-

ing for the fine-tuning of ultimate material properties. Ultimately, it is found that both qui-

escent and flow-induced crystallization is dominated by short-chain branching. 
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 Two-dimensional correlation analysis in conjunction with thermal decomposition is 

demonstrated as an effective means to increase the success of detection of energetic com-

pounds using Raman spectroscopy. This combination of analysis and a perturbation that 

elicits a unique response in the compound can be applied to variety of other detection sys-

tems. Additionally, 2D correlation analysis is demonstrated to provide unique insight into 

the morphology evolution during crystallization of semicrystalline materials, which can be 

used to control their material properties. The ideas presented here can be easily applied to 

study phase transitions in other systems, such as block copolymers.  
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 The present thesis explores two applications of two-dimensional correlation 

analysis: 1) detection of explosive compounds in the presence of dynamic background 

signals, and 2) categorizing and understanding transient structure development in semi-

crystalline materials. Two-dimensional (2D) correlation analysis is a powerful technique 

that can be used to both visualize the relationship between intensity changes at different 

spectral points as a result of a perturbation and also elucidate the underlying physical 

phenomena causing the spectral response. It is applied to a set of one-dimensional (1D) 

data representing the response of a sample to a specific perturbation. Many scientific ex-

periments result in these types of datasets, yet application of 2D correlation analysis is 

still mostly limited to the fields of optical and NMR spectroscopy, and furthermore ap-

plied predominately in a laboratory setting.  

1.1 TWO-DIMENSIONAL CORRELATION SPECTROSCOPY 

 With roots in the field of nuclear magnetic resonance (NMR), two-dimensional 

(2D) correlation analysis (usually termed 2D correlation spectroscopy because of its fre-

quent use in vibrational spectroscopy) allows one to examine the relationship between 

changes in spectral intensity at two different spectral variables in response to an external 

perturbation. Its application to vibrational spectroscopy was introduced by Isao Noda 

through the study of infrared (IR) spectral response to a sinusoidal perturbation,1-3 and 

subsequently generalized to allow the use of a perturbation with arbitrary fluctuations.4 

Furthermore, in 2000, Noda introduced mathematical formulations based on the Hilbert-

Noda transformation matrix that greatly simplified the analysis, allowing rapid process-

ing of discrete datasets. These developments resulted in a significant increase in the 

popularity of 2D correlation spectroscopy.5, 6  
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 Generalized two-dimensional correlation spectroscopy is based on the quantita-

tive examination of spectral intensity changes as a function of the external perturbation, t, 

observed at two different spectral variables, ν1 and ν2 (for example, Raman shift as exam-

ined in Chapter 2 and scattering vector as examined in Chapter 4). Most commonly, 

analysis is conducted on a dynamic spectrum, which is defined for each value of the per-

turbation variable on its interval between Tmin and Tmax with respect to some reference 

spectrum, yref: 

⎩
⎨
⎧ ≤≤−

=
otherwise                         0             

for         )(),(
),(~ maxmin TtTyty

ty ref νν
ν . (1.1) 

A diversity of perturbation variables have been examined in literature, including strain, 

temperature, applied electric/magnetic field, irradiation, and time (see review by Noda6). 

The intensity at distinct spectral variables ν1 and ν2 tend to vary synchronously when they 

originate from the same molecular species or underlying physical process. Therefore, 

analysis of the synchronous two-dimensional correlation is a useful tool for identifying 

spectral changes that are intimately related. The intensity changes at distinct spectral 

variables tend to lag (lead) one another when, for example, formation of a given species 

is a prerequisite for a subsequent reaction to occur. Therefore, it is useful to characterize 

asynchronous two-dimensional correlations to identify spectral changes that occur se-

quentially. 

 The analysis may be readily understood for the simple case of a sinusoidal per-

turbation in the regime of linear response. A perturbation of the form { }ωϑieTt 'Re=  hav-

ing amplitude T’ would elicit a response at each νi that would oscillate at the same fre-

quency, ω:  
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{ } { }ωϑνβωϑ ννν i

i
i

ii eAeAty i )(ˆRe)(Re),(~ )(( == + , (1.2) 

with amplitude A(νi) and phase β(νi). For distinct values of the spectral variable ν1 and ν2, 

the extent to which variation of intensity occurs simultaneously is captured by the “co-

spectrum,” 

{ })(ˆ)(ˆRe),( 2
*

121 ννννφω AA ⋅≡ , (1.3) 

and the extent which their variations lag (lead) one another is captured by the “quad-

spectrum,” 

{ })(ˆ)(ˆIm),( 2
*

121 ννννψω AA ⋅≡ , (1.4) 

where  is the complex conjugate of . )(ˆ *
iA ν )(ˆ

iA ν

 For a more complicated perturbation and spectral response composed of multiple 

sinusoids, the synchronous 2D correlation spectrum, Φ(ν1,ν2), is defined in terms of the 

cospectra as 

∫
∞

=Φ
0

2121 ),(1),( ωννφ
π

νν ω d , (1.5) 

and the asynchronous 2D correlation spectrum, Ψ(ν1,ν2), is defined in terms of the quad-

spectra as 

∫
∞

=Ψ
0

2121 ),(1),( ωννψ
π

νν ω d . (1.6) 

Noda further generalized this analysis to arbitrary functional forms of the perturbation, t, 

and spectral response, )(~),(~
11 tyty ≡ν , by first decomposing the signal into sinusoids and 

representing it in the frequency domain with the application of the Fourier transform with 

respect to the perturbation, t: 
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∫
∞

∞−

−= dtetyY tiωνων ),(~),(~
11 . (1.7) 

 In this case of an arbitrary perturbation defined on the interval between Tmin and Tmax, 

the 2D correlation spectrum is given by 

∫
∞

⋅
−

=Ψ+Φ
0

*
21

minmax
2121 )(~)(~

)(
1),(),( ωωω

π
νννν dYY

TT
i . (1.8) 

 To circumvent the complexity and required computing power for the Fourier 

transform calculations, Noda used the well-known Wiener-Khintchine theorem to derive 

the 2D synchronous spectrum from the cross-correlation function4, 7  such that 

∫ ⋅
−

=Φ
max

min

),(~),(~1),( 21
minmax

21

T

T

dttyty
TT

νννν . (1.9) 

For a rigorous mathematical development, see Appendix 2.1 of reference 5. 

 The asynchronous spectrum can be computed from the cross-correlation of the 

dynamic spectrum, ),(~ ty ν , and its orthogonal spectrum, ),(~ tz ν : 

∫ ⋅
−

=Ψ
max

min

),(~),(~1),( 21
minmax

21

T

T

dttzty
TT

νννν . (1.10)

To calculate the orthogonal spectrum, Noda utilized the Hilbert transform, which has the 

effect of applying a phase shift of π/2 to each Fourier component of the dynamic spec-

trum, such that 

∫
∞

∞− −
≡ '

'
),(~1),(~ dt

tt
tytz

Pv

ν
π

ν , (1.11)

where represents the implementation of the Cauchy principal value such that the 

singularity at t = t’ is excluded from the integration. Hilbert transform pairs, here 

∫Pv

),(~ ty ν  
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and ),(~ tz ν , are orthogonal. Hence, through the application of a phase shift in Fourier 

space, the asynchronous spectrum allows for the examination of temporal separation be-

tween intensity changes in real space. 

 To examine some of the advantages of 2D correlation analysis, let us consider a 

simulated dataset, I(ν,t) for Tmin ≤ t ≤ Tmax, containing three peaks (Figure 1.1a). The first 

peak increases quadratically in response to the perturbation, the second peak remains un-

changed, and the third peak decreases linearly in the perturbation variable (Figure 1.1b).  

spectral variable, ν

In
te

ns
ity

 (a
.u

.)

a

1

2

3

Pe
ak

 In
te

ns
ity

 (a
.u

.)

perturbation variable, t

Peak 1

Peak 2

Peak 3

b

 
Figure 1.1 a) Simulated dataset. b) Evolution of peak intensities with perturbation of peaks in 
a.  

 The synchronous spectrum, Φ(ν1, ν2), is symmetric with respect to the diagonal 

(ν1 = ν2) and reveals simultaneous or coincident changes at two different spectral vari-

ables as the result of the perturbation. Consequently, in Figure 1.2, one observes two 

autopeaks along the diagonal corresponding to the intensity changes of peaks 1 and 3. 

The autocorrelation intensity along the diagonal is always positive and represents the to-

tal amplitude of the intensity variation in response to the perturbation. 
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 In the off-diagonal position corresponding to peaks 1 and 3, one observes cross 

peaks indicating that the change in these two peaks occurs simultaneously. The negative 

sign of these features is consistent with the increase of peak 1 and a simultaneous de-

crease in peak 3 in response to the perturbation. The cross peaks are positive when inten-

sity changes occur in the same direction.  

 The synchronous plot contains no features corresponding to peak 2 since there is 

no change in its intensity in response to the perturbation. This aspect of the 2D correla-

tion analysis allows one to filter out static features, making it suitable for selective detec-

tion of compounds, as is discussed in Chapter 2.  

 

  
synchronous asynchronous

ν1

ν 2

ν1
Figure 1.2 Synchronous (left) and asynchronous (right) spectra corresponding to simulated 
dataset in Figure 1.1. Shaded-in contours are negative, while non-shaded contours are positive. 
The average 1D spectra are plotted on the sides. 

 The 2D asynchronous spectrum, Ψ(ν1, ν2), reveals the extent to which intensity 

changes at two spectral variables lead or lag one another during a perturbation. By its na-

ture, it is antisymmetric and contains no autopeaks. In Figure 1.2, one observes features 

corresponding to peaks 1 and 3, indicating that there is temporal separation between these 

intensity changes.  
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 The sign of the cross peaks reveals the sequential order of peak variations based 

on Noda’s rules.3, 5 Since the 2D asynchronous spectrum is anti-symmetric, it suffices to 

consider the region where ν1 > ν2 (below the diagonal). Interpretation of the sign of a 

cross peak at (ν1,ν2) when ν1 > ν2 in the asynchronous spectrum, Ψ(ν1, ν2), depends on the 

sign of the intensity of the synchronous spectrum at (ν1, ν2): if Φ(ν1,ν2) is positive, then a 

positive asynchronous cross peak below the diagonal indicates that the response at ν1 pre-

cedes that at ν2; if Φ(ν1,ν2) is negative, then that positive cross peak indicates that the re-

sponse at ν1 lags that at ν2 (Table 1.1). In the present case, negative features correspond-

ing to peaks 1 and 3 are observed both in the synchronous and asynchronous plots. There-

fore, the change in peak 3 precedes that in peak 1. This temporal separation can be inter-

preted in a more practical manner as a difference in half intensity and half time of peak 

evolution.8 From Figure 1.1b, it is apparent that peak 3 has greater intensity half-way 

through the perturbation (half intensity) and achieves half of the total intensity change 

earlier along the perturbation (half time) than peak 1, resulting in changes in peak 3 pre-

ceding those in peak 1.  

Table 1.1 Noda’s Rules for sequential order when ν1 > ν2. 
Φ(ν1,ν2) Ψ(ν1,ν2) Interpretation 

+ + ν1 precedes ν2 
+ – ν1 lags ν2 
– + ν1 lags ν2 
– – ν1 precedes ν2 

 In reality, the analysis of 2D spectra can be quite complex, especially in the case 

of the asynchronous spectrum. The introduction of noise can often lead to artificial peaks 

in the asynchronous spectrum.9, 10 Additionally, variations in the peaks themselves (i.e., 

position, shape, height, and width) can lead to patterns with multiple interpretations.11-13 
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These peak effects have been studied through simulated spectra revealing patterns in both 

the synchronous and asynchronous spectra that correspond to some commonly observed 

behaviors.5, 11, 12 For example, a “four-leaf clover” pattern in the synchronous spectrum 

can indicate either two overlapping peaks whose intensities vary in opposite directions or 

a peak that steadily shifts in position. The explanation for the pattern can be discerned by 

evaluating the asynchronous spectrum. A four-leaf clover can be assigned to overlapping 

peaks exhibiting opposite changes in intensity if the asynchronous pattern contains either 

no peaks (if changes are simultaneous) or one pair of complimentary peaks (above and 

below the diagonal if the intensity changes are temporally separated). On the other hand, 

a four-leaf clover in the synchronous spectrum can be assigned to a peak shifting in posi-

tion if the asynchronous spectrum contains a distinct “butterfly” pattern. The importance 

of such patterns is apparent in Chapter 4.  

 Two-dimensional correlation analysis has gathered momentum due to the numer-

ous advantages it provides. It allows for the simplification of complex spectra containing 

overlapped peaks. Additionally, one obtains enhancement in spectral resolution due to the 

spreading of data over a second dimension. It is possible to establish unambiguous as-

signments through correlation of bands, as well as determine specific sequential order of 

intensity changes. Furthermore, Noda’s efforts have resulted in nearly universal applica-

bility of the technique, which is now regularly applied across different disciplines to ex-

amine ‘spectral’ responses to a variety of perturbation types. While the application of 2D 

correlation spectroscopy is still predominantly to optical spectra, approximately 1 in 6 

published experiments have used other analytical probes,6 including x-rays, as is the case 

in Chapters 3 through 5. Although temperature, the most commonly employed perturba-
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tion, is used in the following chapters, composition, chemical reactions, and physical 

processes can also be employed.6  

 Furthermore, the abundant application of 2D correlation spectroscopy has al-

lowed for its further evolution. A summary of this was formulated by Noda in 2008;6 de-

velopments of note are moving window and hetero-correlation analyses. Moving window 

2D correlation analysis (MW2D) is designed to probe complicated spectral responses by 

analyzing smaller subsets of data that are shifted incrementally along the perturbation 

axis to cover the full set. This analysis allows one to gauge the spectral response at spe-

cific points along the perturbation variable rather than the overall response to the full 

range. Further detail and an example of this technique are presented in Chapter 4. Hetero-

correlation analysis is applied to two independent measurements of perturbation-induced 

dynamic spectra. Most frequently, hetero-spectral correlation is applied to a sample’s re-

sponse to a perturbation probed by two different spectral probes. An example of SAXS-

WAXS hetero-spectral correlation analysis is presented in Chapter 4. 

1.2 EXPLOSIVES DETECTION 

 Improvised Explosive Devices (IEDs) continue to be the most effective weapon 

employed against coalition forces in Iraq and Afghanistan. The Joint Improvised Explo-

sive Device Defeat Organization (JIEDDO) is currently implementing over 300 initia-

tives to tackle this problem.14 In this era of persistent conflict and global terrorism, the 

ability to detect explosives in both war zones and high-security installations can save 

human lives.  

 The vast challenge in the detection of explosives is in part due to their nature (e.g., 

small quantities and low vapor pressure) and in part due to concealment in the field and 
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interference from contaminants. Common explosives are known to have very low vapor 

pressures,15, 16 making vapor-based detection, such as infrared spectroscopy, particularly 

challenging. Furthermore, military grade explosives are often found in solid solutions, 

such as RDX in plastic composition C4 (C4) explosive, which further limits their vapor 

pressures.17 Detection of solid-state explosives is usually based on identifying trace 

amounts which requires extreme sensitivity. To compound these intrinsic challenges, ex-

plosives are often found concealed in a large variety of dynamic environments.  

 In a laboratory, when they have been separated from any contaminants, explo-

sives can be detected by many reliable techniques, such as mass spectrometry, ion mobil-

ity spectrometry, and fluorescence quenching of polymers.15, 16 However, few of these 

techniques can be applied at an airport to screen passengers and even fewer still can be 

implemented in the desert environments of Iraq to detect hidden IEDs.  

 Furthermore, in the case of IEDs, it is desirable to accomplish detection at a dis-

tance, in order to ensure human safety. Standoff detection systems are being developed 

based on photodissociation laser-induced fluorescence,18-20 laser-induced breakdown 

spectroscopy,21 terahertz time domain spectroscopy,22 and Raman spectroscopy.23-29 In 

most of these cases, the focus is on improvement of hardware. While this approach has 

resulted in good progress toward effective long standoff detection, further advancement 

can be achieved through data analysis algorithms, such as spectral pattern recognition and 

chemometric-based techniques.15, 30 

 Two-dimensional correlation analysis is well suited for detection applications be-

cause of its simplification of complex spectra and enhancement of spectral resolution. 

Additionally, the unstable nature of explosive compounds lends them to respond strongly 
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to a thermal perturbation, especially when compared to contaminants, such as humic sub-

stances. The possibility of using 2D correlation analysis in conjunction with a thermal 

modulation is examined in Chapter 2.  

1.3 SEMI-CRYSTALLINE MATERIALS 

 More than two-thirds of the annual commercial production of synthetic polymers 

is comprised of semi-crystalline materials. The many advantages of these materials, such 

as light weight, flexibility, chemical resistance and toughness, are the reason they are so 

abundant in today’s society, finding applications in the medical market, electronics, con-

struction, textiles and packaging.31 Specifically, polyethylene (PE) and polypropylene 

(PP) dominate the semi-crystalline polymer market with demand for PE and PP in North 

America just below 40 billion pounds and 21 billion pounds, respectively, in 2006.32 De-

mand is expected to grow because low cost and expanding versatility make these poly-

mers prime candidates to substitute for less desirable materials. For example, PE can be 

used to replace steel in automotive fuel tanks and PP can be used to replace aluminum 

honeycombs as an impact energy absorber.33   

 PP and PE, like other semi-crystalline materials, spontaneously form a nanocom-

posite structure that confers strength from its crystalline domains and toughness from the 

non-crystalline material in between. As such, ultimate physical properties of these mate-

rials are directly related to their morphology (the distribution of crystalline and non-

crystalline regions). The morphology is primarily a function of molecular characteristics 

(molecular weight, molecular architecture, etc.) and processing conditions (thermal and 

flow history).  
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 Fabrication processes with PP and PE include injection molding, film blowing, 

and fiber spinning, and involve non-isothermal conditions, as well as very strong and 

complex flow fields (shear, elongational, or mixed). Different processing conditions can 

alter the spatial organization and alignment of the crystallites, affecting properties such as 

strength, hardness, and surface texture. For example, the elastic modulus of highly-

oriented PE fibers is 100 times that of quiescently crystallized PE.34  

a ba b

 

Figure 1.3 Schematic diagram of a polymer containing both long-chain branches evident in a and 
short-chain branches evident in b. 

 In addition, a polymer’s molecular characteristics can affect its response to proc-

essing conditions. Long-chain branches (LCB) alter melt dynamics affecting the melt’s 

response to a flow field and hence its subsequent morphology. Short-chain branches 

(SCB) can act as crystal defects decreasing melting temperature and crystallinity.35 

Polymers containing SCB and LCB (Figure 1.3) are of particular interest because of their 

rich material properties and are examined in Chapter 3. With advances in synthesis, it is 

now possible to create varying branched polymers on the commercial scale. Low Density 

PE (LDPE), an LCB and SCB material, and Linear Low Density PE (LLPDE), an SCB 

material, comprise over half of the current PE market and are used to make films.36 

Therefore, it is of imperative technological relevance to understand the crystallization 
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process of such linear and branched semi-crystalline materials in order to control their 

physical properties. Crystallization of SCB materials under flow is examined in Chapter 5. 

By understanding the behavior of these materials, we can greatly expand the property en-

velope of semi-crystalline materials, particularly polyolefins.   

 Polymer crystallization studies employ many probes in order to gain insight into 

the hierarchy of structures that are formed by semi-crystalline materials. Wide angle x-

ray scattering (WAXS) provides insight into the crystal unit cell (i.e., type, dimensions, 

coherence) that is on the order of angstroms. Small angle x-ray scattering (SAXS) pro-

vides insight on the organization of these unit cells into nanoscopic (~10 – 100 nm) struc-

tures and distribution of these nanoscopic structures in the non-crystalline regions (e.g., 

chain-folded lamellar stacks which are on the order of nanometers). Small angle light 

scattering provides information on the microscopic structure organization, such as spher-

ulites that are on the order of microns. SAXS and WAXS, which are utilized in Chapters 

3 through 5, rely heavily upon the analysis of a series of one-dimensional (1D) scattering 

curves (intensity versus scattering vector). Scattering curves are usually collected as a 

function of temperature during ramp cooling/heating (crystallization/melting) or time in 

the case of isothermal crystallization. These experiments result in large datasets with 

transient behaviors that are well suited for 2D correlation analysis. Its sensitivity to 

changes in spectral features makes 2D correlation analysis a powerful tool in evaluating 

morphology development in semi-crystalline systems, as illustrated in Chapter 4 for qui-

escent crystallization.  
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2.1 INTRODUCTION 

 Improvised Explosive Devices (IEDs) are currently the number one killer of both 

troops and civilians in Iraq and Afghanistan.1 Furthermore, world-wide IED events out-

side Iraq and Afghanistan number over 300 per month.1 The ability to detect explosives 

prior to detonation would save lives; hence many laboratory techniques have been ex-

plored for explosive detection and classification (see reviews by Moore, 20042 or Stein-

feld and Wormhoudt, 19983). With the exception of the human eye and canine units, the 

most successful detection schemes are based on ion-mobility spectrometry, gas-

chromatography/mass spectrometry, and fluorescence quenching of polymers. These all 

share the serious drawback of proximal sampling, which is extremely hazardous. An ideal 

system should quickly and accurately identify the presence of a variety of explosive 

traces in different environments with dynamic backgrounds at a safe standoff distance.  

 A possible solution to this complex problem is an optical-based scheme.2, 3 At-

tempts have been made to utilize infrared (IR) spectroscopy,4 photodissociation laser-

induced fluorescence (PD-LIF),5-7 laser-induced breakdown spectroscopy (LIBS),8 and 

terahertz time domain spectroscopy (THz-TDS).9 While well-suited for standoff detection, 

not all of these techniques meet the additional challenges of low vapor pressure of explo-

sives and small sample size, as well as both optical and chemical interference – while re-

quiring no sample preparation. However, even those techniques that are able to meet the 

challenges presented above suffer other serious drawbacks (for example, safety of im-

plementation).2-4, 10-12 This study focuses on a detection scheme based on long standoff 

Raman spectroscopy.13-19  
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 Raman spectra provide direct information about molecular structure that can 

be used for identification. It is a non-invasive technique capable of analyzing both or-

ganic and inorganic compounds in any state (solid, liquid, gas), in most environments and 

without specific sample preparation requirements. The Raman Effect is the result of ine-

lastic scattering of light from molecules that is shifted in frequency due to specific mo-

lecular vibrations. When an incident photon induces a dipole moment within a molecule, 

the result is a transfer of energy. If the molecule absorbs energy, the result is a photon 

scattered with less energy than the incident photon, or Stokes scattering. If, on the other 

hand, the molecule loses energy, the scattered photon will have greater energy and will be 

part of Anti-Stokes scattering. Stokes lines have greater intensity than Anti-Stokes lines 

at room temperature and are the focus of the current work.  

 The unique Raman signatures of many explosive materials are well known.15, 20-29 

The challenge is in obtaining these spectra from a distance of a few to hundreds of meters. 

Standoff systems often utilize a powerful, pulsed laser as the excitation source and a large 

optic to collect scattered photons that are sent to a dispersive spectrograph. Recent ad-

vances in optical-based standoff detection schemes have stemmed primarily from devel-

opments in the instrumentation of the detection system.7, 11, 13, 14, 17-19, 30  However, long 

standoff detection of trace explosives presents a number of difficult challenges associated 

with rapid detection of a weak signal in a noisy and dynamic environment. Additional at-

tempts have been made to enhance detection of explosives by exploiting their unique 

predisposition to decompose during heating.21, 31-36 Another possible approach to increase 

the success of long standoff detection (based on any scheme) is through the analysis of 

spectra after collection, although this has received little attention.12, 37, 38  
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 The system envisioned by Dr. Ravi Verma and Dr. Andrew Pipino at Tanner 

Research Inc. (Monrovia, CA) combines these three factors (hardware, material charac-

teristics, and data analysis) to meet the challenges of long standoff Raman detection. In-

strument design and assembly have been conducted by Dr. Andrew Pipino and includes a 

gated mechanism to minimize the amount of ambient light and luminescence that reaches 

the detector.13, 30, 39 Once complete, the system would exploit the instability of explosives 

during incremental heating, which can be induced from a long standoff distance using a 

carbon dioxide (CO2) laser. The enhancement in detection achieved by employing two-

dimensional correlation spectroscopy is examined as part of this thesis. It was hypothe-

sized that peaks characteristic of specific explosives would decrease as the explosive un-

derwent thermal degradation while peaks corresponding to the decomposition products 

would increase. Furthermore, many of the potential interfering compounds in the operat-

ing environment have sufficient thermal stability that they would not be affected by the 

degree of heating used to induce thermal decomposition of energetic materials. The com-

pounds that change due to heating would be selectively retained in the two-dimensional 

correlation spectra and the unchanged background would not contribute. 

 Two-dimensional (2D) correlation spectroscopy is a robust and versatile tech-

nique used to study molecular behavior as a function of a perturbation variable (e.g., 

temperature). Since its generalization by Noda,40 the analysis has been applied to a vari-

ety of measurements across different fields.41-49 Specifically, this analysis allows for 

separation of spectral features corresponding to explosives both from a noisy background 

and from any contaminants based on their rate of response to heating. Advantages of 2D 

correlation spectroscopy pertinent to detection include (1) simplification of complex 
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spectra by separation of overlapped peaks, (2) enhancement of spectral resolution 

and enhancement of signal to noise ratio (SNR) through the spreading of peaks over a 

second dimension, and (3) probing specific sequential order of spectral intensity 

changes.50 In the current application, 2D correlation analysis should allow for rapid dis-

crimination between unstable explosive traces and more stable contaminants, as the na-

ture of the 2D approach is to eliminate static spectral features. 

In this work, the concept of thermal decomposition in conjunction with 2D corre-

lation spectroscopy for the detection of trace explosives was initially examined using a 

Raman microscope and a heating stage. Further investigations evaluated the two aspects 

of the analysis that can be used to further enhance detection: data pre-treatment and selec-

tion of the reference spectrum. 

 Data-pretreatments, such as smoothing, averaging, or normalization, can greatly 

enhance spectral features. In long standoff detection, a noisy background poses a signifi-

cant challenge. This background can negatively affect SNR of synchronous spectra and 

sometimes produce artificial peaks in the asynchronous spectra.51 Proper background 

subtraction is unrealistic due to the time-sensitive nature of the desired detection scheme, 

so alternatives must be considered. The effect of background scattering can be minimized 

through the use of first52 and second51 derivatives of the spectra. Alternatively, spectral 

normalization can also be utilized to enhance spectral features. In many cases, normaliza-

tion schemes have little effect on qualitative results of 2D correlation analysis.53, 54 How-

ever, in some studies, implementation of a normalization scheme has resulted in artificial 

peaks, especially in the asynchronous spectrum.55-57 Given that the pre-treatment is de-

pendent on and applied to each individual one dimensional (1D) spectrum, the following 



 

 

II - 6
correlation analysis may result in a significantly different SNR of the 2D spectra. 

Since the ultimate goal is to identify explosives while minimizing the probably of false 

negatives and false alarms, both derivates and a variety of normalization techniques were 

examined for greatest enhancement of explosive features in the 2D synchronous plot 

while minimizing the appearance of artificial peaks. 

 An additional variable in the 2D analysis that can be adjusted for better results is 

the reference spectrum selected for calculating the dynamic spectra. The selection of this 

reference spectrum is rather arbitrary;50, 58 a simple option is to use an individual spec-

trum from the dataset.47, 50, 58 Most commonly, the time-averaged (i.e., perturbation-

averaged) spectrum is used, resulting in mean-centered dynamic spectra being analyzed.40, 

44, 59, 60 Each of these options was tested for the current application to determine which 

provided the best enhancement of explosive spectral features in the 2D synchronous plot, 

similar to the normalization schemes. 

 While noise is considered the greatest challenge of standoff detection, the ability 

to identify explosives in the presence of contaminants is not trivial. Therefore, additional 

studies were conducted to test the detection scheme in the presence of common interfer-

ing compounds. Finally, identification of trace explosive based on fine-tuned 2D correla-

tion spectroscopy was demonstrated using the long standoff system at Tanner Research.  

2.2 EXPERIMENTAL METHODS 

2.2.1 Materials 

For Raman Microspectroscopy experiments, cyclotrimethylenetrinitramine 

(RDX), pentaerythritol tetranitrate (PETN), 1,3,5,7-tetranitro-1,3,5,7-tetrazocane (HMX), 
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and trinitrotoluene (TNT) were purchased from Cerilliant at concentrations of 

1000 μg/mL in acetonitrile (Figure 2.1). Neat residues of explosives were created by 

placing several drops of each solution onto glass slides and allowing the acetonitrile to 

evaporate under ambient conditions. For contamination studies, explosive solution was 

placed on glass slides in the presence of sand, saliva, urine, diesel soot and ester-

terminated telechelic polybutadiene (PB; obtained from Materia) and allowed to dry. 

RDX 

 

HMX 

 
PETN 

 

TNT 

 
Figure 2.1 Molecular structure of the four military grade explosives examined. 

For long standoff Raman experiments, 8 wt % RDX in a dry silica matrix (the 

most common constituent of sand) was purchased as a Non-Explosive Security Training 

and Testing (NESTT) product from XM division of Van Aken International. Approxi-

mately 10 grams of material as received was placed in a Petri dish at an approximate an-

gle of 45° to the excitation beam. 
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2.2.2 Raman Microspectroscopy 

 Raman Microspectroscopy studies were conducted using a Renishaw MicroRa-

man Spectrometer in Professor George Rossman’s laboratory in Caltech’s Geological and 

Planetary Sciences Division with a continuous excitation wavelength of 514 nm and a 

grating size of 1800 lines/mm. The maximum power output from the excitation laser was 

25 mW resulting in approximately 5 mW at the sample with a spot size of 30 μm. To 

simulate a thermal perturbation, a Linkam hot stage was used to heat samples at 

10 °C/min while static spectra in the range of interest for each compound were acquired 

with acquisition times of 1.5 s. Maximum temperatures, which ranged from 150 to 

200 °C were selected to achieve full conversion (i.e., disappearance of Raman signatures) 

of the explosive residues in order to obtain maximum features in the 2D correlation spec-

tra, which measure the degree of change in a system. At the end of the heating ramp, 200 

to 450 spectra were available for analysis. 

2.2.2.1 Contamination Studies 

 Contamination studies proved difficult due to the small spot size of the Raman 

microscope excitation laser. Given the intrinsic heterogeneities in the sample and the 

30 μm irradiated spot size, it was unfeasible to probe a representative average in the beam. 

As an alternative, detection of explosives in the presence of contaminants was evaluated 

by examining both multiple points on the same sample and multiple individual samples.  

In the first scheme (‘multi-point’ experiment), a sample containing RDX, diesel 

soot, sand, and polybutadiene deposited from toluene solution was placed on a glass slide 

in a Linkam hot stage. Five points on the sample were selected based on visual inspection 
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through the microscope in an effort to obtain spectra of each material on the slide. A 

total of eight spectra were collected for each point as a function of temperature from 

room temperature up to 200 °C at discrete intervals of 25 °C. Temperature changes were 

conducted at 30 °C/min. One of the five points was excluded from the analysis due to 

large fluorescence, likely due to contamination at that point on the slide. The remaining 

four spectra were summed for each temperature to obtain a total spectrum representative 

of the whole sample at a particular temperature. 

 In the second scheme (‘multi-sample’ experiment), temperature-dependent spec-

tra for individual materials collected during different experiments were summed and ana-

lyzed. Specifically, spectra for PETN, diesel soot, and bulk PB were collected during 

temperature ramps as described in Section 2.2.2. This procedure neglects any interaction 

that could occur between materials upon heating. However, this consequence does not 

appear to affect identification of explosive residue, which can be based on the disappear-

ance of the energetic compound. 

2.2.3 Long Standoff Raman Spectroscopy 

 Long standoff experiments were conducted by Dr. Andrew Pipino at Tanner Re-

search. in Monrovia, California. The system, built by Dr. Pipino, utilized a frequency-

doubled Nd:Yag laser (532 nm, 10 Hz) for sample excitation. A projection telescope was 

used to focus the excitation beam to a 2–3 mm spot on the sample approximately 9 m 

away. Excitation source power was approximately 0.1 watts at the sample. Data was col-

lected using a Spectra Pro 2300i spectrometer (Princeton Instruments) set to a 50 ns gate 

delayed 107 ns from the trigger of the pulsed excitation source. This combination of gate 
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width and delay was experimentally optimized to maximize the scattering signal 

and exclude fluorescence based on the disparity in lifetimes between Raman scattering 

(10-13–10-11 s) and fluorescence (10-9–10-7 s).13, 39, 61 Noise was further decreased through 

multi-spectra averaging: an average of 10 spectra each obtained by an additional 10-pulse 

detector average (1 spectrum every 10 s) was compared with single-pulse data and no av-

eraging (1 spectrum every 0.1 s). Thermal modulation was accomplished with a carbon 

dioxide (CO2, 10.6 μm) laser whose output was absorbed by the sand substrate. The laser 

was controlled by a transistor-transistor-logic (TTL) oscillator with a 50% duty cycle and 

a frequency of 0.1 Hz. CO2 laser power was approximately 2 watts at the sample.  

2.2.4 Computation 

 Two-dimensional (2D) correlation spectra were calculated using Noda’s general-

ized method40, 62 from a discrete set of spectra measured at m equally spaced points dur-

ing a thermal perturbation: 

 yi(ν) = y(ν,Ti)          i = 1,2,3,…,m. (2.1) 

 A variety of data pre-treatments and normalizations (Table 2.1) were tested using 

a dataset that was affected by noise and light fluorescence (a set of PETN spectra), two of 

the challenges faced in the operational environment. Derivatives can be applied to high-

light rapid changes in the system and allow for the elimination of a dynamic baseline off-

set.51, 52 Mean normalization has the effect of assigning an equal distribution of variances 

to the data, resulting in spectra with equal areas.59, 63 Modified mean normalization 

(MMN) accounts for differences in peak area and half width by approximating bands as 

Lorentzian peaks in order to de-convolute overlapping features.64 Principal component  
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analysis (PCA) is a data-reduction technique that can be used to obtain a vector that 

accounts for the greatest variation in the dataset containing all spectral points called the 

first principal component, PC1. This first principal component is an m-dimensional col-

umn vector (PC1=[pc11, pc12, …, pc1m]T) with elements composed of linear combinations 

of the original spectra:  pc1i = a11yi1 + a12yi2 + … +a1nyin, where yij is the intensity at the jth 

spectral variable in the ith spectrum containing n total points and the loadings, a, represent 

the weights of each original spectral intensity in the calculation of the first principal com-

ponent.65 All of these approaches normalize each spectrum by a constant that represents 

the overall intensity in that spectrum. The simplest means of achieving this is through 

Table 2.1 Summary of pre-treatments and normalizations tested on a noisy PETN 
dataset for best 1D and 2D synchronous performance parameter. 
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normalization by a specific peak value of interest.66 The effectiveness of each treat-

ment was evaluated based on the performance parameter (eq 2.2) of the 1D dynamic and 

2D synchronous spectra, as well as a qualitative assessment.  

 To determine the effectiveness of signal detection, a performance parameter, P, is 

defined as the ratio of the variance of the signal to the variance of the background: 

2

2

bkgr

signalP
σ
σ

= . (2.2) 

For each material, well-defined 1D Raman spectra were used to select areas of the back-

ground that did not contain any Raman lines. The signal variance was defined for the pri-

mary Raman peak at 877 cm-1 for RDX, 844 cm-1 for HMX, and 1290 cm-1 for PETN 

(see Section 2.3.1.1). The performance parameter was calculated and averaged for 1D 

dynamic spectra following pretreatment. Comparisons were made with P values calcu-

lated for the corresponding 2D synchronous correlation spectra using the same baseline 

and signal ranges in two dimensions along the diagonal. The performance parameter is 

based on the definition of signal to noise ratio (SNR) commonly used in digital signal 

processing: variance of signal to variance of noise.67, 68 

 The discrete dynamic spectra, ỹ, were calculated from the normalized data with 

respect to a reference spectrum, yref: 

miyyy refii ,...,3,2,1          )()()(~ =−= ννν . (2.3) 

Three options for yref were examined: (1) 1st spectrum of the set (yref(ν) = y1(ν)), (2) last 

spectrum of the set (yref(ν) = ym(ν)), and (3) time-averaged (or, in this case, temperature-

averaged) spectrum: 
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The reference spectrum yielding the highest performance parameter for the 2D synchro-

nous spectrum (eq 2.2) was used for the remainder of the analysis. 

 The synchronous 2D correlation intensity, demonstrating simultaneous or coinci-

dental changes in intensity, is given by 

∑
=
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−

=Φ
m

i
ii yy

m 1
2121 )(~)(~

1
1),( νννν . (2.5) 

The asynchronous 2D correlation spectra, showing decoupled changes in intensity, is 

given by 

∑
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where )(~
2νiz  is the discrete orthogonal spectra resulting from a linear transformation, 

∑
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and Nij is the Hilbert-Noda transformation matrix, 
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ji
Nij

π
. (2.8) 

 All 2D correlation computation and plot generation was conducted using MAT-

LAB R2008a.  
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2.3 RESULTS 

2.3.1 Raman Microspectroscopy of Pure Compounds 

2.3.1.1 One-Dimensional Raman Spectra 

 The Stokes Raman spectra of the investigated compounds have been described 

previously.19, 21, 23, 69 Of particular interest in long standoff detection is the range of 150 to 

3500 cm-1 containing a number of unique molecular signatures that can be used to iden-

tify RDX, HMX, and PETN (Figure 2.2). For RDX, the cluster of peaks in the range of 

1200 to 1500 cm-1 is due to symmetric NO2 and N-N stretches. The peaks in the range of 

500 cm-1 are the result of ring torsion. The primary peak at 877 cm-1 and the few sur-

rounding it are caused by ring stretch.21  HMX, being a nitramine explosive like RDX, 

has many similar features. There are signatures of symmetric NO2 and N-N stretches in 

the region of 1200 to 1500 cm-1.19 Although not as prominent, its primary peak at 844 cm-1 

is due to ring stretching.23 HMX has an additional broader peak in the range of 1100 to 

1200 cm-1 also attributed to ring stretching.19 The peak at approximately 1550 cm-1 is due 

to anti-symmetric stretching of NO2 groups.69 The spectral features of PETN include a 

relatively broad peak at approximately 1650 cm-1 due to anti-symmetric NO2 stretching 

and a sharp peak at 860 cm-1 attributed to the O-N stretching mode. The strong peak at 

1290 cm-1 is due to symmetric stretching of the nitro groups.23  The strong peaks common 

to all three explosives at 3000 cm-1 are due to aliphatic CH stretching and overlap with 

abundant species (organic matter) in the operating environment. Although it is possible to 

distinguish between different types of explosives (e.g., nitramines like RDX versus nitro-

aromatics like TNT) through careful evaluation of these bands (relative intensity and 

band width),23 the required analysis is too time-consuming for the current application, es-
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pecially if mixtures of explosives are used. Unfortunately, due to large fluores-

cence, distinguishable TNT peaks were not observed.  

500 1000 1500 2000 2500 3000 3500

 

 

C
ou
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Raman Shift (cm-1)

 RDX
 HMX
 PETN

Figure 2.2 Raman spectra of explosive residues. 

 For preliminary studies, cropped ranges were selected for each material to 

achieve rapid detection. These ‘areas of interest’ were selected to include the most in-

tense peaks (excluding the region around 3000 cm-1 as mentioned above) for each mate-

rial as these would exhibit the greatest change upon full conversion of the explosive. 

From Figure 2.2, these peaks are at 877 cm-1 for RDX, 844 cm-1 for HMX, and 1290 cm-1 

for PETN.  

2.3.1.2 Clean Two-Dimensional Correlation Spectra 

 Two dimensional correlation analysis was applied to “clean” (high SNR, flat 

baseline) sets of RDX and HMX spectra in a narrow range. During the heating ramps, no 

new Raman peaks appeared in the 1D spectra that could correspond to decomposition 

products. Rather, all features of the explosive compound decreased and eventually disap-
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peared. Corresponding 2D correlation spectra show distinct peaks for both materi-

als that can be used to identify the explosives. In the synchronous spectrum of RDX 

(Figure 2.3a, left), only one strong autopeak is observed on the diagonal at 878 cm-1. 

However, positive cross peaks at 848 and 932 cm-1 indicate that there are weaker 

autopeaks at those Raman shifts which are not much higher than the baseline. All cross 

peaks are positive, indicating that upon heating, all of the RDX peaks change in the same 

direction—that is, they decrease. The asynchronous plot shows a tight four-leaf pattern 

centered at the primary RDX peak (Figure 2.3a, right). The corresponding pairs of peaks 

are located adjacent to the main peak at (1) 885 and 878 cm-1 and at (2) 870 and 878 cm-1 

and do not correspond to multiple peaks in the 1D spectrum (inset in Figure 2.3a, right). 

This unexpected pattern can be understood in terms of the crystal structure of the materi-

als as discussed later. The light streaks in the asynchronous plot are due to noise in the 

background which contributes random fluctuations that are then magnified by the pri-

mary RDX peak.51  

 The synchronous spectrum for HMX is slightly more complex containing more 

auto- and cross peaks (Figure 2.3b, left). The strongest peaks are those forming a correla-

tion square defined by the autopeaks at 844 and 940 cm-1. Similar to RDX, all of the 

peaks appearing in the synchronous spectrum are positive. The asynchronous spectrum 

again shows streaking as a result of background noise (Figure 2.3b, right). The increased 

intensity of streaks at larger Raman shift values indicates that there are larger background 

fluctuations at those spectral values. Additionally, similar to RDX, concentrated pairs of 

cross peaks corresponding to the vertices of the correlation square are observed due to the 

crystalline nature of HMX: (1) 844 and 851 cm-1 and (2) 940 and 945 cm-1. 
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Figure 2.3 2D synchronous (left) and asynchronous (right) correlation spectra during heating 
ramps for a) RDX and b) HMX. Positive and negative contours are shown as open and filled, 
respectively. Averaged 1D spectra are shown on the sides. 

 Application of the 2D correlation analysis results in much greater values for the 

performance parameter, P (Table 2.2). In the cases of these well-defined RDX and HMX 

spectra, improvements in P are multiple orders of magnitude. Increased values of P lead 

to improved discrimination between peak values of interest and baseline scattering as can 

be seen in histograms of intensity values. As demonstrated in an example of HMX in 



 

 

II - 18
Figure 2.4, the 2D nature of the analysis significantly increases peak values (as a 

result of peak-peak correlation) and minimizes baseline (as a result of weak or absent cor-

relation). 

Table 2.2 Performance parameters and their ratios for RDXa, HMXa, and PETNb. 
Sample P2D

c P1D
d P2D / P1D 

RDX 6.7 × 106 2.9 × 102 2.4 × 104 

HMX 1.2 × 105 3.2 × 101 3.7 × 103 

PETN, no treatment 3.1 × 102 3.4 × 101 9.0 × 100 

PETN, floored 2.7 × 104  3.4 × 101 8.1 × 102 
PETN, MMN 1.4 × 105 2.5 × 102 5.7 × 102 

aFigure 2.3 
bFigure 2.6 
cP2D: performance parameter for synchronous 2D spectrum 
dP1D: average performance parameter for 1D dynamic spectra 
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Figure 2.4 Histogram plots of intensity values for a) 1D and b) 2D synchronous spectra of 
HMX corresponding to Figure 2.3b.  
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2.3.1.3 Effect of Background in Two-Dimensional Correlation Spectra 
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Figure 2.5 Raman spectra of PETN collected at select temperatures during heating 
ramp. 

 In contrast to s pectra containing strong peaks and flat baselines (RDX and HMX 

above), challenges arose when individual spectra, yi(ν), exhibited a varying fluorescent 

background. The development of mild fluorescence was evident in a set of PETN spectra 

(Figure 2.5), where the background remained stationary at temperatures below 100 °C, 

grew at higher temperatures as the magnitude of PETN peaks began to decrease, and 

dropped again near the highest temperatures once PETN peaks disappeared. These obser-

vations are consistent with previous studies on time-dependent luminescence following 

decomposition of PETN.70 

 Fluorescence is characterized by larger intensity at larger Raman shift, which is 

manifested in the 2D synchronous spectrum as excess background noise and heavy 

streaks corresponding to the strong PETN features (Figure 2.6a). Since the growth of 

fluorescence coincided with a change in PETN features but did not follow the same 
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monotonic trend, the asynchronous spectrum also exhibits heavy streaking. Al-

though the primary PETN peak at 1290 cm-1 is evident in both the synchronous and asyn-

chronous plots, the observed streaks are undesirable since they may mask the presence of 

weaker peaks of significance. Additionally, from Table 2.1, it is evident that the floating 

background negatively affects the synchronous performance parameter.  
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Figure 2.6 2D synchronous (left) and asynchronous (right) correlation spectra during heating 
ramps of PETN: a) no data pre-treatment b) flooring followed by modified mean normaliza-
tion applied to each 1D dynamic spectrum. Positive and negative contours are shown as open 
and filled, respectively. Averaged 1D spectra are shown on the sides. 
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 The initial approach employed to handle the adverse effects of this non-

static background was to subtract the minimum value from each spectrum prior to calcu-

lating the dynamic spectra.51 This ‘flooring’ treatment, compensates for the dynamic 

baseline offset and results in an improvement of two orders of magnitude in P2D in the 

current case. However, the tilt in the background remains, as do the streaks in the 2D 

spectra at higher Raman shift.  

 Modified mean normalization64 of each dynamic spectrum results in cleaner cor-

responding 2D spectra (Figure 2.6b). In the synchronous spectrum, the primary PETN 

peak is clearly identified, in addition to a number of cross peaks corresponding to other 

PETN features. The appearance of negative, elongated cross peaks associated with the 

primary peak (located in line with 1290 cm-1 and extending to larger Raman shift values) 

are consistent with simultaneous increase of fluorescence and decrease of the Raman 

peak at 1290 cm-1. In the asynchronous plot, the streaks are diminished revealing a pair of 

elongated cross peaks close to the diagonal corresponding to the primary PETN peak at 

1290 cm-1. Furthermore, there are a number of cross peaks in the asynchronous spectrum 

corresponding to separate PETN features which suggests that the changes in these peaks 

are not fully synchronized. Care must be exercised in assigning these features: the obser-

vation could be an artifact of the normalization or the result of the crystalline nature of 

PETN and will be discussed later. Finally, mean normalization increases both the 1D and 

2D performance parameter by an additional order of magnitude (Table 2.2). 
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2.3.1.4 Data Pretreatment 

 Encouraged by the increase in P as the result of normalization (above), a number 

of common data pretreatments (Table 2.1) were tested for efficacy in minimizing the ef-

fects of noise and background on the performance parameter of the synchronous 2D spec-

tra. All data pretreatments examined affected both the 1D and 2D performance parameter. 

Although one would normally expect P1D to remain unchanged after normalization by a 

constant, this is not the case when constants are spectrum-dependant and P is evaluated 

for dynamic spectra. When each spectrum is normalized by a unique constant defined by 

the values in that spectrum, the result is an average spectrum that is no longer linearly re-

lated to the average spectrum prior to normalization. Hence, the normalized dynamic 

spectra will have a different value of P. 

 The first four pretreatments are based on differentiation and have sometimes re-

sulted in enhanced spectral features.51, 52 While differentiation minimizes adverse effects 

of a tilted baseline, it also increases the effects of noise. In the present case, these pre-

treatments reduced P for both the 1D dynamic and 2D synchronous spectra of PETN 

(Figure 2.6a) and, hence, were excluded from further analysis.  

Table 2.3 Performance parameters and their ratios for floored PETN spectra cor-
responding to Figure 2.6a treated with different normalizations (Table 2.1). 

 Mean Nor-
malized  

Modified 
Mean (MMN) 

Principal 
Component, 

PC1 

Peak Normal-
ized, 

y(ν=1290 cm-1) 
P2D

a 6.2 × 104 1.4 × 105 5.0 × 104 1.7 × 101 

P1D
b 3.8 × 101  2.5 × 102 1.9 × 102 5.4 × 100 

P2D  / P1D 1.7 × 10 3 5.7 × 102 2.6 × 102 3.2 × 100 

aP2D: performance parameter for synchronous 2D spectrum 
bP1D: average performance parameter for 1D dynamic spectra 
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 Of the remaining four normalization schemes (outlined in Table 2.3), the 

least effective (lowest P) was normalizing the raw data, yi(v), by the intensity value of the 

primary PETN peak at 1290 cm-1. This result is not surprising given the nature of PETN 

disappearance that is at the center of this detection scheme. Normalization by the peak 

value would be more effective if the peak exhibited only minor intensity changes. How-

ever, given that, at the end of the experiment, the intensity at 1290 cm-1 is comparable to 

the background, the background intensities of these spectra are assigned equal weight by 

the treatment subsequently resulting in very noisy correlation spectra. Of the normaliza-

tion methods examined, modified mean normalization (MMN) yielded both the highest 

P1D and P2D by an order of magnitude. While it may seem desirable to apply modified 

mean normalization to all further analysis, care must be taken as sometimes artifacts ap-

pear in the resulting spectra.57 

2.3.1.5 Reference Spectrum 

 The selection of a reference spectrum can be adjusted in the 2D correlation analy-

sis to yield optimal results.50, 58 Of the three possibilities examined (Section 2.2.4), the 

temperature-averaged spectrum (eq 2.4) gives the greatest value for performance parame-

ter for the 2D synchronous spectra for all cases analyzed. Relative to using the first or last 

spectrum (i.e., y1(v) or ym(v)) as a reference, which both contribute similar noise to that 

already present in each yi(v), subtracting the average spectrum from each yi(v) has the ad-

vantage of the reference contributing noise that is reduced by m-0.5. Although it has been 

suggested that no reference spectrum can be useful when data are excessively noisy,51 the 

use of a reference spectrum is necessary to achieve removal of stationary peaks from 2D 
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spectra. Hence, the temperature-averaged spectrum was used to calculate the dy-

namics spectra for all of the results presented. 

2.3.2 Raman Microspectroscopy: Contamination Studies 

 A further challenge for the 2D correlation approach is to identify explosives in 

the presence of common contaminants. Additionally, it is of interest to understand how 

explosives behave in the presence of such contaminants under heating and the consequent 

effects on the 2D spectra. Although several studies have found that the presence of sand 

or soil does not affect Raman signatures of some military-grade explosives, to our knowl-

edge, temperature effects were not examined in prior literature.20, 22  

 Contamination studies were performed using protocols suitable for the MicroRa-

man spectrometer used for this work. As noted in prior literature, luminescence can se-

verely interfere with acquisition of Raman spectra.13, 71 A highly fluorescent yet common 

contaminant in the operating environment is urine.72  The spectrometer used for the pre-

sent thermal oxidation experiments was not equipped with gating, and urine was ob-

served to mask the signal from any other compounds present in the sample. Consequently, 

detection of explosives in the presence of urine could not be tested using the Renishaw 

MicroRaman spectrometer. In view of the small size of the irradiated area, which made it 

difficult to ensure multiple materials in a heterogeneous specimen were adequately sam-

pled in the beam, two alternative methods were used in addition to traditional contamina-

tion studies: multi-point and multi-sample experiment. The following three case studies 

are presented to gauge the effectiveness of 2D correlation analysis for explosive detection 

in the presence of different contaminants. 
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2.3.2.1 Traditional: RDX and Saliva on Sand 

 A traditional contamination study, in which multiple specimens were in the beam 

and undergoing simultaneous thermal treatment, was successful for a sample containing 

trace RDX and saliva on sand, which is primarily composed of quartz. In the full range 

examined (Figure 2.7a), both the 1D and the 2D spectra were dwarfed by the quartz peak 

at 460 cm-1. The presence of the quartz peak in the 2D spectra is surprising given that this 

stable substance is not expected to undergo chemical changes at the moderate tempera-

tures employed (<200 °C). However, the crystal nature of quartz results in slight shifting 

and broadening of the Raman feature with increasing temperatures, which is apparent in 

the 2D spectra.73, 74 Further evidence for this explanation is apparent in the asynchronous 

spectrum which displays a pair of cross peaks near the diagonal corresponding to the 

quartz Raman feature, which are known to be present in cases of minor peak shifting and 

broadening.50, 51 The 2D synchronous plot (Figure 2.7a, left) also exhibits autopeaks be-

longing to RDX at 878, 1264, and 1315 cm-1. The corresponding positive cross peaks are 

expected since the peaks are all decreasing. The negative cross peaks corresponding to 

the quartz and RDX autopeaks and are a consequence of the difference in behavior of the 

spectral features of the corresponding materials. The asynchronous plot shows a cross 

peak at 460 and 878 cm-1, which indicates that the spectral changes of RDX and quartz 

are temporally separated (Figure 2.7b, right). Overlapped peaks at large Raman shift are 

the result of a fluorescent background that grows upon thermal treatment, similar to 

PETN. 
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Figure 2.7  2D synchronous (left) and asynchronous (right) correlation spectra obtained from 
floored spectra collected during heating ramp of RDX, saliva and sand in the beam of the exci-
tation laser. Positive and negative contours are shown as open and filled, respectively. Aver-
aged 1D spectra are shown on the sides. 

 Given the likelihood of observing the non-static quartz peak in an operational en-

vironment, it would be desirable to remove it for simplification of analysis. The solitary 

nature of the peak makes this possible. The average of the resulting 1D spectra clearly 

show a number of peaks attributed to saliva (Figure 2.8a). This dataset exhibited a fluctu-

ating, sloped background; therefore, this data is useful for re-evaluating normalization 

schemes in terms of maintaining the integrity of the dataset. 

 The results of 2D correlation analysis were compared for a dataset pretreated in 

two different ways: (1) only flooring and (2) flooring followed by modified mean nor-

malization. The differences are evident in the resulting autocorrelation spectra (diagonal 

of 2D synchronous spectrum) in each case (Figure 2.8b and c, respectively). The three 

primary RDX peaks at 878, 1264, and 1315 cm-1are the only features evident when no 

normalization is used, indicating that the saliva peaks, which do not significantly respond 

to thermal perturbation in this temperature range (<200 °C), are successfully filtered out 
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by the 2D correlation analysis. In comparison, small features at 801, 1125, and 

1162 cm-1 that correspond to the saliva peaks become apparent with the use of modified 

mean- and the other normalizations examined (see Table 2.1). The nature of normaliza-

tion is to assign weight to every point on a spectrum, including the peak values. When a 

spectrum with an increased background is normalized, intensities at all spectral variables 

are diminished causing an artificial depression in the peak of interest. Hence, normaliza-

tion can result in artificially induced changes in otherwise static peaks and can lead to 

false positives.  
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Figure 2.8  1D spectra from heating of RDX and saliva on sand: a) Temperature-
averaged spectrum. b) Autocorrelation spectrum for floored spectra. c) Autocorrela-
tion spectrum for floored and modified-mean-normalized spectra. Arrows indicate 
peaks attributed to saliva. Asterisks indicate peaks associate with nitroamine groups.  

2.3.2.2 Multi-Point: RDX, Soot, Sand, Polybutadiene 

 The multi-point method was used in the contamination study of RDX in the pres-

ence of diesel soot, polybutadiene, and sand; all species were subjected to simultaneous 
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thermal treatment, while Raman spectra were collected at four different points on 

the sample at determined temperatures. For each temperature, the four spectra are 

summed and floored. The resulting 1D spectra at eight temperatures are processed using 

2D correlation analysis (Figure 2.9). The spectral range was cropped to remove the quartz 

peak as discussed previously. The data illustrate some of the challenges anticipated in the 

field. For example, the primary RDX peak at 877 cm-1 is dwarfed by the broad feature 

centered at 1000 cm-1, most likely due to the underlying material (here, glass slide the 

sample was placed on). Fortunately, the cluster of autopeaks and positive cross peaks be-

tween 1200 and 1400 cm-1 in the synchronous spectrum allow for the identification of 

RDX, as well as other nitramine compounds (Figure 2.9, left). As expected, the asyn-

chronous spectrum shows no temporal separation between these features since they are 

all the result of the same chemical moiety. The sharp feature at 1122 cm-1 was attributed 

to a residue on a dirty optic. It appears to be lightly correlated with the RDX features but 

also with significant temporal separation. The slight wave-like behavior of scattering at 

high Raman shift was unchanged by heating and was the result of two broad soot bands, 

disorder (D) and graphitic (G), centered at approximately 1350 and 1580 cm-1, respec-

tively.75, 76 
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Figure 2.9 2D synchronous (left) and asynchronous (right) correlation spectra derived from the 
sum of spectra collected at 4 spots on a sample of trace RDX, diesel soot and PB on sand during 
a heating ramp. Positive and negative contours are shown as open grey and filled black, respec-
tively. Averaged 1D spectra are shown on the sides. 

2.3.2.3 Multi-Sample: PETN, Soot, Polybutadiene 

  In the multi-sample contamination study, individual datasets collected during 

separate heating of PETN, diesel soot, and bulk PB (Figure 2.10) were summed and ana-

lyzed. Although difficult to see due their large band width and low intensity, soot in this 

spectral range is characterized by the D and G bands at approximately 1350 and 1580 cm-

1.75, 76 For PB, the majority of the spectral features in the range of interest are due to de-

formations of CH groups.77 To simulate the challenges associated with detecting trace 

amounts of explosives in the presence of a large background, the PB contribution was 

scaled to be much stronger than that of PETN, as shown in Figure 2.10. 
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Figure 2.10 Individual spectra at room temperature of PETN, soot, and bulk PB 
summed to simulate identification of explosives in the presence of contaminants. 

 Two-dimensional plots were derived from these 1D spectra after they were 

summed and then floored (Figure 2.11). As expected, diesel soot was stable under the 

heating conditions and, as such, its features were filtered out of the 2D spectra. This was 

also the case if the strong PB signal was excluded (not shown). In contrast, both PB and 

PETN spectra exhibited changes upon heating as evidenced by the complexity of the 2D 

spectra (Figure 2.11). Fortunately, the disparity in stability of PB and PETN allows for 

their discrimination. Although the 1D spectra contain a PETN peak at 1290 cm-1 that is 

barely noticeable over the strong PB features (Figure 2.12a), the magnitude of the PETN 

peak in the autocorrelation spectrum is greater than surrounding features by at least a fac-

tor of three (Figure 2.12b). 
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Figure 2.11 2D synchronous (left) and asynchronous (right) correlation spectra of summed and 
floored spectra during individual heating ramps of PETN, diesel soot, and PB. Positive and nega-
tive contours are shown open grey and filled black, respectively. Averaged 1D spectra are shown 
on the sides. 

 Autopeaks corresponding to the PB at 1275, 1329, and 1436 cm-1
 are observed in 

the 2D synchronous and the autocorrelation spectra. Unlike previous results presented, 

positive cross peaks in the synchronous spectrum (Figure 2.11, left) are not solely due to 

the explosive residue. PB peaks at 1275 and 1436 cm-1 also appear to decrease during the 

heating treatment, although much less so than the PETN peak. The asynchronous spec-

trum shows that changes in the spectra at large Raman shift are temporally separated 

from the PETN features. However, as described above, these features can be attributed to 

the changes in fluorescence that occur during heating of neat PETN (Figure 2.5). 
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Figure 2.12 a) Average 1D spectra and b) autocorrelation intensity of summed and floored 
spectra during individual heating ramps of PETN, diesel soot, and PB. 

2.3.3 Long Standoff Detection 

 The experiments using a conventional Raman microscope demonstrated the value 

of thermal decomposition in conjunction with 2D correlation analysis and highlighted the 

challenge posed by fluorescence. Additional enhancement in detection can be achieved 

by utilizing established methods to minimize fluorescence that reaches the detector. Spe-

cifically, the near instantaneous character of Raman scattering (in contrast to the rela-

tively prolonged fluorescence emission) can be used to retain the Raman signal and reject 

most of the fluorescence: only the signal associated with the duration of the excitation 

pulse (ca. 50 ns) would be acquired. From a substantial distance, thermal modulation 

would be achieved optically, using successive pulses of infrared light from a CO2 laser 

that is absorbed by the sand substrate. Dr. Andrew Pipino at Tanner Research. conducted 

experiments on RDX to test the feasibility of the long standoff system. In agreement with 

prior studies using a gating scheme,13, 30, 39 spectral datasets exhibited no signs of fluores-

cence, which is typically a significant challenge in long standoff Raman. Additionally, 

the potential to induce thermal oxidation from a standoff distance was demonstrated. The 

intensity value at 877 cm-1 was used to monitor conversion of the explosive caused by 
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heating as a result of CO2 laser pulses, which are strongly absorbed by the substrate 

(i.e., silica). In an experiment during which peak intensity dropped by 37.5%, RDX can 

be unambiguously identified by 2D correlation analysis of averaged spectra (Figure 2.13).  
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Figure 2.13 2D synchronous (left) and asynchronous (right) correlation spectra obtained 
without mean-normalization from long standoff measurements of RDX with a collection fre-
quency of 1 spectrum every 10 s. Positive and negative contours are shown in open grey and 
filled black, respectively. Averaged 1D spectra are shown on the sides. 

 Due to the system averaging, which resulted in 1 spectrum every 10 seconds, di-

rect analysis of the raw data without any pre-treatment resulted in a relatively high value 

of P. However, the individual spectra had a stationary, elevated background as the result 

of the amplifier used to collect the scattering signal. Flooring the dataset led to almost an 

order of magnitude improvement in P with resulting values of 690 for 2D synchronous 

and 65 for 1D dynamic spectra. Due to the standoff distance, the dataset contained sig-

nificant random noise which is manifested in the asynchronous spectrum. Normalization 

by the first principal component resulted in another order of magnitude improvement in 
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P2D. Although the noise levels were decreased by this pre-treatment, the artificial 

peaks in the asynchronous spectrum remained.51 

 In a separate experiment, more applicable 1-to-1 averaging (1 spectrum every 0.1 

second) yielded a spectral dataset with a low average 1D dynamic P value of 2. The cor-

responding P2D was 6. In this case, P was not affected by flooring the dataset prior to 2D 

correlation analysis. Normalization of the floored dataset by the first principal component 

resulted in a 3-fold increase in P2D. Two factors led to the low P values of the 2D spec-

trum in this case. First, noise levels were increased due to lack of spectral averaging. 

Second, although there were fluctuations of intensity of the RDX peak value, a quantifi-

able, monotonic decrease characteristic of compound conversion was not observed during 

the experiment. 

2.4 DISCUSSION 

2.4.1 Application of 2D Correlation Analysis 

 The well-known susceptibility of energetic compounds to mild heating in air was 

demonstrated to be a valuable means to selectively perturb their spectral features, ena-

bling 2D correlation analysis to enhance their signal in the presence of relatively static 

background materials. The 2D correlation spectra showed a monotonic decrease and 

eventual disappearance of features corresponding to explosive residues. These were rela-

tively simple. Complications that might arise due to decomposition of explosives upon 

heating were not observed. This simplifying behavior can be explained by some combi-

nation of vaporization and decomposition.78, 79 The three explosives examined (RDX, 

HMX, and PETN) are known to undergo vaporization below their melting points with ac-
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tivation energies of 100-150 kJ/mol.78, 80, 81 The lack of new Raman peaks can also 

be explained by thermal decomposition of energetic compounds that yields gas-phase 

products: NO, NO2, N2O and HCN.82 Although trace amounts of gas could not be ob-

served due to Raman detection limits, some material condensed on the microscope optic 

above the heating stage resulting in a Raman peak at 1122 cm-1. Chemical reactions dur-

ing heating of these compounds did produce a mild growth in fluorescence that was par-

ticularly noticeable when Raman intensities were relatively low (e.g., PETN70). In the 

case of TNT, this growth in fluorescence upon decomposition was strong enough to mask 

all of the expected spectral features.83, 84 The appearance of specific reaction products 

when energetic compounds undergo thermal decomposition in the presence of ambient 

compounds cannot be excluded; however it was not observed in the presence of sand, soil, 

and polybutadiene (sometimes used as a plasticizer) for the military-grade explosives ex-

amined here. 

 The differences in the thermal stability of different energetic compounds may be 

used to further distinguish between them in a plastic explosive sample like C4. RDX and 

PETN exhibited similar responses to thermal treatment with full conversion occurring be-

tween 150 °C and 200 °C. HMX proved to be slightly less stable with decomposi-

tion/vaporization ending just above 100 °C. TNT residues were so unstable that they un-

derwent photodecomposition at room temperature, in agreement with previous literature14 

(possibly due to the formation of electron donor-acceptor, EDA, complexes that shift the 

absorption maximum closer to the excitation wavelength)85 or upon heating to only ap-

proximately 60 °C.13 While not addressed here, the sensitivity of TNT to heating high-

lights the importance of selecting the proper CO2 laser power in the long standoff system. 
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Heating must be sufficient to induce some vaporization/decomposition but not so 

much as to fully convert the energetic species with one pulse.  

 In the present studies, RDX, PETN, and HMX could be identified by strong 

autopeaks in the 2D synchronous spectra with peak intensities that were related to the 

magnitude of the response to the thermal modulation. Data pre-treatments can be used to 

enhance the discrimination of these peaks from the background. The sign of the cross 

peaks in the synchronous spectrum can be used to discriminate explosive peaks from fea-

tures of other compounds that also responded to the thermal treatment. Although not as 

easily interpreted, the 2D asynchronous spectrum offers an opportunity to extract addi-

tional information for identification of peaks corresponding to energetic compounds. 

2.4.1.1 Synchronous Spectra 

 The diagonal of the 2D synchronous spectrum contains spectral peaks that corre-

spond to compounds that responded to the thermal modulation. The relative intensity of 

these autopeaks is enhanced compared to the 1D spectra and increases the probability of 

their detection, as demonstrated by moderate to significant improvement in the perform-

ance parameter. This is due to the nature of the 2D spectrum in which multiplication of 

small background values by small background values and multiplication of large peak 

values by large peak values results in greater separation of signal from noise. In addition 

to improvement in P, this separation allows the possibility of improved success of detec-

tion through the application of automated thresholding algorithms or more advanced sta-

tistical signal analysis. 

 In addition to strong autopeaks at the focus of calculations of the performance pa-

rameter, cross peaks are present in the synchronous spectrum between spectral features of 
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the same energetic compound. Unfortunately, as demonstrated by Figure 2.9 and 

Figure 2.11, positive cross peaks also appear for some contaminants. In this situation, ex-

amination of the corresponding asynchronous spectrum can aid in the distinction between 

explosive and contaminant peaks.  

2.4.1.2 Asynchronous Spectra 

 The individual Raman signatures of a single compound undergoing vaporiza-

tion/decomposition are expected to decrease and eventually disappear together. In this 

situation, the asynchronous spectrum should be free of peaks. Hence, it was initially sur-

prising that asynchronous cross peaks were observed both within and between strong, 1D 

spectral features for all explosives examined. Both observations can be attributed to the 

crystalline nature of the explosive materials. 

 The presence of a pair of asynchronous cross peaks within one, strong 1D peak 

(inset of Figure 2.3) is usually due to temporal separation between overlapping bands but 

can also be attributed to slight peak shifting.51 McNesby et al. reported subtle shifting of 

RDX Raman peaks during heating and attributed the observation to increasing lattice 

spacing in the crystal.25 Hence, it is reasonable to attribute this surprising observation to 

the crystal nature of the compound. The existence of asynchronous peaks between strong, 

1D spectral features indicates that these features are temporally separated as a result of 

different rates of change of those spectral features. McNesby et al. also observed uneven 

intensity changes between peaks of Raman spectra during heating,25 which was attributed 

to the loss of crystal order at elevated temperatures.28 Hence, the temporal separation ob-

served for peaks of a single compound can again be attributed to the crystalline nature of 

the material. Since HMX and PETN are also crystalline, similar patterns are expected and 
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were observed in their asynchronous spectra. While details of the crystalline struc-

ture may be used to identify these materials and potentially even trace them in the future, 

a profound consequence of these observations is that cross peaks evident of temporal 

separation do not necessarily indicate separate species as originally anticipated. 

 Furthermore, interpretation of the asynchronous spectrum can be quite compli-

cated, especially in a multi-component sample. In more complex samples, the possibility 

of overlapping bands and temporal separation between different species can result in 

similar patterns to those described above. Hence, assignment of asynchronous peak pairs 

is more ambiguous. Additionally, apparent temporal separation can be an artifact of 

growing fluorescence (Figure 2.6) or improper normalization (Figure 2.8). Hence, inter-

pretation of the asynchronous spectrum must be done with care.  

 Nevertheless, as demonstrated in the results section, under certain conditions the 

asynchronous spectrum can provide an additional level of discrimination of compounds. 

These desirable conditions include (1) static background scattering, which should be at-

tainable by minimizing fluorescence with the gating employed by the long standoff sys-

tem and (2) moderate noise levels to mask the crystalline nature of the explosive materi-

als (see PETN spectra in Figure 2.6 for example). The latter condition is based on the fact 

that the asynchronous peaks attributed to the crystalline nature of the material are the re-

sult of subtle changes in the Raman spectra; hence, they are very sensitive to noise. If 

they are present, it may be possible to exploit this feature in order to discriminate be-

tween the two possibilities for their observation: (1) crystalline nature of compound or (2) 

separate species. By inserting controlled amounts of artificial noise into the acquired 1D 
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spectra, asynchronous peaks resulting from the crystalline nature of a compound 

should be readily masked revealing more substantial changes in the spectra. 

2.4.1.3 Data Pretreatments 

 Data pretreatments can be used to improve discrimination of signal relative to 

background (increase the performance parameter) and, hence, decrease the probability of 

overlooking a compound that is actually present (false negatives). For the current applica-

tion data pretreatment should be rapid and data-blind. Standard background subtraction 

would require time for background collection and is not ideal for the current application. 

The approximation of a background would require human intervention, which is also un-

desirable. An alternative approach to minimize background effects is to subtract the 

minimum intensity value from each spectrum (‘flooring’). This was effective in increas-

ing P in most cases, except when P is already very low.  

 A further increase in P could be obtained through a variety of normalizations 

(Table 2.1). Modified mean normalization proved to be most effective for a sample dis-

playing mild fluorescence. Ideally, fluorescence would be rejected from the acquired sig-

nal by the gating scheme. However, the challenges due to fluorescence, which are mani-

fested as a non-stationary background (i.e., significant background contribution to 2D 

spectra), could be introduced by other aspects of the operating environment. While nor-

malization minimizes background effects, artifacts are introduced to the 2D spectra 

(Figure 2.12).57  Hence, cross peaks observed in synchronous and asynchronous spectra 

obtained from normalized data cannot be used to discriminate energetic compounds from 

more stable species. 
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 Alternatively, additional enhancement of peak identification can be 

achieved through a pretreatment that smoothes the 1D data. The simplest smoothing algo-

rithms should be avoided as they cannot discriminate noise from peaks when P is low. 

Possible algorithms might include filters based on noise perturbation in conjunction with 

PCA.42 An additional requisite for the final smoothing pretreatment, as for all data ma-

nipulations for the current application, is that it require a reasonable amount of computing 

power. 

2.4.2 Fluorescence 

 The presence of fluorescence affects both the quantitative (performance parame-

ter) and qualitative (artifacts) aspects of 2D correlation spectra. Varying levels of fluores-

cence can be introduced by decomposition products of energetic compounds or even the 

products themselves.70, 86 However, this is minor compared to the luminescence that is 

encountered from contaminants (e.g., urine, diesel fuel86) and ambient species in the op-

erating environment.13, 30, 71 To cope, the standoff system utilizes a gating scheme to 

minimize the amount of fluorescence that reaches the detector based on the disparity in 

lifetimes between Raman scattering (10-12–10-13 s) and fluorescence (10-7–10-9 s).39, 61 

Preliminary studies have demonstrated its effectiveness for a target at a fixed distance for 

which the delay and gate width were optimized.13, 30, 71 However, previous studies have 

observed that gating is not fully effective at rejecting luminescence from some back-

grounds.30, 71 Therefore, additional attempts have been made to overcome fluorescence, 

which is typically 104 to 106 times greater in intensity than Raman scattering with excita-

tion in the visible range,87 by enhancing the Raman signal. 
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2.4.3 Raman Signal Enhancement 

 The small cross section for Raman scattering (10-30 to 10-25 cm2/molecule)88 has 

inspired attempts to enhance the signal through different techniques.15, 27, 87, 89, 90 The sim-

plest one, as mentioned above, is the use of a shorter excitation wavelength. Since the 

Raman cross section scales as the inverse of scattering wavelength to the fourth power (λ-

4), using a shorter wavelength will enhance the signal and decrease excitation power re-

quirement. Additionally, the use of ultraviolet (UV) excitation energies close to those of 

allowed electronic transitions of the material results in resonance and pre-resonance en-

hancement that can overcome fluorescence.15, 27, 71, 91 The use of deep UV excitation 

(<260 nm) provides the additional advantage of a fluorescence-free background since 

fluorescence typically occurs at longer wavelengths.30, 87, 91  

 An alternative technique to increase the Raman signal is the use of a substrate 

containing metallic nanostructures. Surface Enhanced Raman Spectroscopy (SERS) may 

be observed when particular molecules are coupled with the plasmon resonance of the 

metallic nanostructures of the substrate onto which they are absorbed. Research in the 

field of SERS is currently very active in attempts to gain full understanding of the effect 

so as to fully exploit it. Enhancement of signal by factors of 105 to 109 has been observed, 

adequate to overcome fluorescence.92, 93 A number of attempts have been made to use 

SERS for detection of explosive residues.24, 29, 94 We have conducted preliminary experi-

ments on 25 nm gold nanoparticle arrays fabricated by Dr. David Boyd (Caltech), but no 

evidence of SERS was observed. Currently, there is no practical way to implement SERS 

for long standoff detection of explosives; however that does not rule out future applica-

tions.  
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2.5 CONCLUSION 

 Two-dimensional correlation spectroscopy in conjunction with thermal modula-

tion was demonstrated to be an effective scheme for the detection of explosive residues 

via long standoff Raman Spectroscopy. Thermal modulation was found to be an effective 

means to perturb the Raman features of the energetic compounds. The modulated signal 

was enhanced through the application of 2D correlation analysis, which resulted in syn-

chronous spectra containing autopeaks with increased explosive peak values. This in-

crease in the ‘performance parameter’ can reduce both the probability of false alarm and 

false negatives based on automated thresholding algorithms or more advanced statistical 

signal analysis. In some cases, the sign of the cross peaks (positive for energetic com-

pounds) in the synchronous spectrum can be used to further discriminate between possi-

ble energetic compounds and ambient compounds that also respond to thermal treatment. 

When this distinction is not effective, the asynchronous spectrum, although sometimes 

difficult to interpret, can provide information about temporal separation of features which 

can further discriminate explosive compounds.  

 Several data-blind pre-treatments were examined for improvement in P. Back-

ground fluctuations can be minimized to some degree by flooring data prior to 2D corre-

lation analysis. Peak identification can be further enhanced by normalization of the 1D 

spectra. Improvement in P by normalizing long standoff data by the first principal com-

ponent provides motivation for further testing of this technique. However, the implemen-

tation of normalization can produce artifacts when background scattering is not static, 

like the in the case of fluorescence. Hence, successive 1D spectra should be checked for 

static backgrounds if normalization is to be used.  
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 The optimum detection range should be between 800 and 1500 cm-1 such 

that it is as small as possible for rapid detection while including key features of energetic 

compounds: their strongest peaks (e.g., ring stretch for RDX or HMX) as well as the dis-

tinct NO2/N-N stretches of nitramine explosives. Additionally, two-dimensional correla-

tion spectroscopy is not immune to the challenges presented by fluorescence because 

fluorescence is not static. Hence, the successful gating scheme implemented to collect the 

nearly immediate Raman scattering from relatively delayed fluorescence is imperative for 

the implementation of the proposed scheme. 

 Further studies of the effectiveness of the proposed scheme should include a 

range of contaminants and substrates, as well as other explosives. A number of home-

made explosives are of particular interest: ammonium nitrate fuel oil (ANFO), urea ni-

trate (UN), triacetone triperoxide (TATP), and potassium chlorate (KCl). Some of these 

have the potential to be especially challenging to detect due to their similarity to common 

fertilizer, native fluorescence,86 and a lack of NO2 or N-N structures typical of military 

grade explosives.  

 On a final note, the strategy that is pursued—two-dimensional correlation analy-

sis in conjunction with a thermal perturbation—may be extended to other spectroscopic 

techniques. 
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3.1 INTRODUCTION 

 The ultimate physical properties of semicrystalline materials are directly related 

to their molecular characteristics. For example, a strong, opaque plastic bin and flexible, 

transparent wrap can be made from materials having identical chemical formulas. How-

ever, the molecular architecture of plastic wrap is quite different and is composed of 

many short-chain and long-chain branches; in comparison, the molecular architecture of 

the plastic bin is primarily branch-free.  

 Long-chain branches (LCB) are well known to affect the melt dynamics of a 

polymer,1, 2 which becomes exceedingly important when semicrystalline materials are 

exposed to flow during processing.3-5 Based on their relaxation rates, molecules in a flow 

field will be perturbed from their equilibrium configuration by varying degrees, some-

times resulting in the formation of oriented crystal nuclei.6, 7 These thread-like precursors 

result in increased nucleation density and serve as a template for the formation of an ori-

ented morphology with increased crystallization kinetics.8-12 LCB materials provide an 

ideal system to probe the effects of melt dynamics because they relax through a hierarchy 

of motions;13 for example, an H-polymer exhibits two relaxation processes—that of the 

arms followed by that of the backbone.14 Systematic variation of melt relaxation times 

can be achieved through the synthesis of well-defined materials with controlled lengths 

and amounts of long-chain branching. 

 On an industrial scale, long-chain branched molecules can be synthesized using 

metallocene catalyst technology, which allows the incorporation of branches into the 

chain during polymerization.5, 15-19 However, the resulting materials are far from mono-

disperse (Mw/Mn > 2) and the LCB content is not precisely controlled.2, 20 Additionally, 
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metallocene materials have been found to contain a small amount of interchain and 

intrachain heterogeneities, leading to distributions of branches that are not entirely ran-

dom.21 In contrast, anionic polymerization followed by hydrogenation allows for the syn-

thesis of fairly monodisperse (Mw/Mn < 1.1) polyethylene molecules of well-defined ar-

chitecture, such as star, H-, pom-pom, and comb polymers, similar to the ones used in 

this work.22-26 These model polyethylenes were initially thought to be ideal systems for 

studies regarding melt dynamics.3 However, in addition to long-chain branches, short-

chain branching (SCB) are also incorporated into the chain; during the polymerization, a 

minimum 8% of the ethylene addition is 1,2 versus the standard 1,4 addition, resulting in 

a random distribution of ethyl side groups (Figure 3.1).27, 28 The resulting molecules are 

termed hydrogenated polybutadienes (HPBDs) because they are chemically equivalent to 

random, homogeneous ethylene-co-butene copolymers with a minimum of 7 wt % butene.  

1,3-Butadiene

+
- Li+

+
- Li+

s-BuLi
1-n n

H2

Pd
Ethylene-co-butene

n = 7 -100%  
Figure 3.1 HPBD synthesis via anionic polymerization followed by hydrogenation. 

 The presence of short-chain branches complicates the application of HPBD mate-

rials to probe melt dynamics since LCB effects must be isolated from SCB effects. On the 

other hand, these model systems allow for well-defined studies of the interplay between 

long-chain and short-chain branches. These systems can be used to gain further under-

standing of highly industrially-relevant materials like low density polyethylene (LDPE), 

which contains many short-chain and long-chain branches and is used abundantly for all-

purpose containers, machinable plastic parts, and computer components.  
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 Short-chain branches directly affect crystallinity and have very pronounced 

effects on the structure and properties of semicrystalline materials,29-32 spurring investiga-

tions of linear, homogenous copolymers. The presence of short-chain branches results in 

increased flexibility and toughness as a consequence of decreased crystallinity.29, 30, 33-35 

The melting point decreases with increasing SCB content due to decreased crystal size,4, 

36, 37 which leads to a deteriorated morphology. 30, 32, 37, 38 Under quiescent conditions, 

molecules with increased SCB content form thinner lamellae with decreased lateral di-

mensions and lose the ability to organize into super-molecular structures, such as spheru-

lites. At sufficiently high concentrations (>8 mol % comonomer32), crystallization is lim-

ited to neighboring ethylene sequences resulting in bundle-like crystals often termed 

fringed micelles. All of these observations are the result of the exclusion of short-chain 

branches from the crystal when the branches are longer than a methyl group (methyl 

groups are incorporated into the crystal lattice to a substantial degree resulting in dis-

torted unit cells33, 34, 39-42). Similar behavior has been observed between HPBD and LCB-

free metallocene copolymers, which have been studied containing ethyl, butyl, and octyl 

branches.43, 44 Accordingly, in most cases the branch length was found to be irrelevant 

since their primary role is as defects.34, 39, 41, 45, 46 Some authors argue that ethyl branches 

are incorporated into the crystal to a small degree,47-49  however, this effect must be mi-

nor since evidence of this is not always observed. The consequence of the exclusion of 

chain defects is that crystallization is governed by the ethylene sequence length distribu-

tion (ESLD) between these short-chain branches. The ESLD dictates the availability of 

ethylene units having sufficient length to crystallize at a given temperature and is more 

important than copolymer composition.34, 46, 50, 51  
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 Due to the dependence on ESLD, random copolymers exhibit several be-

haviors that distinguish them from homopolymers. In contrast to homopolymers, the 

morphology and thermal properties of copolymers are fairly insensitive to crystallization 

conditions.43, 52 Furthermore, this sensitivity decreases with increasing SCB content.30, 53 

As discussed below, in contrast to homopolymers, crystallization kinetics of copolymers 

appears to be only weakly dependent on melt dynamics. Additionally, there is on-going 

debate about the evolution of morphology during crystallization due to the unusual ob-

servation of dual melting endotherms by Differential Scanning Calorimetry (DSC) fol-

lowing isothermal crystallization.   

 Initial theories to account for this double melting behavior of copolymers cen-

tered on the melting-recrystallization-remelting (mrr) phenomenon that is commonly ob-

served in thin homopolymer crystals.54 However, careful DSC studies have indicated that 

the distinct double melting behavior (e.g., Figure 3.5) is not the result of mrr.21, 34, 43, 45, 55-59 

While mrr has been confirmed for copolymers with a small amount of short-chain 

branching, the phenomenon is manifested as an additional third peak that is much smaller 

in magnitude and only observed at low heating rates.60, 61 Presently, double melting is 

commonly attributed to two crystal populations having different thermal stabilities.  

 A number of theories have been presented to account for the differences in ther-

mal stability of crystals supposedly formed at the same isothermal temperature (Tc). One 

widespread theory advocates differences in morphology between the two populations: 

ethylene sequences that are long enough to rapidly chain-fold into lamellae while those 

that are shorter, but are still capable of crystallization at Tc, crystallize much slower with 

nearest-neighbor ethylene sequences into fringed micelles. 43, 45, 52, 55, 61 Another theory is 
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that the two populations contain equal lamellar thicknesses but a bimodal distribu-

tion of density and surface characteristics.62 An alternative explanation is based on a bi-

modal lamellar thickness distribution: longer ethylene sequences crystallize rapidly form-

ing thick lamellae while thinner, less thermally stable lamellar crystals form slowly from 

shorter ethylene sequences. 

 In the present work, we examine double melting behavior and other aspects of 

crystallization of HPBDs of different molecular architectures (short linear, long linear, 

star, and H-polymer). We investigate the effect of long-chain branching on thermal and 

morphological properties in these model systems. Accounting for previous studies, mor-

phology evolution both during temperature ramps and under isothermal conditions is re-

evaluated. Finally, we comment on the implications of our findings on the use of these 

materials as model systems for studying the effects of melt dynamics on flow-induced 

crystallization. 

3.2 EXPERIMENTAL METHODS 

3.2.1 Materials  

 The majority of the materials used in these studies are hydrogenated poly-

butadienes (HPBDs) that were synthesized via anionic polymerization followed by hy-

drogenation. This method, in conjunction with hydrosillation, allows for the synthesis of 

molecules that are well-defined in both long-chain branching (LCB) and molecular 

weight (PDI = Mw/Mn < 1.1).22, 27 The resulting materials are analogous to random ethyl-

ene-co-butenes with a minimum of 7 wt % butene—in other words, 19 or more ethyl side 

groups per 1000 backbone carbon atoms. HPBD materials were graciously provided by 
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ExxonMobil in collaboration with Professor Nikos Hadjichristidis (University of 

Athens, Athens, Greece) and characterized by Dr. David Lohse and his team (ExxonMo-

bil, Clinton, NJ). 

Table 3.1 Molecular characteristics of polyethylene materials examined. All values pro-
vided by ExxonMobil. 

Polymer Type Mw,tot 
(kg/mol) PDI Mw,b 

(kg/mol) 
Mw,a 

(kg/mol) 

SCB/ 
1000 back-

bone Ca 
L53 Linear 53 <1.05 53  19.2 
L152 Linear 152 <1.05 152  19.5 
S3 3-arm star 141 <1.05  47 18.9 
H4 H-polymer 156 <1.05 112 11 26.3 
HDPE Linear 529 3.0 529  0.2 

a obtained via 13C NMR 
 

L53 L152 S3 H4

Mw,b Mw,aMw,a

L53 L152 S3 H4

Mw,b Mw,aMw,a

Figure 3.2 Schematic representation of the four HPBD materials examined: short linear (L53), 
long linear (L152), 3-arm star (S3), and H-polymer (H4).  

 Quiescent crystallization was studied on four HPBDs (Table 3.1): two linear 

chains (L53 and L152) and two molecules containing long-chain branches—a symmetric, 

three-arm star (S3) with each arm having molecular weight (Mw,a) of 47 kg/mol and an 

H-polymer (H4) with a backbone molecular weight (Mw,b) of 112 kg/mol and two 

11 kg/mol arms on each end (Figure 3.2). In this context, ‘linear’ refers to molecules that 

are free from LCB; as mentioned above, all chains contain short-chain branches (SCB). It 

is important to note that L53, L152, and S3 all contain approximately 19 branches per 
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1000 carbon atoms—the minimum SCB content accessible via anionic polymeriza-

tion. The H4 polymer has higher overall SCB content than the rest, despite having arms 

with similar SCB content to the previous three samples; the difference originates from the 

synthetic route to the telechelic backbone, which results in higher SCB content along the 

backbone. Consequently, the H4 molecule has a homogenous SCB distribution within 

each long branch but not within each molecule. Additionally, high density polyethylene 

(HDPE) was included for comparison (no LCB and very few SCB). 

 Comparison of these molecules enables elucidation of the effects of molecular 

weight (L53 versus L152) and long-chain branching (L152 versus S3). Effects of short-

chain branching are difficult to isolate because the comparison of L152 or S3 to H4 is 

more complicated due to the combined effects of LCB, overall SCB content, and in-

tramolecular SCB distribution. However, in most cases, SCB effects can be inferred 

based on prior literature. 

3.2.2 Differential Scanning Calorimetry 

 Differential Scanning Calorimetry (DSC) experiments were conducted by Dr. 

Soo-Young Park (Kyunpook National University, Daegu, South Korea) to study thermal 

transitions of each polymer (5-10 mg samples) using a Perkin Elmer 7 DSC system cali-

brated with an indium standard. Both temperature ramps and isothermal studies were 

conducted under a nitrogen atmosphere. Peak melting and crystallization temperatures 

were obtained during cooling and subsequent heating ramps performed at 10 °C/min 

from 140 to 40 °C. Additional scans at 10 °C/min were conducted by Dr. Manika Varma-

Nair (ExxonMobil, Clinton, NJ) in a larger temperature range of 160 to -30 °C. 
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 Isothermal crystallization was conducted at a variety of temperatures for 

each polymer. After erasing thermal history at an elevated temperature of 130 °C, a 5-10 

mg sample was cooled to the desired crystallization temperature, Tc, at 40 °C/min. The 

sample was left at this temperature for 30 minutes and then heated at 10 °C/min; heat 

flow was monitored throughout the experiment. Additional isothermal studies were con-

ducted by Robert Panepinto (ExxonMobil, Clinton, NJ) for independent validation using 

the same isothermal temperatures but a higher temperature (140 °C) to erase thermal his-

tory and a faster cooling rate (~200 °C/min ) to Tc. 

3.2.3 X-ray Scattering 

 Morphology development during heating and cooling ramps was followed using 

wide angle and small angle x-ray scattering (WAXS and SAXS, respectively). An IN-

STEC STC200 hot stage was used to subject samples to temperature ramps at 10 °C/min 

in a range of 160 to 0 °C. Samples were placed between Kapton tape into a holder with 

0.5 cm diameter and 1.558 mm thickness. Additional SAXS experiments, termed ‘ramp-

iso’, included temperature ramps (10 °C/min) with a 30-minute, isothermal step at a tem-

perature approximately 16 °C below Tm (apparent subcooling, ΔT = Tm – Tc ≈ 16 °C). 

There isothermal temperatures were Tc = 95 °C for L53, Tc = 87 °C for L152 and S3, and 

Tc = 76 °C for H4. For comparison, L53 was also subjected to the same ramp with an iso-

thermal step at 102 °C—the highest isothermal DSC temperature at which two melting 

peaks were observed. 

 Scattering experiments were carried out at beamline X27C of the National Syn-

chrotron Light Source (NSLS, Brookhaven National Lab, Upton, NY).63 A MARCCD 
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detector with 158 μm pixel size was used to record two-dimensional scattering 

patterns generated with x-rays having a wavelength, λ, of 1.371 Å. For WAXS experi-

ments, the detector was placed 11.4 cm from the sample and camera length was cali-

brated using aluminum oxide (Al2O3). For SAXS, the sample-to-detector distance was 

1.9 m, and calibration was conducted using silver behenate. One scattering image was 

collected every 2 °C. 

 SAXS data during temperature ramps for H4 were obtained at beamline 7.3.3 of 

the Advanced Light Source (ALS, Lawrence Berkeley National Lab, Berkeley, CA).64 

Scattering data was collected using an ADSC Quantum 4u CCD detector at a distance of 

2.84 m and a source wavelength, λ, of 1.371 Å. The sample-to-detector distance was cali-

brated using silver behenate. A Linkam calorimetry stage was used to subject samples 

pressed in aluminum pans to temperature ramps at 10 °C/min from 160 to 0 °C while 

measuring heat flow. One scattering image was collected every 7 °C. Data collected at 

both beamlines for L53 and S3 were compared for consistency. 

 X-ray data pre-treatment included the subtraction of a background and adjustment 

for incident x-ray beam flux and acquisition time. The integrated intensity was extracted 

as a function of scattering vector, q = 4πsin(θ)/λ, where θ is the scattering angle. Since 

the samples were isotropic, a Lorentz correction65 was applied by multiplying the scatter-

ing intensity, I(q), by the square of scattering vector, q: J(q) = I(q)q2.  

 The SAXS long period, Lp, was determined from the position of the peak in J(q), 

qmax, as: Lp = 2π/qmax. The long period is a measure of the periodicity within the sample 

resulting from electron density differences and is interpreted as a characteristic spacing of 

crystalline and non-crystalline domains for a two-phase system. The area under the Lor-
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entz-corrected SAXS intensity curve (for isotropic samples) in the full range of q 

(0 < q < ∞) defines the invariant, which is a measure of the total scattering power of the 

sample. Given the experimental constraints, we approximate the invariant by the inte-

grated intensity, Q, in the range available (qmin < q < qmax): 

dqqIqQ
q

q∫=
max

min

)(2 . (3.1) 

The WAXS crystallinity index, Xc, was determined as the ratio of the area of the crystal-

line peaks, Ac, to the combined area of the amorphous halo, Aa, and the crystalline peaks: 

Xc = Ac/(Aa+Ac). Areas were obtained after fitting the amorphous halo and the ortho-

rhombic crystal reflections due to the (110)- and (200)-planes with Lorentzian functions 

using Origin 7.5. X-ray data analysis was conducted using code written in MATLAB 

R2008b (Thesis Appendix A). 

3.3 RESULTS 

3.3.1 Differential Scanning Calorimetry 

3.3.1.1 Temperature Ramps 

 Heating and cooling traces for each material are shown in Figure 3.3. In agree-

ment with prior literature, the crystallization exotherms for the HPBD materials contain 

two peaks: the primary peak at higher temperatures (Tx,high) and a much smaller peak at 

lower temperatures (Tx,low; marked by asterisks in Figure 3.3a).45, 66 The low crystalliza-

tion peak is least prominent for H4. Upon subsequent heating, only one broad peak is ob-

served. Nearly identical behavior is observed for L152 and S3. As expected, HPBDs ex-

hibit smaller, broader DSC peaks as a consequence of the ethylene sequence length dis-
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Figure 3.3 DSC a) cooling and b) heating traces obtained at 10 °C/min. Asterisks mark Tx,low. 

 Corresponding peak melting and crystallization temperatures (Tm and Tx, respec-

tively) for each material are tabulated in Table 3.2. All three transition temperatures de-

crease with both increasing molecular weight (L53 vs. L152) and SCB content (L152 vs. 

H4), as has been observed previously as a consequence of decreased crystal size. 21, 30, 32, 

35, 36, 44, 48, 52 Transition temperatures for L152 and S3 are nearly identical.  

Table 3.2 Peak transition temperatures obtained by DSC during heating and cooling ramps 
at 10 °C/min. 

Polymer Tx,low (°C) Tx,high (°C) Tm(°C) 
L53 64.3 95.3 110.2 
L152 61.8 87.6 104.4 
S3 61.5 87.0 102.9 
H4 56.6 76.8 92.2 
HDPE  117.7 135.7 

 

3.3.1.2 Isothermal Crystallization 

 Crystallization kinetics of each material were examined during isothermal crystal-

lization. As done by Haigh et al.,68 the time necessary to reach 10% of the maximum 

crystallinity (t0.1) at a given temperature was taken as a measure of the crystallization rate. 
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From Figure 3.4, it is clear that HDPE exhibits the fastest crystallization kinetics, 

as expected, while H4 exhibits the slowest. In agreement with Haigh et al., L53 has the 

fastest kinetics out of the HPBDs examined due to its low molecular weight.35, 68 Differ-

ences in crystallization kinetics due to the presence of long-chain branching, expected 

based on prior literature,4, 68, 69 were not immediately observed since L152 and S3 exhib-

ited very similar behavior. 
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Figure 3.4 Crystallization kinetics represented as the amount of time necessary to 
reach 10% maximum crystallinity (t0.1) as a function of the isothermal crystallization 
temperature.  

 Melting traces following isothermal crystallization of HPBD materials are charac-

terized by two peaks, high-melting (Tm,high) and low-melting (Tm,low), at all but the highest 

crystallization temperatures examined.21, 43, 45, 55, 70 When comparing traces at similar ap-

parent undercoolings, ΔT = Tm – Tc, the magnitude of both peaks appears to be only a 

function of molecular weight and not SCB content or distribution. As an example, melt-

ing traces for each sample isothermally crystallized at ΔT = 16 °C are shown in Figure 

3.5. Aside from HDPE, which only exhibits the expected single melting peak, L53 has 
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the largest high-melting peak. Again L152 and S3 possess nearly identical traces. 

The melting trace for H4, although shifted to lower temperatures due to increased SCB 

content, is very similar to the two HPBDs of similar molecular weight. Closer examina-

tion, however, reveals a larger low-melting peak for H4 than for L152 and S3. 
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Figure 3.5 DSC melting traces obtained during heating at 10 °C/min following 
isothermal crystallization for each material at Tc = Tm – 16 °C.  

 An examination of the dependence of both melting peak temperatures on the iso-

thermal crystallization temperature reveals interesting behavior typical of copolymers 

(Figure 3.6). Plotting melting point as a function of the isothermal crystallization tem-

perature (sometimes called a Hoffman-Weeks plot) is often used to determine the equilib-

rium melting temperature of a semicrystalline polymer. For homopolymers like HDPE, 

extrapolating Tm versus Tc to the melting temperature of a perfect crystal (i.e., the inter-

section of a linear fit through Tm versus Tc with the Tm = Tc line) reveals the equilibrium 

melting temperature.71, 72 However, this procedure fails when applied to either melting 

peak of copolymers.43, 44, 73 The high-melting peak appears nearly independent of the iso-
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thermal crystallization temperature, while the low-melting peak is parallel to Tm = 

Tc.47, 58, 61, 70  
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Figure 3.6 Peak high-melting (symbols) and low-melting (line + symbols) tempera-
tures as a function of isothermal crystallization temperature (Tc) obtained during heat-
ing in DSC at 10 °C/min. 

 The average high-melting peak value (Tm,high) for each material is insensitive to Tc, 

in agreement with past literature,43, 70 and is very similar to the peak melting temperature 

obtained during temperature ramps (Table 3.3 versus Table 3.2).43 The extent to which 

Tm,high  changes with Tc, characterized by the approximate slope of Tm,high versus Tc, 

ΔTm,high/ΔTc (Table 3.3), is greatest for the short linear HPBD and least for the H-

polymer.  

Table 3.3 Average high-melting peak (Tm,high) obtained during heating at 10 °C/min subse-
quent to isothermal crystallization and its dependence on the change in the isothermal crys-

tallization temperature. 
Sample Tm,high (°C) ΔTm,high/ΔTc 
L53 110.5 ± 0.5 0.23 
L152 104.4 ± 0.4 0.08 
S3 103.4 ± 0.1 0.06 
H4 92.4 ± 0.1 0.02 
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 The low-melting peak (Tm,low) appears to be offset from the isothermal 

crystallization temperature by a constant (Figure 3.6).43, 55, 59, 60, 74 This constant appears 

to be independent of not only SCB content and molecular weight, as demonstrated by 

Alamo et al.,44 but also long-chain branching.  

3.3.2 X-ray Scattering 

3.3.2.1 WAXS: Temperature Ramps 

 A comparison of the temperature dependence of the WAXS crystallinity, Xc, dur-

ing temperature ramps revealed a strong dependence on SCB content (Figure 3.7).29, 30, 33-

35 Additionally, two types of behavior were observed: (1) the expected hysteresis in crys-

tallinity during cooling and heating at elevated temperatures termed ‘irreversible’ crystal-

lization and melting because crystals formed during cooling required higher temperatures 

to melt and (2) ‘reversible’ crystallization and melting at lower temperatures where crys-

tallinity values during cooling and subsequent heating overlap. These two regimes are 

consistent with previous DSC, SAXS, and WAXS studies on polyethylenes containing 

short-chain branches.45, 62, 66, 67, 75, 76  

 The presence of short-chain branching in L152 results in a decreased transition 

temperature between reversible and irreversible behavior, Tr,w (defined as the temperature 

at which crystallinity upon cooling and subsequent heating differs by less than 10%), 

compared to HDPE (Figure 3.7). A small amount of reversible crystallization of HDPE 

(~15%), occurring between Tr,w and 0 °C, is attributed to surface crystalliza-

tion/melting.75, 77 In contrast, reversible crystallization accounts for a greater percentage 

of total crystallinity at 0 °C in L152 (~25%). Additionally, irreversible crystallization and 
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melting of L152 occurs over a larger temperature range than HDPE because it is 

governed by the ESLD.50, 78 Of added interest is the lull in crystallinity evolution apparent 

at temperatures immediately above Tr,w in all HPBD materials examined (marked by an 

asterisks in Figure 3.7). Possible explanations for this observation are detailed in the dis-

cussion section. 
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Figure 3.7 Crystallinity determined by WAXS as a function of temperature during 
heating and cooling ramps of L152 and HPDE at 10 °C/min. Arrows indicate Tr,w. 
Asterisk marks lull in crystallinity evolution. 

 A comparison between the four HPBD materials reveals that Tr,w is greatest for 

L53 (71 ± 3 °C) and is within the range of 62.8 ± 3.8 °C for the higher molecular weight 

HPBDs, with S3 being at the high end of the range (Figure 3.8, open triangles). The simi-

larity of Tr,w between L152 and H4 is inconsistent with previous observations of the tran-

sition temperature decreasing with increasing SCB content.45 The corresponding crystal-

linity at Tr,w, Xc(Tr,w), is similar for the three materials of similar SCB content (L53, L152, 

and S3) at 39 ± 4% (Figure 3.8, filled squares). As expected, H4 exhibits lower crystallin-
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ity (31 ± 3%) due to its increased SCB content.29, 30, 33, 34 A similar trend is ob-

served at T = 0 °C (Xc(0 °C) in Figure 3.8, filled circles). The slightly elevated crystallin-

ity of S3 compared to L152 at 0 °C can be attributed to the small difference in SCB con-

tent between the two materials (18.9 for S3 versus 19.5 for L152; Table 3.1) and further 

highlights the significance of short-chain branching. The relative amount of reversible 

crystallization appears to be in the same range for all four materials, with S3 again being 

at the high end of the range (difference between filled circles and squares in Figure 3.8). 

This observation is inconsistent with previous works that found that the relative amount 

of reversible crystallization increases with increasing SCB content.45, 75, 79   
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Figure 3.8 WAXS-determined transition temperature (Tr,w) to reversible crystallization, 
the crystallinity at that temperature (Xc(Tr,w)), and the maximum crystallinity obtained 
(Xc(0 °C)) for each HPBD material. 
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3.3.2.2 SAXS: Temperature Ramps 
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Figure 3.9 SAXS intensity collected during cooling of L152 at 10 °C/min (1 trace 
every ~6 °C). Arrow shows general peak movement in temperature range examined. 

 SAXS scattering curves exhibited significant variation in peak height, width, and 

position with temperature (e.g., Figure 3.9), as seen in previous investigations of poly-

ethylenes containing short-chain branching.66, 80-83 An example of the general trend is ex-

hibited by L152 during a cooling ramp. Initially, SAXS intensity, I(q), grows at low q-

values, corresponding to zero scattering angle, similar to HDPE;84, 85 then a peak devel-

ops and grows in intensity while its position moves to higher q-values; eventually, it 

reaches a maximum and declines while broadening and moving further to higher values 

of q. At lower temperatures, the peak position reaches a plateau at q ~ 0.033 Å-1 but con-

tinues to broaden at the expense of peak height.  
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Figure 3.10 Long period as a function of temperature during heating and cooling 
ramps of L152 and HPDE at 10 °C/min. Box identifies lull in long period evolution. 
Arrows mark Tr,s. 

 The long period, Lp, determined by SAXS of all materials examined exhibited 

regions corresponding to reversible and irreversible crystallization (Figure 3.10), similar 

to crystallinity evolution (Figure 3.7).67, 80 However, during reversible crystallization, the 

long period of HDPE remains constant while that of HPBD materials continues to de-

crease, as has been observed previously.48, 79, 80, 83, 86-88 Below the transition temperature, 

Tr,s (defined as the temperature at which the difference in long period during cooling and 

subsequent heating is less than 10%), the HDPE long period varies less than 2%. In con-

trast, the long period of L53 decreases by 8%, that of L152 and S3 by 14%, and that of 

H4 by 23%. The transition temperature itself follows a similar trend: largest for L53, 

lowest for H4, and of similar intermediate values for L152 and S3 (Figure 3.11, open tri-

angles). Consequently, Tr,s and the amount of change in Lp during reversible crystalliza-

tion appear to be a function of molecular weight and SCB content, but not long chain 
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branching.  
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Figure 3.11 SAXS-determined transition temperature (Tr,s) to reversible crystalliza-
tion, the long period at that temperature (Lp(Tr,s)), and the minimum long period ob-
tained (Lp(0 °C)) for each HPBD material. 

 All HPBD materials exhibit a similar long period at Tr,s, Lp(Tr,s), of 15.5 ± 1 nm 

(Figure 3.11, filled squares). In contrast, the long period at T = 0 °C, Lp(0 °C), appears to 

be dependent on molecular weight, short-chain and long-chain branching with L53 > 

L152 > S3 > H4. The variation among the first 3 materials is inconsistent with the work 

of Alamo et al. who observed similar room-temperature long periods for samples of simi-

lar SCB content but different molecular weight.44 

 All four HPBD materials examined exhibited a lull in the evolution of long period 

during crystallization, which is highlighted in Figure 3.10. When observed in a previous 

study, this inflection in Lp versus T was attributed to the transition of the system to a ho-

mogenous crystallinity distribution.66 In agreement with this previous study, the increased 

change in long period at temperatures immediately below this lull is near the low crystal-
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lization temperature observed by DSC (Tx,low; Figure 3.3 and Table 3.2). Further-

more, this inflection point coincides with the maximum in the SAXS integrated intensity 

(Figure 3.12), which also exhibits reversible and irreversible crystallization/melting.  
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Figure 3.12 SAXS integrated intensity during cooling and heating of L152 at 
10 °C/min. Box identifies region corresponding to lull in long period evolution 
(Figure 3.10). 

 A final observation of interest is the difference in transition temperatures between 

irreversible and reversible behavior as determined by WAXS crystallinity, SAXS inte-

grated intensity, and long period. The transition temperature to reversible integrated in-

tensity behavior is the highest of the three and occurs near the maximum of the scattering 

power during cooling. The temperature to reversible crystallinity evolution is higher than 

that of long period evolution indicating that there is a small window upon cooling and 

heating during which the formation of reversible crystals leads to irreversible changes in 

long period. 
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3.3.2.3 SAXS: Temperature Ramps with Isothermal Step 
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Figure 3.13 Evolution of SAXS long period for L152 during temperature ramps at 
10 °C/min (filled symbols) and the ramp-iso protocol with an isothermal step at Tc = 
87 °C during cooling (open symbols). 

 Further insight into the crystallization behavior of these materials may be gained 

by inserting an isothermal step during cooling (“ramp-iso” protocol). During the hold at 

Tc, the long period decreased to a limiting value (e.g., L152 in Figure 3.13). For L152, Lp 

decreased from approximately 26 to 21 nm during the 30 minute hold at 87 °C. Once 

cooling was resumed, a short induction period was observed before the long period con-

tinued to decrease; the evolution of Lp during further cooling coincided with that ob-

served in a continuous ramp (compare filled and open squares for T < 75 °C in Figure 

3.13). Long period evolution during subsequent heating traces was very similar for both 

protocols (open vs. filled circles in Figure 3.13), in agreement with previous works indi-

cating minimal effects of thermal and mechanical history on random copolymers.52, 62, 86, 89 

A reversible crystallization region was still observed. Similar behavior as depicted above 

was observed for the other HPBDs. 
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 During the 30-minute isothermal hold at similar apparent subcooling ΔT = 

Tm – Tc = 16 °C, L152 unexpectedly developed a long period that was larger by almost 

1 nm compared with L53 and S3 (Figure 3.14). The long period obtained for S3 was only 

slightly smaller than that of L53. Due to its high nominal melting point, L53 was antici-

pated to develop morphology with the largest characteristic length scale out of the trio.  
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Figure 3.14 Long period of HPBD materials as a function of time during isothermal 
crystallization at Tc = Tm – 16 °C inserted into a cooling ramp at 10 °C/min.  

 Further insight into evolution of morphology can be gained through the examina-

tion of scattering patterns corresponding to the first two minutes of the isothermal step 

(Figure 3.15). No noticeable crystallization occurred during cooling to a lower ΔT (L53 

at 102 °C, Figure 3.15a); during the first two minutes, SAXS intensity increased while 

peak position only shifted slightly, consistent with isothermal growth dominated by a 

single long spacing. Upon reaching ΔT ~ 16 °C, each material already possessed a well-

defined long period (Figure 3.15b, c, and d). For L53 and S3, scattering intensity initially 

increased at all q-values. L53 exhibited growth in peak intensity in conjunction with mild 
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peak position shifting until crystallization slowed significantly (evidenced by 

highly overlapped scattering curves in Figure 3.15b). In contrast to S3 and L152, L53 did 

not exhibit any obvious decrease of SAXS intensity during isothermal treatment.  
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Figure 3.15 SAXS intensity during the first 120 s of isothermal crystallization (1 trace every 
12 s): a) L53 at 102 °C, b) L53 at 95 °C, c) S3 at 87 °C, and d) L152 at 87 °C. Arrows indi-
cate trend in peak movement. 

 S3 exhibits a SAXS peak in Figure 3.15c that initially starts at a smaller q-value 

compared to L53 (corresponding to a larger Lp). This peak shifts gradually to larger q-

values while intensity first grows and then decreases before the crystallization rate slows. 

Decreasing SAXS intensity is consistent with the elimination of the corresponding long 

periods via lamellar insertion. This process is more prevalent for S3 than L53 given that 
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S3 was crystallized at a lower temperature, providing adequate driving force for 

crystallization of shorter ethylene sequences.  

 L152 exhibited strikingly different behavior: scattering intensities at low q-values 

decreased after only 12 s of isothermal crystallization. Compared with S3 and L53, L152 

underwent little isothermal crystallization, indicating that most of the crystallization oc-

curred during cooling. Hence, the predominant long period was larger due to its forma-

tion at higher temperatures—relative to the nominal melting point—compared to S3 and 

L53.  

 The pronounced difference in behavior between S3 and L152 is very surprising 

given the similarity in DSC results. Upon closer inspection, the slight difference in crys-

tallization kinetics at Tc
 = 87 °C between L152 and S3 (Figure 3.4) corresponds to ap-

proximately 10% faster crystallization of L152 compared with S3. This relatively small 

difference in crystallization kinetics has significant impact on morphology development 

because of the limited amount of copolymer that is able to crystallize at elevated tempera-

tures. Hence, the faster-crystallizing L152 completes most of its primary lamellar growth 

before reaching Tc = 87 °C. 

3.4 DISCUSSION 

3.4.1 Morphology Evolution during Cooling and Heating 

 Similar to homopolymers, copolymers require supercooling of the melt to achieve 

crystallization. Nucleation and growth is responsible for the irreversible behavior ob-

served at higher temperatures both in WAXS crystallinity (Xc; Figure 3.7, T > Tr,w), 

SAXS long period (Lp; Figure 3.10, T > Tr,s) and SAXS integrated intensity (Q; Figure 
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3.12). The irreversible crystallization/melting region of random copolymers in-

cludes two qualitatively distinct subdivisions that can be seen by comparing Figure 3.7, 

Figure 3.10 and Figure 3.12, as is done in Figure 3.16a. The irreversible regime includes 

an upper-temperature window in which the three morphological quantities, Xc, Lp, and Q, 

show a pronounced hysteresis as well as a lower-temperature window in which hysteresis 

effects are milder. Based on the dominant morphological features that form in each re-

gime (see below), we term the former ‘primary-irreversible’ crystallization/melting and 

the latter ‘secondary-irreversible’ crystallization/melting. The lowest temperature range 

defines the ‘reversible’ crystallization/melting regime, in which the three morphological 

quantities exhibit distinctly similar values upon cooling and heating. 

3.4.1.1 Primary-Irreversible Crystallization 

 During cooling, the onset of crystallization in the polymer system is followed by 

relatively fast crystallization that is associated with the largest changes in morphology. 

The corresponding formation of the primary DSC exotherm (Tx,high in Figure 3.3) indi-

cates that a large fraction of the total crystallization occurs by nucleation and growth in 

this primary-irreversible regime.67 We envision this occurring by the propagation of pri-

mary lamellae through an unconstrained melt (Figure 3.16b), in agreement with previous 

theories.45, 55 During cooling through the primary-irreversible regime, lamellae form with 

continuously decreasing long periods resulting in a shift in the SAXS peak to high 

wavevectors. This behavior is partially a consequence of kinetic effects but primarily due 

to the limit on the amount of crystallizable material at each temperature based on the eth-

ylene sequence length distribution (ESLD). 
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Figure 3.16 a) General representation of SAXS long period (Lp), WAXS crystallinity (Xc), and 
SAXS integrated intensity (Q) during cooling and subsequent heating ramps defining three 
crystallization regimes of random copolymers (Tr,w, Tr,s, and Tx,low are marked for reference). 
Schematic representation of morphology in each regime: b) primary-irreversible at high-
temperatures, c) secondary-irreversible, and d) reversible crystallization at low temperatures.  

 Due to the ESLD, the long period of random copolymers during irreversible crys-

tallization is dictated by the size of the non-crystalline layers. Previous studies have dem-

onstrated that the crystalline layer thickness is unaffected by temperature,48, 79, 88, 90 and 

this observation is confirmed by estimates of crystalline and non-crystalline layer thick-

nesses provided in the Appendix. At the relatively high temperatures in the primary irre-

versible regime, only a small number of ethylene sequences will be of sufficient length to 

crystallize. However, due to the homogenous SCB distribution, these sequences have 
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equal probability of being found in all HPBD chains. Therefore, the incorporation 

of a small portion of almost all chains results in large non-crystalline layers between pri-

mary lamellae formed at the highest temperatures. At lower temperatures in the still high-

temperature primary-irreversible regime, a greater number of ethylene sequences become 

capable of crystallization, resulting in a smaller part of the chain being left entirely out of 

the crystal corresponding to thinner non-crystalline layers. Therefore, Lp decreases with 

temperature.  

3.4.1.2 Secondary-Irreversible Crystallization  

 During cooling through intermediate temperatures between the regime of rapid, 

irreversible crystallization/melting (primary-irreversible regime) and reversible crystalli-

zation/melting, Xc and Lp are less dependent on temperature compared with the primary-

irreversible regime, consistent with decreased crystallization kinetics. We propose that 

this slowing of crystallization is a consequence of the depletion of the unconstrained melt 

(i.e., unpinned chains). Crystallization continues at a slower rate due to decreased chain 

mobility due to the majority of chains being pinned to already-formed crystals.45, 66 This 

pinning severely hinders large conformational changes necessary for chain-folding. How-

ever, since crystals formed in this regime continue to exhibit hysteresis between cooling 

and subsequent heating, nucleation and growth is still expected to be the dominant means 

of crystallization. Hence, we propose that morphology evolution in this region continues 

by the growth of lamellae from shorter ethylene sequences that are capable of crystalliza-

tion at the given temperature. These lamellae will have decreased lateral dimensions and 

include more defects that those formed during the primary-irreversible regime.80, 82 
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 A small fraction of crystallization in this regime occurs in amorphous 

‘lakes’ between primary lamellar stacks that were not able to sustain crystals at larger 

temperatures.91 However, examination of the SAXS integrated intensity (Q), which re-

mains nearly constant at its maximum value in this regime, provides further insight about 

the predominant location of secondary lamellar growth. For an ideal two-phase system, 

the integrated intensity is proportional to the electron density difference between the two 

phases (Δρ = ρc – ρa) and the volume fraction of each phase (φ1 and φ2 = 1 – φ1): 

21
2)( ϕϕρΔ∝Q . (3.2)

Therefore, for a constant electron density difference, Q will exhibit a maximum at 50% 

crystallinity. However, since crystallinity values in this temperature range are 25% to 

35%, a maximum in integrated intensity can be accounted for by a decrease in the elec-

tron density contrast that counters the increase in crystallinity.67 This can be realized via 

the formation of secondary lamellae between primary lamellae having the largest non-

crystalline layers (Figure 3.16c). Consequently, the secondary-irreversible regime is not 

present in systems like HDPE that do not form large non-crystalline layers that can ac-

commodate secondary lamellar ‘in-filling’. 

 The onset of the intermediate temperature region is marked by a well-defined lull 

in Xc at approximately 75 °C for L152 in Figure 3.7. Similar observations have been 

made in other studies, and left unexplained;66, 67 however, these lulls are not abundant in 

the literature on copolymer crystallinity evolution. In S3, for example, this lull was al-

most entirely masked by the uncertainty in Xc, raising the question of whether or not this 

feature is real. 

 A possible explanation for these lulls is that they are artifacts of improper fitting 
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of the WAXS intensity curves. A number of previous studies have noted that fit-

ting the amorphous halo with two peaks, rather than one as was done in this work, yields 

a better fit and more reasonable behavior of all peaks considered (position, width, etc.).33, 

92-96 Sajkiewicz et al.92 also observed a lull in the crystallinity evolution upon cooling of 

linear low density polyethylenes (LDPEs). These authors advocated the use of a three-

phase model to account for the presence of a phase having intermediate properties to 

those of the crystalline and amorphous layers; although this resulted in a better fit and 

more reasonable behavior of the amorphous halo, the lull in the evolution of crystallinity 

remained. Hence, we conclude that the lull observed here is not an artifact of an improper 

fit to the WAXS features. 

 Based on their theory of the existence of an ‘intermediate phase’, Sajkiewicz et al. 

attributed the lull in crystallinity evolution to reorganization of the intermediate and crys-

talline phases.92 Although this is a plausible explanation, arguments have been put forth 

that contribution to the scattering pattern from an intermediate region that is distributed 

between the crystalline and amorphous phases should be uniform and not limited to a par-

ticular angular region.33, 93 This controversy is further examined in the following chapter 

using two-dimensional correlation analysis. Without concrete evidence for the existence 

of an intermediate phase, we attribute the lull to an induction period, which accounts for 

the temperature difference between the consumption of the unconstrained melt by propa-

gating lamellae and the onset secondary crystallization can occur in constrained melt.  

3.4.1.3 Reversible Crystallization at Low Temperatures 

 At lower temperatures, Xc, Lp, and Q exhibit dynamic yet distinctly similar behav-

ior upon cooling and subsequent heating. A small amount of reversible crystallization of 
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HDPE (15% of total) occurs at a constant long period and is accounted for by sur-

face crystallization/melting.75, 77, 97 In contrast, HPBD materials exhibit changes in crys-

tallinity during the reversible step accounting for 20% to 30% of the total at T = 0 °C 

with corresponding long period changes of 8% to 23%. For copolymers, reversible crys-

tallization and melting can be attributed to very small crystals that form and melt at simi-

lar temperatures.76 This lack of hysteresis suggests a crystallization mechanism domi-

nated by clustering of neighboring ethylene sequences that are capable of crystallization 

at a given temperature.67 These ethylene sequences are quite short and bundle into small, 

imperfect crystals, which are termed fringed micelles. To avoid ambiguity, in this work 

we define a fringed micelle as a bundle of non-folded chains with some crystallographic 

order and lateral dimensions that are on the same order of magnitude as the thickness (d ~ 

l; Figure 3.17). These structures are distinct from lamellae, even poorly formed ones, 

which have thicknesses that are much smaller than their lateral dimensions (d << l).  

d

l

d
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Figure 3.17 Schematic representation of a) fringed micelle and b) lamellae. 

 This fringed micelle morphology is consistent with the observations of Alizadeh 

et al., who found DSC crystallinity to be independent of cooling rate in the reversible re-

gime.45 This result suggests that crystallization kinetics are not dependent upon the de-

gree of subcooling and is in agreement with fringed micelle formation that is the result of 

local conformational fluctuations. These fringed micelles form between pre-existing la-

mellae as evidenced by decreasing SAXS intensity at all q-values during reversible crys-
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tallization while crystallinity is below 50% (Figure 3.12). 

3.4.1.4 Transition Temperatures 

  For the HPBD materials, the transition to reversible behavior of the SAXS inte-

grated intensity, Q, occurs near its maximum value. At this temperature, Q becomes 

dominated by the electron density contrast in the system and not crystallinity, since crys-

tallinity values are still below 50% (see eq 3.2). This temperature is also very close to the 

transition between the primary-irreversible and secondary-irreversible crystallization re-

gimes, providing further evidence for ‘in-filling’ of primary lamellae via secondary la-

mellar growth occurring during secondary-irreversible crystallization. 

 Furthermore, the transition temperatures to reversible behavior of crystallinity 

and long period are separated by 4 – 8 °C. At an intermediate temperature, T1, such that 

Tr,s < T1 < Tr,w, the system exists with the same crystallinity during heating as during 

cooling. However, upon heating, the long period at T1 is smaller than during cooling. A 

possible explanation for this observation is if the crystals that melted upon reheating to T1 

are located in different locations than those that formed during cooling below T1. The 

implication then is that some crystals formed at lower temperatures turn out to be more 

stable than those formed at higher temperatures. These more stable crystals are located 

further away from pre-existing crystal structures, as deduced from their noticeable effect 

on long period, changes in which are believed to be dominated by changes in the amor-

phous layer thickness (see Appendix).80 Upon heating, less stable crystals near crystal 

surfaces melt, suppressing the expected increase in the long period. This explanation is 

consistent with the observation that the smallest difference between Tr,s and Tr,w is exhib-
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ited by the H4 polymer, which has a limited number of ethylene sequences of suf-

ficient length to form crystals having increased stability during reversible crystallization.  

3.4.2 DSC Double Melting 

 The evolution of morphology during temperature ramps described above can be 

reconciled with morphology formation during isothermal crystallization and account for 

the two DSC melting endotherms (Figure 3.5). We propose that the high-melting peak 

(Tm,high) is due to primary lamellae that form from the longest ethylene sequences in un-

constrained melt both during cooling to and at the isothermal temperature (Tc). Evidence 

for crystallization during cooling is demonstrated by the appearance of a SAXS peak 

immediately upon reaching Tc (Figure 3.15). Additionally, the temperature of the high-

melting peak (Tm,high) following isothermal crystallization and the peak melting tempera-

ture (Tm) following a cooling ramp are nearly identical, as previously observed.43 Fur-

thermore, our observation that Tm,high is nearly independent of Tc is supplemented by ob-

servations in prior literature showing that Tm,high  is also independent of crystallization 

time (tc).45, 58, 70 These observations indicate that the high melting fraction is primarily 

formed during cooling and thus is unaffected by isothermal treatment, as previously sug-

gested by others.45, 70  

 On the other hand, monotonically increasing scattering intensity observed during 

the first two minutes of isothermal crystallization of L53 and S3 (Figure 3.15a-c) indi-

cates a continuation of the crystallization occurring during cooling, resulting in a fraction 

of primary lamellar formation at Tc. These lamellae melt at temperatures dependent upon 

their formation temperature (i.e., Tc) and affect the dependence of Tm,high on Tc
 when 
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enough lamellae are present. In most cases, as evident from the nearly constant 

Tm,high with Tc (Figure 3.6 and Table 3.3), the portion of primary lamellae formed at Tc is 

low relative to the amount formed during cooling. However, some samples, like L53, ex-

hibit homopolymer-like behavior manifested in a noticeable slope of Tm,high versus Tc 

(Figure 3.6 and Table 3.3).45 For these materials, a significant fraction of primary lamel-

lae within the system formed at Tc rather than during cooling. Molecules having lower 

molecular weight and SCB content are able to crystallize at higher temperatures, at which 

greater chain mobility and decreased nucleation rates result in less pinning of chains to 

crystal surfaces; consequently, more unconstrained melt is available for propagation of 

primary lamellae at the relatively high isothermal temperatures used for these materials. 

It follows that copolymer effects on thermal behavior are gradual, with greatest ho-

mopolymer-like behavior observed in systems with low SCB content and at high tem-

peratures.45 

 The low melting peak (Tm,low) is universally attributed to species formed at the 

isothermal crystallization temperature, as is evidenced by the lack of Tm,low after short 

times at Tc.56 However, there is some speculation as to the morphology of these structures 

and, hence, the reason behind their decreased thermal stability. We attribute the low-

melting peak (Tm,low) to secondary lamellae that form isothermally from ethylene se-

quences whose lengths are dictated by Tc. It follows that the thickness of these crystals, 

and hence, their melting temperature, also depends on Tc. In agreement with Rabiej et 

al.,62 but in contrast to other work,43, 45, 52, 55, 61 we do not use the term fringed micelles to 

describe these structures since Tc = Tm – 16 °C is in the primary-irreversible crystalliza-

tion regime where fringed micelle formation is not expected. Secondary lamellar growth, 
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although unexpected, occurs because isothermal treatment provides sufficient time 

to overcome its sluggish kinetics. 

 The manifestation of these secondary lamellae is seen in Figure 3.15 as a decrease 

in scattering intensity at low q corresponding to the elimination of the largest long peri-

ods. This observation indicates that these secondary lamellae form between pre-existing 

primary lamellae having the largest non-crystalline regions.98, 99 This ‘in-filling’ is most 

pronounced for L152 and S3 (Figure 3.15c and d). Based on DSC results (not shown), 

approximately 10% and 17% of total crystallinity at the end of 30 minutes at Tc = 87 °C 

is attributed to secondary lamellae for L152 and S3, respectively. This significant per-

centage of secondary crystal growth can be accommodated by the relatively large non-

crystalline layers found between lamellae in random copolymers (see Appendix).48, 79, 80, 

88, 90 

 Previous literature regarding the increase of Tm,low with increasing time at Tc (i.e., 

offset of the low melting peaks from Tm = Tc in Figure 3.6) has attributed the effect to 

crystal thickening,58, 100 decreased conformational entropy of the amorphous phase due to 

secondary crystallization,45 or an instrumental artifact.62 Instead, we propose that sluggish 

secondary crystallization of short ethylene sequences can result in crystals having pro-

gressively greater stability when given more time for close-neighbor ethylene sequences 

to reorganize. 

3.4.3 Effects of Molecular Characteristics 

 The four HPBD materials were selected in order to evaluate the effects of mo-

lecular topology: molecular weight, short-chain and long-chain branching. Comparisons 
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between L53 and L152 enable the isolation of molecular weight effects. Insight 

into long chain branching is gained by examining L152 and S3 and effects of short-chain 

branching can be inferred from L152, S3, and H4. It was found that SCB content and mo-

lecular weight has the greatest influence on morphology and crystallization kinetics.  

3.4.3.1 Crystallinity 

 The transition temperature to reversible crystallization, Tr,w, upon cooling can be 

interpreted as the temperature at which the long ethylene sequences capable of nucleation 

and growth of primary and secondary lamellae have been consumed, and only shorter se-

quences capable of fringed micelle formation remain. Hence, the crystallinity at Tr,w de-

creases with the amount of long ethylene sequences in the molecule and, consequently, 

with increasing SCB content. In agreement, H4, having the highest SCB content, exhibits 

the lowest crystallinity at Tr,w out of the four HPBD materials examined. 

 The values for Tr,w vary from 32 to 43 °C below the peak melting point deter-

mined by DSC, Tm, and speak to the difficultly in defining similar apparent subcoolings 

(ΔT = Tm – Tc) for the different samples. Tr,w appears to be dependent primarily on mo-

lecular weight, which determines the amount of pinning of chains during crystallization. 

For example, at the same temperature, L152, which has three times the molecular weight 

of L53, contains three times as many crystallizable ethylene sequences, and hence three 

times as many pinning cites, resulting in greater constraint on the melt.  

 Two apparent inconsistencies with prior literature were observed in the current 

study. First, Alizadeh et al. observed a decrease in Tr,w with increasing SCB content,45 

hence similar values, differing by just 2 °C, for L152 and H4 would be unexpected 

(Figure 3.8). Second, reversible crystallinity has been observed to account for more of the 
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total Xc as SCB increases,45, 75, 79 yet again L152 and H4 are unexpectedly similar 

(difference between circles and squares in Figure 3.8). However, Alizadeh et al. com-

pared samples with a greater variation of SCB content. A difference of approximately 

20 °C in Tr,w was observed between samples that differed in comonomer content by 

9 mol % (Figure 5 of ref. 45). In contrast, L152 and H4 only differ by 1.4 mol % co-

monomer, for which we could estimate an expected difference in Tr,w of 2-3 °C and little 

change in the reversible fraction, consistent with our observations.  

3.4.3.2 Long Period 

 The transition to reversible behavior of the long period occurs at similar values of 

Lp for the HPBD materials studied (15.5 ± 1 nm; filled squares in Figure 3.11). This ob-

servation suggests that Tr,s is dictated by the distribution of the lamellar crystals. The 

temperature at which each material develops this similar morphology that can only sup-

port fringed micelle formation (Tr,s) depends on molecular weight and SCB content: ma-

terials with larger Mw,tot (S3 and L152 as compared to L53) and higher SCB content (H4 

as compared to L152 and S3) require cooling to lower temperatures (Figure 3.11).  

 Although the long period at Tr,s is the same, the long period at  T = 0 °C differs 

among the HPBDs (filled circles in Figure 3.11), following a similar trend as the peak 

crystallization temperature. Since L53 begins crystallization at a higher temperature, it 

initially forms a larger long period which keeps the average long period higher than that 

of the other materials when compared at the same temperatures. For this thermal history 

(cooling at 10 °C/min), molecular characteristics are found to affect lamellar formation 

and hence influence the final long period. In contrast, previous studies have observed a 

long period of approximately 15 nm independent of molecular weight (Mw > 10 kg/mol) 
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and SCB content (>20 SCB/1000 C) following quenching to room temperature.44, 52 

This discrepancy suggests the formation of different nanostructure, likely governed by 

different physics, for the two thermal treatments. The work of Voigt-Martin et al. con-

firms differences in structure formation; the authors observed that an HPBD with a mo-

lecular weight of 108 kg/mol was able to form medium-length, curved lamellae under 

slow-cooled conditions, but exhibited no lamellar character subsequent to quenching.101 

Additionally, Goderis et al. demonstrated that crystal thickness is greater in ethylene-co-

octene samples that were slowly cooled compared to quenched.88 During quenching, the 

majority of crystallization occurs from neighboring ethylene sequences having insuffi-

cient time to find most stable conformations. In contrast, crystallization during cooling 

ramps (even at 10 °C/min) provides adequate time for crystallization occurring from eth-

ylene sequences of intermediate length, and hence, a greater effect of molecular charac-

teristics is observed.  

3.4.3.3 DSC Crystallization Kinetics 

 In the present study, the long-chain branched (LCB) molecules (S3 and H4) ex-

hibited only slightly slower kinetics than linear samples; strong differences can be attrib-

uted to increased molecular weight (S3 vs. L53) and short-chain branching content (H4 

vs. L152).29, 30, 33-37, 44 The strong effect of long-chain branching on crystallization kinet-

ics, expected based on prior literature, was not observed.4, 68, 69 Although some qualitative 

agreement was seen with the work of Haigh et al.,68 the conclusions reached here are 

quite different. In their work, Haigh et al. studied a short linear HPBD and a star HPBD 

similar to the ones examined here and observed the same relative behavior (i.e., the 3-arm 

star crystallized much slower than the linear polymer having molecular weight matching 
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one of the arms; see Figure 3.4). The authors argued that the crystallizing entities 

of the two polymers were the same (since the branch point cannot crystallize), and hence, 

the strong decrease in crystallization kinetics was attributed to long-chain branching. 

However, here, we were able to compare a star polymer to a linear HPBD of similar mo-

lecular weight and SCB content. The nearly identical thermal behavior of the two materi-

als indicates that one long chain branch has negligible effect.  

 Similar crystallization kinetics between L152 and S3 indicate that melt dynamics 

do not dictate crystallization of random copolymers. L152 exhibits relaxation behavior 

that scales as a power law with its molecular weight.102 In contrast, the star polymer re-

laxes by arm retraction and has relaxation times that scale exponentially with the molecu-

lar weight of the arms.103 Therefore, despite the three-fold difference between Mw,a for 

the star and Mw,tot for the long linear polymer, the relaxation time of the star is signifi-

cantly slower. The profound difference in melt dynamics yet nearly identical crystalliza-

tion kinetics is another example of a principle difference between random copolymers 

and homopolymers. While crystallization kinetics of random copolymers are primarily 

dictated by molecular weight, this effect is not a consequence of melt dynamics, but 

rather because Mw,tot dictates the amount of chain pinning to crystal surfaces. 

3.4.4 Implications for Flow-Induced Crystallization 

 While a few long-chain branches have negligible effect on quiescent crystalliza-

tion, their effect on the relaxation time of a molecule becomes important when exposed to 

a flow field. As relaxation time increases with LCB content,13, 14, 104 molecules have a 

greater response to the flow field, allowing the for formation of oriented nuclei,11, 105 
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which enhance crystallization kinetics and result in oriented morphology. 3, 4, 8, 105 

Therefore, the ultimate material properties of processed semicrystalline polymers, which 

are directly related to morphology, are highly dependent upon the slow-relaxing mole-

cules.12, 105, 106 Model hydrogenated polybutadienes are thought to have opened the door 

for well-defined studies of the effects of melt dynamics on flow-induced crystallization 

(FIC).3 The number and length of long-chain branches can be well-defined to systemati-

cally alter the relaxation times of these materials and can be used control the morphology 

formation subsequent to flow.107, 108  

 We conducted preliminary studies to probe the effects of melt dynamics on flow-

induced crystallization (FIC) by examining a bimodal system containing a small concen-

tration of a slow-relaxing species in the form of a model comb polymer blended with 

fast-relaxing matrix (short, linear copolymer). The bimodal components were selected to 

have matching SCB content in order to specifically isolate the effect of long-chain 

branches. Details of the experiment are provided in Thesis Appendix B. Contrary to our 

expectations, neither increased crystallization kinetics nor preferred orientation was ob-

served. This surprising result suggests that even under flow, short-chain branching sig-

nificantly hinders crystallization. The effect of short-chain branching on FIC is explored 

in Chapter 5. 

3.5 CONCLUSION 

 The study of model hydrogenated polybutadienes (HPBDs) of complex architec-

ture revealed that the interplay between long-chain and short-chain branches is dominated 

by the ethylene sequence length distribution (ESLD). Differences in thermal and morpho-
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logical behavior observed between (1) a short, linear chain, (2) a long, linear chain, 

(3) a star-polymer, and (4) an H-polymer are primarily explained by differences in SCB 

content and molecular weight. This is also the case for crystallization kinetics, which 

have previously been reported to be strongly dependent on long-chain branching.68 

Nearly identical crystallization kinetics observed between materials having significant 

differences in melt dynamics, highlights the importance of ESLD in the crystallization of 

random copolymers. Even in the presence of a flow field, oriented crystallization in the 

presence of a slow-relaxing comb polymer was suppressed, indicating the dominance of 

SCB content. 

 The evolution of morphology in SCB systems was examined both during tem-

perature ramps and under isothermal conditions. During temperature ramps, three tem-

perature regions defined by specific morphology development were identified:  

(1) The ‘primary-irreversible’ regime is characterized by rapid, irreversible 

crystallization at relatively high temperatures via the propagation of pri-

mary lamellae in an unconstrained melt. 

(2) The ‘secondary-irreversible’ regime is characterized by slower, irre-

versible crystallization at intermediate temperatures via the formation of 

secondary lamellae in constrained melt between previously-formed lamel-

lae having the largest non-crystalline regions. 

(3) The ‘reversible’ crystallization regime is characterized by slow, reversi-

ble crystallization at low temperatures via the formation of fringed micelles 

between pre-existing crystals.  

 In light of these regimes, double melting behavior observed by DSC subsequent 
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to isothermal crystallization is explained by the melting of primary and secondary 

lamellae. The high-melting peak (Tm,high) is attributed to the same rapidly-crystallizing, 

primary lamellae that form at the highest temperature during cooling ramps (primary-

irreversible regime). These primary lamellae form both during cooling to and at the iso-

thermal crystallization temperature (Tc). Given that the isothermal temperature used in 

these, as well as in many other studies,44, 45, 55, 62, 109 is in the irreversible regime, the low-

melting peak (Tm,low) is attributed to the melting of secondary lamellae—and not fringed 

micelles—that form from ethylene sequences whose length, and hence thermal stability, 

is dictated by Tc.  

 The effect of the heterogeneous morphology in copolymers is manifested as dy-

namic SAXS and WAXS data obtained during crystallization. This data is well suited for 

a prevalent technique in the field of vibrational spectroscopy to examine changes in spec-

tra as a function of a perturbation variable, such as temperature or time. Two-dimensional 

correlation analysis is used in the following chapter in order to further examine morphol-

ogy development and explore questions regarding the presence of an intermediate phase 

and the onset of crystallization. 
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3.6 APPENDIX—Crystalline and Amorphous Layer Thickness 

 For an ideal, two-phase system, it is possible to estimate the crystalline and 

amorphous layer thicknesses (Lc and La, respectively) from the long period (Lp) and vol-

ume fraction crystallinity (φ1). Volume fraction crystallinity for each material was esti-

mated from Xc by taking the density of purely crystalline PE to be 1.0 g/cm3 and that of 

amorphous PE to be 0.855 g/cm3.110, 111 Hence, 

Lc = Lpφ1, (3.3) 

and 

La = Lp(1 – φ1). (3.4) 

We acknowledge that this analysis is not rigorous due to both the assumption of a two-

phase model112 and the fact that SAXS and WAXS are sensitive to different morphologi-

cal features: WAXS identifies crystalline unit cells, and SAXS arises as the result of elec-

tron density contrast.67, 113-115 However, a number of qualitative observations from this 

analysis are useful for elucidating the morphology.  

 This analysis indicates that the decrease in the long period during cooling is the 

result of a strong decrease in the apparent thickness of the amorphous layer (Figure 3.18). 

The crystalline layer thickness remains relatively constant with decreasing temperature, 

in agreement with past literature.48, 79, 88, 90 From Figure 3.18, it is apparent that the tem-

perature of the transition to reversible behavior is dominated by the amorphous layer. Be-

low this transition temperature (shaded region in Figure 3.18), estimated La and Lc values 

are invalid, since we do not expect formation of lamellae in this region. Additionally, the 

crystalline layer exhibited reversible behavior with little change at temperatures below 
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the primary crystallization temperature, as determined by DSC (Tx,high). For all 

HPBD materials, the amorphous layer was thicker than the crystalline layer at all tem-

perature examined and dominated Lp behavior. 
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Figure 3.18 Long period (Lp, triangles), crystalline (Lc, squares) and amorphous (La, cir-
cles) layer thicknesses of L152 during cooling (solid symbols) and subsequent heating 
(open symbols) at 10 °C/min. 
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4.1 INTRODUCTION 

 The physical properties of semicrystalline polymeric materials are ultimately dic-

tated by their morphology in the solid state. This morphology is a complex function of 

molecular characteristics (molecular weight, architecture, etc.), thermal history (cooling 

rate, etc.), and processing (shear stress, extensional flow rate, etc.). The large number of 

variables that affect the morphology, and hence material properties, has led to extensive 

studies that try to discern morphological development using techniques such as wide an-

gle and small angle x-ray scattering (WAXS and SAXS, respectively).1-15 Information 

relevant to the sample morphology is often discerned from many conventional x-ray data 

analysis techniques that involve the calculation of morphological parameters such as 

crystallinity (Xc), long period (Lp), and the SAXS integrated intensity (Q).  

 The application of such conventional techniques on SAXS and WAXS data ob-

tained during crystallization of hydrogenated polybutadiene (HPBD) materials in Chapter 

3 revealed that morphology development of these short-chain branched (SCB) materials 

during cooling can be separated into three crystallization regimes (Figure 3.15 in Chapter 

3). ‘Primary-irreversible’ crystallization occurs at the highest temperatures and is marked 

by large changes in the morphological parameters (Xc, Lp, and Q) as primary lamellae 

propagate rapidly through unconstrained melt. Once the majority of unconstrained melt is 

consumed, secondary lamellar growth in the largest non-crystalline regions between pri-

mary lamellae marks slower ‘secondary-irreversible’ crystallization that occurs at inter-

mediate temperatures. This temperature region is marked by slower changes in Xc and Lp 

and a nearly constant Q near its maximum value. The secondary-irreversible regime is 

not evident in homopolymers, such as HDPE, due to the relatively uniform and narrow 
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non-crystalline layer thickness in the primary lamellar stacks under the condi-

tions examined. Both irreversible regimes obtain their names from the hysteresis that is 

observed between the morphological parameters during cooling and subsequent heating 

as a consequence of supercooling requirements for nucleation and growth of entangled 

polymers. At low temperatures, the values of the morphological parameters are equal dur-

ing cooling and subsequent heating marking the slow formation of fringed micelles that 

occurs in the ‘reversible’ crystallization regime. Unlike homopolymers, reversible crys-

tallization of random copolymers exhibits significant changes in Xc and Lp, which has 

important implications for physical aging of these materials.16 Additionally, a decrease in 

Q observed when while Xc was below 50% is consistent with a decrease in electron den-

sity contrast during reversible crystallization of HPBDs. These three crystallization re-

gimes exhibit unique and complex behavior, the understanding of which can aid in the 

control of material properties. 

 The complex evolution of morphology during crystallization of polymers can be 

better understood by examining x-ray scattering curves as a whole, rather than particular 

characteristics, such as peak location or area. Such an examination can be conducted us-

ing two-dimensional (2D) correlation analysis whose application is abundant in the field 

of vibrational spectroscopy.17-20 This powerful technique allows for the examination of 

sometimes subtle changes in spectral intensities in response to a perturbation variable, 

such as temperature. This versatile analysis has been frequently applied to protein,21-23 

liquid crystal,24, 25 and polymer26-31 systems when studied by Raman or infrared spectros-

copy. However, although the generalization of the 2D correlation analysis by Noda has 

allowed it to be easily applied to most three-dimensional datasets,17-19 its application to 
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experimental data obtained using other probes, such as x-rays, has been surpris-

ingly limited.31, 32  

 The application of 2D correlation analysis provides distinct advantages that can 

be utilized to extract information about morphology from x-ray scattering data during 

crystallization or melting. These advantages include the simplification of complex scat-

tering curves through the de-convolution of overlapping features, the determination of 

sequential order of intensity changes, and the enhancement of spectral resolution by 

spreading data over a second dimension. Additionally, 2D moving window analysis 

(MW2D) allows for the examination of correlated intensity changes as a function of (ver-

sus a general response to) the perturbation variable.17, 18, 31 Furthermore, heterospectral 

correlation analysis,18 an extension of the conventional 2D method, allows one to directly 

visualize changes in SAXS and WAXS that are the result of the same physical processes.  

  This analysis can provide new insight into important aspects of polymer crystal-

lization. For example, there has been significant debate behind the reasons for poor re-

sults when WAXS curves of ethylene copolymers are fitted for the purposes of crystallin-

ity calculations using a two-phase model: one peak for the amorphous halo and one peak 

for each of the crystalline reflections.4, 5, 7, 33-37 Some of these studies have noted that fit-

ting the amorphous halo with two peaks yields a better fit and more reasonable behavior 

of all peaks considered (position, width, etc.).4, 5, 7, 33, 34, 37 The physical justification of 

this additional peak is controversial. Observation of a hexagonal mesophase reported in 

some studies38-40 was not corroborated in others.33, 34, 41-43 Alternatively, one or more 

peaks have been proposed to account for a ‘semi-ordered,’ ‘transition,’ or ‘intermediate’ 

phase/region. Simanke et al. reject this possibility based on the idea that scattering from 
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such a phase would not be limited to any particular angular region in the WAXS 

patterns due to conformationally diffuse interfacial region between ordered and disor-

dered phases.33 Nonetheless, some groups maintain the existence of a semi-ordered phase 

that contributes one or two relatively narrow reflections. Sajkiewicz et al.5 proposed the 

presence of a phase having intermediate properties to those of the crystalline and amor-

phous layers. As such, this intermediate phase was believed to contribute a hidden, rela-

tively narrow peak to the WAXS intensity located between the amorphous halo and the 

(110) reflection. As would be expected, this peak was found to broaden and shift in angu-

lar position towards the amorphous halo with increasing SCB content and molecular 

weight (based on the fitting algorithm used).When two peaks have been used to account 

for the semi-ordered region, they have closely resembled the (110) and (200) orthorhom-

bic reflections, but had lesser intensity and were shifted to lower q-values.7, 34, 35, 37 These 

are referred to as ‘(110)’ and ‘(200)’, respectively, by Rabiej et al.35 As an alternative ex-

planation for the poor fit provided by the two-phase model, some authors suggest that a 

possible transition region between the crystalline and non-crystalline layers contributes to 

density heterogeneity in the amorphous halo which can be captured by an additional 

amorphous-halo-like scattering in a large angular range.4, 36 The sensitivity of 2D correla-

tion analysis to overlapping features makes it a well-suited technique to gain further in-

sight into the possibility of a semi-ordered phase. 

In the following, we examine the evolution of morphology during the crystalliza-

tion of random copolymers (HPBDs) using conventional and heterospectral 2D correla-

tion analysis. WAXS behavior of a homopolymer (HDPE) was also examined for com-

parison. Unique features corresponding to the development of different morphologies 
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(primary and secondary lamellae, fringed micelles) and the occurrence of physi-

cal processes (crystal growth, thermal contraction, etc.) are identified. The application of 

heterospectral analysis in the earliest stages of crystallization is used to comment on the 

dominant physical processes during the onset of crystallization. 

4.2 EXPERIMENTAL METHODS 

4.2.1 Materials  

 The materials used for the present study are the same hydrogenated polybutadie-

nes (HPBDs) as described in the previous chapter (Section 3.2.1). Table 3.1 is reproduced 

for convenience as Table 4.1. 

Table 4.1 Molecular characteristics of polyethylene materials examined. All values 
provided by ExxonMobil. 

Polymer Type Mw,tot 
(kg/mol) PDI Mw,b 

(kg/mol) 
Mw,a 

(kg/mol) 
Branches/ 
1000 Ca 

L53 Linear 53 <1.05 53  19.2 
L152 Linear 152 <1.05 152  19.5 

S3 3-arm 
star 141 <1.05  47 18.9 

H4 H-
polymer 156 <1.05 112 11 26.3 

HDPE Linear 529 3.0 529  0.2 
a obtained via 13C NMR 

 

4.2.2 X-ray Scattering 

 Morphology development during heating and cooling ramps (10 °C/min from 180 

to 0 °C) was followed using wide and small angle x-ray scattering (WAXS and SAXS, 

respectively) as described in the previous chapter with scattering patterns collected every 

2 °C (Section 3.2.2 of Chapter 3).  
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4.2.3 Computation 

4.2.3.1 Conventional 2D Correlation Analysis 

 Two-dimensional (2D) correlation analysis of the x-ray scattering data was con-

ducted using Noda’s generalized method19, 20 as described in Section 2.2.4 of Chapter 2. 

Discrete ‘spectra’ consisted of the Lorentz corrected SAXS and WAXS intensities, J(q) = 

I(q)q2, as a function of the scattering vector, q. An exception was made in an examination 

of the onset of crystallization; here, the Lorentz correction does not apply because of the 

lack of a well-resolved scattering peak at the highest temperatures hence non-Lorentz 

corrected curves, I(q), were analyzed.44 The perturbation variable was temperature, as in 

Chapter 2. Correlation analysis was applied separately to scattering curves corresponding 

to primary-irreversible, secondary-irreversible, and reversible crystallization regimes (see 

previous chapter). Additionally, modified mean normalization was applied SAXS data as 

it has been observed to help discriminate overlapped peaks.45 In this case, prior to calcu-

lation of the 2D correlation plots, individual scattering curves (Ii(q) = I(q,Ti) for i = 1, 2, 

3,…, m) were normalized for average intensity, Ii,mean, and maximum intensity, Ii,max:  

max,
2

,
,

imeani

i
normi II

I
I = , (4.1) 

where  

∫−
=

max

min

)(1

minmax
,

q

q
imeani dqqI

qq
I . (4.2) 

This pre-treatment accounts for differences in peak area and half width by approximating 

bands as Lorentzian peaks in order to minimize effects of strong intensity changes.45 The 
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resulting scattering curves were examined to ensure no artificial peaks resulted 

from the normalization.46-48  

4.2.3.2 Two-Dimensional Moving Window Analysis 

 While conventional 2D correlation analysis allows for the identification of overall 

trends in response to a perturbation, sometimes this results in omission of subtle aspects 

that are limited to a specific range of the perturbation variable. For example, minor inten-

sity changes at high temperature may not be apparent if significant changes dominate at 

low temperatures. In this case, intensity changes as a function of the perturbation variable, 

T, of a large dataset (Ii(q) = I(q,Ti) for i = 1, 2, 3,…, m, represented schematically in 

Figure 4.1a) can be examined by the implementation of moving window 2D correlation 

(MW2D) analysis.25, 49, 50 The synchronous 2D correlation spectrum is calculated for a 

subset or smaller ‘window’ of spectra (Ii(q), i = M,…, M + ΔM, where 1 < M < M + ΔM < 

m) that is shifted sequentially by one spectrum through the full data set (Figure 4.1a,b). 

Here, subsets examined corresponded to 10 °C. For each window, a 1D spectrum is se-

lected to be characteristic of the 2D spectrum (Figure 4.1c). The autocorrelation intensity 

(diagonal of the synchronous spectrum) is used in conventional MW2D, as it depicts the 

overall changes in intensity occurring simultaneously. When MW2D is used in conjunc-

tion with heterospectral analysis (see below), the autocorrelation intensity has little mean-

ing, hence a specifically selected slice spectrum that represents the behavior of interest is 

used instead. The set of 1D spectra obtained from the window as it is shifted sequentially 

through the data set is plotted as a function of the perturbation variable, or in this case, 

temperature (Figure 4.1d). 
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Figure 4.1 A schematic representation of 2D moving window analysis. a) A ‘window’ from 
the full dataset is selected and shifted sequentially through the set. b) For each window, a 2D 
synchronous spectrum is calculated. c) A 1D spectrum is selected to represent the 2D spec-
trum in b. d) These 1D spectra for each window plotted as a function of the perturbation 
variable (i.e., temperature).  

4.2.3.3 Heterospectral Correlation Analysis 

Simultaneous changes in SAXS and WAXS occurring as a consequence of the 

same physical processes are revealed by 2D heterospectral correlation analysis. Het-

erospectral correlation analysis identifies simultaneous changes in the system observed 

by two different probes under the same perturbation: Lorentz corrected SAXS (JSAXS,i(q) = 

JSAXS(q,Ti), i = 1,2,3,…, m) and WAXS (JWAXS,i(q) = JWAXS(q,Ti), i = 1,2,3,…, m) curves 

collected during temperature ramps. Dynamic scattering curves for both SAXS and 
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WAXS intensities, )(~ qJ i , are calculated with respect to the temperature-

averaged spectrum: 

)()()(~ qJqJqJ ii −= , (4.3) 

where 

∑
=

=
m

i
iTqJ

m
qJ

1

),(1)( . (4.4) 

 The synchronous 2D heterospectral correlation spectrum is calculated as 

∑
=

⋅
−

=Φ
m

i
iWAXSiSAXS qJqJ

m
qq

1
2,1,21 )(~)(~

1
1),( . (4.5) 

The asynchronous spectrum was not considered because it lacks well-established inter-

pretation.17, 18, 31 

 Additionally, the onset of crystallization was examined using a combination of 2D 

heterospectral correlation analysis in conjunction with MW2D. In this case, forgoing the 

Lorentz correction allowed us to include SAXS curves that lack a well-defined peak.44 

Two-dimensional hetero-spectra were calculated for data ‘windows’ corresponding to 

approximately 10 °C, as described above, in order to gauge simultaneous changes in 

SAXS and WAXS intensities early in the crystallization process. For the 1D representa-

tion of the 2D hetero-spectra, the correlation intensity corresponding to the (110) WAXS 

reflection was examined as a function of temperature. 

 For image presentation, contour levels were adjusted to exclude the bottom 5% of 

intensity values. Additionally, contour plots reveal relative intensities; therefore different 

figures have different contour levels in order to highlight the relevant features in each 

case. Unless otherwise stated, intensity values between different figures cannot be com-

pared by the apparent relative intensity of features.  
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4.3 RESULTS AND DISCUSSION 

 In Chapter 3, we showed that morphology evolution during quiescent cooling and 

heating ramps can be characterized by two well-defined regimes: irreversible and re-

versible crystallization/melting.3, 51-54 The irreversible crystallization regime occurs at 

higher temperatures relative to the reversible one and is marked by relatively large 

changes with temperature in morphological parameters (long period, Lp, crystallinity, Xc, 

and SAXS integrated intensity, Q), which exhibit a hysteresis upon cooling and heating 

(Figure 3.16 in Chapter 3). Irreversible crystallization of model random copolymers can 

be further divided into two regimes according to the degree of change of the morphologi-

cal parameters: the ‘primary-irreversible’ regime, which exhibits the fastest changes in 

morphological parameters (Figure 3.16a,b in Chapter 3) and, at lower temperatures, ‘sec-

ondary-irreversible’ crystallization regime, which is characterized by slower changes in 

Xc and Lp and a broad maximum in Q (Figure 3.16a,c in Chapter 3). Reversible crystalli-

zation occurs at the lowest temperatures where morphological parameters during heating 

and cooling overlap and change mildly with temperature relative to the irreversible re-

gimes (Figure 3.16a in Chapter 3). The WAXS and SAXS results for these regimes are 

well-suited for the application of 2D correlation analysis, with goals to both to elucidate 

features corresponding to specific morphology changes that are difficult to discern via 

traditional analysis and to establish characteristic 2D signatures of the three regimes, 

which correspond to the evolution of different morphology (primary and secondary la-

mellae, as well as fringed micelles). 
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4.3.1 WAXS 

4.3.1.1 Polyethylene WAXS Features 
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Figure 4.2 WAXS intensity during cooling at 10 °C/min at temperatures marking the 
bounds of different crystallization regimes for a) HDPE and b) L152 while cooling at 
10 °C/min. 

Examination of the WAXS crystallinity evolution through the analysis of two-

dimensional correlation plots focuses on three salient WAXS features of polyethylene 

materials: the broad amorphous halo (centered at approximately 1.35 Å-1) and the two 

most prominent crystalline reflections of the orthorhombic unit cell, which are due to the 

(110)-planes (near 1.5 Å-1) and the (200)-planes (near 1.65 Å-1) (Figure 4.2).  

Figure 4.2 compares 1D WAXS curves at temperatures corresponding to the tran-

sitions between different crystallization regimes for HDPE and L152. HDPE develops 

almost all of its crystallinity via irreversible crystallization in the range between 123 and 

105 °C as evidenced by large changes in intensity of the crystalline reflections (Figure 

4.2a). Little change in the intensity of the crystalline peaks was observed between 105 

and 0 °C, consistent with minimal crystallization occurring in the reversible regime 
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(Figure 4.2a). However, crystalline reflections are shifted to higher values of q at 

the end of the reversible regime (T = 0 °C) compared to at its beginning (T = 105 °C) as a 

consequence of thermal contraction.55, 56  

Behavior of L152 is more complex and is characterized by 4 temperatures of in-

terest that define its three crystallization regimes: primary-irreversible (93 to 78 °C), sec-

ondary-irreversible (78 to 63 °C), and reversible (below 63 °C). Appreciable crystallinity 

develops during all three regimes marked by the increase in magnitude of the crystal re-

flections. An increase in width of the crystal reflections is also observed and is a conse-

quence of SCB content. At lower temperatures, crystallization of shorter ethylene se-

quences leads to more chain defects (i.e., short-chain branches) encountered by the crys-

tal growth front. The result is a decrease in coherence of unit cells manifested as a broad-

ening of the crystal reflections.  

Similar to HDPE, L152 crystal reflections shift to higher q-values with decreasing 

temperature as the result of thermal contraction but their intensities change as well. 

Moreover, L152 (Figure 4.2b) exhibits crystalline reflections that are shifted to slightly 

lower q-values relative to HDPE; for example, the (200) reflection at 0 °C is located at 

1.68 Å-1 for L152 versus 1.70 Å-1 for HDPE. This is a result of SCB-induced expansion 

of the orthorhombic unit cell—a phenomenon frequently observed in prior literature on 

ethylene copolymers.4, 5, 33, 57-63 Although the reason for this effect is obvious in the case 

of methyl groups that are incorporated into the crystal lattice,64 ethyl, butyl, and hexyl 

branches also have a small but noticeable effect attributed to the strain they induce by 

crowding at the interface of thin crystals.57, 62  
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A final important feature is the increase in scattering intensity in a small 

q-range near 1.45 Å-1 during secondary-irreversible crystallization (compare 78 with 

63 °C in Figure 4.2) and reversible crystallization (compare 0 with 63 °C in Figure 4.2). 

In contrast to HDPE, L152 does not exhibit a monotonic decrease in amorphous halo 

scattering with decreasing temperature, but rather a pronounced change in shape. Some 

authors attribute this shape change to the presence of a third phase having intermediate 

properties between crystalline and amorphous phases.5 In light of this and other theories, 

scattering in this region is further explored using 2D correlation analysis. 

4.3.1.2 Crystallization of Homopolymers 

Since HDPE has only two crystallization regimes: (1) irreversible crystallization 

that occurs in the range of 123 to 105 °C and accounts for approximately 85% of crystal-

linity developed during cooling to 0 °C (Figure 3.7 in Chapter 3) and (2) reversible crys-

tallization in the range of 105 to 0 °C, two-dimensional correlation analysis was applied 

to WAXS spectra in these two temperature ranges. As mentioned previously, a secon-

dary-irreversible regime was not present. 

Irreversible Crystallization 

Irreversible crystallization of HDPE is characterized by a strong increase in the 

amount of crystalline material, which is manifested as an increase in diffracted intensity 

of the (110) and (200) crystalline reflections. Consequently, the 2D synchronous pattern 

is dominated by two strong autopeaks (located along the diagonal) at approximately 1.5 

and 1.65 Å-1 associated with monotonic changes in the (110) and (200) reflections 
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(Figure 4.3a). In addition, since the intensities of both peaks increase as the result 

of the same physical process—the formation of orthorhombic unit cells—the cross peaks 

at (1.52 Å-1, 1.66 Å-1) and (1.66 Å-1, 1.52 Å-1), which measure the extent to which 

changes in both peaks occur simultaneously are also strong. The sign of these cross peaks 

is positive, consistent with the intensity change of (110) and (200) peaks occurring in the 

same direction (i.e., both increasing during crystallization).  

Formation of crystallites inherently consumes the subcooled melt, both by orga-

nizing polyethylene strands into crystals and by altering the non-crystalline material that 

is trapped between lamellae. The corresponding amorphous halo is very broad, so its 

change in peak intensity is much weaker than that of the crystalline reflections (approxi-

mately 11% as large as the change in the intensity of the (110) reflection). Consequently, 

the autocorrelation peak associated with the amorphous halo is extremely weak compared 

to crystalline peaks and is below the contour threshold of the synchronous pattern in 

Figure 4.3a. Indeed, compared to the (110) peak, the halo autocorrelation intensity is only 

(11%)2 ≈ 1%, due to the quadratic nature of 2D correlation, and is practically invisible. 

Correlation peaks between the amorphous halo and the crystalline reflections, on the 

other hand, are readily visible on this scale as negative cross peaks: their magnitude 

scales as the product of the amount of the change in the amorphous halo (weak) and the 

change in the respective crystalline peak (strong). The shape of these features is elon-

gated due to the breadth of the amorphous halo and the sharpness of the diffraction peaks. 

Their negative sign indicates that crystalline peaks change in the opposite direction from 

the amorphous halo consistent with the growth of crystals occurring at the expense of 

non-crystalline material, in accord with physical interpretation of crystallization. 
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Figure 4.3 2D synchronous (left) and asynchronous (right) correlation plots derived from 
Lorentz corrected WAXS curves collected during a) irreversible (105 °C < T < 123 °C) 
and b) reversible (0 °C < T < 105 °C) crystallization of HDPE occurring during cooling at 
10 °C/min. Positive and negative contours are shown as open and filled, respectively. Av-
eraged 1D scattering profiles are shown on the sides. 

 The asynchronous plot reveals that crystallization is not the only physical process 

that occurs during cooling. Different physical processes can be identified by intensity 

changes that are temporally separated, the extent of which can be observed in the corre-

sponding asynchronous plots. In the case of HDPE undergoing irreversible crystallization 

(105 °C < T < 123 °C), the asynchronous plot displays tightly-packed pairs of cross peaks 
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located at the vertices of the correlation square defined by the crystalline reflec-

tions: (1.52 Å-1, 1.52 Å-1), (1.66 Å-1, 1.66 Å-1), (1.52 Å-1, 1.66 Å-1), and (1.66 Å-1, 1.52 Å-

1). A doublet corresponding to a crystalline reflection can arise either from overlapping 

peaks changing at different rates (e.g., different crystal morphs) or from a shift in the po-

sition of a single peak. Given that the orthorhombic crystal morph is the only one ex-

pected under these conditions,65 the doublets here are attributed to mild changes in peak 

position,66, 67 which is a consequence of thermal contraction. The position of the doublet 

attributed to the (200) reflection at (1.64 Å-1,1.66 Å-1) can be interpreted as a shift in po-

sition of this reflection from approximately 1.64 Å-1 to 1.66 Å-1; the corresponding 

0.09 Å change in the unit cell parameter, a, is consistent with thermal contraction of the 

a-axis of the polyethylene crystal in the temperature range associated with irreversible 

crystallization.55 The doublets appearing at the cross positions near (1.52 Å-1, 1.66 Å-1) 

are a consequence of the shape of the features along the diagonal. The intensities of these 

doublets are an order of magnitude lower than corresponding synchronous peaks indicat-

ing that peak shifting is a secondary process to crystal formation.  

 Weak cross peaks can also be observed between the amorphous halo (1.2–1.4 Å-1) 

and the (110) reflection (1.52 Å-1). The corresponding cross peak between the amorphous 

halo and the (200) reflection (1.2–1.4 Å-1 and 1.66 Å-1) is too weak and is not observed in 

Figure 4.3 due to the contour threshold. These cross peaks are consistent with the change 

in the amorphous halo exhibiting slight temporal separation from the growth of crystal-

line peaks. Following Noda’s rules for the determination of sequential order of intensity 

changes,68 it can be determined that change in the amorphous halo precedes the growth of 



 

 

IV - 18
crystalline reflections. This observation can be explained by thermal contraction 

of the polyethylene melt prior to significant crystal formation.4  

Reversible Crystallization 

While crystallinity development is the dominant physical process during irre-

versible crystallization, only approximately 15% of total crystallinity develops in the 

range from 105 to 0 °C corresponding to the reversible regime. This difference is appar-

ent in the 2D correlation patterns which exhibit clusters of peaks corresponding to the 

crystalline reflections of HDPE, which exhibit characteristic features of a shift in peak 

position (Figure 4.3b). The “clover-leaf” patterns observed in the synchronous spectrum 

(positive autopeaks with negative cross peaks) indicate that both the (110) and (200) re-

flections undergo simultaneous decrease and increase in intensity on either side of the 

peak. While this could suggest the presence of overlapping peaks, the corresponding 

“butterfly” patterns in the asynchronous plot (Figure 4.3b, right) are characteristic of 

well-defined peak shifts of both of these crystalline reflections.18, 66, 69, 70 These well-

defined patterns indicating position shifts are evident because they are not convoluted by 

strong changes in intensity like during irreversible crystallization (see Figure 4.2a). When 

such patterns are present, the two autopeaks of the clover-leaf pattern corresponding to a 

single reflection indicate the starting and ending peak positions; for the (200) reflection, 

these positions are 1.66 and 1.70 Å-1, respectively, which is confirmed by the 1D WAXS 

curves (Figure 4.2). The sign of the ‘wing’ below the diagonal in the asynchronous but-

terfly patterns indicates that the positions of crystalline reflections shift in the direction 

from smaller to larger q-values, in agreement with thermal contraction.18 The peak shift 

of the (200) reflection corresponds to a contraction in a of approximately 0.36 Å, which 
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is again consistent with thermal effects expected across the 105 °C range of re-

versible crystallization.55, 71, 72 It is reassuring to note that the positions of the crystalline 

reflections, as determined by 2D correlation analysis, are continuous through the transi-

tion between the two crystallization regimes. The symmetry of the clover patterns is con-

sistent with only minor changes in peak intensity during the shift, indicating that thermal 

contraction of the crystal phase is the dominant physical process in this regime. 

4.3.1.3 Crystallization of Random Copolymers 

The crystallization of L152 and the other HPBD materials investigated can be 

separated into three regimes: (1) primary-irreversible crystallization (93 to 78 °C), which 

accounts for 63% of the total crystallinity at 0 °C, (2) secondary-irreversible crystalliza-

tion (78 to 63 °C), which accounts for 13% of total crystallinity at 0 °C, and (3) reversible 

crystallization (63 to 0 °C), which accounts for 24% of total crystallinity developed dur-

ing cooling to 0 °C (Figure 3.7 in Chapter 3). 

Primary-Irreversible Crystallization 

The synchronous spectrum of L152 during primary-irreversible crystallization oc-

curring between 93 and 78 °C (Figure 4.4a, left) displays similar features to that of HDPE 

(Figure 4.3a, left) with the exception of an additional autopeak corresponding to the 

amorphous halo near 1.3 Å-1. The latter should be not interpreted as a greater change in 

the amorphous halo in L152 compared with HDPE; rather, it is a consequence of the 

much weaker (110) and (200) diffraction peaks of L152 relative to HDPE (Figure 4.2). 

The crystalline reflections in this regime are located at almost the same peak position as 
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HDPE ((1.51 Å-1, 1.51 Å-1) for the (110) reflection and (1.66 Å-1, 1.66 Å-1) for 

the (200) reflection) despite the difference in temperature (~30 °C) at which primary-

irreversible crystallization occurs (78 to 93 °C for L152 versus 105 to 123 °C for HDPE). 

This is explained by the thermal contraction of the unit cell being offset by the effect of 

SCB, which is know to cause expansion of the unit cell.4, 5, 33, 57-63  

Similar to HDPE, the asynchronous features of L152 are over an order of magni-

tude smaller than synchronous ones (Figure 4.4a, right). However, L152 and HDPE asyn-

chronous plots exhibit marked differences that are the result of an increased relative con-

tribution of the amorphous halo in the case of L152. Correlation between the amorphous 

halo and the (110) reflection reveals a pattern resembling an asymmetric, highly elon-

gated doublet near (1.49 Å-1, 1.15 Å-1) and (1.52 Å-1, 1.35 Å-1) consistent with temporal 

separation between changes in the non-crystalline and crystalline phases. The fluctuating 

outlines of the features corresponding to the amorphous halo indicate that it is barely 

above the noise, hence the temporal separation between changes in the crystalline and 

non-crystalline phases is mild. 

The crystalline reflections can again be recognized in the asynchronous plot by 

the appearance of doublets. The doublet corresponding to the (110) reflection at (1.52 Å-1, 

1.49 Å-1) is tightly spaced, similar to the case of HDPE, indicating minor changes in the 

(110) peak position consistent with thermal contraction. In contrast, the feature corre-

sponding to the (200) reflection is further offset from the diagonal at (1.66 Å-1, 1.62 Å-1). 

This feature cannot be fully explained by thermal contraction because a 0.04 Å-1shift in 

the peak position corresponds to too large a difference in unit cell dimensions (almost 

0.18 Å difference in a) in this 15 °C range.73, 74  
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Figure 4.4 2D synchronous (left) and asynchronous (right) correlation plots derived from 
Lorentz corrected WAXS curves collected during cooling at 10 °C/min in the a) primary-
irreversible (78 °C < T < 93 °C) b) secondary-irreversible (63 °C < T < 78 °C) and c) reversi-
ble (0 °C < T < 63 °C) regimes of L152. Positive and negative contours are shown as open 
and filled, respectively. Averaged 1D scattering profiles are shown on the sides. 
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Alternatively, one may argue that the feature corresponding to the (200) 

reflection reflect temporally separated changes at 1.62 and 1.66 Å-1 and are therefore the 

result of two scattering populations. One may assign the two overlapped peaks as the 

crystalline (200) reflection centered at 1.66 Å-1 and the ‘(200)’ semi-ordered phase reflec-

tion centered at 1.62 Å-1.35 In this scenario, the tightly-spaced (110) doublet would also 

be attributed to changes in the (110) crystalline reflection and the ‘(110)’ reflection of the 

semi-ordered phase, which are closer spaced at 1.52 and 1.49 Å-1, respectively.  

On the other hand, the unusual magnitude and position of the (200) reflection may 

be attributed to a convolution of its behavior with changes in the broad amorphous halo 

having comparable magnitude. In addition to thermal contraction of the non-crystalline 

material (shifting the halo to large q), during crystallization of HPBDs, the amorphous 

halo changes shape due to the enrichment of butyl branches in the non-crystalline regions 

as they are rejected from the crystals. This shape change results in comparable changes in 

magnitude between the amorphous halo and the (200) reflection. Hence, the decrease in 

the amorphous halo during crystallization convoluted with the change in position of the 

(200) reflection results in an altered 2D feature.  

Secondary-Irreversible Crystallization 

Crystallization in the secondary-irreversible regime is characterized by an overall 

increase in intensity occurring both in the crystalline reflections and the amorphous halo 

immediately adjacent to the (110) peak (Figure 4.4b, left). In addition to the familiar 

autopeaks and cross peaks associated with the (110) and (200) crystalline reflections at 

1.52 and 1.67 Å-1, analogous to those in Figure 4.3a and Figure 4.4a, a change in shape of 

the amorphous halo combined with a minimal change in crystallinity (13% in this re-
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gime) resulted in a qualitatively different 2D pattern. In contrast to the primary-

irreversible regime, negative features corresponding to the decrease in the amorphous 

halo as a consequence of the development of crystallinity were not observed. Instead, the 

magnitude of the amorphous halo increased in the q-region adjacent to the (110) reflec-

tion near 1.35–1.46 Å-1. A scattering peak in this region was suggested to correspond to 

an ‘intermediate’ phase by Sajkiewicz et al.5 On the other hand, this observation is also 

consistent with increased packing density of a fraction of the non-crystalline regions re-

sulting in a heterogeneous density distribution.4, 36  

The asynchronous plot is dominated by features corresponding to the amorphous 

region below 1.46 Å-1 and the crystalline reflections (Figure 4.4b, right). Although the 

temperature range corresponding to secondary-irreversible crystallization is the same as 

for primary-irreversible crystallization (15 °C), the asynchronous spectrum here lacks 

elongated doublets corresponding to thermal contraction of the crystalline phase (com-

pare with Figure 4.4a, right). Instead, a (200) feature is too weak to see and the (110) 

doublet (which is not resolved from the amorphous feature) is barely above the noise. 

These observations highlight the different physical processes that dominate these crystal-

lization regimes. We speculate that the secondary lamella forming in this lower-

temperature regime suffer more interfacial stress due to the accumulation of SCB at their 

crystal faces leading to formation of expanded unit cells.4, 5, 33, 57-63 This effect counters 

the decrease in the unit cell due to thermal contraction resulting in little change in posi-

tion of the diffraction peaks, which is confirmed by the 1D WAXS curves (Figure 4.2b). 

Ultimately, the relative intensity of the asynchronous compared to the synchronous fea-
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tures is even weaker in the secondary-irreversible than in the primary-irreversible 

regime (i.e., the changes in I(q) occur very nearly simultaneously).  

If one accepts that a semi-ordered phase develops during primary-irreversible 

crystallization, then it can account for the growth of scattering intensity in the region of 

1.35–1.46 Å-1 during crystallization. However, the jump of this reflection to lower q-

values (from 1.49 Å-1 during primary-irreversible crystallization) is unlikely. The positive 

cross peaks between the two crystalline reflections at (1.61 Å-1, 1.52 Å-1) can be attrib-

uted to growth in the ‘(200)’ semi-ordered phase reflection, which is located at the same 

position as in the primary-irreversible regime. Alternatively, an increase in scattering of 

the amorphous halo may be a consequence of the increase in density of non-crystalline 

regions with decreasing temperature.37 This  increase scattering is unevenly distributed 

(greatest near 1.35–1.46 Å-1) due to heterogeneities arising within the non-crystalline re-

gions as a result of its enrichment with butyl groups immediately adjacent to the crystal 

surface and consequent crowding of pinned chains that are incapable of crystallization. 

These alternative scenarios are further discussed in Section 4.3.1.4. 

Reversible Crystallization 

The significant increase in crystallinity that is unique to reversible crystallization 

of L152, and the other HPBDs examined, is apparent in the synchronous plot in the fa-

miliar autopeaks corresponding to the (110) and (200) crystalline reflections at (1.53 Å-1, 

1.53 Å-1) and (1.70 Å-1, 1.70 Å-1). These peaks are shifted to larger q-values relative to 

crystallization in the irreversible regimes as a consequence of thermal contraction (Figure 

4.4c, left). Thermal contraction continues in the range below 63 °C corresponding to re-

versible crystallization resulting in the elongated doublets in the asynchronous plot 
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(Figure 4.4c, right). These features are similar to those observed during irreversi-

ble crystallization of HDPE (Figure 4.3a, right) and are consistent with peak shifting oc-

curring simultaneously with more pronounced changes in intensity.  

As discussed previously, all diffraction features shift to higher values of q through 

a decrease of intensity at low q-values and increase of intensity at high q-values, which 

can be seen from 1D WAXS curves at two different temperature in this regime in Figure 

4.2b (at the beginning at T = 63 °C and at T = 0 °C). The autopeaks in the synchronous 

plot corresponding to the diffraction peaks resemble triangles as a consequence of the in-

creasing breadth of the crystalline reflections, which is the result of crystallization of ran-

dom copolymers at low temperatures (Figure 4.2b). Increased width of the diffraction 

peaks results from incoherent growth of unit cells as more chain defects are encountered 

during crystallization at low temperatures. This effect is manifested as increasing inten-

sity on the right side (high-q side) of the crystalline reflections and corresponding trian-

gular shape of 2D synchronous features. This shape is mirrored by the corresponding 

cross peaks since both crystalline reflections change simultaneously. 

To further appreciate the richness of the 2D synchronous plot in the reversible re-

gime, it is instructive to consider selected section through the plot. In particular, a section 

of I(q1,q2) holding q1 files at the (110) diffraction peak, such that q1 = q(110), is indicated 

by the dashed like in Figure 4.4c. Moving along the dashed line from high q to low q 

(Figure 4.5c) there is a strong positive peak, a shallow negative interval, a shoulder lead-

ing up to the strong (110) autopeak, a resolved positive peak, and a broad negative fea-

ture. These features are compared with the temperature-averaged intensity in this regime 



 

 

IV - 26
( )(qI , analogous to eq 4.4; Figure 4.5a) and the intensity pattern along the di-

agonal of the 2D synchronous plot referred to as the autocorrelation intensity (Figure 

4.5b).  
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Figure 4.5 WAXS data for reversible crystallization of L152: a) average curve with arrows 
indicating direction of intensity change, b) intensity along the diagonal of the synchronous 
plot, and c) synchronous correlation intensity along the (110) reflection marked by dashed 
line in Figure 4.4c, left. 

The strongest feature in Figure 4.5c is attributed to the (110) autopeak (where the 

dashed line crossed the diagonal in Figure 4.4c), which is confirmed by its correspon-

dence in position with the peak in the autocorrelation spectrum (Figure 4.5b). This peak 

is offset to high-q relative to the (110) peak in the average intensity (Figure 4.5a), since it 

reflects the increase of intensity during cooling from 63 to 0 °C. This increase occurs 

mainly on the high-q side of the diffraction peaks (indicated by upward arrows on the 
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high-q side of both diffraction peaks in Figure 4.5a) due to the simultaneous 

thermal contraction of previously formed crystallites and the formation of new ones. 

The second strongest feature in the correlation intensity along q(110) occurs at 1.70 

Å-1and is readily assigned to the positive correlation between growth of intensity on the 

high-q side of both the (110) and (200) peaks; it is a section through the (110)/(200) cross 

peak above the diagonal in Figure 4.4c where the dashed line passes through it.  

There is a third positive peak in the correlation intensity along q(110) at 1.46 Å-1 in 

Figure 4.5c. Like the (110)/(200) cross peak, the positive sign of this peak indicates an 

increase of intensity at 1.46 Å-1 that coincides with the increase in intensity on the high-q 

side of the (110) peak. Due to both its position and breadth, this feature is attributed to 

the non-crystalline material.  

There are also two negative intervals in the correlation intensity with the (110) 

diffraction peak: a broad one at q < 1.34 Å-1 and a narrow one at 1.64 Å-1. The former is 

assigned to the decrease in intensity in the amorphous halo at q < 1.34 Å-1 (compare 63 to 

0 °C in Figure 4.2b and observe where the dashed line in Figure 4.4c cuts through the 

elongated native feature in the synchronous plot). The latter is attributed to the substantial 

shift of the (200) reflection to higher q-values as a consequence of thermal contraction, 

resulting in a decrease of intensity on the low-q side of the (200) peak (see downward ar-

row in Figure 4.5c at 1.64 Å-1). A similar negative feature is expected on the low-q side 

of the (110) peak also. Instead, the decrease of the diffracted intensity at 1.49 Å-1 due to 

thermal contraction (manifested by the local minimum in Figure 4.5c) is offset by the in-

crease of scattered intensity in the broad range around 1.46 Å-1 (see arrows marked with 

asterisks in Figure 4.5a).  
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The simultaneous occurrence of the change in non-crystalline scattering 

as crystallites form suggests that the formation of crystals alters the structure in adjacent 

non-crystalline material. The effect has negligible time lag (very weak signatures in the 

asynchronous plot in Figure 4.4c, right), suggesting that the effect is local; as reversible 

crystal form, they perturb the non-crystalline structure in their immediate vicinity. This is 

consistent with the physical interpretation of crystallization at low temperatures, which 

results in excessive crowding of butyl groups at the crystal surface resulting in greater 

constraint of the non-crystalline regions compared to higher temperatures. 

4.3.1.4 Searching for a Semi-Ordered Phase 

The existence of a semi-ordered phase that contributes relatively narrow reflec-

tions to WAXS has been suggested in prior literature in an attempt to improve the calcu-

lation of crystallinity from 1D spectra.5, 7, 34, 35, 37 However, evidence in the form of a re-

solved feature of such a phase has never been observed in 1D scattering curves. The en-

hancement of spectral features possible through 2D correlation analysis makes it a useful 

technique to determine the existence of a semi-ordered phase.  

All three crystallization regimes (primary-irreversible, secondary-irreversible, and 

reversible) exhibited features that could be construed as evidence of a semi-ordered phase. 

Cross correlation features in different regimes indicated changes in WAXS near 1.61–

1.64 Å-1 (at the low-q side of the (200) reflection) and changes in the region near 1.46 

and 1.49 Å-1 (adjacent to the (110) reflection), which one might assign to the ‘(200)’ and 

‘(110)’ semi-ordered reflections, respectively.35 
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However, our analysis of the 2D correlation spectra forces us to reject this 

hypothesis of a semi-ordered phase resembling the crystalline phase. First of all, even 

employing the normalization schemes that are known to enhance spectral features (see 

Table 2.1 of Section 2.2.4) failed to resolve any autopeaks near 1.46–1.49 Å-1 and 1.61–

1.64 Å-1.45, 75-77  

Second, an effort was made to reconcile the changes in the WAXS in the three 

crystallization regimes. The three crystallization regimes exhibit (1) increases near 1.49 

and 1.61 Å-1 during primary-irreversible crystallization, (2) increases near 1.46 and 

1.61 Å-1 during secondary-irreversible crystallization, and (3) an increase at 1.46 Å-1 but 

a decrease at 1.64 Å-1 during reversible crystallization. The shift of the presumed ‘(110)’ 

peak to lower q between the primary- and secondary- irreversible regimes (1.49 versus 

1.46 Å-1, respectively) without a corresponding shift in ‘(200)’ as well as opposite 

changes in intensity of the two features during reversible crystallization defies a unified 

explanation in terms of a distinct, semi-ordered phase. Thus, the observed changes in the 

non-crystalline regions of WAXS do not support this hypothesis. 

Alternatively, the changes in the non-crystalline regions of WAXS patterns may 

be explained by such well-established physical phenomena as thermal contraction, the 

loss of coherence in unit cell growth of copolymers at low temperatures, and crystalliza-

tion-induced heterogeneity in the density distribution of the amorphous halo. The latter 

phenomenon is a consequence of the crystallization of HPBDs, which results in the en-

richment of the non-crystalline regions closest to crystal faces with the rejected butyl 

groups and the shortest ethylene sequences. In contrast to HDPE, which crystallizes by 

chain folding with frequent nearby re-entry of the chain into the crystal (Figure 4.6a), 
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crystallization of HPBDs incorporates ‘crystalline stems’ that are usually delim-

ited by butene units, resulting in strongly reduced probability of nearby re-entry (Figure 

4.6b). The result is extreme crowding of chains at the crystal surface, which in addition to 

localized butene concentration and thermal contraction of these non-crystalline regions, 

can explain the change in the shape and position of the amorphous halo.33, 36 Therefore, 

we favor the interpretation of McFaddin et al.4 that attributes observed changes in the 

non-crystalline WAXS during crystallization to density heterogeneities rather than a 

semi-ordered phase. 
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Figure 4.6 Schematic representation of crystallization of a) homopolymers and b) random 
copolymers. 

4.3.2 SAXS 

4.3.2.1 Crystallization of Random Copolymers 

 Two-dimensional correlation analysis provides an opportunity to examine the 

complex SAXS behavior of polyethylenes containing short-chain branches, which exhibit 

significant variation with temperature (Figure 3.9 in Chapter 3).6, 43, 78-80 The three re-

gimes of crystallization exhibited by HPBD materials are apparent in the evolution of 

Lorentz-corrected SAXS curves during cooling of L152 (Figure 4.7). Irreversible crystal-

lization at high temperatures (primary-irreversible regime, dashed lines in Figure 4.7) is 
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characterized by an overall increase in the scattering power and a shift in the 

peak position to larger values of q. At intermediate temperatures (secondary-irreversible 

regime, solid lines in Figure 4.7), overall scattering power stays relatively constant while 

the peak position continues its shift. In the reversible regime at lower temperatures (dot-

ted lines in Figure 4.7), the overall scattering power decreases while the peak position 

shifts further and broadens. It is important to note that in each regime, the change in the 

peak position and shape (magnitude and width) is monotonic, enabling the application of 

Noda’s rules for sequential order determination based on asynchronous spectra.68 Each 

regime is marked by unique signatures in the 2D correlation plots corresponding to the 

changes in the nanoscale structure during crystallization.  

95 ºC 0 ºC

 
Figure 4.7 Lorentz-corrected SAXS of L152 during cooling at 10 °C/min exhib-
iting primary-irreversible (dashed lines), secondary-irreversible (solid lines), and 
reversible (dotted lines) regimes. 

Primary-Irreversible Crystallization 

 The change in scattering power dominates both the synchronous and asynchro-

nous plots during primary-irreversible crystallization of L152 (Figure 4.8a). The triangu-

lar shape of the solitary autopeak, whose center coincides with the peak of the average 
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scattering curves in this regime (above and beside Figure 4.8a), is consistent with 

an overall increase in scattering across a broad q-range. This synchronous feature can be 

interpreted as the formation of lamellae with a broad distribution of long periods centered 

near 22 nm. The asynchronous plot contains an elongated feature, the sign of which be-

low the diagonal is consistent with growth of intensity at large q-values (q > 0.02 Å-1) 

lagging that at low q-values (q ~ 0.017 Å-1). This pattern—negative peak centered at 

(0.017 Å-1, 0.031 Å-1)—indicates that the broad distribution of long periods arises 

through the initial formation of lamellae with an average long period of approximately 

37 nm followed by the formation of a distribution of lamellae centered around 20 nm. 

The latter population has a distribution approximately twice as broad as the former popu-

lation as indicated by the shape of the asynchronous cross peak. 

 A strictly positive change in scattering intensity at all q-values is consistent with 

the formation of primary lamellae propagating into unconstrained melt, as suggested in 

Chapter 3. The formation of lamellae with different characteristic length scales is a con-

sequence of the ethylene sequence length distribution (ESLD). Initially, at the highest 

temperatures of this regime, only the longest ethylene sequences can crystallize. Due to 

the homogenous SCB distribution, although the number of these long sequences is small, 

they can be found in almost every chain. The crystallization of these sequences results in 

the majority of chains being pinned to crystal surfaces (even at low crystallinity), limiting 

their crystallization at elevated temperatures and resulting in large non-crystalline regions. 

As temperature decreases, progressively shorter-ethylene sequences can participate in-

volving a larger percentage of each polymer chain. Hence, the non-crystalline layers de-

crease, resulting in a smaller long period. 
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Figure 4.8 2D synchronous (left) and asynchronous (right) correlation plots computed 
from Lorentz-corrected SAXS curves collected in a) primary-irreversible (78 °C < T < 
93 °C), b) secondary-irreversible (63 °C < T < 78 °C), and c) reversible (0 °C < T < 
63 °C) crystallization regimes of L152. Positive and negative contours are shown as open 
and filled, respectively. Averaged 1D scattering profiles are shown on the sides. 
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Secondary-Irreversible Crystallization 

 Consistent with the pattern observed in the 1D scattering curves in the secondary-

irreversible crystallization regime (Figure 4.7, solid lines), the 2D plots exhibit features 

characteristic of a well-defined peak shift (Figure 4.8b). The synchronous plot displays an 

‘angel’ pattern containing two autopeaks at 0.022 and 0.048 Å-1 that indicate the start and 

end of the shift. The angel pattern is analogous to the clover-leaf pattern observed in 2D 

analysis of WAXS but modified by intensity changes that occur concurrently with the 

shift resulting in asymmetry between the two autopeaks. Corresponding negative cross 

peaks are consistent with an overall decrease in one peak coinciding with an overall in-

crease in the other. The asynchronous plot exhibits a butterfly pattern, consistent with a 

shift in peak position (rather than two stationary peaks simultaneously changing intensi-

ties in opposite directions that are also consistent with an angel pattern). The negative 

sign of the ‘wing’ below the diagonal indicates that the direction of the shift is to larger 

q-values.18 

 During secondary-irreversible crystallization, the average long period decreases 

from 28 to 13 nm. This type of peak shift can be interpreted physically as the formation 

of secondary lamellae within the non-crystalline regions of previously-formed lamellae, 

particularly in the least constrained (thickest) non-crystalline layers. This lamellar inser-

tion explains the decrease of scattering corresponding to the largest long periods (low q) 

and increased scattering corresponding to long periods that are approximately half in size 

(higher q).  
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Reversible Crystallization 

 The synchronous 2D plot is indicative of a loss in overall intensity in a broad 

range of q (<0.06 Å-1) and a mild increase at q ~ 0.07 Å-1. The decrease in intensity is 

evident as a broad, prominent autopeak centered at 0.035 Å-1 (Figure 4.8c). Just as the 

single prominent autopeak in Figure 4.7a reflected the increase of intensity as primary 

lamellae formed, here the autopeak reflects the loss of intensity as reversible crystallites 

(fringed micelles) form in the non-crystalline layers of lamellar stacks causing a decrease 

in the electron density contrast.3 Weak negative cross peaks at (0.070 Å-1, 0.035 Å-1) in-

dicate that as intensity decreases near 0.035 Å-1, it simultaneously increases near 0.070 Å-

1. The corresponding autopeak (not shown) is hardly above the baseline, speaking to the 

small change in its intensity. The asynchronous plot again contains a single feature that is 

elongated along the diagonal suggesting a mild shift in peak position.66 Based on the sign 

of the feature below the diagonal, this shift is toward larger values of q (i.e., smaller char-

acteristic length scales).18 Concurrently with decreasing scattering intensity that is appar-

ent from 1D scattering curves, this slight shift in peak position is consistent with the for-

mation of reversible crystals in the largest non-crystalline regions (corresponding to the 

largest Lp) first, followed by gradual growth in smaller regions. Additionally, the subtle 

autopeak at 0.070 Å-1 suggests that the reversible crystals have a structural length scale of 

approximately 9.0 nm.  

Normalization 

 Prior to the examination of heterospectral correlation analysis of SAXS and 

WAXS, this section closes with additional tools that are used when changes in both peak 

intensity and position are significant. In this case, 2D correlation plots, especially asyn-
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chronous, can be difficult to interpret.66 This is apparent from Figure 4.8a, in 

which development of intensity at the onset of crystallization, masks the shift in peak po-

sition and the expected butterfly pattern in the asynchronous plot. In addition to the 

change in shape of the 2D features, it has been previously reported in the context of spec-

troscopy that the relationship between the position of features in the 2D correlation spec-

tra and the positions of relevant changes in the 1D spectra become less reliable as inten-

sity changes increase.66 To minimize effects of intensity changes, normalization of each 

1D scattering curve by its overall intensity effectively re-scales all the spectra to the same 

intensity range, enhancing subtle features like peak shifting or broadening.  

 The application of Modified Mean Normalization (MMN; eqs 4.1 and 4.2)45 has 

the greatest effect on the 2D correlation plots in the primary-irreversible regime (compare 

Figure 4.8a and Figure 4.9a). After normalization, the synchronous plot reveals an angel 

pattern with two autopeaks at (0.015 Å-1, 0.015 Å-1) and (0.037 Å-1, 0.037 Å-1), corre-

sponding to long periods of 42 and 17 nm, respectively. It is of note that these values are 

close but not identical to the characteristic length scales obtained from the asynchronous 

pattern without normalization (37 and 20 nm). The latter are skewed to the intermediate 

values corresponding to conditions when maximum of scattering was observed (see 

Figure 4.9). The asynchronous plot depicts a distorted butterfly pattern that indicates a 

peak shift from 0.015 to 0.037 Å-1. Hence, primary-irreversible crystallization is charac-

terized by the steady decrease in the average long period due to the formation of crystal-

line structures with reduced characteristic length scales.  
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Figure 4.9 2D synchronous (left) and asynchronous (right) correlation plots computed 
from SAXS curves that were Lorentz-corrected and Modified Mean Normalized in a) 
primary-irreversible and b) reversible crystallization regimes of L152. Positive and nega-
tive contours are shown as open and filled, respectively. Averaged 1D scattering profiles 
are shown on the sides. 

 The features at high q in the asynchronous plot are the result of noise that is re-

scaled by the normalization, suggesting that the application of normalization schemes re-

quires care. Normalized 1D curves should be checked to ensure that artificial behavior is 

not introduced by the normalization.48 
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 Since the overall intensity exhibits only weak changes in the secondary-

irreversible regime, normalization has little effect here. MMN application in the reversi-

ble crystallization regime allows for the direct visualization of the previously-invisible 

feature at high q (compare Figure 4.9b with Figure 4.8c) indicative of structures with a 

characteristic length scale of approximately 9.7 nm. The angel—with autopeaks at 0.032 

and 0.065 Å-1—and distorted butterfly pattern in the synchronous and asynchronous plots, 

respectively, are consistent with gradual ‘in-filling’ of the largest non-crystalline layers. 

The distribution of long periods corresponding to lamellae undergoing ‘in-filling’ is cen-

tered at approximately 20 nm, with the smallest long periods exceeding 12 nm. The crys-

tal in-filling, which results in an increase in the formation of structures with a reduced 

characteristic length-scale, is consistent with fringed micelle formation. 

4.3.3 SAXS/WAXS Heterospectral Correlation Analysis 

4.3.3.1 Crystallization of Random Copolymers 

 Heterospectral correlation analysis allows for direct examination of the coincident 

relationships between SAXS and WAXS in the three crystallization regimes of HPBD 

materials, and consequently the relationship between the development of crystals evident 

in WAXS and nanoscale structures (e.g., lamellae) probed by SAXS, specifically for 

L152.  
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Figure 4.10 2D heterospectral correlation plots computed from Lorentz-corrected SAXS 
and WAXS (horizontal and vertical axes, respectively) in a) primary-irreversible b) secon-
dary-irreversible and c) reversible crystallization regimes of L152. Positive and negative 
contours are shown as open and filled, respectively. Averaged 1D scattering profiles are 
shown on the sides. 
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Primary-Irreversible Crystallization 

 The strong increase in overall SAXS intensity (Figure 4.8a) and development of 

crystalline reflections in WAXS at the expense of the amorphous halo (Figure 4.4a) give 

rise to three characteristic features in the heterospectral plot for the primary-irreversible 

regime (Figure 4.10a); each of the WAXS features (amorphous halo and 2 crystalline re-

flections) is correlated with the SAXS peak that is centered at approximately 0.03 Å-1. 

The crystalline reflections are positively correlated, while the amorphous halo is nega-

tively correlated. These observations are consistent with polymer crystals organizing into 

lamellae with an average long period of approximately 21 nm. Hence, this heterospectral 

pattern, which is characteristic of rapid propagation of primary lamellae in an uncon-

strained melt, exhibits a change in sign of the correlation intensity along the WAXS q-

axis (vertical direction in Figure 4.10a). 

Secondary-Irreversible Crystallization 

 The secondary-irreversible crystallization regime is characterized by a shift in the 

SAXS peak at nearly constant intensity (Figure 4.8b) as well as a growth of both the 

WAXS crystalline reflections and the portion of the amorphous halo immediately adja-

cent to the (110) reflection (1.4–1.46 Å-1 in Figure 4.4b). The shift in the SAXS peak po-

sition causes the WAXS crystalline reflections to be correlated both positively (for q > 

0.03 Å-1, where SAXS intensity increases) and negatively (for q < 0.03 Å-1, where SAXS 

intensity decreases) with the SAXS intensity (Figure 4.10b). Changes in the amorphous 

halo are too weak to be observed. Negative peaks are apparent centered at (0.022 Å-1, 

1.5 Å-1) and (0.022 Å-1, 1.65 Å-1) corresponding to the simultaneous increase in intensity 

of the crystalline reflections and the decrease of intensity in the low-q side of the SAXS 
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peak. These features indicate that crystallites form in the non-crystalline layers of 

the lamellar stacks having the largest long periods. Positive features centered at (0.048 Å-

1, 1.5 Å-1) and (0.048 Å-1, 1.65Å-1) show that these new crystallites increase scattering 

corresponding to structures having a smaller long period. Hence, the development of 

crystallinity in the secondary-irreversible crystallization regime is attributed to secondary 

lamellae that form between already-formed lamellae having the largest long period essen-

tially cutting the original long period in half. The heterospectral pattern characteristic of 

this physical process exhibits a change in sign of the correlation intensity along the SAXS 

q-axis (horizontal direction in Figure 4.10b). 

Reversible Crystallization 

 Heterospectral analysis in the reversible regime reveals scattering behavior that 

was not immediately apparent from the conventional 2D correlation analysis of SAXS 

and WAXS alone. The conventional 2D SAXS correlation plots exhibited implicit evi-

dence for the formation of crystals that have a characteristic length scale of approxi-

mately 9.0 nm, but a direct peak was not observed without normalization (Figure 4.8c). In 

contrast, the heterospectral plot exhibits two positive features centered at (0.068 Å-1, 1.53 

Å-1) and (0.068 Å-1, 1.70 Å-1) that unambiguously correlate increases at the two crystal-

line reflections with SAXS scattering at large q.  

 Conventional 2D correlation analysis of WAXS in the reversible regime revealed 

complex behavior, including direct evidence of a shift in position of the amorphous halo 

and the (200) reflection coinciding with an increase in their intensities (Figure 4.4c). A 

shift in the (110) reflection was implied from the resolved feature at 1.46 Å-1 (Figure 4.5). 

This conclusion is confirmed by the heterospectral plot, which reveals similar behavior 
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between the two crystalline reflections in the form of pairs of positive/negative 

peaks (Figure 4.10c, see negative peaks at (0.033 Å-1, 1.53 Å-1) and (0.033 Å-1, 1.70 Å-1)). 

These features indicate that crystallinity development in the reversible regime is marked 

by an increase in WAXS scattering at 1.53 and 1.70 Å-1, which corresponds to unit cell 

parameters a = 7.39 Å and b = 4.94 Å, consistent with dimensions of PE crystals near 

room temperature.55, 81 Simultaneously, a decrease in SAXS scattering is observed at 

0.033 Å-1, corresponding to a long period of 19 nm. This suggests that reversible crystal-

lites preferentially form in non-crystalline layers that were too small to permit growth of 

secondary lamellae. The corresponding positive features are centered at (0.039 Å-1, 

1.50 Å-1) and (0.034 Å-1, 1.64 Å-1) indicating that growth in crystallinity with decreasing 

temperature coincides with a decrease in WAXS scattering from crystals with unit cell 

dimensions of a = 7.66 Å and b = 5.00 Å. Although these dimensions are greater than the 

average expected below 60 °C,73, 74  they can be attributed to the high-tail end of the unit 

cell size distribution. This heterospectral pattern, which is characteristic of fringed mi-

celle formation in fully constrained melt, exhibits changes in sign of the correlation inten-

sity along both the SAXS and WAXS q-axis (horizontal and vertical direction in Figure 

4.10c, respectively). 

 No correlation was observed between SAXS intensity changes and the feature at 

1.46 Å-1 apparent in the WAXS synchronous plot in this regime. Therefore, changes in 

WAXS are again accounted for by variations in position and shape of only the amorphous 

halo and the crystalline reflections; there is no apparent need to invoke a semi-ordered 

phase in the spectra. 
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4.3.3.2 Scattering at the Onset of Crystallization 
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Figure 4.11 a) 2D heterospectral correlation plot computed for SAXS and WAXS curves 
(I(q), horizontal and vertical axes, respectively) for L152 during a cooling ramp at 
10 °C/min through the primary-irreversible regime. b) Corresponding moving window 
analysis on heterospectral data using a 10 °C window plotting the correlation along the 
(110) WAXS (dotted line in a) as a function of the average temperature. Positive and nega-
tive contours are shown as open and filled, respectively. Averaged 1D scattering profiles 
are shown on the sides in a. 

 Two-dimensional correlation analysis offers a unique approach to examine the 

debate about the onset of crystallization in HPBDs. Crystallization is revealed in WAXS 

by the appearance of the (110) and (200) reflections of the orthorhombic PE crystal. On 

the other hand, the appearance of a resolved peak in the SAXS curve, corresponding to a 

well-defined long period, occurs at lower temperatures during cooling. Instead, initial 

changes in SAXS scattering occur at zero scattering angle, below the beamstop. Previ-

ously, an observed lag between the increase in SAXS scattering at low q and the appear-

ance of WAXS peaks has led some authors to invoke the interpretation of spinodal de-

composition as a precursor to crystal formation.82-85 The relationship between this initial 

scattering and the onset of crystallization can be examined through the application of het-

erospectral correlation analysis to SAXS and WAXS data. 
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  A heterospectral correlation plot of non-Lorentz corrected SAXS and 

WAXS scattering curves (I(q)) collected during primary-irreversible crystallization 

(78 °C < T < 95 °C) of L152 is depicted in Figure 4.11a. This figure contains the same 

features as the heterospectral correlation plot for Lorentz corrected data in the same re-

gime (Figure 4.10a): positive peaks are observed, corresponding to the primary SAXS 

peak and the (110) and (200) WAXS reflections and a negative peak is apparent corre-

sponding to the primary SAXS peak and the WAXS amorphous halo. These observations 

are consistent with the primary-irreversible crystallization regime being dominated by the 

formation of orthorhombic unit cells (leading to an increase in WAXS crystalline reflec-

tions and a decrease in amorphous halo scattering) that simultaneously organize into 

nanoscale structures with a well-defined long period (resulting in the development of a 

well-defined SAXS peak).   

 The WAXS (110) reflection is also positively correlated with SAXS intensity at 

low q (<0.005 Å-1), indicating that generally, the crystallization in the primary-

irreversible regime coincides with an increase in zero angle scattering in SAXS. As stated 

previously, this growth occurs in the earliest stages of crystallization. As such, it may be 

examined by evaluating heterospectral correlation plots corresponding to small tempera-

ture windows near the start of primary-irreversible crystallization. To gauge the relation-

ship between zero-angle scattering and crystal formation, the heterospectral correlation 

intensity along the WAXS (110) reflection (dashed line in Figure 4.11a) was calculated 

for 10 °C subsets of the SAXS/WAXS data that are shifted sequentially through high 

temperatures. These intensities were then used to obtain the contour plot depicting the 

correlation of SAXS scattering at low q with the WAXS (110) reflection as a function of 
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temperature in Figure 4.11b. At the earliest stages of crystallization (95 to 85 °C), 

the positive contour indicates that an increase in SAXS scattering at low q-values occurs 

simultaneously with growth of the (110) crystal reflection. This observation is consistent 

with the initial increase in SAXS intensity being due to isolated crystals in the melt, and 

not spinodal decomposition, in agreement with previous findings.1, 86-89 The same conclu-

sions were reached for all materials examined. Therefore, the dominant physical process 

at the early stages of crystallization of HPBD materials during cooling is the formation of 

isolated crystals in the melt that are engulfed by the crystalline network that propagates at 

lower temperatures. 

4.3.4 Material Comparisons 

 Two-dimensional correlation analysis did not reveal differences in the evolution 

of morphology between the four HPBD materials examined (short linear, long linear, 3-

arm star and H-polymer). All four exhibited the same characteristic length scales in the 

secondary-irreversible and reversible regimes. In the former, the system evolved gradu-

ally from having an average long period of 26 ± 2 nm to 13 ± 1 nm through the insertion 

of secondary lamellae within the greatest-spaced primary lamellae. In the following re-

versible regime, the system primarily lost crystal structure with a long period of 18 ± 2 

nm and gained crystals with characteristic length scale of 9 ± 1 nm.  

4.4 CONCLUSION 

Two-dimensional correlation analysis, which is well-established in the field of vi-

brational spectroscopy,17-20 proved useful in analyzing x-ray scattering data and elucidat-

ing a number of phenomena associated with quiescent crystallization of random ethylene-
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copolymers. Morphology evolution in the three crystallization regimes of random 

copolymers—primary-irreversible, secondary-irreversible, and reversible—resulted in 

unique signatures in conventional 2D correlation plots of WAXS and SAXS, as well as 

2D heterospectral correlation patterns, which are summarized in Table 4.2. 

Table 4.2 Summary of crystallization behavior of HPBD materials. 
 Crystallization Regimes 
 Primary-

irreversible 
Secondary-
irreversible 

Reversible 

Morphological 
parameters 

Xc, Lp, and Q change 
rapidly with hystere-
sis between cool and 
heat 

Xc and Lp change 
slowly and Q is near 
maximum with hys-
teresis between cool 
and heat 

Xc, Lp, and Q 
change rapidly 
with no hysteresis 
between cool and 
heat 

Peak intensity grows Constant peak inten-
sity 

Peak  intensity de-
creases 

SAXS 

Peak position moves to higher q 
Decrease in intensity  
of amorphous halo 

Change in shape and 
position of amor-
phous halo 

Strong change in 
shape and position 
of amorphous halo 

WAXS 

Crystalline peak intensities grow, broaden, and move to higher q 
2D Hetero 

SAXS/WAXS 
Intensity redistribu-
tion in WAXS 

Intensity redistribu-
tion in SAXS 

Intensity redistri-
bution in SAXS 
and WAXS 

Physical inter-
pretation 

Primary lamellar 
growth in uncon-
strained melt 

Secondary lamellar 
growth in con-
strained melt within 
the largest non-
crystalline regions 
between primary 
lamellae 

Fringed micelle 
formation in se-
verely constrained 
melt within largest 
non-crystalline 
layers 

Two-dimensional correlation analysis SAXS was used to infer the nanoscopic su-

perstructure development during crystallization. The morphology evolution dominating 

each crystallization regime resulted in 2D correlation features that are associated with 

primary lamellar propagation, secondary lamellar insertion, and fringed micelle ‘in-

filling.’ Additionally, it was demonstrated that when structure evolution is dominated by 
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strong intensity changes, further insight may be gained by minimizing this effect 

through normalization schemes.  

Heterospectral analysis provided insight about the direct relationship between unit 

cell growth (as given by WAXS) and simultaneous their organization into superstructures 

(as given by SAXS). Each crystallization regime exhibited unique 2D heterospectral pat-

terns emphasizing the different physics that govern crystallization in the three crystalliza-

tion regimes of random copolymers. Propagation of primary lamellae through an uncon-

strained melt during primary-irreversible crystallization is characterized by correlation 

features that are negative at low WAXS wavevectors and positive at high WAXS 

wavevectors (Figure 4.10a). Growth of secondary lamellae within the largest non-

crystalline layers between primary lamellae during secondary-irreversible crystallization 

is characterized by correlation features that are negative and positive at low and high 

SAXS wavevectors, respectively. Fringed-micelle formation in severely constrained non-

crystalline regions is characterized by changes in sign of the correlation intensity along 

both the SAXS and WAXS wavevectors. These heterospectral patterns can be used to 

fingerprint the corresponding physical processes in other polymer systems. 

Additionally, heterospectral analysis corresponding to the onset of crystallization 

revealed that the initial increase in scattering at low q during cooling is the result of iso-

lated lamellae in the melt, and not spinodal decomposition, consistent with conclusions 

from previous studies.1, 86-89 

WAXS data in the three crystallization regimes of random copolymers revealed 

no evidence for the formation of a semi-ordered phase that has been proposed in previous 

studies.5, 7, 34, 35, 37 Those features that could be attributed to the reflections of a crystal-
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like semi-ordered phase, lead to inconsistent behavior of this supposed ‘phase.’ 

We offer an alternative explanation in which these features are ascribed to thermal con-

traction of the crystalline phase, loss of coherent unit cell growth at low temperatures, 

and a change in shape and position of the amorphous halo. The latter observation is ex-

plained by thermal contraction of the non-crystalline material and its enrichment with bu-

tyl branches nearest to the crystal surface that are excluded as crystallization proceeds. 

The rejection of chain defects also causes increased crowding at the crystal interface re-

sulting in heterogeneity in the non-crystalline phase. This heterogeneity is evident at 

lower temperatures associated with the formation of secondary lamellae and fringed mi-

celles in a constrained melt. Further insight into the development of this heterogeneity 

can be achieved through the examination of materials with varying SCB content. One 

would expect that the amount of non-crystalline heterogeneity would increase with crys-

tal defects.37, 57 Hence, the application of 2D correlation analysis may provide further in-

sight into this phenomenon if applied to highly-branched systems. 

Two-dimensional correlation analysis of WAXS data proved to be highly sensi-

tive to spectral changes, revealing, for example, subtle, yet complex behavior associated 

with fringed micelle formation and very mild shifting of the crystalline reflections due to 

thermal contraction. This sensitivity of 2D correlation analysis makes it a powerful tool 

to study materials with different crystal morphs that are difficult to resolve from 1D 

curves, such as may be the case with some block copolymers.90  
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5.1 INTRODUCTION 

 Due to their flexibility and toughness, materials containing short-chain branches 

(SCB) have found a significant niche in the plastics industry to make products, such as 

films having high tensile strength, impact and puncture resistance. The most common 

material used for these applications is linear low density polyethylene (LLDPE), which is 

typically either a heterogeneous or homogeneous ethylene copolymer depending on the 

catalyst used for its synthesis (Ziegler-Natta or metallocene, respectively).1, 2  

 The development of single-site metallocene catalyst has allowed for large-scale 

production of relatively well-defined ethylene/α-olefin copolymers with narrow molecu-

lar weight distributions and uniform SCB distribution.3-8 Therefore, a great deal of effort 

has been put forth to understand crystallization behavior of these systems (e.g., studies in 

Chapter 3 on model SCB-containing materials) and achieve control over their physical 

properties.9-19 Short-chain-branched systems exhibit strong changes in morphology com-

pared to un-branched samples due to the exclusion of the short-chain branches from the 

crystalline phase.19-24 The resulting decreased crystallinity leads to increased toughness 

and flexibility of the final material, prompting a number of studies of copolymer blends.18, 

25-27 Additionally, the presence of these chain defects results in a significant decrease in 

the response of the materials to flow without enhancement of crystallization kinetics or 

oriented morphology (see thesis Appendix B). This observation can be explained by ei-

ther (1) the material’s inability to form oriented nuclei that lead to an increased nuclea-

tion density and template oriented growth or (2) the material’s inability to effectively 

propagate growth from an oriented nuclei.  
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 To further examine these possibilities, we examine flow-induced crystal-

lization (FIC) of a metallocene ethylene copolymer spiked with small amounts of high 

density polyethylene (HDPE) in order to promote oriented nuclei formation. The low 

concentration of a high-molecular-weight (slow-relaxing) HDPE ensures that the blend 

exhibits melt dynamics that are dominated by the fast-relaxing matrix, such that the few 

HDPE chains present are oriented by flow and form thread-like nuclei (Figure 5.1). In 

this way, we can evaluate the copolymer’s ability to propagate an oriented morphology. 

σw

σw

σw

a. Long Chains – Narrow Distribution

b. Short Chains – Narrow Distribution

c. Bimodal Distribution

 
Figure 5.1 Schematic representation of the orientation of molecules by shear. a) Blends 
containing only long (slow-relaxing) chains undergo a small strain. b) Blends containing 
only short (fast-relaxing) chains undergo a large strain, but does not exhibit increased ori-
entation compared to a. c) Blends containing a small amount of long chains in a predomi-
nately short-chain matrix exhibit melt dynamics dictated by the matrix (large strain) such 
that the slow-relaxing species is oriented by flow. 

 Recent studies of similar systems have observed the nucleation of polyethylenes 

having lower density or molecular weight by higher density or molecular weight polyeth-

ylene.28-30 Increased crystallization kinetics and sample clarity were observed. These ef-

fects are further examined here both under quiescent conditions and subsequent to flow.  
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5.2 EXPERIMENTAL METHODS 

5.2.1 Materials  

 Bimodal blends examined here consisted of a minor component of high density 

polyethylene (HDPE) having high molecular weight (Mw) and polydispersity (PDI = 

Mw/Mn) of 3.0. The major component was a fast-relaxing—but still entangled (Me ~ 1000 

g/mol)31—random ethylene copolymer (EH50) with a melt index (MI) of 16.5 g/10 min. 

This metallocene-catalyzed copolymer having approximately 5 mol % hexene was se-

lected to mimic the SCB content of the series of hydrogenated polybutadienes (HPBDs) 

outlined in Chapter 3. One of these HPBDs, L53, is included for comparison in Table 5.1, 

which outlines the molecular characteristics of the bimodal blend components. EH50 was 

graciously provided and characterized by Dr. David Lohse and his team (ExxonMobil, 

Clinton, NJ) and the HDPE sample by Chevron Phillips. 

Table 5.1 Molecular characteristics of polyethylene materials.  

Polymer Type Mw 
(kg/mol) PDI 

SCB/ 
1000 back-

bone Ca 

Tm (°C)d 

EH50b Linear 50 2.9 25.7 96 
HDPEc Linear 529 3.0 0.2 136 
L53b* Linear 53 <1.05 19.2 110 

a obtained via 13C NMR 
b corresponding values provided by ExxonMobil 
c
  corresponding values provided by Chevron Phillips 

d peak temperature as determined by DSC during ramps at 10 °C/min 
* not examined in current studies 

 Blends containing a small concentration of HDPE in EH50 were made via solu-

tion blending. This blending procedure results in homogeneous mixtures and avoids prob-

lems encountered in melt extrusion blending,32 such as long-chain degradation and in-

complete mixing due to viscosity differences between the two components. Both poly-
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mers were dissolved in 1,2,4-trimethylbenzene at 130 °C along with approxi-

mately 30 mg of antioxidant, butylated hydroxytoluene (BHT). The solutions were pre-

cipitated in an excess (8:1) of cold methanol, and there resulting participates were filtered 

and dried in a vacuum oven for one week at 60 °C. Low HDPE concentrations were se-

lected in order to minimize crystallization-induced phase separation. Concentrations on 

either side of the HDPE overlap concentration, c*, were selected. The overlap concentra-

tion is defined as the concentration at which the corresponding chains just pervade all 

volume (see Figure B.1) and thus depends upon the radius of gyration (Rg) and molecular 

weight (Mw) of chains: 

ag

w

NR
M

c
ρπ 34

3
* = , 

(5.1) 

where Na is Avogadro’s number (6.022 × 1023) and ρ is density.33, 34  From small-angle 

neutron scattering measurements, Rg (Å) of melt-crystallized linear polyethylene was 

found to depend on Mw (g/mol) as35, 36  

Rg = (0.45 ± 0.01)Mw
1/2. (5.2) 

Using a density of 0.95 g/cm3, eqs 5.1 and 5.2 yield c* ≈ 0.6%. Hence, blends containing 

0%, 0.25%, 0.5%, 0.75%, 1% and 5% HDPE by weight were examined. 

5.2.2 Differential Scanning Calorimetry 

 Differential Scanning Calorimetry (DSC) experiments were conducted by Dr. 

Soo-Young Park (Kyunpook National University, Daegu, South Korea) to study nuclea-

tion in HDPE blends (5-10 mg samples) using a Perkin Elmer 7 DSC system calibrated 

with an indium standard. Both temperature ramps and isothermal studies were conducted 
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under a nitrogen atmosphere. Temperature ramps were conducted at 10 °C/min 

from 160 °C to 40 °C to obtain peak melting and crystallization temperatures (Tm and Tx, 

respectively).  

 Nucleation studies examined the effect of hold-time (thold) at elevated tempera-

tures on subsequent crystallization rates at lower temperature; at the elevated temperature 

negligible crystallization of EH50 (major component) occurs while HDPE (minor com-

ponent) is highly supercooled. Samples containing 0, 0.5, and 1 wt % HDPE were first 

heated to 160 °C and left for 5 minutes in order to erase thermal history. Samples were 

then cooled to the hold temperature (Thold) of 100 °C or 105 °C at 40 °C/min where they 

were left for 0 ≤ thold ≤ 5 min. Subsequently, samples were cooled to an isothermal crys-

tallization temperature (Tc) of 90 °C at 40 °C/min and left to crystallize for 1 hour during 

which period heat flow was recorded as a function of time. Position of the peak in heat 

flow, tmax, was used as a measure of crystallization rate. 

5.2.3 Flow-Induced Crystallization 

 Flow-induced crystallization (FIC) studies were conducted using a shear-stress-

controlled instrument previously built and described by Kumaraswamy et al.37 Briefly, a 

pneumatic actuator drove molten polymer into a rigid flow cell equipped with windows 

for in-situ monitoring of morphology development. For optical characterization, the 

quartz windows of the flow cell were replaced with low-birefringence BK7 windows 

(Foctek Photonics, Inc.). For x-ray characterization, diamond or beryllium windows were 

used. The flow channel is a rectangular slit with an aspect ratio greater than 10 in order to 

approximate a two-dimensional flow profile (width = 6.35mm, height = 0.5 mm, length = 
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63.5 mm). Assuming parallel-plate flow, the shear imposed on the sample varies 

linearly from its value at the wall (σw) to 0 at the center of the channel in the direction of 

the velocity gradient ( v). Minor alterations to the instrument included the use of com-

pressed air and a re-circulating oil bath set to 0 °C in order to enable rapid cooling of the 

sample to the lower temperatures that are necessary for polyethylene (PE) compared to 

polypropylene, for which the instrument was initially designed. 

∇

σw
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em
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time

tfill 5 min tcool ts tc

Tc
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Figure 5.2 Experimental short-term shearing protocol.  

 Isothermal crystallization was examined following a short shear pulse based on a 

protocol developed by Janeschitz-Kriegl and co-workers (Figure 5.2).38  Initially, the cell 

was filled with sample at 180 °C and low wall shear stress (tfill = 25 s, σw ~ 0.02 MPa). 

The sample was maintained at this high temperature, which is above the equilibrium 

melting point of polyethylene (~ 145 °C)39 for 5 min to ensure full erasure of the flow 

history. The cell was then cooled to the crystallization temperature, Tc, as quickly as pos-

sible; cooling times (tcool) ranged between 8 and 15 min, with the large thermal mass of 

the instrument being the limiting factor in cooling rate. Isothermal crystallization was ex-
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amined at Tc = 92, 95, and 98 °C. Once at Tc, the system temperature was main-

tained with the aid of a second re-circulating oil bath set to Tc + 6 °C. For FIC studies, 

upon reaching Tc, a pressure drop between 60 and 100 psi was applied across the flow 

cell (corresponding to 0.07 MPa ≤ σw ≤ 0.14 MPa) for shearing times (ts) ranging be-

tween 6 and 15 seconds. The amount of polymer extruded was limited to 110 mg to en-

sure that all material reaching the analysis window of the flow cell had the same flow and 

thermal histories.  

5.2.4 Optical Characterization 

 Isothermal crystallization was followed in situ using optical and x-ray probes in 

the velocity gradient direction (Figure 5.3). A 632.8 mm He-Ne laser was employed for 

transmittance, apparent birefringence, and Hv (cross-polarized) small angle light scatter-

ing (SALS) measurements both during and following the shear pulse. Sample transmit-

tance (I/I0) is given by total intensity, I, normalized by the pre-shear total intensity, I0, 

and can be used to monitor overall crystallization kinetics. Optical anisotropy of the sam-

ple is manifested in what we term the ‘apparent’ birefringence: Iperp/I = Iperp/(Ipara + Iperp), 

where Iperp and Ipara are the light intensity transmitted through crossed and parallel polar-

izers, respectively. This value is related to the birefringence by 

⎟
⎠
⎞

⎜
⎝
⎛=⎟

⎠
⎞

⎜
⎝
⎛ Δ

=
2

sinsin 22 δ
λ

π nd
I

I perp , (5.3) 

where d is the sample thickness along the direction of light with wavelength λ = 632.8 nm, 

Δn is the birefringence averaged over the path length of the laser, and δ is the sample re-

tardance.40 SALS patterns in Hv polarization mode were recorded using a polarizer and 
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analyzer oriented at +45° and -45° to vertical. These patterns were collected si-

multaneously with the other optical measurements by the use of a hole at the center of the 

analyzer that allows un-scattered light to pass through. SALS provides additional infor-

mation regarding morphological superstructures developed during crystallization. 

flow channel

∇
laser or x-
ray beam

∇v

×v

v

 
Figure 5.3 Schematic representation depicting coordinate axes relevant to flow experiment. 

5.2.5 X-ray Scattering 

 Morphology development during quiescent crystallization and crystallization sub-

sequent to flow was followed using wide and small angle x-ray scattering (WAXS and 

SAXS, respectively). WAXS was conducted at beamline X27C of the National Synchro-

tron Light Source (Brookhaven National Lab, Upton, NY).41 A MARCCD detector with 

158 μm pixel size was used to record two-dimensional scattering patterns generated with 

x-rays of wavelength, λ, of 1.371 Å. The camera length was calibrated using aluminum 

oxide (Al2O3). Thermal and flow history were controlled by the apparatus described 

above. 

 SAXS experiments were conducted at the DUBBLE beamline (BM26) at the 

European Synchrotron Radiation Facility (ESRF, Grenoble, France).42 A multi-wire gas-

filled detector with 260 μm pixel size was used to record two-dimensional scattering pat-

terns generated with x-rays of wavelength, λ, of 1.03 Å. The sample-to-detector distance 

was calibrated using dry rattail collagen. Shear experiments were conducted using the 
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dqqIqQ
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apparatus described above. Additionally, quiescent crystallization was conducted 

at 95 and 98 °C using a Linkam Shear cell equipped with Kapton windows. The gap 

width was set to 500 μm to match the light path length in the flow apparatus described 

above. 

 X-ray data pre-treatment included the subtraction of a background and adjustment 

for incident flux and acquisition time. The azimuthally-averaged intensity, I(q), was ex-

tracted as a function of scattering vector, q = 4πsin(θ)/λ, where θ is the scattering angle. 

For isotropic samples, a Lorentz correction was applied by multiplying the scattering in-

tensity, I(q), by the square of the scattering vector, q: J(q) = I(q)q2.43 

 The area under the Lorentz-corrected SAXS intensity curve (for isotropic sam-

ples) for the full range of q (0 < q < ∞) defines the invariant, which is a measure of the 

total scattering power of the sample. Given the experimental constraints, we approximate 

the invariant by the integrated intensity, Q, in the range available (qmin < q < qmax): 

. (5.4) 

The evolution of this invariant can be used to examine relative crystallization kinetics and 

relative crystallinity in systems with similar electron density differences. 

 Wide angle x-ray scattering data proved difficult to analyze by conventional 

methods (peak fitting of amorphous halo and crystalline reflections)44 due to the low 

crystallinity levels of the blends. Instead, the azimuthally-averaged intensity of the (110) 

reflection is used as an estimate of relative crystallinity. Crystallization rates could be 

compared by the autocorrelation intensity, A, of the (110) crystalline reflection during 

crystallization: 
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where m is the total number of intensity curves, ti corresponds to the time point of acqui-

sition, and ),(~
itqI  is the dynamic intensity defined as  
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 Alternatively, relative crystallinity and degree of orientation were examined using 

a differential analysis developed by Hajimorad et al.45 In this analysis, the relative degree 

of crystallinity was measured by the peak intensity of the (110) reflection. A quantitative 

comparison of the degree of orientation was made using the normalized harmonic of the 

Fourier transform capturing the azimuthal dependence of the intensity (in our case, the 

second harmonic). These measurements were made for both overall scattering intensities 

and differential intensities. The latter were calculated by examining 2D scattering pat-

terns relative to previous points in time. For example, data presented at t = 615 s were 

collected from a 2D image that was obtained by subtracting the 2D scattering pattern at 

the previous time point of t = 195 s from the 2D scattering image at t = 615 s after both 

were normalized to account for the incident beam flux and acquisition time.45 

5.2.6 Scanning Transmission Electron Microscopy  

 Scanning transmission electron microscopy (STEM) images for EH50 and its 

blends containing 0.5, 0.75, and 5 wt % HDPE were obtained by Dr. John Stuyver and Dr. 

Anton-Jan Bons (ExxonMobil, Machelen, Belgium). These samples were isothermally 

crystallized at 98 °C for 30 minutes and subsequently cooled to room temperature at 
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40 °C/min in a Perkin Elmer 7 DSC system under nitrogen atmosphere. Images 

were obtained in high-angle annular dark field (HAADF) mode following staining with 

ruthenium tetroxide (RuO4) and cryo-microtoming. Image contrast was inverted in order 

to be comparable with conventional transmission electron microscopy (TEM) bright field 

images. 

5.3 RESULTS 

5.3.1 Quiescent Crystallization 

5.3.1.1 DSC Nucleation Studies 

 The addition of HDPE to EH50 resulted in a pronounced enhancement of crystal-

lization kinetics (Figure 5.4). In these studies, we examined the peak crystallization time 

(tmax) for isothermal crystallization at 90 °C following a hold for a specified time, thold, at 

Thold = 100 or 105 °C. The addition of even a small amount of HDPE (0.5 wt %) led to 

nearly a 5-fold increase in crystallization rate. At short hold times of 0 or 1 min, doubling 

the HDPE concentration from 0.5 to 1 wt % doubled the crystallization rate. Longer hold 

times led to greater enhancement of crystallization kinetics for the 1 wt % HDPE blend. 

When the samples were cooled stepwise with a 3-minute hold at 100 °C, the 1 wt % 

blend exhibited crystallization kinetics that were approximately 25 times faster compared 

to the 0.5 wt % blend. In contrast, the crystallization kinetics of the 0 and 0.5 wt % blends 

were not significantly affected by hold times of up to 5 minutes at elevated temperatures 

(i.e., similar tmax at different thold).  
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Figure 5.4 Time of peak crystallization (tmax) during 60 min at 90 °C as a function of 
hold time (thold) at 100 and 105 °C for 0, 0.5 and 1 wt %  blends of HDPE in EH50. 

5.3.1.2 Optical Characterization 

 Blends containing HDPE in EH50, even at the lowest concentration examined of 

0.25 wt %, exhibited transmittance behavior that was qualitatively different from the eth-

ylene-co-hexene base resin (Figure 5.5). Quiescent crystallization of EH50 containing 

0 wt % HDPE exhibited a monotonic decrease in transmittance during crystallization at 

98 °C following an induction period of approximately 103 s. In contrast, the three blends 

exhibited minima in transmittance evolution and subsequently maintained transmittance 

values above 50% on the same timescale. In previous studies, this minimum has been at-

tributed to the half-filling of space by crystalline structures (i.e., when the size of the 

morphological features is on the order of the space between them).46-50 The depth of the 

minima and their position in time followed a monotonic trend with HDPE concentration. 

Greater clarity both at the minimum in transmittance and during subsequent crystalliza-

tion was observed with increasing HPDE content in the range examined; the 1 wt % 
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HDPE blend recovered to 96% transmittance. Additionally, the increase of tur-

bidity (decrease of transmittance) with time and hence, crystallinity, reduced with in-

creasing HPDE content. The nucleating effect of HDPE is apparent in the onset of the 

growth of turbidity which occurs at approximately 90 s for the 0.25% HDPE blend, 40 s 

for the 0.5% blend, and 10 s for the 1% blend.  
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0.0

0.2

0.4

0.6

0.8

1.0

d c b

 

 

I/I
o

time (s)

 0%
 0.25%
 0.5%
 1%

a

Figure 5.5 Transmittance (I/I0) of HPDE blends crystallized quiescently at 98 °C. a, b, 
c, and d denote the times at which Hv SALS patterns (Figure 5.6) were collected for 
the 0, 0.25, 0.5 and 1 wt % blends, respectively.  

 The difference in optical behavior between EH50 and HDPE/EH50 blends is also 

apparent in 2D Hv SALS patterns (Figure 5.6). EH50 exhibited isotropic Hv SALS pat-

terns corresponding to depolarization of light by randomly oriented scattering entities 

(Figure 5.6a). In contrast, HDPE/EH50 blends exhibited Hv SALS patterns with an azi-

muthal dependence that mimics 4-lobe patterns, which are usually associated with spher-

ulite formation (Figure 5.6b-d).51, 52 Even at the lowest concentration examined of 

0.25 wt % HDPE, a faint 4-lobe pattern was observed (Figure 5.6b). The distorted 4-lobe 

SALS patterns apparent for 0.5 and 1 wt % HDPE blends (Figure 5.6c and d, respec-

tively) are typically attributed to very poorly formed spherulites categorized as ‘type-c’ 
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spherulites.53   

a b

 
c d

 
Figure 5.6 Hv SALS patterns of a) 0 wt %, b) 0.25 wt %, c) 0.5 wt %, and d) 1 wt % 
HDPE blends collected at time points indicated in Figure 5.5 during quiescent crys-
tallization at 98 °C. Scale bar corresponds to 2θ = 2°. 

 Intensity and shape of Hv SALS patterns of HDPE/EH50 blends vary with posi-

tion along the non-monotonic transmittance curve (Figure 5.7–5.9). With the apparatus 

used here, no scattering pattern could be recorded prior to the minimum in light transmit-

tance (SALS images 1-3 in Figure 5.8 and half-filled symbols in Figure 5.9). Even the 

0.25 wt % HDPE blend (not shown), whose minimum corresponded to 60% transmit-

tance, exhibited only minor increases in overall Hv scattering power prior to the minimum 

(similar to Figure 5.9). Near the minimum in transmittance, a strong increase in Hv SALS 

intensity was observed (point 4 in Figure 5.7–5.9). The Hv SALS pattern (image 4 Figure 

5.8) exhibited some azimuthal dependence (Figure 5.9), which became more pronounced 

as transmittance values increased (points 5-6 in Figure 5.7). A 4-lobe pattern was easily 

recognized in the range where transmittance resumed decreasing (points 7 and 8 in Figure 

5.7–5.9). Furthermore, azimuthal dependence at long times (>104 s) revealed increased 
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scattering both within and between the ‘lobes’ of the Hv SALS pattern (curve 8 in 

Figure 5.9). These observations are in agreement with prior studies of polyethylene crys-

tallization.49, 54 
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Figure 5.7 Transmittance of 0.5 wt % HPDE blend crystallized quiescently at 98 °C. 
Numbers mark time at which Hv SALS images (Figure 5.8) were collected. 
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Figure 5.8 Hv SALS images of 0.5 wt % HPDE blend undergoing quiescent crys-
tallization at 98 °C corresponding to points marked in transmittance curve (Figure 
5.7). Scale bar corresponds to 2θ = 2°. 
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Figure 5.9 Azimuthal dependence of Hv SALS intensity in Figure 5.8 for 0.5 wt % 
HDPE blend quiescently crystallized at 98 °C at time points marked in Figure 5.7. 

 While there are similarities between these optical behaviors and those in previous 

studies,49, 54 a very important distinction exists. Although 4-lobe Hv SALS images are 

predominately associated with spherulitic growth, polarized optical microscopy (POM) 

images indicated that hardly any spherulites form for the 0, 0.5, and 0.75 wt % blends 

(Figure 5.10). 

20 μm

a

20 μm

b

 
Figure 5.10 POM images of a) HDPE and b) 0.5 wt% HDPE/EH50 
blend. 

 The nucleation effect of HDPE is also apparent in Hv scattering patterns at short 

crystallization times. In contrast to the 0.5 wt % HDPE blend, for which an induction pe-

riod for the development of Hv scattering was observed, the 1 wt % HDPE blend exhib-

ited an isotropic scattering pattern upon reaching the isothermal crystallization tempera-
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ture of 98 °C (Figure 5.11; compare with image 1 in Figure 5.8), indicating crys-

tallization of the blend during cooling. Analogous to the Hv pattern of the 5 wt % blend, 

that of the 1 wt % blend remained relatively unchanged up until the minimum in trans-

mittance (Figure 5.5), at which point the scattering pattern developed azimuthal depend-

ence. At long times (t ~ 104 s), a 4-lobe pattern emerged. 

 
Figure 5.11 Hv SALS image of 1 wt % HDPE blend at the onset of isothermal 
crystallization at 98 °C (t = 0 s). Scale bar corresponds to 2θ = 2°. 

5.3.1.3 X-ray Characterization 
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Figure 5.12 WAXS intensity of 1 wt % HDPE/EH50 blend after isothermal crys-
tallization at 98 °C for 30 minutes with crystalline reflections as indicated. 

 Extremely low crystallinity levels at the elevated isothermal temperatures exam-

ined here present significant challenges to WAXS data processing. The (110) orthorhom-

bic reflection consistently displayed lower intensity than the amorphous halo and the 
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(200) crystalline reflection was never resolved (Figure 5.12; compare with Figure 

4.2 in Chapter 4). Peak fitting of the amorphous halo and the crystalline reflections was 

not successful, and hence, a crystallinity index could not be evaluated. Alternatively, the 

peak intensity of the (110) crystalline reflection was used to gauge the relative amount of 

crystallinity. Relative crystallization rates could be compared via the autocorrelation in-

tensity, A(q110), of the (110) crystalline reflection (eqs 5.5 and 5.6), which is a measure of 

the overall rate of change of intensity at a given q-value, and hence the rate of crystalliza-

tion. Crystallization rates were observed to increase with HDPE concentration (Table 5.2), 

and furthermore, the significant difference between the rates of change of the 0.75 and 

1 wt % blends suggests that the overlap concentration for HDPE lies between these two 

concentrations (0.75 < c* < 1).  

Table 5.2 Autocorrelation intensities of (110) reflections during isothermal crystallization of 
HDPE/EH50 blends. 

% HDPE Tc = 95 °C 
(×10-4) 

Tc = 98 °C 
(×10-4) 

0.25%  2 
0.5% 1 5 

0.75% 4 7 
1% 30  

 Small angle x-ray scattering of the 0, 0.5 and 0.75 wt % blends during isothermal 

crystallization at 98 °C (and 95 °C, not shown) revealed an overall increase in scattering 

power of the blends (Figure 5.13a). This behavior is similar to that of a hydrogenated 

polybutadiene undergoing isothermal crystallization at a high temperature that was ob-

served in Chapter 3 (Figure 3.15a); a decrease of scattering intensity at low q was not ob-

served, indicating that morphology development was dominated by growth of primary 

lamellae. The SAXS integrated intensity revealed increased crystallinity and confirmed 
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increased crystallization rate with greater HDPE content (Figure 5.13b). 
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Figure 5.13 a) Evolution of SAXS intensity, I(q), for 0.75 wt % HDPE blend during quies-
cent crystallization at 98 °C. b) Relative SAXS integrated intensity (Q) for different 
HDPE/EH50 blends during quiescent, isothermal crystallization at 98 °C.  

5.3.1.4 STEM Images 

 STEM images obtained for samples crystallized at 98 °C for 30 minutes and sub-

sequently cooled to room temperature at 40 °C/min underscore the pronounced effect of 

HDPE on the morphology of copolymer systems (Figure 5.14). EH50 alone was found to 

consist of short, randomly oriented lamellae (Figure 5.14a). On the other hand, an addi-

tion of HDPE at concentrations even below its overlap concentration (c = 0.5 wt % < c*) 

resulted in a significant increase in length and local orientation of the lamellae (Figure 

5.14b). The 5 wt % HDPE blend (c ~ 10 × c*) exhibited evidence of phase separation 

(Figure 5.14c), showing thicker lamellae compared with 0.5 wt % HDPE blend embed-

ded in the fine-grained, randomly oriented morphology characteristic of pure EH50 

(Figure 5.14a). No evidence of spherulitic growth was observed. 
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Figure 5.14 STEM images of a) EH50, b) 0.5 wt % HDPE blend, and c) 5 wt % 
HDPE blend subsequent to crystallization at 98 °C for 30 min and cooling to room 
temperature.  

 

5.3.2 Flow-Induced Crystallization 

5.3.2.1 Optical Characterization 

 The clarifying effect observed under quiescent conditions was also observed fol-

lowing the imposition of shear (Figure 5.15a). Similar to the quiescent case, transmit-

tance for both the 0 and 0.5 wt % blends subsequent to shear decreased to a local mini-

mum; however, relative to the quiescent case, these minima were shallower and, for the 1 
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wt % blend, occur at earlier time (no significant difference for 0.5 wt % blend). 

In contrast to quiescent conditions (Figure 5.5), both 0.5 and 1 wt % HDPE blends pro-

duced equally transparent microstructures (Figure 5.15a, t > 500 s). Relative to the quies-

cent case, short-term shearing improved the transmittance of the 0.5 wt % blend and de-

creased the transmittance of the 1 wt % blend. These opposite trends may be related to 

the increase in transmittance and oriented structure formation of the 1 wt % blend.  

The 1 wt % HDPE blend exhibited an increase in transmittance during shear 

above its initial value at the start of the experiment (t = 0 s when T = 98 °C). This value, 

I/I0(t = 0) was below 1.0 because crystallization during cooling (tcool region in Figure 

5.15a) resulted in the formation of scattering entities. Upon shear (ts region in Figure 

5.15a), sample transmittance was almost fully restored.  
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Figure 5.15 a) Transmittance and b) corresponding apparent birefringence of 
HDPE/EH50 blends during and subsequent to shear at 98 °C, σw = 0.14 MPa for ts = 10s. 
a includes transmittance during cooling (tcool) on a linear timescale occurring over 9 min. 

 Apparent birefringence (Iperp/I) revealed no orientation for blends having HDPE 

concentration below overlap (c < c*) and surprisingly little orientation for the 1 wt % 

HDPE (c > c*; Figure 5.15b). The non-zero value of Iperp/I at the cessation of shear (t = 
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10 s) exhibited by the 1 wt % HDPE blend indicates the presence of oriented 

structures. The largest apparent birefringence values reached at long times subsequent to 

shear were not much greater than melt birefringence during flow. This represents a stark 

contrast to prior literature on bimodal blends with a small concentration of long chains in 

a matrix of chain that have similar very low chain defect content (i.e., stereo-errors in iso-

tactic polypropylene, iPP, or comonomer in PE) has shown that the creation of oriented 

structures during flow templates highly oriented growth after cessation of flow.38, 46, 55-57 

In these pervious systems, the birefringence often increases much more than ten times 

relative to the birefringence that remains after cessation of shear. Additionally, the shape 

of the birefringence curve at long time is dissimilar to highly crystalline systems under-

going FIC (e.g., Figure B.3 in thesis Appendix B). Highly oriented growth is generally 

characterized by rapidly increasing Iperp/I subsequent to shear with a rate of change that 

increases with time as oriented structures propagate; the slope, dIperp/dt, only decreases 

when the sample retardance, δ, approaches π/2 due to its sinusoidal dependence.56 In con-

trast, at approximately 200 s, the apparent birefringence of the 1 wt % HDPE shows a 

distinct decrease in slope even though δ <<1; this decreases in slope was apparent for all 

samples displaying non-zero birefringence following shear.  

 Hv SALS images confirmed mild oriented growth in both blends. Similar to qui-

escent crystallization, the 0.5 wt % blend did not exhibit Hv scattering until after an in-

duction period of approximately 420 s. At this point, a very light streak normal to the 

shear direction could be observed corresponding to long, slender scattering objects 

aligned parallel to the flow direction.52, 58, 59 This streak persisted for a short time (less 

than 480 s) after which a very light 4-lobe pattern could be observed. The 1 wt % blend 
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exhibited both a streak and isotropic scattering immediately following shear. As 

time progressed, this streak became dominated by isotropic scattering.  

 t = 60 s t = 120 s t = 180 s t = 420 s t = 900 s 
0.5% 
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PA
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2θ = 2º  
Figure 5.16 Hv SALS images collected subsequent to shear at 98 °C, σw = 0.14 MPa for ts = 
10 s. 

5.3.2.2 X-ray Characterization 

10 100 1000

 

 

R
el

at
iv

e 
C

ry
st

al
lin

ity

time (s)

 0.5%
 0.75%

a

10 100 1000

 

 

D
eg

re
e 

of
 O

rie
nt

at
io

n

time (s)

 0.5%
 0.75%

b

Figure 5.17 a) Relative crystallinity (measured as (110) peak intensity) and b) degree of ori-
entation (measured as the second harmonic of Fourier transform of intensity versus azimuthal 
angle) for crystallization of HDPE subsequent to shear at 95 °C, σw = 0.09 MPa, ts = 15 s.  

 The surprisingly low levels of oriented crystallization of these materials despite 

evidence that oriented precursors were formed during shear was apparent in x-ray scatter-
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ing results. SAXS patterns did not exhibit significant anisotropy, in contrast to 

the oriented lobes in the SAXS patterns typically observed in highly crystalline systems 

following flow (not shown).4, 39, 60-62  WAXS intensity also exhibited very little azimuthal 

dependence. Furthermore, the degree of orientation quickly decreased during the first 

minute of crystallization while crystallinity continued to increase (Figure 5.17).  

5.4 DISCUSSION 

5.4.1 Quiescent Crystallization 

5.4.1.1 Nucleation Effects 

 High density polyethylene (HDPE) was found to serve as a nucleating agent in 

the ethylene-co-hexene (EH50) matrix, as has been similarly observed in other polyethyl-

ene systems.28, 63 Enhanced crystallization kinetics were observed by DSC (Figure 5.4), 

optical transmittance (Figure 5.5), and x-ray scattering (Figure 5.13). At the concentra-

tions examined (c < 1 wt % HDPE), an increase in HDPE concentration resulted in an 

increase in crystallization kinetics.28, 64 Furthermore, this nucleation effect was insensitive 

to thermal history when the HDPE concentration was below overlap (c < c* ≈ 0.6 wt %), 

but was dependent on thermal history for blends having a concentration of HDPE that is 

above its overlap concentration (c > c*).  

 In DSC nucleation studies, the 0.5 wt % blend (c < c* ≈ 0.6 wt %) exhibited little 

change in response to hold times of up to 5 min at both 105 and 100 °C. On the other 

hand, crystallization kinetics of the 1 wt % blend exhibited much stronger dependence on 

hold time at elevated temperatures. An order of magnitude decrease in peak crystalliza-



 

 

V - 27
tion time was observed following a hold of 3 min at 100 °C compared to thold = 

0 min. At these intermediate temperatures, HDPE is highly supercooled (31 °C and 36 °C 

below the peak melting point of neat HDPE). On the other hand, neat EH50 is incapable 

of crystallization on short time scales (peak melting temperature 96 °C), and hence, crys-

tal nuclei are predominantly composed of HPDE chains.  

 When the amount of HDPE is below the overlap concentration, crystallization of 

HPDE at intermediate temperatures of 100 and 105 °C is limited by the diffusion of 

HDPE chains to the growth front. This results in HDPE nucleating structures that are 

sparse, compact, and isolated; one can envision nucleated HDPE structures that are sur-

rounded by region depleted of HDPE chains. On the other hand, at concentrations above 

overlap, HDPE crystals can readily propagate through the melt forming a network of nu-

cleating structures. Overlap concentration of a slow-relaxing species is known to be im-

portant in bimodal systems undergoing flow-induced crystallization (FIC).39, 65-68 In FIC, 

concentration of slow-relaxing species in a bimodal blend is important due to differences 

in melt dynamics, which dictate the response of the system to flow. However, to the best 

of our knowledge, this is the first time a non-linear concentration dependence of crystalli-

zation kinetics on a slow-relaxing species has been observed for quiescent crystallization; 

in fact, in contrast to observations here, iPP blends (which consist of components that are 

equally subcooled) exhibit nearly identical turbidity traces during isothermal crystalliza-

tion, independent of whether high-molecular weight chains (slow-relaxing species) are 

above overlap or completely absent.61 The difference in behavior observed here arises 

from the different degrees of subcooling for the two components examined here; under 

quiescent conditions, crystallization of the HDPE/EH50 blends is dictated by both the 
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difference between the melting temperature of the two species and the diffusivity 

of the crystallizable chains. Therefore, systems utilizing a semicrystalline polymer as a 

nucleating agent are expected to exhibit a complex dependence on nucleant concentration, 

relative comonomer content, relative relaxation time, and thermal and flow histories. 

5.4.1.2 Morphology Evolution 

 Neat EH50 was found to be incapable of multi-lamellar structure formation under 

the conditions examined. At 98 °C, it crystallized slowly (only after approximately 

30 min), forming short, randomly oriented lamellae (Figure 5.14a). The lack of multi-

lamellar structure was apparent from the isotropic Hv SALS patterns (Figure 5.6a). 

 The minima in optical transmittance curves (Figure 5.7) and the 4-lobe patterns in 

Hv SALS images exhibited by HDPE/EH50 blends (Figure 5.8) have previously been at-

tributed to spherulite formation when observed during isothermal crystallization of poly-

ethylene.49, 50, 54 In past studies, the 4-lobe pattern in Hv scattering arose from the optical 

anisotropy of a polyethylene spherulite (resulting from different indices of refraction 

along the axes of the orthorhombic unit cell69).52 The difference between the onset of the 

decrease in light transmittance and the onset of significant Hv scattering has been ex-

plained by a low level of anisotropy in the initial crystal structures, either as a conse-

quence of low crystallinity or low orientation correlation among crystals.49 The minimum 

in transmittance has been interpreted as the point at which spherulites fill 50% of the 

available volume as a consequence of the dependence of light scattering on the difference 

in the index of refraction and the amount of the scattering entities (spherulites) and the 

surrounding medium (melt).49, 50, 54 Following this point, the transmittance increases due 

to the increasing size of the spherulites; an increase in size of scattering objects results in 
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the contraction of the scattering pattern leading to more scattering at lower angles 

near 0°, and hence, more light entering the photodetector.50 A difference in optical behav-

ior between these previous studies and the present study is the transmittance following 

spherulite impingement. Here the transmittance values decline, whereas in the previous 

studies, transmittance stabilized at a constant value that corresponded to the orientation 

correlations (anisotropy) within the spherulite.50 However, present materials are distin-

guished by the conspicuous absence of spherulitic structure when examined using either 

polarized light optical microscopy (POM), which would detect spherulites on lengths 

scales greater an a micron, or using electron microscopy, which would detect submicron-

sized spherulites in these HDPE/EH50 blends (Figure 5.10b and Figure 5.14b).  

 Three-dimensional spherulites are not able to propagate at 95 or 98 °C due to the 

limited amount of crystallizable material (i.e., small concentrations of HDPE and limited 

number of ethylene sequences of sufficient length in EH50). Instead, we envision two-

dimensional growth, or discs (Figure 5.18), which, when randomly oriented, also give a 

4-lobe Hv scattering pattern.70-72 The difference in the time between the onset of the drop 

in transmittance and the onset of Hv scattering can again be explained by low anisotropy 

of the initial scattering particles (Figure 5.18a). Likewise, the minimum in transmittance 

and the accompanying appearance of the 4-lobe pattern can be attributed to half-space-

filling of the anisotropic, randomly-oriented, stacks of discs (Figure 5.18b). As the num-

ber of discs in a stack increases, the anisotropy of the system increases, resulting in an 

increase in Hv scattering. 
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Figure 5.18 Schematic representation of isothermal crystallization of 0.5 and 1 wt % 
HDPE blends before the minimum in transmittance (a and d, respectively), after minimum 
in transmittance (b and e, respectively), and at long times when transmittance decreases (c 
and f, respectively). Vector c indicates direction of chain axis.  

 The presence of stacks, as indicated by high degree of local orientation in STEM 

micrographs (Figure 5.14b), is likely the consequence of HDPE templating, which has 

been previously observed under shear.46, 68 In this scenario, the initial discs that form dic-

tate the surrounding orientation distribution since only the crystal structures oriented 

roughly parallel to the initial discs can propagate. Similar to the case of spherulitic mor-

phology, scattering at zero angle increases as the stacks of discs grow in size, resulting in 

an increase in transmittance. A constant value of transmittance is not reached at long 

times because total impingement of crystal structures is not achieved. Instead, transmit-

tance decreases as Hv scattering increases both at and between the ‘lobes,’ consistent with 

the growth of randomly oriented lamellae that occur in neat EH50 (Figure 5.18c). 
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 The HDPE/EH50 blend containing HDPE concentration above overlap (c 

= 1 wt % > c* ≈ 0.6 wt %) follows a similar evolution of a 4-lobe pattern as the 0.5 wt % 

blend (c < c*) but starting from isotropic Hv scattering upon reaching Tc = 98 °C, which 

indicates crystallization of the blend during cooling. The fact that the initial scattering 

pattern is isotropic rather than 4-lobe means that the initial scattering entities are large but 

not arranged in stacks of discs. Instead, one can envision isolated, unilamellar discs, ap-

proximately 15 nm thick (from SAXS) and 1 μm in diameter, composed primarily of 

HPDE (Figure 5.18d). Since HDPE concentration is above overlap and chain diffusion 

limitations are reduced, HDPE chains can rapidly form nuclei and the growth front can 

advance more rapidly compared to the 0.5 wt % blend, resulting in crystallization during 

cooling (~8 °C/min). Hence, crystallization of the 1 wt % blend occurs at higher tempera-

tures, leading to increased amounts of crystallization-induced phase separation. Although 

STEM images for the 1 wt % blend were not available, one can envision them to be in-

termediate between Figure 5.14b and Figure 5.14c, corresponding to the 0.5 and 5 wt % 

HDPE blends, respectively. Similar to the latter, the 1 wt % HDPE blend likely contains 

some large lamellae that do not template the surrounding crystallites; hence, they con-

tribute to isotropic Hv scattering. However, the appearance of a 4-lobe Hv SALS pattern 

indicates that the 1 wt % HDPE blend still contains templated regions in which stacks of 

lamellar discs can be found (Figure 5.18 e and f).  

 Blends containing HDPE exhibited increased clarity with increasing HDPE con-

tent at long times during isothermal crystallization. Since the sample is contained be-

tween two windows, surface effects are negligible and the clarity is only a function of 

bulk optical transmittance. The clarifying effect of nucleating agents has been observed 
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previously in spherulitic iPP systems, in which the clarifying effect was attrib-

uted to a decrease in spherulite size and a decrease in their scattering effectiveness with 

increasing nucleation density.64 Highly crystalline systems, such as iPP and HPDE, are 

turbid due to large, closely-packed spherulites. EH50 has higher clarity than such highly 

crystalline systems because it does not organize into multi-lamellar structures. However, 

an intermediate amount of order, such as that in HDPE/EH50 blends, results in a further 

increase of sample clarity, which is important for the production of plastic films.29  

5.4.2 Flow-Induced Crystallization 

The interplay between defect-free HDPE chains and a defect-ridden copolymer 

matrix results in morphology evolution that is not commonly encountered in FIC of 

semicrystalline systems. Blends containing 0.5 and 1 wt % HDPE exhibited several un-

usual optical behaviors subsequent to flow (Figure 5.15a): (1) the transmittance of the 

1 wt % HDPE blend increased during the shear pulse, (2) the transmittance at long times 

of the 1 wt % blend was lower for the sheared case than the quiescent case, while (3) the 

transmittance of the 0.5 wt % blend was higher compared with the quiescent case.  

Initial crystal structures in both blends nucleate/template crystal growth at longer 

times. Flow can both alter the orientation distribution of structures formed during cooling 

and induce the formation of additional precursors. The orientation distribution of struc-

tures within the system at the cessation of flow will affect the orientation distribution of 

crystallites that propagate from the initial structures at later times. As mentioned previ-

ously, crystallization of the 1 wt % blend during cooling resulted in the formation of large 

crystals that were capable of scattering light (Figure 5.18d). Hence, the orientation of 
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these large, platelet-like crystals by flow resulted in a strong increase in transmit-

tance (the increase in transmittance was not the result of crystal destruction, as confirmed 

by WAXS—not shown). This behavior is reminiscent of increased transmittance follow-

ing the elongation of polymer films.50 In the present case, this increase in transmittance 

can be explained by the specific orientation of the platelet-shaped crystals by shear flow. 

In previous studies, platelet-like particles have been observed to be oriented such that 

their surface normal ( c  in Figure 5.19 corresponding to the chain axis) is nearly parallel 

to the velocity gradient direction (∇ v),73-76 which in the current system corresponds to 

the direction of light through the sample (Figure 5.19). Prior to shear, the random orienta-

tion of discs results in scattering arising from the difference between refractive indices 

along the three unit cell axes (a, b, and c with refractive indices of 1.514, 1.519, and 

1.575, respectively)69 and the polyethylene melt (refractive index of approximately 

1.49).77 Subsequent to shear, the c-axis is aligned along the light path (Figure 5.19); 

hence, the contrast in refractive indices that is probed is reduced to 1.514 and 1.519 for 

the crystallites—quite close to that of the melt (1.49) so the transmittance increases. 

Although an increase in transmittance is not observed during shear of the 

0.5 wt % HDPE blend, DSC nucleation studies indicate that some structure formation in 

this blend is expected during cooling. However, at short crystallization times, these struc-

tures are too small to scatter light (Figure 5.18a). Evidence for their orientation is not ap-

parent until long times when they have increased in size, resulting in increased transmit-

tance of the sheared 0.5 wt % blend compared with the quiescent case. 

In addition to orientation of pre-existing crystals, application of shear to the 

1 wt % blend results in oriented nuclei formation (evident from apparent birefringence in 
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Figure 5.15b and streak in the Hv SALS pattern in Figure 5.16). Scattering from 

these cylindrical objects results in a large increase in turbidity of the sample due to the 

fact that their c-axis is oriented parallel to the direction of flow. This effect offsets the 

increase in transmittance from the orientation of pre-exiting platelet-like crystals resulting 

in a decrease in transmittance relative to the quiescent case of the 1 wt % HDPE blend. 
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Figure 5.19 Schematic representation of orientation of lamellar discs by flow. 

 HDPE/EH50 blends did not exhibit the strong response to flow-induced crystalli-

zation (FIC) typical of more crystalline systems.4, 39, 46, 60-62, 67, 78, 79 While this is expected 

at HDPE concentrations below overlap (c < c*) where slow-relaxing species (here, HPDE 

chains) are not effective at triggering oriented nuclei formation,65, 66, 80 it was surprising 

that 0.75 wt % and 1 wt % blends (c > c*) also did not exhibit evidence of a dominant 

oriented morphology. Instead, the behavior of the latter blends suggests two crystalliza-

tion regimes: (1) oriented structure propagation at short times following shear and (2) iso-

tropic crystal growth at longer times.  

 At short times (t < 200 s), HDPE/EH50 blends exhibited evidence of oriented 

growth in the form of a rapidly increasing apparent birefringence trace that began from a 
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non-zero value following shear (Figure 5.15b), a streak in the Hv scattering pat-

tern (Figure 5.16), and an elevated degree of orientation in the WAXS images (Figure 

5.17). Following 200 s, however, oriented growth appeared to have stopped. In contrast 

to more crystalline systems (see, for example, Figure B.3), the slope in Iperp/I dropped to a 

smaller, almost constant value. This change coincided with the poorly-defined minimum 

in the corresponding transmittance curve. A small increase in transmittance following the 

minimum is consistent with a lack of significant increase in the size of oriented structures. 

Further evidence that the growth front from the oriented precursors halts its advance is 

the absence of a contraction of the scattering patterns.50, 81 Additionally, following the 

break in the rate of oriented growth, Hv SALS patterns developed significant isotropic 

scattering and the WAXS degree of orientation drastically decreased due to an increase in 

isotropic scattering. 

 The transition to isotropic scattering is a consequence of the copolymer base ma-

trix. As oriented structures propagate, the longest ethylene sequences of EH50 are incor-

porated into the crystal. However, along with these crystallizable sequences, defects in 

the form of short-chain branches are also encountered. As more and more defects are 

crowded at the growth front, the crystal structures cease to grow and crystallization can 

only continue from newly-formed point-like nuclei in the melt. Therefore, the incorpora-

tion of the copolymer matrix into the oriented crystals pollutes the growth front, limiting 

the size of the oriented structures. This reasoning is similar to the explanation for the de-

terioration of morphology observed with increased SCB content of copolymers during 

quiescent crystallization.19 Consequently, one could conjecture that the lateral dimensions 

of crystal structures can be manipulated by controlling the length of ethylene sequences 
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consumed by the growth front (i.e., number of short-chain branches encountered), 

which, in turn, can be achieved by changing the temperature of crystallization (Figure 

5.20). 

Increase temperature  
Figure 5.20 Schematic representation of the varying extent of oriented growth as a conse-
quence of comonomer incorporation as dictated by temperature. 

 In agreement with this theory is the study by Hsiao et al. on bimodal blends com-

posed of a linear ultrahigh molecular weight polyethylene (UHMWPE) at a low concen-

tration (c = 2 wt % > c*) in a short-chain-branched matrix.82 This previous study revealed 

the propagation of large oriented shish-kebab structures following shear at elevated tem-

peratures, at which the major, short-chain branched component could not crystallize.  

 
Figure 5.21 Shish-kebab structure observed subsequent to flow of a blend contain-
ing 2 wt % UHMWPE in a non-crystallizable PE. (Reprinted Fig. 3 with permission 
from Hsiao, B.S., et al. Phys. Rev. Lett. Vol. 94, 117802, 2005. Copyright (2005) by 
the American Physical Society).   
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Figure 5.22 Evolution of degree of orientation of 0.75 wt % HDPE blend subsequent to 
shear at σw = 0.09 MPa for ts = 15 s at different temperatures for a) full scattering patterns 
and b) differential scattering patterns. 

 Our theory was further confirmed by examining the degree of orientation of the 

0.75 wt % blend at three different temperatures: 92, 95, and 98 °C (Figure 5.22a). The 

lowest temperature exhibited the greatest degree of orientation as more EH50 material 

could crystallize due the decrease in the required ethylene sequence length; only a small 

amount of orientation was evident at the highest crystallization temperature. For all three 

temperatures, a rapid decrease in WAXS anisotropy was observed. Further investigation 

into this evolution of WAXS anisotropy was conducted using the differential analysis de-

veloped by Hajimorad et al.45 The relative degree of orientation was calculated for 

WAXS patterns that developed between the four time points of interest: (1) 0 < tc <30 s, 

(2) 30 < tc < 195s, (3) 195 < tc < 615 s, and (4) 615 < tc < 1815 s. Crystallization occur-

ring within 30 s of shear was characterized by the greatest degree of orientation (Figure 

5.22b). At the two lower temperatures, 92 and 95 °C, anisotropy of subsequent crystalli-

zation (immediately following t = 30 s) was substantially diminished. In contrast, the ani-
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sotropy of crystallization at 98 °C was nearly constant from 0 to 195 s consistent 

with less pollution of the oriented growth front at the elevated temperature. 

 Not surprisingly, temperature affects more than simply the amount of EH50 that 

can crystallize. The large difference between the melting points of ethylene copolymers 

and branch-free PE chains, which are necessary to ensure formation of oriented nuclei, 

leads to a significant amount of material that is already crystalline upon reaching Tc in 

this system resulting in poor control of initial system morphology. In future work, a po-

tential means to circumvent difficulties regarding oriented nuclei formation is to utilize a 

system with embedded oriented fibers that can serve as well controlled (size and amount) 

oriented nuclei. This will allow one to utilize instruments having better temperature con-

trol which are not limited by large thermal mass. Rapid cooling in addition to examina-

tion of materials having slightly less comonomer content may decrease crystallization-

induced phase separation and allow for proper control of the initial morphology. 

5.5 CONCLUSION 

 Crystallization of an ethylene-copolymer (EH50) was examined in the presence of 

small concentrations (c < 5 wt %) of a high density polyethylene (HDPE) both under qui-

escent conditions and subsequent to flow at temperatures where both blend components 

could crystallize. These multimodal systems may be encountered in industry both by spe-

cific blending and through specific synthetic routes to metallocene copolymers. Due to 

the difference in melting point between the two materials as a consequence of short-chain 

branching, HDPE proved to be an effective nucleating agent. Furthermore, due to its 

semicrystalline nature and its ability to organize into super molecular structures, the ef-
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fectiveness of HDPE as a nucleant was found to be sensitive to thermal history 

above its overlap concentration (c > c*).  

 HDPE also proved to be an effective clarifying agent. Small concentrations (c < 

1 wt %) of HDPE resulted in high clarity samples at long crystallization times. This was a 

consequence of a change in morphology from randomly distributed lamellae (without 

HDPE) to stacks of lamellae having local orientation (with small amounts of HDPE). The 

clarifying effect was evident both under isothermal conditions and subsequent to shear. 

 HDPE/EH50 blends containing 1 wt % HDPE or less exhibited surprisingly little 

response to shear in contrast to more crystalline isotactic polypropylene (iPP) and HDPE 

systems. Evidence of a dominant oriented morphology was not observed. Instead, the 

samples exhibited two crystallization regimes: (1) oriented growth at short times follow-

ing shear and (2) isotropic growth at long times following shear. The transition between 

the two regimes appears to be a consequence of the incorporation of ethylene sequences 

into the oriented structures which results in a build up of short-chain branches (i.e., de-

fects) and a pollution of the growth front. At later times, the oriented growth front is ex-

tinguished by the tethered copolymer. Subsequent growth requires new nuclei to form; 

since the remaining melt is fully relaxed at these long times, point-like nuclei form and 

the subsequent growth is isotropic. 

 We propose that this behavior can be exploited to control the lateral dimensions 

of the oriented structures by controlling the incorporation of ethylene sequences, which, 

in turn, is dictated by temperature. The ability to precisely control the size of morpho-

logical features in semicrystalline systems would enable more accurate tuning of the ul-

timate physical properties.  
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 Due to the acquisition of x-ray data in many file formats, MATLAB 

code was written in order to facilitate data processing.  After determination of beam 

center and sample-to-detector distance using FIT2D software,1 the following algorithms 

were employed. 

 General code is also provided for conventional and hetero-spectral two-

dimensional (2D) correlation analysis, as well as 2D moving window analysis. 

A.1 Save Experimental Parameters 

This function asks for necessary experimental parameters: beam center (‘x0’,’y0’), 
sample to detector distance (‘L’), detector pixel size (‘pixsize’), and x-ray wavelength 
(‘lamda’) and saves them in Matlab matrix ‘BNLsaxsApr2009.mat’. 
 

function getparameters 
x0=input('Enter x coordinate of center:'); 
y0=input('Enter y coordinate of center:'); 
L=input('Enter sample-to-detector distance in mm:'); 
pixsize=input('Enter pixel size in microns:'); 
lamda=input('Enter wavelength in angstroms:'); 
lamda=lamda*10^-10; 
pixsize=pixsize*10^-6; 
L=L*10^-3; 
x0=x0*pixsize; 
y0=y0*pixsize; 
save('BNLsaxsApr2009.mat'); % save parameter matrix 
end 

A.2 Open Image Files 

This function looks for x-ray images (.tif) in directory ‘dname’ and creates a movie of 
I(q) versus q and saves the corresponding 3D matrix. ‘TempA’ and ‘TempB’ are the 
slope and y-intercept of the ramp temperature profile, respectively. Variables ‘timeA’ and 
‘timeB’ are the slope and y-intercept of the time dependence on the frame number. 
‘IC1A’ and ‘IC1B’ are the slope and y-intercept of the IC1 value (prior to sample) 
dependence on the frame number. It load background matrices ‘B’ which should be 
double-format and corrected for IC1 and any difference for acquisition time. This 
function calls radialintegrationBNL. 
 

function waxsdataBNL(dname,TempA,TempB,timeA,timeB,IC1A,IC1B,f) 
%% prepare for analysis 
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%load background matrices (only IC1 normalized) 
%load('Bsaxs1s.mat'); 
%load('Bwaxs1s.mat'); 
load('Bsaxs7s.mat'); 
%load('PEL161sri871.mat'); 
  
disp(['File selected for analysis: ', dname]); 
  
% create new directories 
if isequal(exist(strcat(dname,'\movies')),0) 
    mkdir(dname,'movies'); 
end 
if isequal(exist(strcat(dname,'\IvsQ')),0) 
    mkdir(dname,'IvsQ'); 
end    
  
waxsfolder=dname; 
waxsfiles=dir(waxsfolder); 
wsize=size(waxsfiles); 
numfiles=wsize(1); 
  
%get movie name 
sfile=waxsfiles(10).name; 
index=strfind(sfile,'i'); %'r' before for ramps 
newdname=sfile(1:index); 
moviefile=strcat(waxsfolder,'\movies\',newdname,'_IvsQ'); 
mov=avifile(moviefile,'compression','none','fps',2); 
  
%find start of files 
track=1; 
while waxsfiles(track).isdir~=0 
    track=track+1; 
end 
intensity=zeros(250,3,numfiles-4); 
ii=1; 
for count=track:numfiles-2;  
    if waxsfiles(count).isdir==0 
        sfilename=waxsfiles(count).name; 
        wholepathwaxs=strcat(waxsfolder,'\',sfilename); 
        imagemat=imread(wholepathwaxs,'tiff'); 
        imagemat=double(imagemat)+1; 
        n=strfind(sfilename,'.'); 
        frame=str2double(sfilename(n+1:n+4)); 
        time=timeA*frame+timeB; 
        Temp=TempA*time+TempB; 
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        IC1=IC1A*frame+IC1B; 
        imagemat=imagemat/IC1-f*B; 
        IvsQ=radialintegrationBNL(imagemat); 
        intensity(:,1,ii)=Temp; 
        intensity(:,2,ii)=IvsQ(:,1); 
        intensity(:,3,ii)=IvsQ(:,2); 
        ii=ii+1; 
        plot(IvsQ(:,1),IvsQ(:,2)); 
        %axis([0 1.94 0 1]); %for WAXS 
        axis([0 0.12 0 3]); %for SAXS 
        set(gca,'YGrid','on'); 
        time2=strcat('Temp=',num2str(Temp),' \circC'); 
        text(0.07,.75,time2); 
        F=getframe(gcf); 
        mov=addframe(mov,F); 
    end 
end 
mov=close(mov); 
intname=strcat(waxsfolder,'\IvsQ\',newdname,'_intmat'); 
save(intname,'intensity'); 
end 

A.3 Extract I(q) vs. q 

This function requires the input of a 2D matrix containing intensity values (double) 
corresponding to the x-ray scattering image (‘imagemat’). It returns I(q) vs. q in matrix 
‘IvsQ’. It loads the experimental parameters saved in A.1. Start and end pixel counts can 
be adjusted as needed. It is important to resize matrices ‘allpixels’ and ‘sortedpix’ 
accordingly.  
 

function [IvsQ]=radialintegrationBNL(imagemat) 
  
%load('BNLwaxsApr2009.mat'); 
load('BNLsaxsApr2009.mat'); 
%% 
allpixels=zeros(160801,2); %WAXS: 463761; SAXS: 160801 
pixelnum=1; 
  
for xcount=312:712 %WAXS: 168:848; SAXS: 312:712 
    for ycount=311:711 %WAXS: 173:853; SAXS: 311:711 
        r=(((0.5*pixsize*(2*xcount-1)-x0)^2+(0.5*pixsize*(2*ycount-1)-y0)^2)^0.5); 
        q=4*10^-10*pi*sin(0.5*atan(r/L))/lamda; 
        allpixels(pixelnum,1)=q; 
        allpixels(pixelnum,2)=imagemat(ycount,xcount); 
        pixelnum=pixelnum+1; 
    end 
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end 
%% 
sortedpix=zeros(160801,2); %WAXS: 463761; SAXS: 160801 
[temp,IX]=sort(allpixels); 
for count=1:160801 %WAXS: 463761; SAXS: 160801 
    sortedpix(count,1)=temp(count,1); 
    sortedpix(count,2)=allpixels(IX(count,1),2); 
end 
  
[n,xout]=hist(sortedpix(:,1),250);  %can change bin as desired 
sizen=size(n); 
bin=sizen(2); 
Ivsq=zeros(bin,2); 
mark=1; 
for count=1:bin 
    Ivsq(count,1)=xout(count); %set binned q 
    ave=0; 
    for ii=mark:mark+n(count)-1 
        ave=ave+sortedpix(ii,2)/n(count); 
    end 
    Ivsq(count,2)=ave; 
    mark=mark+n(count); 
end 
  
%no dezinger 
IvsQ=Ivsq;  
  
end 

A.4 Lorentz Correction 

This function creates and saves the Lorentz-corrected intensity matrix calculated from the 
intensity matrix created in A.2. It also saves each frame as a separate ascii file for 
crystallinity evaluation in Origin or other software.  
 

function lorentz 
  
[filename,pathname]=uigetfile('*.mat','Select matrix for ascii extraction'); 
disp(['File selected: ', filename]) 
A=load(strcat(pathname,filename)); 
mat=A.intensity; 
  
[m,n,k]=size(mat); 
lormat=mat; 
temp=zeros(189,2); %don't include Temperature values 
for count=1:k 
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    for q=1:m 
        lormat(q,3,count)=lormat(q,2,count)^2*lormat(q,3,count); 
    end 
    temp(:,1)=lormat(1:189,2,count); %1st column is Temp values 
    temp(:,2)=lormat(1:189,3,count)+0.5;  
    if count<10 
        name=strcat('L52cw','00',num2str(count));  
    elseif (count>9) && (count<100) 
        name=strcat('L52cw','0',num2str(count));  
    else 
        name=strcat('L52cw',num2str(count));  
    end 
    save(strcat(pathname,name),'temp','-ascii'); 
end 
len=length(filename); 
name=filename(1:len-11); 
save(strcat(pathname,name,'_lormat'),'lormat'); 
end 

A.5 Long Period 

This function approximates the long period from the peak of the scattering curve on the 
frame range from ‘start’ to ‘finish’. Note: not valid for noisy data. 
 

function [Lp]=getLp(start,finish) 
  
%% load lorentzian corrected matrix 
[filename,pathname]=uigetfile('Select Lorentzian corrected matrix'); 
A=load(strcat(pathname,filename)); 
%intensity=A.intensity; 
intensity=A.lormat; 
%intensity=A.intmat; 
%% adjust matrix size 
[m1,n,k]=size(intensity); 
intensity(130:m1,:,:)=[]; %was 205 for BNL materials 
[m2,n,k]=size(intensity); 
intensity(1:10,:,:)=[]; %22 for PEL52,PEL161, and MS3 at BNL; 37 for EH4 for 
BNL; 10 for LBL materials 
[m,n,k]=size(intensity); 
%% 
Lp=zeros(finish-start+1,2); 
track=1; 
for count=start:finish 
    Lp(track,1)=intensity(1,1,count); 
    [c,i]=max(smooth(intensity(:,3,count))); 
    Lp(track,2)=0.2*pi/intensity(i,2,count); 
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    track=track+1; 
end 
  
figure(1); 
plot(Lp(:,1),Lp(:,2)); 
xlabel('Temperature (\circC)'); 
ylabel('Long period (nm)'); 
plottitle=input('Enter plot title: ','s'); 
title(plottitle); 
  
len=length(filename); 
name=filename(1:len-4); 
save(strcat(pathname,name,'_Lpmat'),'Lp'); 
save(strcat(pathname,name,'_Lpmat'),'Lp','-ascii'); 
nameplot=strcat(pathname,name,'_Lpgraph'); 
saveas(gcf,nameplot,'fig'); 
saveas(gcf,nameplot,'jpg'); 
end 

A.6 SAXS Integrated Intensity 

This function calculates the SAXS integrated intensity on a frame interval from ‘start’ to 
‘finish’. 
 

function [Area]=getArea(start,finish) 
  
%% load lorentzian corrected matrix 
[filename,pathname]=uigetfile('Select Lorentzian corrected matrix'); 
A=load(strcat(pathname,filename)); 
intensity=A.lormat; 
%intensity=A.intmat; 
%% adjust matrix size 
[m1,n,k]=size(intensity); 
intensity(205:m1,:,:)=[];  
%[m2,n,k]=size(intensity); 
%intensity(1:37,:,:)=[]; %22 for all paper materials; 37 for EH4 
[m,n,k]=size(intensity); 
%% 
Lp=zeros(finish-start+1,2); 
track=1; 
for count=start:finish 
    Area(track,1)=intensity(1,1,count); 
    A=0; 
    for q=2:m 
        A=A+(intensity(q,3,count)+intensity(q-1,3,count))*(intensity(q,2,count)-
intensity(q-1,2,count))/2; 
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    end 
    Area(track,2)=A; 
    track=track+1; 
end 
  
figure(1); 
plot(Area(:,1),Area(:,2)); 
xlabel('Temperature (\circC)'); 
ylabel('Invariant'); 
plottitle=input('Enter plot title: ','s'); 
title(plottitle); 
  
len=length(filename); 
name=filename(1:len-4); 
save(strcat(pathname,name,'_Areamat'),'Area'); 
save(strcat(pathname,name,'_Areamat'),'Area','-ascii'); 
nameplot=strcat(pathname,name,'_Areagraph'); 
saveas(gcf,nameplot,'fig'); 
saveas(gcf,nameplot,'jpg'); 
end 

A.7 Conventional 2D Correlation Analysis 

function corrmat 
%% Conventional 2D correlation analysis on a ax2xm matrix containing 
%% intensity values at equally spaced points along a perturbation 
  
%% load matrix  
[filename,pathname]=uigetfile('Select mutli-spectra matrix for analysis'); 
disp(['File selected: ', filename]) 
A=load(strcat(pathname,filename)); 
sepmat=A.sepmat; %adjust if matrix name is not sepmat (ex: 

sepmat=A.matrix_name;) 
 
%% 
[a,b,m]=size(sepmat); 
range=a; 
  
figure(1); 
hold on; 
for speccount=1:m 
    plot(sepmat(:,1,speccount),sepmat(:,2,speccount)); %plot all spectra 
    y(speccount,:)=sepmat(:,2,speccount); 
end 
xlabel('Raman Shift (cm^{-1})'); %set axis 
ylabel('Intensity'); %set axis 
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plottitle=input('Enter plot title:','s'); 
title(plottitle); 
hold off; 
  
len=length(filename); 
name=filename(1:len-8); 
nameall=strcat(pathname,name); 
saveas(gcf,nameall,'fig'); 
saveas(gcf,nameall,'jpg'); 
  
%% calculate differential matrix and plot (not necessary) 
diffmat=zeros(range,2,m-1); 
figure(5); 
hold on; 
for count=1:m-1 
    diffmat(:,1,count)=sepmat(:,1,count); 
    diffmat(:,2,count)=sepmat(:,2,count+1)-sepmat(:,2,count); 
    plot(diffmat(:,1,count),diffmat(:,2,count)); 
end 
xlabel('Raman Shift (cm^{-1})'); %set axis 
ylabel('Difference in Intensity'); %set axis 
title({plottitle;'Change in Spectra'}); 
hold off; 
namediff=strcat(pathname,name,'_diff'); 
saveas(gcf,namediff,'fig'); 
saveas(gcf,namediff,'jpg'); 
  
depvar=sepmat(:,1,1); % spectral variables 
dim=length(depvar); 
 
%% calculate perturbation-averaged spectrum 
yave=zeros(1,dim); 
for count=1:m 
    yave=yave+y(count,:); 
end 
yave=yave/m; 
 
%% plot perturbation-averaged spectrum 
figure(2); 
plot(depvar,yave); 
xlabel('Raman Shift (cm^{-1})'); %set axis 
ylabel('Intensity'); %set axis 
title({plottitle;'Averaged Spectra'}); 
nameave=strcat(pathname,name,'_ave'); 
saveas(gcf,nameave,'fig'); 
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saveas(gcf,nameave,'jpg'); 
 
%% save average spectrum 
avemat(:,1)=depvar; 
avemat(:,2)=yave; 
nameavemat=strcat(pathname,name,'_avemat'); 
save(nameavemat,'avemat'); 
 
%% calculate dynamic spectrum 
for count=1:m 
    ys(count,:)=y(count,:)-yave; 
end 
 
%% calculate synchronous spectrum 
Phi=(1/(m-1))*ys'*ys; 
 
%% if want to set noise threshold to 5% 
%[a,a]=size(Phi); 
%maxPhi=max(max(Phi)); 
%for count1=1:a 
%    for count2=1:a 
%        if abs(Phi(count1,count2))<0.05*maxPhi 
%            Phi(count1,count2)=0; 
%       end 
%    end 
%end 
 
%% plot and save synchronous spectrum 
figure(3); 
contour(depvar',depvar',Phi); 
%imagesc(depvar',depvar',Phi); %if contour is too noisy 
hold on; 
plot(depvar,depvar); 
xlabel('Raman Shift (cm^{-1})'); 
ylabel('Raman Shift (cm^{-1})'); 
title({'Synchronous 2D Correlation Spectra:';plottitle}); 
axis xy; 
hold off; 
namePhi=strcat(pathname,name,'_Phi'); 
saveas(gcf,namePhi,'fig'); 
saveas(gcf,namePhi,'jpg'); 
namePhimat=strcat(pathname,name,'_Phimat'); 
save(namePhimat,'Phi'); 
 
%% calculate asynchronous spectrum 
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N=makeN(m); % calculate Hilbert-Noda matrix (see A.8) 
Psi=(1/(m-1))*ys'*N*ys; 
 
%% if want to set noise threshold to 5% 
%[b,b]=size(Psi);  
%maxPsi=max(max(Psi)); 
%for count1=1:b 
%    for count2=1:b 
%        if abs(Psi(count1,count2))<0.05*maxPsi 
%            Psi(count1,count2)=0; 
%        end 
%    end 
%end 
 
%% plot and save asynchronous spectrum 
figure(4); 
contour(depvar',depvar',Psi'); 
%imagesc(depvar',depvar',Psi'); %if countour is too noisy 
hold on; 
plot(depvar,depvar); 
xlabel('Raman Shift (cm^{-1})'); 
ylabel('Raman Shift (cm^{-1})'); 
title({'Asynchronous 2D Correlation Spectra';plottitle}); 
axis xy; 
hold off; 
namePsi=strcat(pathname,name,'_Psi'); 
saveas(gcf,namePsi,'fig'); 
saveas(gcf,namePsi,'jpg'); 
namePsimat=strcat(pathname,name,'_Psimat'); 
save(namePsimat,'Psi'); 
 
%% calculate, plot, and save autocorrelation intensity 
v=diag(Phi); 
figure(6); 
plot(depvar',v); 
xlabel('Raman Shift (cm^{-1})'); 
ylabel('Autocorrelation Intensity'); 
title({'Autocorrelation Spectrum';plottitle}); 
nameapow=strcat(pathname,name,'_pow'); 
saveas(gcf,nameapow,'fig'); 
saveas(gcf,nameapow,'jpg'); 
apowmat(:,1)=depvar; 
apowmat(:,2)=v; 
nameapowmat=strcat(pathname,name,'_apowmat'); 
save(nameapowmat,'apowmat'); 
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%% 
end 

A.8 Hilbert-Noda Matrix 

function [N]=makeN(m) 
%% calculate Hilbert-Noda matrix 
N=zeros(m); 
for j=1:m 
    for k=1:m 
        if j==k 
            N(j,k)=0; 
        else 
            N(j,k)=1/(pi*(k-j)); 
        end 
    end 
end 
end 

A.9 2D Hetero-Spectral Analysis 

function heterocorr 
%% Conduct 2D hetero-spectral correlation analysis on two matrices (here 
%% SAXS and WAXS data) that contain the same number of points along the 
%% perturbation. This is written for ax3xm matrices where there are a 
%% spectral variables (which are located in column 2) and m points along 
%% the perturbation. Column 3 contains the intensity values. Column 1 
%% contains temperatures (not used here). 
  
%% load matrices 
[filename1,pathname1]=uigetfile('Select SAXS matrix'); 
disp(['File selected: ', filename1]) 
A=load(strcat(pathname1,filename1)); 
sepmat1=A.intensity; %for matrix named intensity or change to 

sepmat1=A.matrix_name; 
[filename2,pathname2]=uigetfile('Select WAXS matrix'); 
disp(['File selected: ', filename2]) 
A=load(strcat(pathname2,filename2)); 
sepmat2=A.intensity; %for matrix named intensity or change to 

sepmat2=A.matrix_name; 
 

%% establish matrix size -- note: it is required that m1=m2 
[a1,b1,m1]=size(sepmat1); 
[a2,b2,m2]=size(sepmat2); 
%% 
for speccount=1:m1 
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    y1(speccount,:)=sepmat1(:,3,speccount); %change if only 2 column 
matrix 
end 
for speccount=1:m2 
    y2(speccount,:)=sepmat2(:,3,speccount); %change if only 2 column matrix 
end 
len=length(filename1); 
name=filename1(1:len-4); 
nameall=strcat(pathname1,name); 
  
depvar1=sepmat1(:,2,1); % spectral variables set 1 
depvar2=sepmat2(:,2,1); % spectral variables set 2 
dim1=length(depvar1); 
dim2=length(depvar2); 
 
%% calculate average spectra for each dataset 
yave1=zeros(1,dim1); 
yave2=zeros(1,dim2); 
for count=1:m1 
    yave1=yave1+y1(count,:); 
end 
yave1=yave1/m1; 
for count=1:m2 
    yave2=yave2+y2(count,:); 
end 
yave2=yave2/m2; 
 
%% plot average spectra for each dataset 
figure(1); 
plot(depvar1,yave1); 
xlabel('q (A^{-1})'); 
ylabel('Intensity'); 
title('Averaged Spectra'); 
nameave=strcat(pathname1,name,'_ave1'); 
saveas(gcf,nameave,'fig'); 
saveas(gcf,nameave,'jpg'); 
namedep1=strcat(pathname1,name,'_depvar1'); 
save(namedep1,'depvar1'); 
figure(2); 
plot(depvar2,yave2); 
xlabel('q (A^{-1})'); 
ylabel('Intensity'); 
title('Averaged Spectra'); 
nameave=strcat(pathname1,name,'_ave2'); 
saveas(gcf,nameave,'fig'); 
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saveas(gcf,nameave,'jpg'); 
namedep2=strcat(pathname1,name,'_depvar2'); 
save(namedep2,'depvar2'); 
 
%% calculate dynamic spectra for each dataset 
for count=1:m1 
    ys1(count,:)=y1(count,:)-yave1; 
end 
for count=1:m2 
    ys2(count,:)=y2(count,:)-yave2; 
end 
 
%% calculate synchronous spectra 
Phi=(1/(m1-1))*ys1'*ys2; 
[a,a]=size(Phi); 
maxPhi=max(max(Phi)); 
for count1=1:a 
    for count2=1:a 
        if abs(Phi(count1,count2))<0.05*maxPhi 
            Phi(count1,count2)=0; 
        end 
    end 
end 
 
%% plot synchronous spectrum 
figure(3); 
contour(depvar2',depvar1',Phi); 
%imagesc(depvar',depvar',Phi); %if contours are too noisy 
xlabel('q (A^{-1})'); %set axis 
ylabel('q (A^{-1})'); %set axis 
title('Synchronous 2D Correlation Spectra:'); %set title 
axis xy; 
 
%% save synchronous spectrum 
namePhi=strcat(pathname1,name,'_Phi'); 
saveas(gcf,namePhi,'fig'); 
saveas(gcf,namePhi,'jpg'); 
namePhimat=strcat(pathname1,name,'_Phimat'); 
save(namePhimat,'Phi'); 
end 

A.10  2D Moving Window Analysis 

function [movwin]=MW2D(intensity,win) 
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%% conduct moving window 2D analysis on matrix 'intensity' of window 
of size 'win'  
[m,n,k]=size(intensity); 
%% load desired spectra into y (general spectra) 
for count=1:k 
    y(count,:)=intensity(:,2,count); %for 2 column matrix  
end 
%% now conduct analysis on smaller windows`  
depvar=intensity(:,1,1); %spectral variable 
movwin=zeros(k-win+1,m); %2D moving window plot 
ycord=zeros(k-win+1,1); %perturbation coordinate 
for start=1:(k-win+1) 
    for count=1:win 
        ywin(count,:)=y(count+start-1,:); 
    end 
    yave=zeros(1,m); 
    %calculate average spectrum 
    for count=1:win 
        yave=yave+ywin(count,:);  
    end 
    yave=yave/win; 
    %calculate dynamic spectra 
    for count=1:win 
        ys(count,:)=ywin(count,:)-yave; 
    end 
    Phi=(1/(win-1))*ys'*ys; %calculate synchronous spectrum 
    movwin(start,:)=diag(Phi); %take autocorrelation intensity 
    frame=start+floor(win/2); % take representative value of frame (or perturbation) 

for 'window' 
    time=10*frame; %set time dependence on frame (or each perturbation point) 
    ycord(start)=time; 
end 
 
%% plot 2D moving window plot 
contour(depvar,ycord,movwin,10); %set to 10 contours 
xlabel('q (Angstroms^{-1})'); %set axis 
ylabel('Temperature'); %set axis 
end 
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B.1 INTRODUCTION 

 The physical properties of semicrystalline materials are ultimately dictated by 

their morphology in the solid state, which is a strong function of the response of the 

polymer melt to processing conditions. Under certain conditions, the formation of 

oriented nuclei under flow produces an oriented morphology,1 which results in increased 

crystallization kinetics and enhancement of physical properties.2-6 The formation of 

oriented nuclei in part depends on the perturbation of crystallizable chains from their 

equilibrium configurations in the melt. The degree of chain orientation is dictated by their 

relaxation dynamics relative to an applied flow field.3 Highly branched materials relax 

through a hierarchy of motions,7 hence, materials with well-defined architectures, such as 

hydrogenated polybutadienes (HPBDs),8-12 are ideal systems with which to probe the 

effects of melt dynamics on flow-induced crystallization (FIC) of semicrystalline 

polymers.13  

 The effect of the slow-relaxing species (i.e., the model HPBD) can be examined 

through the implementation of bimodal blends which contain a small concentration of the 

slow-relaxing species in a fast-relaxing matrix. These model bimodal systems are 

common in FIC studies, in which they are usually composed of two species with 

substantially different molecular weights (e.g., Chapter 5).14-19 The concentration of the 

slow relaxing species has a non-linear effect on FIC behavior;  greatly enhanced 

crystallization kinetics and development of oriented morphology are observed near its 

overlap concentration, c*, at which chains just pervade all sample volume (Figure B.1).13-

15 Hence, although it is important to keep the concentration of the slow-relaxing species 
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low in order to minimize its effects on the viscosity of the blend (and to not 

introduce a new experimental variable), the concentrations need to be at least as high as 

c* to observe pronounced FIC effects. 

c/c* < 1 c/c* ≈ 1 c/c* > 1  
Figure B.1 Schematic representation of overlap concentration, c*. 

 The major component of the bimodal blend must meet particular requirements 

with regard to the study of HPBD materials. Due to the nature of anionic polymerization, 

which is used to synthesize model HPBDs, the resulting materials contain short-chain 

branches (SCB) and are analogous to random ethylene-co-butenes with a minimum of 

4 mol % butene.20, 21 In order to de-convolute the effects of relaxation dynamics from 

short-chain branching, it necessary to select a base resin containing comparable amounts 

of SCB. 

 In the following section, we present preliminary FIC studies on a bimodal blend 

containing an HPBD comb polymer in an ethylene-co-hexene matrix with comparable 

SCB content. This comb polymer, which exhibits two relaxation processes—that of the 

arms followed by that of the backbone22—was anticipated to have a profound effect on 

oriented morphology following shear. 
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B.2 EXPERIMENTAL METHODS 

B.2.1 Materials  

 Molecular characteristics of the bimodal blend components are provided in Figure 

B.2 and Table B.1. The minor component in the bimodal blends was a hydrogenated 

polybutadiene (HPBD) comb polymer (C4) synthesized via anionic polymerization, 

followed by hydrogenation, in conjunction with hydrosillation.8, 20 This molecule 

contained an average of 4 teeth per backbone. The polydispersity (PDI = Mw/Mn) of the 

comb backbone and teeth components was below 1.05, but since the number of teeth per 

backbone is an average, the combs themselves could not be considered monodisperse. 

Similar to the H4 polymer in Chapter 3, C4 exhibited intrachain heterogeneity in the SCB 

distribution due to the synthetic route to the telechelic backbone; the teeth contained 

approximately 19 SCB per 1000 backbone carbon atoms while the backbone contained 

higher SCB content (approximately 40 SCB/1000 backbone C). C4 was graciously 

provided by Professor Nikos Hadjichristidis (University of Athens, Athens, Greece) and 

characterized by Dr. David Lohse and his team (ExxonMobil, Clinton, NJ).  

EH50

Mw,b

C4

Mw,a

 
Figure B.2 Schematic representation of bimodal blend components. 
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Table B.1 Molecular characteristics of blend components studied under flow. All 
values provided by ExxonMobil. 

Polymer Type Mw,tot 
(kg/mol) PDI Mw,b 

(kg/mol) 
Mw,a 

(kg/mol) 

SCB/ 
1000 backbone 

Ca 
EH50 linear 50 2.0 50  23.2 
C4b comb 232  100 33 24.4 

a obtained via 13C NMR 

 The major component in the bimodal blends was metallocene-catalyzed random 

ethylene copolymer with approximately 5 mol % hexene. Given the strong dependence of 

crystallization behavior on SCB content, EH50 was selected due to its similar SCB 

content in an attempt to isolate the effects of LCB and SCB. EH50 was graciously 

provided and characterized by Dr. David Lohse and his team (ExxonMobil, Clinton, NJ). 

  Blends containing 1, 1.5 and 5 wt % C4 in EH50 were created as described in 

Chapter 5. Comb concentrations in the blends were selected to be above and below their 

overlap concentration, c* ≈ 0.012, which is the concentration at which chains just pervade 

all sample volume resulting in a non-linear response to the flow field.13-15 An estimate of 

c* was made based on the comb backbone length, Mw,b, as done by Heeley et al.13 

B.2.1.2 Overlap Concentration  

 If we assume that the backbone is the only part of the comb oriented by flow, it is 

possible to estimate the overlap concentration, c*, for comb-comb contact as that of a 

linear chain having comparable molecular weight to the backbone (Mw,b), as done by 

Heeley et al.13 Hence, 

ag

bw

NR

M
c

ρπ 2
32

,*

)(4

3
= , (B.1) 
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where Na is Avogadro’s number, ρ is density, and Rg is the radius of gyration.23, 

24  From small-angle neutron scattering measurements, Rg(Å) for linear hydrogenated 

polybutadienes was found to depend on Mw,tot (g/mol) as25 

Rg = 0.5 (Mw,tot)1/2. (B.2) 

Using eqs B.1 and B.2, we find that c* ≈ 0.012. As this is a rough approximation, blends 

of 1, 1.5 and 5 wt % comb in EH50 were made.   

B.2.2 Shear-Induced Crystallization 

 Isothermal crystallization of comb blends following a short shear pulse was 

studied using the same instrument and protocol as described in Section 5.2.3 of Chapter 5. 

The isothermal crystallization temperature used was Tc = 98 °C. Wall shear stresses (σw) 

imposed were 0.11 MPa for a shearing time (ts) of 10 s and 0.14 MPa for ts = 15 s. The 

total sample mass extruded, and hence the total strain, was kept relatively constant just 

below 100 mg. Morphology development was followed in situ via optical transmittance 

(I/I0) and apparent birefringence (Iperp/I) measurements. 

B.3 RESULTS  

 Shear was found to have no effect on the crystallization of 1 or 1.5 wt % comb 

blends. Apparent birefringence revealed no orientation and crystallization kinetics (as 

given by transmittance) were unchanged from the quiescent case (not shown). The 

5 wt % blend exhibited turbidity traces that were difficult to interpret with regard to 

crystallization kinetics (Figure B.3a). At first glance, sheared samples appeared to 

crystallize slower, reaching 80% transmittance multiple decades later than samples 

crystallizing quiescently. However, this lag is the result of the development of a local 
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minimum that resembles that of HDPE blends in Chapter 5 (Figure 5.5). 

Apparent birefringence traces of all sheared samples exhibit increased values during 

shear as a consequence of flow birefringence (Figure B.3b). However, the immediate 

drop in Iperp/I following cessation of shear indicates that no anisotropic structures were 

formed.3, 26 
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Figure B.3 a) Transmittance (I/I0) and b) apparent birefringence (Iperp/I) for 5 wt % comb 
blend sheared at 98 °C. 

 

B.4 DISCUSSION 

 Comb blends did not exhibit the expected behavior in response to shear. For 

reference, the evolution of transmittance and apparent birefringence is provided in Figure 

B.4 for an isotactic polypropylene (iPP) sample. In response to shear, this sample 

exhibited the expected enhancement of crystallization kinetics (evidenced by the shorter 

time to reach 50% transmittance in Figure B.4a) and oriented crystal growth (evidenced 

by growth in birefringence after cessation of shear in Figure B.4b). For iPP, the 

monotonic trend in the transmittance allows us to relate increased turbidity of the sample 

to its crystallinity development, contrary to blends of the HPBD (above) and HDPE 
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(Chapter 5). In highly oriented samples, apparent birefringence exhibits 

sinusoidal behavior (see eq 5.3 in Chapter 5).19, 27 A comparison between Figure B.3b and 

Figure B.4b quickly reveals a complete lack of oriented growth.  
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Figure B.4 a) Transmittance and b) apparent birefringence comparisons for sheared and 
quiescently crystallized iPP presented for comparison. 

 This surprising result is not a consequence of a lack of comb chain orientation in 

response to the flow field. The degree of orientation expected for comb chains can be 

inferred from the Wiessenberg number (Wi),28-31 which is a ratio of the relaxation time of 

the chains to the time scale for the shear process. The orientation of chains by flow is 

expected for Wi > 1. For the current shear process,  

Wi = combr ,τγ , (B.3) 

where τr,comb is the characteristic relaxation time of the comb chains. The shear rate, γ , 

can be estimated from 

μ
σγ w~ , (B.4) 

where μ is the viscosity of the blend. The viscosity is related to the relaxation modulus, G, 

as 
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∫
∞

=
0

0~)( rNGdttG τμ . (B.5) 

The approximation of μ as the product of the plateau modulus, GN
0, and terminal 

relaxation time, τr, is valid for monodisperse, entangled, linear melts. Given that the 

current sample only meets the entangled criterion, we acknowledge that this is not a 

rigorous calculation but, rather, an order of magnitude estimate. Using GN
0 ~ 1 MPa for 

polyethylene,32 σw ~ 0.1 MPa, and the terminal relaxation time of the melt, τr ≈ 0.005 s,33 

the shear rate for these experiments determined to be approximately 20 s-1. The comb 

polymer has a terminal relaxation time of 7.5 s,34 resulting in Wi ~ 100. Hence, we expect 

the comb chains to be strongly oriented by flow.  

 The unusual transmittance curves (Figure B.3a) further support the deformation 

of chains from their equilibrium configurations during shear. When combs are above 

their overlap concentrations (i.e., 5 wt % blend), sample transmittance decreases to a 

minimum following the cessation of shear, recovers slightly, and resumes a monotonic 

decrease at a slower rate than in the quiescent case. This behavior is most pronounced at 

highest shear stress suggesting that it is a consequence of chain response to the flow field. 

 Since we expect the orientation of comb chains by the flow field, the lack of 

subsequent oriented growth must be the result of the inability of the system to effectively 

propagate oriented crystals from these chains. Given the strong effect of SCB content on 

quiescent crystallization (see Chapter 3 and references within), we anticipate that these 

chain defects are to blame for the lack of oriented growth.  
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B.5 CONCLUSION 

 Application of a flow field to bimodal blends containing well-defined HPBD 

combs at concentrations above their overlap concentration did not result in typical flow-

induced crystallization behavior. Although comb chains were oriented by the application 

of a shear pulse (Wi >> 1), subsequent oriented growth was not observed. This lack of 

oriented morphology can be accounted for by either (1) a lack of oriented nuclei 

formation from the oriented chains, or (2) if oriented nuclei did form, the inability of the 

melt to effectively propagate oriented growth from the nuclei. We hypothesize that either 

scenario can be a consequence of the relatively high short-chain branching content of 

both the base resin (EH50 having 23.2 SCB/1000 backbone C) and the slow-relaxing 

comb polymer (C4 having 24.4 SCB/1000 backbone C). 

 To further examine this theory, we propose FIC studies on the same high-SCB-

content base resin (EH50) but blended with small amounts of a high-Mw (i.e., slow-

relaxing) high-density polyethylene (HDPE). The latter molecule is well-known to form 

oriented nuclei,35-38 hence, the effect of SCB content on the propagation of an oriented 

morphology can be examined. These studies (described in Chapter 5) can provide further 

insight into the crystallization of industrially relevant linear-low density polyethylenes 

(LLDPE). 
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