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Abstract

Observations at a frequency of 20 GHz from the Owens Valley Radio Observatory
with the 40-meter diameter radiotelescope are used to place limits on the anisotropy
of the cosmic microwave background radiation, believed to be a relic from the Big
Bang. Two experiments, designated NCP and RING, were performed with the former
consisting of deep measurements in 8 fields at the declination § = 89° and the latter
a survey of 96 fields at declination § = 88° 10’ 42”. Bayesian statistical analysis of the
8 NCP field observations place a 95% confidence upper limit of §T/T < 1.9 x 1072
(in fractions of the microwave background temperature 2.735 K) and 4.2 x 1075
for 99.87% confidence (30) on the amplitude of fluctuations with a characteristic
correlation length of 2.6. The 96 fields of the RING experiment were observed in an
interlocked ring-like geometry to enhance the sensitivity of the experiment to larger-
scale anisotropies. Because of the larger area of sky covered, this data was more
susceptible to contamination by discrete extragalactic radio sources and separate
lower frequency observations were used to identify and correct for the contributions
of these objects. The statistical analysis of the RING data results in the limits on the
anisotropy of 2.5 < §T/T < 5.0x 107° (95%) and 1.9 < 6T/T < 6.1 x 107° (99.87%)
for fluctuations with a correlation angle of 2'.6. Because of the high probability of
residual discrete source contamination, these results are treated as upper limits on
intrinsic background fluctuations. These experiments constrain the amplitude to be
less than 3 x 107 for correlation angles between 0’.1 and 30’ (95%). The implications
for cosmology and theories of galaxy formation are discussed, and models without
significant non-baryonic matter and/or non-standard recombination are excluded by

the observations.
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CHAPTER 1
Introduction

In 1978, two astronomers shared the Nobel Prize for the discovery in 1965 of “excess
antenna temperature” in radio antenna measurements at Bell Labs in New Jersey,
perhaps the only such award given for the observation of noise. The excess noise
of Penzias and Wilson (1965), which was found to have a power level equivalent to
that emitted by a 3°.5 Kelvin blackbody, is of course what came to be called the
Cosmic Microwave Background Radiation, or simply the microwave background or
cosmic background. In a companion paper Dicke, Peebles, Roll and Wilkinson (1965)
explained this radiation, which was found to be isotropic and constant in time, as
the relic from an earlier hot phase in the expanding universe. Their work was the
culmination of a long chain of theoretical work on the Big Bang cosmological scenario
leading back to the work of Gamow (1946) and Alpher and Herman (1949), who pre-
dicted a background temperature of 5 K. The isotropy of the microwave background,
which by 1967 had been established down to the level of 1073 on degree scales (Con-
klin and Bracewell 1967), was the best evidence in favor of its cosmological origin.
The microwave background has the spectrum of a blackbody at a temperature cor-
responding to that of the radiation when the Universe passed through the transition
from a fully ionized plasma to a mostly neutral medium, with the whole spectrum
shifted to lower frequency due to the effect of the Hubble expansion. This era is vari-
ously known as the ‘epoch of recombination,” as the protons and electrons are able to
(re)combine out of the ionized state, or as the time of ‘decoupling,” where the photons
are decoupled from the matter when the free electrons responsible for the Thomson
scattering are removed by formation of neutral atoms. At this point, the universe at

recombination acted as a ‘surface of last scattering’ and thereafter the background
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photons were allowed to travel relatively freely to our radiotelescopes. The physics
for recombination of the expanding universe was worked out by Peebles (1968) and
Zel’dovich and Sunyaev (1969). The earliest estimates of the expected fluctuation
level from the effect of intervening material (Sachs and Wolfe 1967) and structure at
the time of recombination (Silk 1968) were around 67/T ~ 10~3. This number was
arrived at by noting that the density contrast 6p/p at present should be near unity
at least; assuming that the recombination was abrupt the temperature fluctuations
imprinted at the time of recombination are

iSI.Nl __._6'0”6 (1.1)
T 3 Prec .

and that structure evolved in the linear approximation

) )
Prnow ~ (1 + Zrec) Prec

Pnow Prec

(1.2)

with the redshift of recombination given by zpec ~ 1500. Later studies showed these
assumptions to be too simplistic. Sunyaev and Zel’dovich (1970) in one of several
seminal works included the effects of an extended recombination epoch and Thomson
scattering opacity within the density fluctuations themselves and found the effect re-
duced substantially to a level 6T /T ~ 10~% for angular scales of 5'~10/ corresponding
to masses of 101 Mg, with the perturbation amplitude increasing with angular and
mass scale (see Longair and Sunyaev 1969). By 1970, real calculations of fluctuation
amplitude through the decoupling transition were being performed, albeit with ad
hoc initial perturbations, and anisotropies of order 1.5 x 10~ were calculated (Pee-
bles and Yu 1970). At the time of the texts by Peebles and Weinberg (Peebles 1972,
Weinberg 1972) the theory and observations of cosmic background anisotropy were
still in happy agreement.

During the 1970’s both experiments and models became increasingly sophisti-
cated. The density fluctuations in the primordial plasma were decomposed into two
modes, adiabatic and isothermal (see Sunyaev 1978). The adiabatic perturbations
are sound waves in which the matter and radiation components fluctuate in phase
and are considered to be the most likely form of fluctuation. Isothermal perturba-

tions are fluctuations of the matter density on a constant background of radiation.
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Detailed calculations of the microwave background anisotropies due to these modes
became available (e.g., Doroshkevich, Zel’dovich and Sunyaev 1978, Silk and Wil-
son 1980, and Peebles 1982). The heady enthusiasm displayed by the purveyors of
galaxy formation scenarios at I.A.U Symposium 79 on “The Large Scale Structure
of the Universe” held in 1977 was typical of this time, with theories of structure
formation from primordial density perturbations achieving a state-of-the-art typified
by the work of Peebles (Peebles 1980, Peebles 1981, Peebles 1982). Meanwhile, ad-
vances in particle physics were pushing quantum field theory to energy scales realized
only in the very early universe and such terms as inflation, supersymmetry, cosmic
1

and

in reviews (Rees 1978, Rees 1982). Inflation, as proposed by Guth (1981) and revised

strings, and monopoles were beginning to be heard at astrophysics conferences

by Linde (1982) among others, for the first time suggested a plausible mechanism for
solving many of the problems confronting cosmologists at the time, particularly the
generation of fluctuations and the isotropy of the microwave background over regions
that were never causally connected in the standard Friedmann models. The success
of quantum field theory was emboldening physicists to predict many varieties of non-
baryonic ‘dark matter’ particles that could solve missing mass problems in galactic
and extragalactic astronomy and possibly dominate over baryonic matter as the prin-
cipal mass-energy density component of the universe. The strange topological defects
known as cosmic strings made their first appearance on the scene as possible seeds for
the formation of structure around that time (see Vilenkin 1981). The effect of energy
release from protostars and protogalaxies was considered (Ikeuchi 1981, Ostriker and
Cowie 1981).

Microwave background observations likewise were beginning to come of age in this
period, with a measurement of the dipole anisotropy due to the relative motion of the
Earth and our galaxy with respect to the frame of the cosmic background (Boughn,
Cheng and Wilkinson 1981) with the claimed detection of a quadrupole signal, and
a possible detection of fluctuations at a level of AT/T = 1.1 x 10~% on the angular
scale of 6° (Melchiorri et al. 1981). There were also reports coming from the RATAN

! See The Very Early Universe, eds. G.W. Gibbons, S.W. Hawking and S.T. Siklos (Cambridge:
Camb. Univ. Press), 1982.
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group in the Soviet Union of anisotropy limits below 10™% (Parijskij, Petrov and
Cherkov 1977). Most of the theorists working on models of galaxy formation were
more concerned with producing the proper galaxy-galaxy correlation function and
simulations that matched the observed filamentary structure than with the microwave
background anisotropy limits, which were safely consistent with the predicted levels
of 5 x 1079 or higher on angular scales from 1’ to 6°. The state of the field was such
that in 1977, Zel’dovich stated :

Extrapolating ... to the next symposium somewhere in the early
eighties one can be pretty sure that the question of the formation

of galaxies and clusters will be solved in the next few years.?

This all changed in 1984 with the publication of the results of the Uson and
Wilkinson experiment (Uson and Wilkinson 1984a,b,c) who set an upper limit (95%
confidence) of AT/T < 2.1 x 107 for the rms anisotropy on arcminute scales for 12
fields near the North Celestial Pole. The observations were made with the NRAO
140-ft diameter telescope using a cryogenically cooled maser receiver at a frequency
of 19.5 GHz in a switching mode of operation to measure the difference in power
coming from Gaussian ‘beams’ of half-power diameter 1’.5 separated by 4’.5 on the
sky. This limit was far below that predicted by the standard adiabatic density per-
turbation models with baryonic matter only, and the response from the theoretical
community was immediate—non-baryonic dark matter. The particle physics and
astrophysics conferences® became saturated with a flurry of galaxy formation and
fluctuation models with every conceivable candidate for nonbaryonic weakly inter-
acting particles that could begin collapse before and during recombination without
disturbing the radiation and generating excessive microwave background anisotropy.
This dark matter is classified as hot, warm, or cold based upon how soon after the
time at which the mean free path from interaction exceeded the horizon size the par-

ticles became nonrelativistic and thus can cluster gravitationally (Bond and Szalay

2 in The Large Scale Structure of the Universe, .A.U 97 eds. M.S. Longair and J. Einasto (Dor-
drecht: Reidel), 1978, p.419.

3 See Inner Space/Outer Space, eds. E.W. Kolb, M.S. Turner, D. Lindley, K. Olive and D. Seckel
(Chicago: Univ. Chi. Press), 1984.
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1983, Silk 1984). Hot dark matter (HDM) such as neutrinos with masses less than 1
MeV become non-relativistic very late and fluctuations that come within the horizon
before this time are erased by the relativistic free-streaming and only the mass scales
larger than these will have density variations that will collapse and form structure.
Galaxy formation scenarios with HDM (e.g., Doroshkevich 1984) form pancake and
filamentary large-scale structure and have a very late time of galaxy formation, the
latter of which has brought this scenario into disfavor. Cold dark matter, on the
other hand, is nonrelativistic at all times and thus all scales can collapse and form
structure, and is efficient at preparing potential wells into which the baryonic matter
can fall and form galaxies when recombination allows it to do so. These theories
have been the most popular both for galaxy formation simulations and for microwave
background anisotropies, as they are computationally tractable, predictive, and pro-
duce fluctuations below the observed limits (see Vittorio and Silk 1984, Bond and
Efstathiou 1984, Bond 1986). Models with CDM and flat universes 2 = 1 predict
fluctuations below the level 10™° on the angular scales probed by the Uson and
Wilkinson experiment. Other theories that predict anisotropy levels below the upper
limits are those involving baryons with isocurvature fluctuations (nearly equivalent
to the isothermal mode perturbations considered earlier), which can give rise to sub-
stantial reionization early after recombination to erase fluctuations on the arcminute
angular scales (Peebles 1987, Efstathiou and Bond 1987, Efstathiou 1988). Vishniac
(1987) demonstrated that in these models some fluctuations remain on small angular
scales at a level ~ 5x 1075, Explosion models were advanced as alternatives to CDM
(Hogan 1984, Ostriker, Thompson and Witten 1987) in which gravity is aided by

blast waves in forming structure.

In addition to the Uson and Wilkinson experiment, there were many other new
observations providing challenges to those constructing models for galaxy and struc-
ture formation. Large maps of the microwave and millimeter wavelength sky were
produced by balloon and rocket-borne experiments (Fixsen, Cheng, and Wilkinson
1983, Lubin et al. 1985, Halpern et al. 1989 and Bernstein et al. 1989) as well as the
RELIKT satellite experiment (Klypin et al. 1987). There was a report of a possible

detection of fluctuations on an angular scale of 8° (Davies et al. 1987) at a level of
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3.7 x 1075, Interferometers began to be used for background observations as limits
were set on sub-arcminute scale anisotropy using the VLA (Martin and Partridge
1988, Fomalont et al. 1988, Hogan and Partridge 1989) near the 10~% level, and on
degree scales using a two-horn system (Timbie and Wilkinson 1988) limits of 5 x 10~
were achieved. Theorists were once again prodded by the reports of a spectral dis-
tortion in the microwave background blackbody (Matsumoto et al. 1988) until it was
swept away by the first results from the COBE satellite (Mather et al. 1990). Explor-
ing the local universe, optical galaxy surveys have revealed complex large-scale struc-
tures (de Lapparent, Geller and Huchra 1988, Geller and Huchra 1988) and motions
(Lynden-Bell et al. 1988, Faber and Burstein 1988), complementing the information
provided by microwave background anisotropy. Despite the predictions made in the
previous decade, a consistent and viable theory for the formation of galaxies has yet

to be constructed.

This cursory history of the observations and theory related to the study of
the microwave background leads us to the motivation for this work—the search for
anisotropy in the background at arcminute scales. A program was begun at the Owens
Valley Radio Observatory by the Caltech group in 1984 with the 40-meter diameter
radiotelescope using a low-noise maser receiver tuned to a frequency of 20 GHz. These
observations eventually culminated in the work reported here, an 8-field high sensi-
tivity experiment published by Readhead et al. (1989) included here as Chapter 3,
and the 96-field survey that forms the bulk of this thesis. The availability of large
amounts of observing time at a dry desert site has enabled us to achieve a sensitivity
level significantly better than the best previous limits on any angular scale. As was
mentioned, many theories are already ruled out as producing anisotropies above the
2.1 x 1079 level of Uson and Wilkinson’s experiment (although further analysis of
their data indicates that the limit should be a factor of two higher—see §2-3 and
Kaiser and Silk 1988, Lasenby and Davies 1988) and reducing the limit even 50%
strains the credibility of a fair number of models that barely passed the previous test,
while limits below 107° will test nearly all remaining scenarios. It was with this
intention that we embarked upon our investigation of the arcminute scale structure

of the microwave sky and limits that it can place on the anisotropy of the cosmic
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background radiation and theories of galaxy formation.

This thesis begins in Chapter 2 with a discussion of the theory of random fields,
the statistical inference methods used in the study of the microwave background tem-
perature distribution and the setting of confidence limits on the anisotropy thereof,
and the optimization of experimental parameters under these tests. In Chapter 3,
we present the results from the Readhead et al. (1989) experiment with a discussion
of the implications upon theories of galaxy formation. The results from the 96-field
RING experiment are given beginning in Chapter 4 with a report on the observa-
tions, data reduction techniques, tests of data quality, and the final measurements.
Chapter 5 contains the results of a VLA survey of the RING region searching for
discrete radio source contamination. Finally, the statistical analysis of the dataset
and comparison with published models are presented in Chapter 6 and a summary

and concluding remarks is given in Chapter 7.



CHAPTER 2
Statistics of the Microwave Background

2-1 Overview

Because fluctuations in the microwave background (other than the dipole caused by
our ‘peculiar’ motion) have yet to be detected, the importance of statistical analysis
in this subject is perhaps greater than in any other field of astronomy. Although
nearly all observational and experimental disciplines in science use some form of sta-
tistical testing to estimate the true values of a parameter or to characterize the level
of agreement or disagreement with predictions of theory, most of the methodology
used has been developed under the assumption that the signal is significantly above
the noise level. The two major probabilistic ideologies, the frequentist and Bayesian
paradigms, provide compatible results in most cases where the distribution of the
data values is largely determined by the variables being tested, despite significant
differences in formulation. The most straightforward method, that espoused by the
frequentists, bases its tests upon the long-term performance under repeated trials.
Chi-squared tests for goodness of fit, significance tests for normal distributions, and
the Likelihood Ratio class of hypothesis tests all derive from the frequentist statistical
theory. On the other hand, the Bayesian method, and its Spartan cousin Likelihood,
are predicated upon the use of relative probability of the actual data under the as-
sumptions of the model without recourse to consideration of other possible outcomes
or repeated trials. The probabilistic interpretation of the limits obtained under these
methods is very different, ranging from the direct statements made by the Bayesian
statistician (‘the probability that parameter 0 is in range X is Y’) to the guarded
coin-tossing of the frequentists (‘if 6 is in X then the probability under repeated ob-
servation and testing that our test would not reject 8 is Y’) to the refusal to discuss

probabilities by the Likelihood devotee (‘if § is not in X then the observed data is
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more than Y times less likely than the best value in X’). It falls upon us to find the
most appropriate method for the particulars of our experiment, taking into consider-
ation practical implementation as well as philosophical merit, and because our only
interface with the world of cosmological theory is through statistical argument, the

importance of this endeavor should not be underestimated.

The crucial difference between setting limits in cases where the signal is not readily
distinguishable from the noise and instances where the signal is easily detected is in
the necessity to condition the results upon the unknown contribution from the noise
component. When only upper limits are indicated, the problem is dominated by the
noise statistics, which are not available for adjustment by the testing process itself.
As we will discover, some of the previous limits on anisotropy turn out to be less than
robust to unfavorable realizations of the errors, possibly leading to overestimation
of the confidence of said results. Frequentist methods, which average over probable
outcomes expected from the noise as well as signal, are most prone to this problem,
precisely because they do not condition on the actual observed datum. Bayesian
methods, because they assess only the relative probability under the parameter tested,
are by construction conditional and are relatively insensitive to unexpectedly large
or small error levels. In addition, Bayesian tests are in general easier to perform,
especially in cases where the distribution cannot be reduced to a standard form where

the percentage points are tabulated.

In the end we hope to find a procedure that provides the best compromise be-
tween ease of computation, performance under duress, and clear interpretation of the
results. In addition, we can investigate the possibility of aiding our statistical method
by optimization of the experimental design, in particular choosing the number and
location of the points sampled on the sky. We will first introduce the mathemati-
cal background necessary to deal with the analysis of two-dimensional random fields.
Then, we will outline the frequentist, Likelihood, and Bayesian methods of statistical
inference, pointing out the problems as well as the strengths of each, and then con-
centrate on the particular Bayesian formulation that will be adopted as our test of
choice. Finally, we will discuss the implications of observing strategy as pertains to

statistical leverage of upper limits, detection of fluctuations, and removal of unwanted
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contaminating sources of signal. Most of the material presented here is a further de-
velopment of topics discussed in (Readhead et al. 1989), included here as Chapter 3
and referred to as Paper 1, to which the reader is directed for additional information

on issues not discussed in this chapter.

2—2 The Statistics of Random Fields

We desire to gather observational evidence to compare with the predictions of various
theories of galaxy formation. These predictions take the form of a prescription for
creating a realization of the microwave background. All currently viable scenarios
produce structure and thus microwave background anisotropy through the growth
of perturbations generated by quantum fluctuations or topological defects at early
stages of the evolution of the Universe. The treatment of these perturbations is
probabilistic, possibly beginning with the quantum nature of the relevant processes
at the time of inflation, progressing with the growth of fluctuations under the influence
of gravity, and resulting in the passage through the time of recombination at which
point the microwave background radiation is imprinted with the anisotropy that we
wish to detect. Our data, therefore, are in the form of samples from a two-dimensional
random field, the temperature of the cosmic background on the sky.

A random variable x is characterized by its distribution function P(z), where
P(z)dz is the probability of the variable assuming a value between z and = + dz in
the limit dz — 0. We can consider a family of distribution functions Pg(z) labeled by
the r parameters © = {f1,...,0:}. A set of n random variables X = {z1,...,z,} is
characterized by the multivariate distribution function Pg(X). A random field F(q)
on an m-dimensional space for spatial vectors q = (q1,...,¢m) can be thought of
as a set of functional values F'(q;), each of which is a random variable with some
distribution function Pg[F(q;)], and any n of which have the distribution function
Pol[F(ai), ..., F(an)].

Because the angular scale on which we observe is sufficiently small, we can con-
sider our measurements to be a random sample from the whole sky, particularly since
the regions were selected in an unbiased manner based on convenient observing ge-

ometry. The observations at the Owens Valley Radio Observatory span ~ 14’ x 2’
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on the sky for a single measurement, covering < 2 X 10~7 of the sky, and the 120
measurements from the two experiments are a random sample from the entire 47
steradians. It is possible that coherent structures on degree scales could mislead us
as to the representativeness of our results, but any such effect will be included in the
distribution function. Perhaps the most fundamental reason for the random nature of
the cosmic background is the question of the uniqueness of our reference frame. It is
logical to believe that we occupy no privileged position in the Universe and our view
of it can be thought of as merely representative of the possible views afforded other
‘observers’ from within its whole. We would consider it unnecessary that a viable cos-
mological theory predict exactly the universe that we see down to the actual positions
of galaxies; it would be sufficient if the models resembled reality in a statistical sense.
It is the proper measure of statistical agreement that we are searching for, and expect
to find, in the mathematical theory of random fields. In the discussion to follow, we
generally follow the derivation in the texts by Berger (1985) and Lehmann (1986),
but will leave out much of the mathematical and logical rigor in favor of presenting
a more transparent discussion of the concepts.

We first consider a real-valued Gaussian random field Fg(r), defined on the infi-
nite two-dimensional space R, with coordinates r € R. Our ‘observations’ consist of
n measurements X = {z1,...,zn}, with z; = F(r;) which for convenience we write
as a vector x = (1,...,2p) for purposes of manipulation. The distribution function

for the multivariate X is (Kendall and Stuart 1977, Vol. 1)

! ‘
l%X):(%ﬁ“W%&xA‘Hu2eq>—§&>4UTA“%x—u) (2.1)

with the correlation matrix A
Aij = ((zi = i) = 1)) (2:2)
and mean vector u = (y1,..., in). The quantities © = (u, A) are the free parameters

of the model. The angular bracket notation has the usual meaning of expectation
value. For a function G(Y) that depends on the values Y = {yi,...,ym} sampled
from F' with y; = F(r;) we define

ww»:AWWPWﬂmq (2.3)
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over the entire space ).

Because X is sampled from the Gaussian random field F', assumed to be homo-
geneous and isotropic, the distribution (2.1) should be independent of the origin and
orientation of the coordinate system in which the positions of its sample points are
taken, since one region of its space is statistically equivalent to any other. Thus,
(u, A) must be invariant under reordering of the components of x and translations
and rotations of the space R in which the z; = F(r;) are sampled. Therefore, the
p; = p are identical and the elements of A are functions only of the relative distance

between the locations of the samples z; and z; in R

Aij = Clpij)  pij = |ri — 1y (2.4)
= (F(@F(d))-#*  allaq,q :|a—dq] = p; (2.5)

where C(p) is the 2-point correlation function for the field F. Thus, our field F' can
be considered to be derived from a model with parameters ©® = {yx,C(p)}. If we
consider F' to be the anisotropic component about the microwave background mean
value, we can take p = 0 without loss of generality.

Examination of the distribution function (2.1) reveals a common property of all
Gaussian random variables—the probability density depends only on the first and
second moments of the distribution. The higher order correlation functions are derived
from the 2-point function. However, since C(p) is actually a function of the distance
p, in the absence of other information about its form one would need to sample the
whole of the space R to construct an estimator capable of determining the complete
form of C. If C(p) were also parameterized, perhaps by a fixed functional form c(p)

and a variable amplitude,

Cp) = Co c(p) (2.6)

and /or unknown scale-length

C(p) = Co c(p/po), (2.7)

then it might be possible to reduce the problem to a test involving only a few free

variables.
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Our microwave background temperature field F(r) is defined on the celestial
sphere, with the angular coordinates r = (&, §) known as Right Ascension and Dec-
lination. Although it is still correct to define a correlation function C(¢) where the

distance measure ¢ has the range [0,27] with the continuity requirement
Cl¢) =C(2r — ¢) (2.8)

it is more convenient for consideration of angular scales larger than a few degrees to
expand our function in Legendre polynomials

1

C(¢) = o D> (204 1) Cp Py(cos §). (2.9)
¢

The use of spherical harmonics and the discrete Cp are detailed in various papers
describing both observations (e.g., Klypin, Sazhin, Strukov, and Skulachev 1987)
and theoretical models (e.g., Bond and Efstathiou 1987) of large-angular scale
anisotropies. For small angles ¢ < 7, however, we choose to retain the standard
definition of C(¢) for angular distance ¢.

In the development of the theory of random fields for fine-scale anisotropy, we
will follow the methodology in Readhead et al. (1989) §VIIIb, summarized here for
convenience and expanded for completeness where necessary. We first approximate
our antenna response pattern or beam as some known function B(q), usually taken
to be a circularly symmetric Gaussian

¢* 2
B(q) = exp (—272> $°=q-q (2.10)
0

in angular coordinates q centered on the beam pattern. The limitations of this
approximation are discussed in Chapter 4 (§4-4), Chapter 5 (§5-6) and in Paper 1
(§II, §VIIIc), and it is clear that the deviations from symmetry and Gaussian profile
are unimportant for distributed fluctuations on angular scales of importance here. We
adopt the value for our beam dispersion ¢g = 0'.764. Because of the noise filtering
requirements presented later in this chapter, we in addition have a switching pattern
on the sky S(q), where in the absence of noise a single sample data point y; can be

represented as

y; = S;* F « B(r;) (2.11)
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with the cross-correlation on the right-hand side as defined in standard texts (c.f.,

Bracewell 1986)
FxB(r) = /qu F(q) B(q+r). (2.12)

for real-valued functions F' and B. The function S; consists of é-functions at the

sampled positions multiplied by coefficients :
S;(r) = Zp:sip 6(r —rp). (2.13)
We will consider our data to be sampled on the ‘smeared’ temperature field
Fps=FxB (2.14)

with the ‘smeared’ correlation function obtained through the use of the Fourier rela-

tionships for the correlation operation
Cops =C*Cpg. (2.15)

For our Gaussian beam we will write Cg as

C(0,¢) = C(¢) »

¢2
exp [_rﬁg} (2.16).

In most cases, it is easier to deal with the switching and sampling by relating the mea-

4 ¢%

sured data points y = (y1,...,ym) to the sampled points of F 34, x = (x1,...,2Zn).
From (2.11-2.14) we get easily

Yi = Zsip Fobs(rip) (2'17)
p

or in our vector notation

y = Sx (2.18)

where S is now the n X m sampling matrix. The two-point correlation matrix A for

y is related to the matrix A’ for x by
A=5AST (2.19)

or

Aij = zp:zq:sip Siq A;)q (2.20)
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which follows directly from taking expectation values of (2.17) or cleverly relating the
exponents of the exponentials in (2.1) for the distribution functions of x and y.

As an example, we can examine the correlation matrix for the Readhead et al.
experiment (Paper 1 §VIIIb). Because the separation between data points is much
larger than the switching angle ¢5 = 7".15, and any model for which we have signifi-
cant sensitivity must have a correlation function that falls off measurably at least on
the angular scale of ¢g (the switching removes the zero and first-order derivatives of
the field and the response to fields with long correlation lengths is attenuated corre-
spondingly), it has been assumed that the data points are independent. We find that

under this assumption the 2-point matrix is diagonal, and for the 8 fields

Ay =

[\CR VL)

C(0,0) — 20(by, 5) + 3C(60,265). (221)

If we were interested in testing theories with correlation lengths on the order of 30’
or larger, then it would be advisable to calculate the full correlation matrix (2.20)
using A’ for the 24 sampled points x. Thus equipped with our weapons for the matrix
manipulation, we can return to our distribution function (2.1) with the elements of
our matrix A determined by the sampling of the field F,;; for assumed Gaussian
random fluctuations.

We generally take many measurements for each field observed to help define the
noise characteristics as well as to increase the sensitivity. It is theoretically possible
to solve for parameters of the noise distribution simultaneously with the parameters
of the model, but as we usually have many more integrations per field than the total
number of fields observed, even in the weak signal case the confidence region for
the variance of the noise is much smaller than that for the signal. We are able to
justify both on theoretical grounds (via the Central Limit Theorem) and experimental
grounds (Chapter 4-2) the assumption that the statistics of the noise are very nearly
Gaussian and independent. We assume that the errors for each field y; are drawn
from a N(0, 612) normal distribution. Thus, we add an on-diagonal noise term to our
correlation matrix for the fields y given in (2.20) to get

Ajj = SA'ST + E B = e? b;j (2.22)

1
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where é;; is the Kronecker delta symbol signifying a quantity that is unity when its
indices are equal and zero otherwise.

We have thus far succeeded in deriving the form of the 2-point probability distri-
bution function (2.1) for a random field and the associated correlation matrix (2.22).
For Gaussian random fields, this is sufficient as all information about the field is
extractable from the 2-point function. However, part of the aim of the observations
presented in this work is to probe theories that are non-Gaussian in nature, and we
must consider the higher order correlation and distribution function for completeness.
Unfortunately, the term ‘non-Gaussian’ only means that the statistics of the random
field are not Gaussian, and is descriptive in the same sense that ‘anisotropic’ signifies
the negation of isotropy; when the restrictions on the distribution functions imposed
by the term ‘Gaussian’ are lifted, we are left without any conditions to guide us in the
choice of statistic. For these models, we need to specify explicitly the prescription for
construction of the random field and the n-point correlation functions. This problem
is not just due to the lack of specific non-Gaussian models. For Gaussian distribution
functions we have developed a specific formalism, using the 2-point correlation func-
tion, with which we can describe and test any random field produced by such a theory.
It is apparent that there can be many distributions with the same 2-point correlation
function, but only one is Gaussian. It is not clear that there are any general classes
of non-Gaussian models with similarly simple sets of sufficient parameters. For fields
with only mildly non-Gaussian statistics, it may be still useful, though insufficient, to
use the 2-point function in the analysis—frequently it is the only tractable alterna-
tive. In some models, however, the expectation values (2.6) diverge. This is often the
case for random point processes, such as discrete radio sources with power-law num-
ber counts, where the second moment is determined by the strength of the brightest
source in the region sampled and not limited analytically by the parent model. We
therefore leave the further discussion of non-Gaussian statistics until such time that

we have specific distributions to test.

We now take the opportunity to discuss general parameterized forms for the cor-
relation function C'(¢). This is also discussed in Paper 1 (§VIIIb). For the correlation

function C in two dimensions that is only a function of the single angular distance ¢,
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the 2-dimensional Fourier transform is replaced by the Hankel transform (Bracewell

1986) in the standard Fourier theorems for the correlation operation
1 00
C(¢) = 5= /0 dk k W(k) Jo(ke) (2.23)

with the Bessel function Jy multiplying the power spectrum W (k) in the integrand.
The equation (2.23) is symmetric in C and W upon inversion. If we take the derivative

Because W(k) > 0 is the power spectrum of the field F, the derivative (2.24) must
vanish at the origin and in the limit ¢ — co. Thus in general, for non-delta function
spectra, C must start at a maximum at the origin and reach zero at infinity. We can

characterize the decrease of C(¢) away from the origin by the coherence angle

C(0)
= |——1. 2
If the the functional form of the correlation function was Gaussian
¢2
C(¢) = Cpexp [—-2—&?] . (2.26)

the angle ¢, would be its dispersion. This approximation has been often used to report
observational limits in a general form for a variety of scales . (Davies et al. 1987,
Readhead et al. 1989). The function (2.26) can then be inserted into the matrix B
in (2.22) for constructing the distribution function. Another common approximation

is to consider a monochromatic power spectrum
W(k) =Wy 6(k — ky) (2.27)

giving from (2.23)
1
C(¢) = 5 ko Wo Jo(kod)- (2.28)
Calculation of the derivative leads us to the equivalent coherence angle ¢. = V2 /ko-
We can also calculate the ‘filtering function’ for an arbitrary power spectrum for

an individual switched measurement y with ¢9 = 0'.764 and ¢g = 7°.15 as in the
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Owens Valley experiments. The probability distribution function (2.1) reduces to the
standard Gaussian form with dispersion o2 = A with the scalar A as given in (2.21).
If we apply the smearing to (2.23), then we find by multiplying the power spectrum

of the fluctuations by the power spectrum of the beam
1 o0 —k2¢2
=— 0 2
Cl60,6) = 5= [ dk k W(k) Jo(kg) ™70, (2.29)
The expected variance of the data is given by
9 oo
ol = /0 dk W (k) G(k) (2.30)
with the filter function

k12,2
Gk) = 5 ¢ k84 {g — 2Jo(kdg) + %Jg(?kcﬁg)}. (2.31)

This filter defines the sensitivity of a single measurement to fluctuations of various
wavelengths 2w /k. The function G(k) from (2.31) is shown in Figure 2.1 for the
parameters of our experiment. Finally, for future reference, we compute the beam-
smeared correlation functions for the two simple approximations given above, for the

Gaussian form (see also Paper 1, §VIIIb)

C(d0,¢) = Co ;;gQ exp [—*“"52—2] (2.32)
20§ + ¢ 2(2¢5 + ¢¢)
and for the monochromatic form
1 1242
C(¢o,¢) = gko Wy Jo(kgp) e 0%0. (2.33)

The prescription for the specification of the probability density for data sampled
from a random field has now been presented in a reasonably tractable form. The effect
of independent Gaussian noise for the measurements has also been incorporated in
the formulation. We are now ready to deal with the methodology for the application

of statistical tests to the data.
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2—-3 Methods of Statistical Inference

In this section we will build upon the theory of random fields detailed in the last
section, and study the practical problems involved in testing actual experimental
data. Although in this work we will use the Bayesian HPD analysis in calculation of
limits, previous work both by ourselves (Paper 1) and others has involved the use of
a variety of statistical methods. During one particular session at the Aspen Winter
Physics Conference on the Microwave Background in January 1990, four different
statistical procedures were presented by four different speakers, leaving the audience
members in a state of probabilistic shock. Therefore, we will begin with a summary
of two of the three most prevalent methods and their strengths and weaknesses.
Following this, we will present a detailed explanation of the Bayesian formalism and
the modified version that we will adopt in our analysis.

The frequentist perspective is perhaps the most straightforward, and indeed it
has been favored by observers in the past. The basis of the method is the frequency
distribution of the measurement under repeated trials. Examples of frequentist proce-
dures are standard chi-squared tests, all distribution tests, and the Likelihood Ratio
Test. The method of pure Likelihood decides on the relative merit of a set of alterna-
tives by the probability of obtaining the data under them, or likelihood. The range
of acceptable models is given by those alternatives where the ratio of probabilites of
the data under that value to the best model is larger than a prescribed threshold.
Finally, Bayesian methods also utilize the likelihood as well as an algebra of probabil-
ities to set credible sets of alternatives through integration of the probability of the
data times a function incorporating prior knowledge. We begin with the frequentist

view,
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3.1 Frequentist Statistics and Likelihood Ratio Tests

Frequentist methods are characterized by the calculation of the probability distribu-
tions of a statistic under the hypotheses being investigated. A detailed discussion
of one such test, the Likelihood Ratio Test , is given in Lawrence, Readhead, and
Myers (1988). This test has been applied, in slightly different forms, in Boynton and
Partridge (1973), Uson and Wilkinson (1984a,b,c), and by ourselves in Paper 1. The
mathematical properties of the test are given in Lehmann (1986). The popularity of
the method is due to the simplicity of the concepts, which are based on the frequency
of outcomes on repeated experiments, such as the flipping of coins, and also to the
ease of computation in some cases where standard probability tables are available.
Problems with the method are the excessive computation required to establish the
frequency distribution in analytically intractable cases, inconsistent results or failure
for some classes of models under certain data values, and questions as to the validity
and applicability of the fundamental assumptions to actual situations.

The operation of the method is most clear in the case of a hypothesis H and
alternative K of which one or the other will be chosen for any given value of the
data. The rejection of H (and therefore the acceptance of K) will be indicated if the
datum D lies within some subset S of the data space, chosen such that the overall
probability of the data under H within this set is equal to some specified value, the
significance, while the probability under K for data in the region, the power of the
test, is a maximum. The value of the significance sets the fraction of the time we
would expect to reject H if it were true (bad) and the power reflects the probability
of rejecting H when K is true (good). The confidence of a test of significance « is
(1 — a), and is usually taken to be a large value such as 95% or 99%. To maximize
the power for a given significance, we look for the region S, which contains the points

X where the likelthood ratio is minimal

P(X|H)
=———"<k .
A(X) PXIK) = (2.34)
where P(X|0O) is the probability distribution function of random variate X under
model or hypothesis ©, which we denoted in the previous section as Pg(X). If we

find for the data that A(D) < k then we reject H and accept K. The value of k is
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determined by the requirement
HXeﬂHﬁiLHXWMM. (2.35)

Because the quantity tested is the likelihood ratio, this is known as the Likelihood
Ratio Test (LRT). The fundamental theorem leading to this test is known as the
Neyman-Pearson lemma.

It turns out that we can use this prescription to test a real-valued parameter 6,

which ranges over some interval of the real line by assigning
H:0>46 K :0 <6

where 6 is the (1 — a) upper limit. For it to be possible to perform this test, we
must place some requirements on the behavior of the likelihood ratio as a function of
the parameter (see Lehmann 1986). If these requirements are met, then the test is

equivalent to finding the distribution of a sufficient statistic T(X, ) such that
AX) =A(T(X,9))

depends on the data only through 7. Furthermore we need to assume that T is

monotonic in #; for simplicity assume that
T(X,0) <T(X,0) for 8>4. (2.36)
Then, if the distribution of T(X,#8) = t under 0 is given by

P(t|6) = P(X|6) dX (2.37)

/X;T(X,e):t
we can set (1 — a)confidence limits 8y < § < 61 by finding the locus of the a/2 points

in the distribution
P@>ﬂa%wwzpa<namwg:%. (2.38)

Thus, in cases where it is possible to set simple acceptance intervals, the LRT reduces
to the standard confidence tests based on frequency distributions (hence the term
frequentist), such as detailed in standard statistics texts (c.f. Kendall and Stuart
1979, Vol. 2).
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This procedure is well-behaved for models where for every admissible value of the

data X, there is a value of the parameter 6 for which the probability is maximal
Pt =T(X,0)|0) = max P(t9). (2.39)

If this condition is not satisfied, then not only will there be values of the data for
which only a one-sided limit is obtainable for certain confidence levels, but there are
values of the data for which no 6 that satisfy (2.39) can be found. This problem can
be removed by increasing the confidence level of the test; as long as the observed
value of the data is obtainable with nonzero probability for some model parameter,
then the limits (2.39) exist for some confidence (1 — ). Another problem, or at least
an inconvenience, arises from the necessity to compute the distribution (2.37) and
integral probabilities (2.38), particularly in cases where the distribution cannot be
reduced to a standard form. Monte-Carlo methods are commonly used in these cases,
frequently requiring large amounts of computational time. We are in effect forced by
the frequentist formulation to integrate over the (often large) data space.

An example of a distribution that gives these problems is a single Gaussian vari-

able with an added noise €2 and a free variance §2

X?
0 — 2, 2y-1/2 SIS .
P(X10) = [27(6° + €°)] exp T D) (2.40)
with statistic
X2
T(X,0)= 71 (2.41)

and its associated distribution of ¢t = T'(D, )

P(t]9) = ‘/% exp [—-%] . (2.42)

Note that the distribution P(t|0) is independent of 6; this is an optimal form for the
statistic as 1t simplifies the calculation of the distribution. The (1 — ) lower limits

(8p,01) for the data X = D occur as fixed values of the statistic
T(D,6p) =Ty T(D,01)=T (2.43)

where (Tp,T1) depend only on a. If we examine the behavior of the upper limit 6;

as a function of D, for example, we find that the appropriate solution to (2.43)

02 = — — & (2.44)
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will have no solution for & > 0 when T; > D?/e%. Our problem is due to the fact
that the observed data may be so unlikely under every value of the model parameter
that all 8 are excluded at the stated confidence. Note that tests for the mean of a
distribution such as (2.41) will not encounter these problems. A discussion of the
problem as applied to the microwave background and useful diagnosis of the disease
are given in Lawrence, Readhead, and Myers (1988).

Even though the cause is understood, the fact that the test, which began as a
method to decide between two alternatives, is indecisive in some cases even when
the probabilities of the alternatives are not degenerate is disturbing. In the example
above, even though the absolute probability for a small datum D is small for any
value of 0, we know from (2.40) that it falls off as #~1 in the limit of large # and
so we would expect that there are some values of the parameter that are relatively
more unlikely than others—our test should be able to set intervals based upon this.
In frequentist terms, we would not be compromising our results since our test would
have an even higher confidence than the one that failed. The probabilistic justification
of our frequentist procedure lies in the meaning of (1 — «) confidence, that if we
were to use our test many times on many different problems, we would find that
our confidence interval contained the actual value 100(1 — @)% of the time. This
may not be particularly reassuring when one has a case where we know that it is
likely that we are wrong, regardless of the long-term benefits of the method! As an
example, the Uson and Wilkinson dataset (Uson and Wilkinson 1984c) has a standard
deviation (from zero) that is 82% of that expected from the noise alone producing a

95% confidence upper limit (6 = 03/2) using the LRT

AT _5
— < 2, 10
T < 2.1 x

that is 54% of the comparable limit using the Bayesian method

AT 5
—_— ) 1077,
T < 3.9 x

The power of the test (at the upper limit versus zero amplitude) is 13%, leading us to
believe that the limit generated by the LRT is unjustifiably low, since it rejects values
of 4 for which the likelihood ratio versus zero is as high as A = 0.44, an uncomfortably
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high number. The fixed significance level a of the test forces us to reject parameter
values for which the measurement is only 2.3 times less likely than for the ‘best’
accepted 6 because in the long run we wish to reject the 95% limit 5% of the time if
it were true. The desire to free our procedure from the consideration of outcomes of
the experiment that did not occur leads us to a formulation based upon the relative
probability of the observed data, or likelihood, under the various lternative models

or values of a parameter. Two such methods will now be discussed.
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3.2 Likelihood

The only distribution that we have direct knowledge of is, by the construction of the
model, the probability distribution function of the data under the theory considered
for the test. Every method for hypothesis testing or statistical inference is based on
the idea that a model that is more likely to produce the observed results is to be
preferred over a model less likely to produce said measurement. In the frequentist
prescription, this was a secondary requirement to be maximized (in the form of the
power of the test) after the behavior under repeated trials was fixed (in the form of
the significance). However, one could adopt a more pessimistic attitude and state
that the only information to be gained about the true state of the model parameters
is contained in the ratio of the probabilites of the actual measurement between the
alternatives. This axiom is known as the Likelihood principle, and is discussed in
Edwards (1972) and Berger and Wolpert (1984), and forms the basis of the Maximum
Likelihood Method (MLM) of estimation and the Likelihood formulation of statistical
inference. The veracity of the principle and the admissibility of the proofs offered in
its defense are not universally accepted by probability theorists, but as a principle it
seems to be both straightforward and common-sense, and no compelling arguments
have been offered to prompt its dismissal. On the other hand, if we accept the
axiom as the foundation of a theory of statistics, we are led to reject the frequentist
prescription that gave us trouble for cases of interest to us. Therefore, we accept the
Likelihood principle and forge ahead.
We define as the likelihood of a model H based on data D the probability density
of the data
L(H) = P(H|D). (2.45)
The relative likelihood of model H versus alternative K is given by the ratio of the

likelihoods (the likelihood ratio of the LRT)

L(H)
L(K)

and H is to be preferred over K if A > 1. We usually consider models having one

MH,K) = (2.46)

or more parameters with unknown values and wish to place limits on the range of

these variables. For illustration purposes, and because it is the most common case in
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practice, we will consider a theory with one real-valued free parameter . The form
of the test is simple : we find the value of § = 6 for which the likelihood of the data

X = D is a maximum

~

0 L(0) = max L(0) (2.47)
and accept any value of the parameter for which the likelihood versus the maximum
likelihood is greater than a given threshold. We define the cf set H for the parameter
* 1 L(6|D)

H={0:A(0)> ?} A0) = L_(TD) (2.48)
Limits where the likelihood ratio has fallen to 1/f are sometimes noted as the cr
limits in the literature. The value of f is entirely subjective; a common choice as
a standard is the cjg limit. If we just want an estimator for the most probable or
more correctly the most likely value of the true parameter, then we use 6 for which
the likelihood is maximum. This is the basis of the Maximum Likelihood Method of
estimation. We will use the MLM when an approximate ‘best value’ for a parameter
is needed. The use of (2.47) to find the acceptable range of the parameter is the
Likelihood method of statistical inference.
It is often clumsy to deal with the likelihood and likelihood ratios that can range
over many orders of magnitude. Also, when the data is made up of many individual
points, the likelihood function can be complicated. If the datum X is composed

of n independent random variates z; with distribution functions P;(z;|8), then the

distribution of X is given by
n
P(X10) = I] Pi(=4]9) (2.49)
1=1

which implies that the joint likelihood is also a product of the individual likelihoods.
It is more convenient to work with the logarithm of the likelihood, called the support

S (or log-likelihood in some texts)

n
S(@)=InL(9) = Z In P;(z;]9). (2.50)
i=1
This transformation has no effect on the determination of the estimator é, but it is

usually much easier to solve

ds

il = (2.51)
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than the original product L. Edwards makes a point of the ease of the use of the
support, especially the additive property of combined likelihoods, but in fact it is
more natural to use the product for the logical ‘and’operation that this implies; we
will return to this point later during the next section. The Likelihood formulation
when expressed in terms of the support function is called the Method of Support, but
we will make no distinction between it and formal Likelihood.

Our limits for the range of 6 are determined by the support function under the

combination of (2.47-2.51)
H=1{0:|50)—5(8)>m)} (2.52)

where m = lnc. If 8 is a continuous parameter over some open or closed interval of the
real line, then the § that define equality on the right-hand side of (2.52) are known as
the m-unit support limitson 6. This method of inference and interval determination is
extremely simple, involving no integration and a minimum of root finding, but lacks a
probabilistic interpretation akin to the frequentist conception of confidence. Edwards
advances the opinion that such notions are inappropriate and impossible to codify in a
consistent formalism, but his arguments are unsatisfying after all is said. We will use
Likelihood and the Method of Support when the simplicity of computation dictates,
such as the discussion of optimization in §2-4, and as a base for the development of
the next formulation. For the purposes of setting limits on microwave background
anisotropy we will proceed to the third and final method to be considered, that of

Bayesian inference.

3.3 Bayes’s Theorem and Bayesian Inference

The problem that has been vexing us is the interpretation of the results of a pos-
terior: statistical inference in terms of common-sense probability. The Likelihood
method freed us from the dictates of long-term performance enforced under the fre-
quentist paradigm, but in doing so left us without the means to make probabilistic
statements about our acceptance intervals. A proponent of Likelihood would claim
that a posteriori probabilistic statements about values of properties of the Universe

are impossible and that the best one can do is give relative probabilities under the
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different alternatives. This view has much that is convincing in it, and the arguments
of its adherents such as Edwards are persuasive, yet we still hope for something more.
The ability to make probabilistic assertions about ranges of parameters based upon
the likelihood of the observed data is the capability claimed by the Bayesian method

of inference, and it is with this method that we will conclude our survey of statistics.

For now, suppose that we can define the probabilities required for our formulation,
and that we would like to use data (D) to infer the probability of a hypothesis (H)
for a given observation of D. Then, we are able to construct the joint probability

density

P(D,H) = P(D)P(H|D) = P(H)P(D|H). (2.53)

This equation is known as Bayes’s Theorem (c.f. Kendall and Stuart 1979, Vol. 2,
and Berger 1985). The conditional probability P(H|D) for H given D is the desired
end, the conditional probability for D given H (the likelihood of the data under H) is
given, and the absolute probabilities of the data P(D) and hypothesis P(H) are what
allow us to calculate what we could not in previous methods— ‘inverse probability.’
In fact we are no better off in the absolute sense because knowledge of P(H) is
denied us in applications of interest to us. In a sense, P(H), the unconditional ‘true’
distribution of models H, is what we want to know, and if we knew it we would not
need statistical inference. If H is the random realization of a random process with
frequentist probabilities P(H), then (2.53) will provide us the correct formulation.
A Bayesian statistician would claim that P(H) represents prior probability of the
hypothesis, and should merely represent one’s best guess as to the predisposition of
H, before data is taken. However, if this is true inductive knowledge about H, then
the information should be included as data D and the distribution under H included
in P(D|H); if it is pure guesswork, then it is not a probability in the sense we have
defined previously, merely a preference. Eventually, the strict veracity of (2.53) will
depend on the ability to define an accurate P(H), which is denied us. It may also
be argued that for any physically important measurement, the data is but a sample

from a realization of a random process H and P(H) is nonzero only at the actual H.

Finally, there is the matter of the curious quantity P(D), the probability of the
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data. If we integrate (2.53) over the space of the hypotheses H, we obtain
P(D) = /dHP(H)P(D]H). (2.54)

This indicates that P(D) is a measure of the probability of the data under the assumed
distribution and prior density. Note that if D results from a unique H = Hy, then
P(D) = P(D|Hj) as expected. Solution of (2.53) with (2.54) then leads us to the
Bayesian prescription for inference

P(H)P(D|H)
P(D)

P(H|D) = (2.55)

and intervals in H under this distribution can be constructed by integration of (2.55).

Many clever Bayesians have given up the idea of absolute probabilities and re-
sorted to the relative likelihood approach mentioned in reference to frequentist meth-
ods. Suppose that we were to interpret the P’s of (2.53-2.55) as relative likelihoods,
or preferences if you will, and that they are monotonically increasing measures of
the confidence we have for the proposition in question. We see that the quantity in
question must have the properties and algebra of a positive, additive function, just
as for true probabilities, although the requirement of the range [0,1] is dropped. In
this case, the algebra of preferences is but a superset of the algebra of probabilities,
and most importantly Bayes’s Theorem is tractable. In fact, we see that (2.53) is
but a statement of consistency for our definition of preferences. These arguments are
described in Kendall and Stuart (1979, Vol. 2) and Skilling (1989) and references
therein.

The Likelihood method, as related in the previous section, incorporates the combi-
nation of distributions under the logical ‘and’operation as the familiar multiplication
operator, as regards the likelihood function. What we really desire when setting lim-
its and intervals is the equivalent of the logical ‘or,’ the probability or preference for
a set of alternatives. This naturally implies the use of the addition operator, which
for a continuous parameter involves integration. We believe that this is a strong ar-
gument in favor of the use of Bayes’s Theorem; that this is the only correct method
might possibly be justified by algebraic considerations, but such debates are beyond

the limits of our space and practicalities to include here. The primary philosophical
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advantage of this Bayesian approach is the removal of the need to interpret the terms
in the equation as frequentist probabilities and the logical dilemma this entails. The
practical advantage is that the integrals involved are over the restricted hypothesis
space, not over the large data space as in the frequentist method. From this point
forward, we will adopt the viewpoint of preferences in the Bayesian framework, and
leave the probabilistic interpretation to the purists. It is this that we will refer to as
‘Bayesian’ in the remainder of the work.

For a Gaussian random field, the term in (2.53) P(D|H) is equal to the probability
distribution function (2.1), which in turn is a function only of the parameter pair
(1, C). If we in turn parameterize the correlation function by its amplitude Cy, fix
the form in the model (2.6), and set the mean to zero, then we can deal with a single
parameter § = C. The function P(D|H) is just the likelihood function L(H) defined
in the previous section. We have for amplitude 8 and correlation matrix A(f) the

Likelihood
L(6) = Py(Y) = (27)~"/%[det A~1/2 exp (-—%yTA"ly> . (2.56)

If a form is assumed for the prior preference P(H), usually referred to as the prior
7(0), we can compute the marginal distribution m(y) = P(D) of data y under 8 from
(2.54)

m(y) = /de 7(8) L(8). (2.57)

The quantity m(y) is a measure of the likelihood of the data having the observed
value under the assumed prior 7 and correlation function form. If we are able to cast
the prior preference in the normalized form required for a probability, then we have
a normalized measure for the appropriateness of the assumed prior. Finally, we can
compute the posterior distribution for 8, or n(0|y) = P(H|D), from (2.55) and (2.57)
7(0) L(9)

T(0ly) = )

. (2.58)

This is the quantity that expresses our relative preferences for values of the parameter.
If we were to have access to the proper probability distributions in (2.55), then

we could compute confidence intervals by integration, as argued above. We would
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define a 100(1 — )% credible set H to be
H={H: /HP(HID) dH =1 - a). (2.59)

The equation (2.59) itself does not suffice to define a unique set H, since there exists
a (1 — @) credible set that contains any given H. We can characterize a set H by its

size, more properly, its Lebesgue measure of the ‘volume’

s= /H dH. (2.60)

We can see that there is some interval  for which the size s is minimal; this set

contains the H for which P(H|D) is maximum
P(H|D)> P(H'|D), HeH H ¢H. (2.61)

This suggests a definition for setting credible intervals in the case of our single param-
eter § with posterior (2.58). We define the 100(1 — «)% Highest Posterior Density
(HPD) credible set consisting of the values of the parameter for which the poste-
rior density is the largest and for which the posterior density integrates to (1 — a).

Formally,
o] = {0 : /H 7(0ly) d6 = 1 — o)
r(@ly) > n(@'ly) forall OeH and 6 ¢F. (2.62)

Note that except for the inclusion of a prior, we have a method equivalent to the
Likelihood formulation (2.47), since (2.62) leads necessarily to the existence of some

posterior ¢ such that
(0ly)>c forall HeH. (2.63)

The Bayesian HPD procedure chooses the value of ¢ according to the probabilities in
the theorem (2.53), removing the arbitrary nature of the Likelihood limits.

Much soul-searching and agonizing has occurred in the Bayesian statistical world
over the question of the selection of a prior. From the vantage point of preferences, the
prior could be used to incorporate any subjective information about the parameter
being tested into the procedure. This is the view taken by most Bayesians such as

Berger (Berger 1985), and is useful when the prior information is of a type not easily
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cast into a true probabilistic form. By and large, the most oft-used reasoning for
selection of a particular prior is due to invariance arguments. The pure Likelihood
method, because it chooses the interval limits based upon the relative values of the

likelihood L(9), is invariant under any transformation of the variable 8 and
L*(g)=L*[g(0) ] =L(6) 0 —g(0), L—L" (2.64)

However, because of the prior, the construction of confidence intervals in the Bayesian
formalism seems not to be of an inherently invariant nature.

The problem of invariance in the definition of the HPD credible set is manifest
when we consider the transformation of the prior under # — g(#). The likelihood
function is invariant because it is a probability density in the data variable y which
does not change under transformations of the parameter §. On the other hand, the

prior by definition is a density in the variable #, and therefore must transform with
the differential dg = ¢'(9) d@

©*(g) dg = 7*[ g(0) ] ¢'(0) db
= x(6) df. (2.65)

If we regard our prior as a preference instead of probability, then we must regard it as
a preference for the parameter to lie in the interval df around 4, for invariance to be
maintained. If our transformation is invertible with nonzero derivatives everywhere

(except in the limit of endpoints), then

©*(g) = 7[0(g)] 0'(g). (2.66)

If we try and regard 7(f) as a point preference in the same manner as the likelihood,
then we run into trouble. If we only know that a parameter lies within some (possibly

large) interval [a, b] we might use the ‘uninformative’ prior

"(6) = 7 . ~ dclatl,  w(0)=0 0¢ab (2.67)

which expresses our ignorance other than to the general range containing the true

value. We logically expect that ignorance of 6 implies similar ignorance about any

function of 6,

- |g(a) —g(b)l g€ [g(a)’g(b)]a W*(g) =0 g (,é [g(a),g(b)] (268)
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however our rule of transformation (2.66) requires that in fact

™(9) = 7 g €[g(a),g(®)],  7*(9) =0 g¢ [g(a),g(d)) (2.69)

This is deemed as unseemly behavior and uninformative priors are chosen such that
under specific transformations g, 7(8) and 7*(g) have the same functional form. That
there is no prior truly uninformative under all generally admissible transformations
should be no surprise; the whole purpose of a prior was claimed to be to provide
extra information about a parameter, and it is not obvious that the fact that there
is no information is information itself in the sense that we can assign a prior distri-
bution to it. Choosing a specific function 7(#) mathematically states that we know
the probability distribution at every point in the range, and the probability that 8
lies in any subinterval of the range. The proponents of Likelihood have advanced
strong arguments against ‘uninformative priors’ (Edwards 1972), and based on our
investigations above we are inclined to believe them.

From the arguments above, it would seem that because of our inability to choose
a truly universal prior, uninformative for all transformations of the parameter, we are
prevented from our goal of an acceptable and consistent Bayesian inference method.
To help us out of our dilemma, we take notice of the fact that at some point we
will have to do some numerical integration, and we obviously cannot integrate over
an infinite parameter space. The posterior distribution (2.58) has two contributions,
one from the prior, and one from the likelihood. It is thus apparent that information
from the prior where the likelihood L is low will not contribute much to the posterior,
just as the converse is true. Unless we have strong reasons for using a prior that has
substantial weight where L indicates low likelihood, then there is no point in worrying
about what 7(#) does in these regions. We assume that if we had strong preference
for a prior, we would not be debating the problem. The effect of a mismatched prior
and Likelihood is to reduce the amplitude of the marginal distribution m(y) which
for a normalized prior is a measure of the likelihood of the data under the prior and
Likelihood. We have been considering Gaussian distribution functions for which L(6)
will tend exponentially to zero in the limit § — oo, and in this case and a whole

general class of random fields with nondivergent second moments there is no gain in
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carrying the integration out to infinity. We will therefore use the uniform intervallic
prior of (2.67) with the minor reservations expressed above.

Under prior (2.67), our marginal distribution becomes

m(y) = b}_a /abL(H) do (2.70)

and in calculation of the HPD interval all integrations are finite. It is interesting that
for our class of uniform priors [a, b], the marginal distribution increases as our interval
collapses around the maximum likelihood estimator @ for which L(6) is a maximum.
In general we have the disturbing result that the prior #(8) that globally maximizes

m(y) is the prior with all its weight at the maximum likelihood

#O)=60-0), §:LH) = max L(6). (2.71)
Thus, the selection of a prior based upon maximizing the marginal distribution is
misleading. If the prior is not truly based on information not contained in the Like-
lihood, then the ‘maximum marginal method’ merely says that the best prior is the
most likely value predicted solely by consideration of the Likelihood function! This
would tend to lead one to adopt the Likelihood Principle mentioned earlier, which
states that all information about some parameter from data alone is contained in the
Likelihood function for the actual measurement.

We have finally arrived at an acceptable prescription for setting distribution pa-
rameters from data. We will use the Bayesian HPD credible set (2.62) under the
restricted uniform prior (2.67). By definition, this interval will contain the value of
the parameter for which the Likelihood is a maximum. If we are interested in a single
estimator for the parameter, then the value that provides the maximum likelihood
of obtaining the observed data is the only logical and consistent choice. Despite our
misgivings about the ability to use a prior, we are content with this formulation. The
algebra of preferences is a powerful tool that prompts us to integrate the likelihood
and prior to obtain our ‘preferred’ interval. The ratio of the HPD integral to that
outside the interval is our likelihood of the chosen range containing the true value of

the parameter )
LOeH) 1-a
LO¢H)

(2.72)



35

and we can make the statement that
PleH)=1-a

with at least the same weight of conviction that bettors assign odds to the outcomes
of sporting events. Because there is a defined lower limit to the relative likelihood
of the values of the parameter contained within the HPD interval, we have at least
the same confidence about our claims as proponents of strict Likelihood have about
theirs, regardless of the probabilistic interpretation. We have already stated that the
long-run performance of the test in the frequentist sense is not compelling, although
in the limit that the chosen prior reflects the long term frequency of true models,
Bayes’s theorem is the correct formulation in this sense also. Finally, if we consider
inappropriate models or parameterizations, inappropriate results will be obtained
regardless of the statistical method.

In our discussion of the LRT, we pointed out that in some cases where the data is
unusually unlikely under all values of the parameter, spuriously low upper limits can
be set. This was evidenced as an increase in the relative likelihood of the 8 values
rejected by the test. As demonstrated in Paper 1 (§VIIIa), the Bayesian upper limit
increases with the enlarged errors because the likelihood curve broadens out (this can
be seen by examination of the simplified expression 2.74 in the next section). Both
the Likelihood method and the Bayesian analysis thus give larger upper limits for
overestimated errors, in contrast to the behavior of the LRT. As explained in the
Paper 1 comparison of tests, the Bayesian method is also more robust versus changes
in the data values than the Likellhood Ratio Test. From these considerations, we
believe that the adoption of the Bayesian HPD procedure will protect us from possible
problems of the type described above, which have been encountered in past and
present microwave background experiments. It must be stressed that no statistical
test is completely immune to misuse or unfortunate luck; such a test would be unable
to reject any hypothesis!

It has been traditional to quote the 95% ‘confidence’ limits in the reporting of
statistical comparisons of microwave background observations with theoretical models

or in the analysis of the noise characteristics of the data for signal. In this work we
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will likewise present results for a = 0.05, if only to allow comparison of our limits with
those obtained by other experiments. It is not particularly reassuring to be using as
our measure of rejection for theoretical parameter values a level commensurate with
only a 1.96 ¢ deviation from a normal distribution, or in other terms a 1-in-20 chance
of error. In problems relating to the detection of signal in the presence of noise it
is common to use 3¢ as the fiducial criterion for acceptance, which corresponds to
(1 — a) = 0.9987 for a two-sided limit. In the analysis of the RING (Chapters 4 and
6) as well as the NCP results (Paper 1), we prefer the 99.87% Bayesian HPD limits,
and we will compute the limits for both a = 0.05 and a = 0.0013. It should be noted
that many of the problems noted previously when dealing with data for which the
observed value of the statistic is unlikely are alleviated by increasing the confidence
level of the test, and in practice the use of 99.87% limits is sufficiently conservative
that only in the most singular cases will difficulties due to abnormally low scatter

cause noticeable bias in the results.

In this section, we have made an attempt to cover the topics most important
to the fundamental assumptions and applications of the statistical tests, but make
no claim that all points were pursued in the detail that they deserve. There are
many points dealing with the use and performance of Bayesian methods that we have
not had the space nor the inclination to present in this work. The text by Berger is
highly recommended for its clarity and completeness, although much space is devoted
to decision theory and the strange formalism that it entails. For the frequentist
perspective, the work by Lehmann is serviceable, if a bit dense with somewhat difficult
notation. For Likelihood, the book by Edwards is extremely good, especially as a view
from outside the borders of frequentist and Bayesian statistics, and includes detailed
examples of the use of the Method of Support for multivariate distributions and
problems with unwanted parameters. Finally, a good discussion of all three methods
as well as others in addition to all one needs to know about the theory of probability
and statistics is contained within the 3 volume set by Kendall and Stuart (the topic
of statistical inference is in Volume 2). It is likely that any scientist that needs to
infer parameters of random distributions from data will encounter one or more of the

problems discussed here. Perhaps the content of the preceding sections will provide
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illumination in the often foggy world of the Statistician.

2—4 Optimal Observing Strategies

In both the planning and analysis phases of an observational program is it necessary
to have a proper grasp of sensitivity of the experiment to signals and interference,
whatever they may be. Since microwave background anisotropy programs such as
ours are primarily detection experiments, where the probable target signal is at or
below the level of our noise and statistical methods are necessarily relied upon to
set the limits, it is especially important to know the response of the analysis method
to both the signal under investigation and any confusing signal. In the case of the
experiments detailed here, we are interested in determining the properties of random
fields on the sky, with both Gaussian and non-Gaussian statistics, using the Bayesian
statistical inference method detailed in the previous section. Here, we will assume we
are to test models that produce fluctuations characterized by a zero-mean Gaussian
random field and that the free parameter is Cy, the amplitude of the correlation
function.

For a given amount of observing time, we would like to determine the best alloca-
tion of that time among a number of measurements. If we observe a small number of
fields, then the noise level on any given field will be correspondingly small, allowing
detection of faint signals. On the other hand, if a large number of fields are observed,
then the uncertainty on each field will be large, but the increased number of degrees
of freedom will provide an increased sensitivity to the tail of the distribution. If our
aim is to set upper limits on the amplitude of fluctuations in the microwave back-
ground, then for a given statistical test and model parameterization there is likely to
be an optimal strategy based on the tradeoff between signal-to-noise and statistical
leverage. If we are interested in unambiguous detection of said fluctuations, it is gen-
erally advantageous to observe few fields deeply rather than distribute the integration
time among the many separate samples. We will discuss this problem in context of
statistical inference of random fields.

Another complication in our observing strategy arises when the cosmological sig-

nal of interest is contaminated with another confusing signal. If the source of the



38

interference is celestial and more or less nonvariable, then supplementary observa-
tions at other frequencies or other telescopes may allow removal of the contamination.
If the interfering signal is time-variable, or associated with terrestrial sources, then
switching and filtering schemes can be used to attenuate the effect of the confusion.
The ideal experiment, in terms of maximum sensitivity and flexibility, would be single
beam measurements without any differencing, as all spatial information other than
that lost by convolution with the primary beam is retained in the data. However,
in the real world of receiver instability and atmospheric noise we are forced to adopt
some form of switching to allow calibration and compensation for such effects. If we
were faced only with gain variations, then periodic injection of a known calibration
signal or switching against an internal load would provide relief without reduction in
sensitivity to the fluctuation spectrum. However, the water vapor and oxygen in the
lower atmosphere introduce a large noise component that is both time-variable and
spatially correlated. A gain-compensated but unswitched receiver system would find
a very large fluctuating signal due to the movement of structures in the atmosphere
across the telescope field of view. Fortunately, because the offending sources are con-
fined to the troposphere within a few kilometers of the ground, experiments aimed
at angular scales of less than about one-half of a degree are able to remove a large
fraction of the atmospheric noise through spatial switching. The contribution from
planar structures can be eliminated through single switching (between two points on
the sky) while gradients can be removed through a second differencing (three points).
If the angular separation of the switched positions is sufficiently small, then the beams
pass through nearly identical patches of the atmosphere and cancellation is complete
to high accuracy. Because there is a significant first derivative to the water vapor
component, double switching has been the normal mode of operation in microwave
background anisotropy experiments, especially at high frequencies (c.f. Uson and
Wilkinson 1984a and 1984b, Davies et al. 1987). However, constant and gradient
terms in the microwave background are also removed by this switching, causing a
degradation in the sensitivity for fluctuation distributions that are correlated on the
angular scales of the switching, and this effect is seen in the off-diagonal terms in the

correlation matrix (2.20). The double switching strategy as applied to the Readhead
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et al. (1989) experiment is discussed in Paper 1 (§IIL.).

For models with significant correlation on scales larger than the switching, we can
recover some sensitivity by careful placement of the fields on the sky. In particular,
we can devise an interlocking scheme such that sources in the negative beams of one
pointing appear in the positive lobe of another. Examination of the correlation ma-
trix formulation (2.17-2.20) reveals that we are allowed some freedom in choosing the
locations of the points x and if they are chosen such that the off-diagonal terms are
large, then redundancy in the measurements enhances the sensitivity to fluctuations
on these angular scales. We have chosen for our experiment to overlap the refer-
ence beams with the main beams from adjacent fields, a compromise between close
sampling with pointing center separations less than the switching angle ¢5 and well
separated observations where the maximum area of sky is covered and the matrix A is
nearly diagonal allowing easier analysis. A benefit of this scheme is that strong point
sources near the center of the beam will produce a recognizable signature in the data
as it will appear in several fields with opposite sign. We will discuss the ramifications
of the geometry in Chapter 4 when the data is presented and in Chapter 5 when radio
source contamination is discussed. We accept the necessity of double switching and
have specified the desired geometry. It then remains to choose the number of fields

to be observed.

The sensitivity of an experiment can be characterised naively by the HPD upper
limit that would be set by the experiment in the absence of a signal. Suppose that
we have available a fixed amount of integration time such that if we observed a single
field then we would have a noise level of o445 and if we observed n independent fields

each would have a 1o error bar of nl/2

otot- We wish to calculate the expected upper
limit for zero fluctuation amplitude and the smallest detectable amplitude. First,
to simplify our computations, we will use the Likelihood formulation instead of the
Bayesian HPD method, removing the need for numerical integrations. Because the
fields are independent, the correlaﬁon maxtrix A i1s diagonal and we can multiply
the likelihood functions for the single measurements as in (2.49) treating A = Cj as

a scalar (see 2.21 as an example). For our set of n observations {r;}, we have the
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likelihood function (for zero mean) of the rms amplitude § = Cé/Q
Ln(6) = [27r(na,52t + 02)}*71/2 exp L i i (2.73)
n -_ I's) —— G Y . .
25 ”Ut20t + 62

Let us deal with Gaussian fluctuations and take the expectation value of the sum-
mation term for the likelihood (the tilde denotes the fact that we are replacing the

sample variance by an expected variance),

La(0) = [27(no} +02)]‘"/ 2 exp _3—-@— (2.74)
" tot 2 TlO'tQOt + 62 '
The support function is given by the logarithm of (2.74)
2
&gy 1 n 2 2,_ 1 <$z>
Sn(ﬁ) = —5 111 27!' - 5 ln(natot + (9 ) - gm (275)

Differentiation of (2.75) with respect to 62 and equating to zero finds the maximum
q g

likelihood value

6% = <x?> - na?ot. (2.76)
If the true value of the correlation amplitude is Cj, then

<:1:22> = natQOt + Cy (2.77)

and the maximum occurs at § = 06/2, demonstrating that § is the MLM estimator

for Cé/ 2 The likelihood ratio versus the maximum likelihood L(f) is, after some

manipulation
n
Co+no},]? n 62— Cy
An(8) = | —-2 - . 2.78
N s e
To further simplify matters, we can define the auxiliary function
Co + nat2 ¢
0|Co,n) = —%&£ 2.79
(0100, m) = Gt (279)
such that our likelihood ratio becomes
1—2)n/2
Az) = [z e ] . (2.80)
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The Likelihood method solves the above equation (2.80) for a fixed A = e™™
zel™% = ¢~ 2m/n (2.81)

to produce the m-unit support limits. For m > 0 there are two solutions to this
equation, the branch 0 < z < 1 corresponding to upper limits (6 > Cp) and the
branch z > 1 corresponding to lower limits (6 < Cj).

We determine the lowest upper limit that would be set in the case of null model
by setting Cp = 0 in (2.79) after solution of (2.81). The resulting § will be the m-unit
upper limit on 05/2 expected when C is truly zero. This is the (0, 1) branch of the
equation with z ranging from 1 to 0 as 6 is increased from zero to infinity with A

falling monotonically with z. Equation (2.81) can be solved by iteration on

2
z = exp [z -1~ _m] (2.82)
n
for
1-=2

6% = n‘7t20t (2.83)

The results 6/0¢5¢ versus n are shown in Figure 2-2 for m = 2 and m = 4. We find
that there is an optimum strategy for observing that depends upon the desired level
of significance. For a 2-unit support, then there is a maximum sensitivity for 9 fields;
for 4-unit support the appropriate number is 17. We can explore the asymptotic

behavior with increasing n by the substitution

92 1
t=—5 z=— (2.84)
nofy 14
transforming (2.82) into
1 2m
— +In(1+¢)=—+1. 2.
T+ +1In(1 + t) " + (2.85)
After series expansion (¢ < 1) of the left-hand side of (2.85), we obtain
1 2 2 3 3 4 2m
TS P B i .
5 3 + 1 - (2.86)

and in the limit n > 1, t € 1 we preserve only the first term in the expansion and
find after substitution for ¢

6% = o7, (4mn)'/2. (2.87)
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If we denote the upper limit on the amplitude C’é = @, we then find the limiting

behavior on the rms of the random field
CL? o o4 (2.88)

The relatively slow rate of increase of the upper limit with number of fields allows
some tradeoff of sky coverage against individual field noise levels without severe loss
of sensitivity. A similar analysis of the LRT reveals similar behavior.

The calculation of the behavior of the Bayesian HPD test is significantly more
complicated. The general outline is given in the Appendix to Paper 1, along with a
plot of 8 versus n. If we wish to integrate versus the rms 6, as is typically done, and

we change variables to t as in (2.84), we find the value t = 7 such that
/OT Y2\ () dt = (1 - a) /Ooot—l/Q An(t) dt (2.89)

where the likelihood is given by

exp(l _ —3-—)}"/2. (2.90)

)‘"(t):[ 1+1¢

1+4+¢

After determining 7, we can find our limit on 6 by inversion of (2.84) with ¢ = 7.
Numerical evaluation of the integrals in (2.89) and subsequent root-finding results in
the solid curves shown in Figure 2-3 calculated for a = 0.05 (lower curve, 95% credible
set) and a = 0.0013 (upper curve, 99.87%). The asymptotic behavior appears to be
slightly flatter than nl/4 as the likelihood An(7) increases roughly logarithmically
with n

A(T)= A+ 08 Inn Ag ~ 0.246, B ~ 0.0054 (2.91)

over the range 400 < n < 10000, although it appears that the 6 curve is approaching

1/4

n'/* as n increases. Thus, the Bayesian method approached a fixed likelihood test as a

limit, but because it is flatter, the equivalent likelihood of the HPD is increasing with
the number of fields (for the 95% HPD limit at n = 96 we find A = 0.252 compared
to A = .173 at n = 14). In Figure 2-3 the results for a A = 0.3 Likelihood limit are
shown as a dashed curve; this test is equivalent the the HPD test for n = 2000. As

in the Likelihood test, there is an optimum number of fields that increases as a is
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decreased. We find that the minimum upper limit occurs at n = 14 for (1 —a) = 0.95
and n = 25 at (1 — a) = 0.9987 (also see Appendix, Paper 1).

For Gaussian fluctuations at a level much below the instrumental noise level, the
above considerations indicate that for a given HPD (1 — ) test there is an optimum
num: v of fields n. Splitting the observing time between a larger number of fields
than that specified then increases the expected upper limit roughly as the fourth-
root of the number of fields. For 95% limits and 96 independent fields, the limit is
increased by 1.26 over the best value at n = 14, an acceptable loss in sensitivity if
the increased area of sky covered brings compensating benefits. More serious than
the slight increase in the expected upper limit is the inability to detect the individual
fluctuations. Our parameter ¢ is the ratio of the fluctuation level to the noise level in

each field and decreases as the number of fields is increased approaching
t o n~1/?

in the limit of large n. The increased statistical leverage that large values of n provides
in the likelihood function nearly makes up for the increased field noise levels, but the
increase in the sample size cannot make up for the loss in signal-to-noise ratio as the
individual error bars grow. For example, a fluctuation amplitude at the 95% HPD
credible limit for 96 fields yields a 0.2% probability of finding one or more out of 96
that contains a signal three or more times the noise level, compared to 3.0% for 14
field limit. In addition, the increase in n will increase the number of noise deflections
above the same 30 level, confusing the real signal and necessitating a more stringent
cutoff in signal-to-noise ratio for reliable discrimination. For Gaussian fluctuations,
a sample size larger than around 25 provides a marginal increase in the upper limit
but a severe loss in the probability of obtaining a significant detection— only the
existence of a non-Gaussian tail to the fluctuation distribution will justify such a
choice in experiment on the basis of statistical procedure.

Even though there is a scarcity of well characterized non-Gaussian distributions
for microwave background anisotropies produced under cosmological models, we do
have a source of non-Gaussian contamination to our observations — the discrete radio

source population (see Chapter 5). The differential number counts of these objects is
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reasonably represented by a power law with source strength. The number of sources
with a flux density within the range S to S+ dS to be found within a solid angle
is given by

N(S)x S™TQ (2.92)

which upon integration gives the counts for sources above flux density S,
N>S«Sra,  4>1 (2.93)

Therefore, if we wish to know the number expected above a level ¢ times the noise

1/2

level 0 = n'/ 40yt In n fields of area Af) each, then we find

N(> qo) x ¢I=7nB=7/2 AQ (2.94)

which is an increasing function of n for power law indices v < 3. It turns out,
unfortunately, that for the flux density ranges of interest the known discrete source
population has a sufficiently flat index (1 < ¥ < 3) and radio source confusion is
indeed a problem for observations such as ours. On the other hand, cosmologically
interesting fluctuations with similar behavior would be more easily detected in a large
experiment. It is with the intention of extending the applicability of our limits to a
wider range of theoretical models that we have engaged in the undertaking of the 96
field RING survey, despite the drawbacks outlined above. The lack of firm theoretical
justification should not dissuade us as it is theory that must derive validity from the
observational evidence, not the converse. Later, after the results have been presented,

we will return to this question and try and point the direction for future models.
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Ficure 2-1. The filter function G(k) for a set of independent OVRO switched
measurements {¢g = 0'.764, ¢5 = 7'.15).
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FIGURE 2-2. Expected upper limit for the results of a Likelihood analysis as a
function of the number fields observed given a fixed total integration time. Units
on the ordinate axis are in terms of the 1o error in the mean if only a single field
were observed. The upper curve is the m = 4 support limit and the lower curve
the m = 2 limit.



Upper limit 8/

47

20

15

10

Sl S ol i i e i ol i e s i i s i

0 20 40 60 80
Number of fields n

FIiGURE 2-3. Expected upper limit for the results of a Bayesian HPD analysis as
a function of the number fields observed given a fixed total integration time (solid
curves). Units on the ordinate axis are in terms of the 1o error in the mean if only
a single field were observed. The upper curve is the 99.87% limit and the lower
curve the 95% limit. Also shown is the A = 0.3 Likelihood limit corresponding to
the Bayesian 95% limit at n = 10* (dashed curve).
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CHAPTER 3

A Limit on the Anisotropy
of the Microwave Background Radiation
on Arcminute Scales

Reprinted from The Astrophysical Journal, 346, 566, 1989.
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ABSTRACT

Observations at the Owens Valley Radio Observatory at a frequency of 20 GHz give an upper limit on the
anisotropy of the microwave background radiation of §T/T < 1.7 x 107 ° (95% confidence) for uncorrelated
patches of sky that are uniform on a 2’ scale. This limit is more than a factor of 2 lower than previous limits
on comparable angular scales. For the more realistic case of fluctuations with a Gaussian autocorrelation
function with coherence angle ¢.. the corresponding upper limits are 94 x 1073 (¢, =127, 1.9 x 1073 (¢, =
2:6), and 3.0 x 10™* (¢, = 25). These results place useful constraints on models of galaxy formation based on
adiabatic or isocurvature fluctuations in baryonic matter, provided that any reionization of the intergalactic
medium occurred at z < 40. Adiabatic models are ruled out with greater than 95% confidence, and iso-
curvature models with Q < 0.8 are inconsistent with our limits. Theories of galaxy formation that invoke non-
baryonic matter, biased galaxy formation, or a significant fraction of ionized hydrogen at z > 40 predict levels
of anisotropy a factor of 2 or 3 (and in extreme cases a factor of 10} below the present limit. In the case of
nonstandard recombination our limits may provide useful constraints on possible reionization processes. The
predictions of most popular contending theories of galaxy formation are within reach of the techniques used

in this study.

Subject headings: cosmic background radiation — cosmology — galaxies: formation

1. INTRODUCTION

The origin and nature of the density fluctuations that pro-
duced the observed large-scale structure of the universe have
been recognized as a fundamental problem since the early days
of theoretical cosmology. The pioneering papers by Lemaitre
(1927) on the “ primaeval atom " and of Gamow (1935) on what
is now called the “ hot big bang " both devoted attention to this
problem. The theory of the growth of density fluctuations in an
expanding universe was first worked out by Lifshitz (1946).
More recently, theoretical activity has been spurred by obser-
vations of the isotropy of the microwave background radiation
(Partridge 1980a, b; Uson and Wilkinson 19844, b, c; Davies et
al. 1987), the discovery of superclusters and voids (Kirschner et
al. 1981; Bahcall and Soneira 1982), and indications of large-
scale streaming motions (Rubin et al. 1976; Aaronson et al.
1982, 1986; Bahcall 1987; Dressler ez al. 1987).

Although several plausible scenarios for galaxy formation
have been proposed over the years, ranging from strong per-
turbation scenarios invoking explosions or shock waves
(Doroshkevich, Zel’dovich, and Novikov 1967; Rees 1972;
Ostriker and Cowie 1981), to linear, weak perturbation sce-
narios (Zel'dovich 1967; Harrison 1970; Peebles and Yu 1970),
there is no compelling theoretical reason to prefer one over
another. As Zel'dovich has pointed out (1972), “No a priori
preference can be given to small or big perturbation theories—
the analysis of observations is the unique approach to the
problem.”

Observations of the microwave background radiation are
important for a number of other reasons, as well:

1. The isotropy of the microwave background radiation,
which demonstrates the large-scale homogeneity of the obser-
vable universe, is the principle justification for the acceptance
of the Robertson-Walker metric and Friedmannian world
models.
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2. Any structure in the microwave background radiation on
a scale larger than ~3° must reflect inhomogeneities at
decoupling (z = 1500) and is therefore a probe of the universe
at much earlier times than are accessible through direct obser-
vations of galaxies and quasars. This may also be true of the
structure on smaller scales if there is no early reionization.

3. Fluctuations at decoupling must have derived from physi-
cal processes, possibly quantum fluctuations, that occurred in
the very early universe. Thus the microwave background radi-
ation is a direct link between the physical processes that gave
rise to the fluctuations and the large-scale structure observed
today. Indeed, limits on microwave background fluctuations
have already proved to be a powerful discriminant between
various inflationary scenarios (Hawking 1982; Starobinsky
1982; Guth and Pi 1982; Bardeen, Steinhardt, and Turner
1983).

4. If the intergalactic medium was reionized before z x 40,
the ionized medium will have imposed its own structure on the
microwave background radiation on angular scales less than
3°. Background fluctuations on small scales are then a useful
fossil record of this important epoch.

Proposed theories of galaxy formation range from those
based on adiabatic or entropy fluctuations both with and
without nonbaryonic dark matter (Zel'dovich 1967, Peebles
and Yu 1970; Wilson and Silk 1981; Vittorio and Sitk 1984,
Bond and Efstathiou 1987), through those that include early
reionization (Hogan 1980; Efstathiou and Bond 1987: Peebles
1987a; Vishniac 1987) and biased theories of galaxy formation
(Kaiser 19844, b; Kaiser 1986), to theories based on explosive
galaxy formation (Ikeuchi 1981; Ostriker and Cowie 1981,
ITkeuchi, Tomisaka, and Ostriker 1983; Hogan 1984; Vishniac
and Ostriker 1985). Cosmic strings have also been invoked as
the primary agents of galaxy formation (Zel'dovich 1980;
Brandenberger, Albrecht, and Turok 1986; Ostriker,
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Thomson, and Witten 1986; Bertschinger and Watts 1988).
Expected rms fluctuations in the background temperature
range from 3 to 3000 uK. As yet there are no detailed predic-
tions of the angular spectrum of fluctuations produced by
strings. although recently some progress has been made on this
problem (Ostriker and Thomson 1987; Scherrer 1987; Steb-
bins 1987 Bouchet. Bennett, and Stebbins 1988).

If intrinsic fluctuations are less than 3 uK, they will be
exceedingly difficult to measure in the presence of nonthermal
radiation from extragalactic radio sources and the Galaxy
(below 30 GHz; Danese. De Zotti, and Mandolesi 1983;
Franceschini et al. 1988), and thermal radiation from inter-
stellar clouds (above 30 GHz). However, the most popular
theories predict rms fluctuations between 15 and 100 uK on
angular scales from 1’ to a few degrees, and it is therefore likely
that significant progress can be made through observations of
the angular spectrum of anisotropies in the microwave back-
ground radiation.

In 1982 we installed a sensitive K-band maser receiver, built
by the Microwave Electronics Group of the Jet Propulsion
Laboratory, on the 40 m telescope of the Owens Valley Radio
Observatory (OVRO). The broad bandwidth {400 MHz), low
noise temperature (26 K), and symmetric feed configuration
(separation 7:15) of this receiver make it suitable for both
intrinsic anisotropy observations and for observations of the
Sunyaev-Zel'dovich effect in clusters of galaxies. Although
atmospheric water vapor fluctuations are a major source of
systematic error at centimeter and millimeter wavelengths, the
precipitable water above the OVRO is less than 3 mm ~ 20%
of the time from November through March. This cold, arid
winter climate makes the OVRO a good site for microwave
background observations, and during cold dry periods obser-
vations are often limited primarily by the thermal noise of the
receiver.

In this paper we report the results of our first five observing
epochs. The sensitivity achieved, near 1 part in 10°, enables us
to constrain important cosmological parameters in the context
of specific models. We show that a factor of 3 improvement in
sensitivity should be possibie with this approach in the future,
placing almost all theories of galaxy formation within reach.

II. ANTENNA AND RECEIVER

The observations were made on the OVRO 40 m altazimuth
telescope. Great care was taken to ensure that the sensitivity of
the system was limited only by thermal receiver noise or the
atmosphere. This section and the next describe, respectively,
how the receiver and the observing strategy were tailored to
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reduce both systematic and random sources of extraneous
noise. Table 1 in § [1la summarizes the steps that were taken
and lists some instrumental problems not mentioned elsewhere
that were solved along the way.

Telescope pointing was adjusted at least once every 2 hr by
observing a nearby unresolved source. From the size of the
required adjustments we estimate the rms pointing error to be
12", Telescope focus was adjusted automatically as a function
of zenith angle, but was checked periodically by the observer.

The maser receiver used in the these observations was based
on a design by Moore and Clauss (1979, see also Moore 1980).
and has an instantaneous bandwidth of 400 MHz at a center
frequency of 20.0 GHz. Figure | shows the essential com-
ponents of the receiver: corrugated scalar feeds (A and B) 3.8
cm apart and symmetric about the telescope axis, which look
at areas 7.15 apart on the sky (1 and 2); a Dicke switch at 10.2
K operating at 10 Hz; the maser itself, with gain G and equiva-
lent noise temperature T,,,..; a second 10 Hz switch. synchro-
nous with the first; two amplifiers with adjustable gains g, and
gs; and a square Jaw detector that is sampled and digitized at 2
Hz. Dicke-switch transients, which persist for up to 4 ms, are
blanked out.

The beam pattern was measured by scanning across 3C 84 in
zenith angle and azimuth, over a range of zenith angles from
14° to 69°. The scans were divided into several groups accord-
ing to zenith angle, and a beam map was produced for each
group. While these maps were not identical, the differences
were of the same order of magnitude as the level of systematic
error in the measurements, judged by the strength of features
that were clearly artifacts of the scanning procedure. Accord-
ingly, we added all scans together 10 achieve the best possible
signal-to-noise ratio. The resulting average beam., which
should accurately represent the true beam at the pole for all
but the lowest contour levels, is shown in Figure 2. As we show
in § VIIIc, the resuits of this work are quite insensitive to the
detailed beam shape at low levels.

A two-dimensional Gaussian fit to the average of the two
beams has FWHM of 108" + 1”. The symmetry of the beams
ensures cancellation of many possible sources of systematic
error such as ground spillover or solar radiation in distant
sidelobes. The main beam solid angle measured from this map
is 3.2+ 0.1 x 1077 sr. The beam and aperture efficiencies.
determined from observations of six nonvarying. unresolved
objects and the planet Mars, are 0.47 + 0.02 and 0.27 + 0.01,
respectively.

An important feature in the calibration of the observations is
that the same noise diode was used in both the determination

AP

F1G6. 1.—Block diagram of the OVRO K-band maser receiver. Two feeds, A and B, symmetrical about the radio axis, look at sky areas ! and 2 separated by 7/15.
The input to the maser (with gain G) is switched between the two feeds at 10 Hz by a cooled switch. The maser output is switched synchronously to amplifiers with
adjustable gains g, and g,. The output of the radiometer is the power difference between the two sides, and is sampled every 0.5 s, A noise tube is used to calibrate the

measurements.
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of the beam efficiency and in the calibration of the temperature
scale. Any error in the estimated temperature of the noise diode
cancels out when the measured temperature differences are
divided by the beam efficiency to yield a sky temperature. Thus
the only systematic errors in the calibration of our temperature
scale arise from the measurement of the beam solid angie and
from any vanations in the noise diode which last for a signifi-
cant fraction of the observing epoch.

The total noise temperature of the system at the zenith is
typically 4045 K in good weather, of which 26 K is from the

receiver itself, 2.8 K from the microwave background, 4-11 K
from the atmosphere, and the rest (presumably) from ground
pickup. This gives a thermal noise limit on the sky, corrected
for beam efficiency, of 9 mKs*? for a bandwidth of 400 MHz.
The above temperatures were determined from measurements
with ambient and 77 K absorbers filling the beams. The noise
source used to calibrate the observations was changed several
times during the course of the observations reported in this
paper. Its temperature was determined initially and then
checked regularly cither by observations of unresolved sources
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(using the flux density scale of Baars et al. 1977) or as part of
the absolute calibration just described.

Unwanted emission from the ground and the atmosphere.
with equivalent noise temperatures T, 4 and T, enters the
feeds along with the interesting radiation 7,,,. The feeds, wave-
lengths, and Dicke switch are imperfect, and have losses I, and
lg in the two arms distributed over components at physical
temperatures ©, and @y ranging from 4 K to 300 K. The
excess noise contnbuted by these losses can be found by
integrating along the two arms: | ©,4dl, and | ©,dl;. The
radiometer measures the power difference

AP = Glg(I — L)Toy; ~ gull — 1) Ty, 5]
+ Glgall = L Toay + Tpuga) — 6l ~ Iad Tyimnz + Tpnan)]

+ G[g,‘ JGAdIA - ds ‘(G‘dl, + gl — IA)Tiljec\]

+ Gl{ga — 98) Taaser]
(1)

where G is the maser gain, T_,,,, is the equivalent noise tem-
perature of the maser, and T,,;,., will be described shortly. Only
the first term is astronomically interesting. In an ideal receiver,
all other noise sources would be balanced in the two channels,
and would cancel out one for one. Specifically, we would like to
have (1) Ty = Toum2i (2) Tynaa = Tagns (31 [ @ dly = [ Ogdly;
(4) 1, = lg; and (5) g, = gp. We will discuss these in turn.

The instantaneous structure of the atmosphere is compli-
cated. and for short integration times the atmospheric terms in
equation (1) dominate. However, averaged over a sufficiently
long time, T,,,, will be function of zenith angle only. Accord-
ingly, for observations at comstant zenith angle, (T ,n,) =
{T\m2>. where the brackets denote time averages. (The
residual effects of atmospheric fluctuations on the data will be
discussed in § V.)

Ground pickup and atmospheric effects vary much less with
azimuth than with zenith angle, and variations in 7,,,, and T,,,
are minimized by moving the telescope as little as possible,
particularly in zenith angle. The only part of the sky that can
be observed for a fong time at almost constant zenith angle is
the area near the celestial pole. With an altazimuth mounting,
the pole can be observed continuously with only small motions
in azimuth as well. Thus by observing near the pole we come as
close as possible to satisfying conditions (1) and (2) above.

The construction of the receiver makes significant differences
between ©, and ©, unlikely. Unfortunately, we have no
control over the distribution of losses along the two arms, so
6, = 6, does not imply (3) above. In fact, the power measured
in the two feeds differs by ~4 K, independent of the absolute
power level (e.g., changes in sky temperature). Gain differences
in the two horns, for example, would not produce such an
effect. This is direct evidence that (3) above does not hold.
Therefore, no settings of g, and gy can make the last three
terms in equation (1) vanish for all values of T, ,, T, i, Tpne, ©,
and T,

Although we cannot adjust the losses in the two arms, we
can inject excess noise { ~4 K) in one arm to balance the noise
contributions of the losses. In practice, we set g, = gy, and
then adjust T,,,,., for AP = 0. The uncompensated difference in
attenuation due to !, # ly results in incomplete cancellation of
atmospheric and ground noise, but the third and fourth terms
in equation (1) are eliminated.
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We have found that the value of T, that gives AP =0
varies diurnally by 0.1-0.4 K. For observations taken as
described in § 11, this may in the worst case introduce system-
atic errors of ~ 10 uK. While it is clear that in the long run this
source of noise must be eliminated, it is too small to affect the
observations reported here.

Observing near the NCP, setting the gains equal, and bal-
ancing the noise in the premaser components considerably
reduce the extent to which instrumental or environmental fluc-
tuations mimic actual temperature differences on the sky. In
addition, the 10 Hz switch is faster than most atmospheric
fluctuations. Nevertheless, it is not hard to imagine ways in
which AP could be shifted systematically away from zero for
long periods. This problem and its solution are discussed in
§ Ila.

Hi. OBSERVATIONS

a) Strategy

The goal of microwave background isotropy measurements
is to detect temperature differences several million times
smaller than the equivalent noise temperatures of the
equipment used. Even in ideal (thermal noise-limited) condi-
tions, a system with a bandwidth of 400 MHz would require
days of integration to reach this level. It is conceivable that for
short periods the last three terms of equation (1) could be
reduced to the required level using the techniques of § I1. but it
is inconceivable that this could be done for periods as long as a
few days.

The standard solution to this problem is to observe the field
being measured {or an equal time through both feeds, as shown
in Figure 3. We measure

1 [ 1 2t 3
= -J. APdt - - AP dt
TJ T h+n
1 Ir+s 1 dr+gy+az
—-J APdt+—f APdr . (2)
T J2eesy 3e+s 2

With this switching scheme, all instrumental terms that are
constant or vary linearly with time, and all “sky” terms that
are constant or vary linearly with position, cancel out if the
telescope move times are equal (s, = s,).

Instrumental terms quadratic in time survive, but are mini-
mized by choosing t small; however, since move times s, and
s, are fixed, observing efficiency favors large r. Most data
reported in this paper were taken with ¢ = 20 s, which provides
over 70% observing efficiency and no noticeable increase in
noise over t = 10 s. The telescope control program does not
guarantee that s, = s,, but move times measured under oper-
ating conditions were equal within measurement errors of
~5%.

The combination of Dicke switching between the feeds and
antenna switching between sky areas is often called “ double
switching,” and has been used successfully for many observa-
tions (c.g., Lake and Partridge 1980; Birkinshaw, Gull, and
Hardebeck 1984; Uson and Wilkinson 1984a,b). Except for
atmospheric fluctuations, the largest nonlinear effects that we
have thought of would cause errors less than 10™° K even if
they persisted for hours.

The temporal and spatial behavior of the atmosphere does
have higher order terms that are not removed by double
switching. As will be seen in § VI, in the best weather the
atmosphere introduces no systematic error, but the total noise
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FiG. 3.—Observing cycle. M, R1, and R2 are areas on the sky at the same
zenith angle, separated by 7.15. We integrate for time 1, with feeds A and B
pointed at M and R, respectively, then move the antenna in azimuth only
{move ume = 5,) 50 that A and B look at R2 and M, respectively. After
integration time 21, the antenna moves back to the original position (move
time = s,) for rime r. The cycle then repeats. For each cycle. we measure (see
eq. (1)

1 1 [ron [ [3n 1 fernen
jAde—-f AP dr — - APdH»—J. APdr,
0 't

T 5 Tlien T srnen

where primed measurements are made with the feeds looking at R2 and M.
For one cycle, the temperature difference measured is AT, =T, — ¥Ty,
+ Tyy)

increases to 30% above the thermal limit. Nevertheless, {T,,.>
is a nonlinear function of zenith angle, and the steady change
of zenith angle required to track a source away from the merid-
ian could introduce a sizable systematic error. To minimize
this effect, observations must be made not only near the pole,
but also at upper or lower culmination. Table ! summarizes
the observing strategy and instrumental adjustments required
to control systematic errors.

b) Observed Fields and the Effective Beam Pattern

For a fixed total integration time the optimum number of
fields to observe for maximum sensitivity depends on the spec-
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trum of microwave background fluctuations. We show in the
Appendix that for Gaussian fluctuations. and including the
likely effects of systematic errors in the observations, 10-15
ficlds is best. We chose 12 fields at a = 1", 3", ... 23" § < 89
(epoch 1985.0), hereafter referred to as NCP | through
NCP 23. As a check of systematic errors, we initially observed
four fields at both upper and lower culmination, and four fields
at upper culmination only. Each field was observed for 2 hr
centered on transit. The 24 hr sequence consisted of fields
NCP 1-NCP 15 at upper culmination, then NCP 5~NCP 11
at lower culmination. Only results for these eight fields are
given in this paper, since the number of observations on the
remaining four fields is small.

Reference fields R1 and R2 are always at the same zenith
angle as M. When a fieild M is tracked, the sky positions of R1
and R2 change continuously. After 2 hr, the reference fields
have become 30° arcs, as shown in Figure 4. These reference
arcs are labeled “A1” and “A2” to distinguish them from the
simple reference fields R1 and R2 for short observations. Table
2 gives the coordinates of all fields.

The observing cycle shown in Figure 3 usually consists of
four 20 s integrations (some early data used 40 s integrations).
Since the radiometer sampling time is 0.5 s, each cvcle consists
of 160 samples. The mean and standard deviation of the
samples are recorded. Measurements of the calibrated noise
tube every 10 cycles, along with the known beam efficiencies,
provide the conversion from power (eq. {1]) to temperature on
the sky. Following this conversion, we have for the ith cycle a
temperature difference AT, + o;, where

AT, =Ty~ HT + o) . 3)

In the analysis to follow error estimates are based on the
scatter in the measurements. This will be discussed fully in
§1IV.

c) Dates of Observations

We have undertaken five major series of observations, as
shown in Table 3.

TABLE 1
ELIMINATION OF SYSTEMATIC ERRORS
Noise Source Size Strategy
Atmosphere: different T, intwobeams .................... 0.1-5K Minimize length of track by observing near

NCP at upper and lower culmination

Double switch

Discard data for which there were clouds
within 2 hr

Differential ground spillover ...

Receiver:

Changesinmaser gain and NOISE ...........oioiiiiiiiiiiiiiiii e

Fluctuations in JT returm pressure ..........ooooieeiiiiiiiiiieiiii s

Cycling of compressor fans

Interference (RF pickup on IF cables between telescope and control building) ...
Oher s

Discard data for which
{T.u> > 11 K air mass~* and
(Tom)ems > 0.4 K air mass ~*
Discard data for which
AT, > 2 x thermai limit

~01K Minimize length of track by observing near
NCP at upper and lower culmination

Double switch

01-1K Dicke switch a1 10 Hz
Set g, = g, to better than 0.05%
Inject noise to balance two channels

~0.5 mK Install large batlast tank in JT return line

. ~20 mK Stop cycling
~02mK Convert to digital output at telescope

<50 uK
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IV. DATA EDITING AND REDUCTION

Bad weather and certain kinds of equipment malfunction
produce corrupted data for which there is no statistical
remedy. Other instrumental problems produce occasional
glitches that can be handled by automatic procedures. In this
section we describe how bad data of both types are removed,
and how good data are combined.

In general, neither major equipment failures nor bad
weather is hard to recognize, but the atmospheric requirements
for microwave background anisotropy work at 20 GHz are
unusually stringent. It is often not possible to tell by looking at

TABLE 2
COORDINATES OF FIELD CENTERS*

ErocH 1985.0 Epoch 19500
RA. Decl. RA. Decl.
00"32m49*0 88°59°34" 00*25=51"6 88°47'58”
01 00 00.0 89 0000 00 48 378 88 48 38
0127 110 88 5634 01 11 356 88 48 34
02 32 490 88 5934 02 07 26.2 88 49 59
03 00 00.0 89 0000 02 30 427 88 5112
0327 110 88 5934 02 54 346 88 51 41
04 32 490 88 5934 03 53 03.5 88 54 17
05 00 00.0 89 00 00 04 17 390 88 5556
0527 110 88 5934 04 43 138 88 56 47
06 32 49.0 88 59 34 05 46 289 89 0004
07 00 00.0 89 0000 0613 214 89 01 52
0727 110 88 5934 06 41 33.1 89 0249
08 32 490 88 5934 07 51 449 89 0558
09 00 00.0 89 0000 08 21 46.8 89 0734
0927 11.0 88 5934 08 53 079 89 0813
10 32 490 88 5934 10 10 494 891013
11 006 00.0 89 00 00 10 43 47.2 89 1111
1127 110 88 5934 1117 215 89 11 06
12 32 490 88 5934 12 38 380 89 1107
13 00 00.0 89 0000 1312 13.2 891113
1327 10 88 5934 13 45 129 89 1015
14 32 49.0 88 5934 1503 00.2 89 08 17
1500 000 89 0000 15 34 240 89 0739
1527 110 88 59 34 16 04 28.8 89 0603

* Positions for Al and A2 give reference beam centers (see Fig. 3).

TABLE 3
SUMMARY OF OBSERVATIONS

Dates Usable Time*
1984 Nov 4-17 228
1984 Dec 17-1985 Feb 2
1985 Nov 2-1985 Dec 2 4.14
1985 Dec 12-1985 Dec 27 6.05
1986 Dec 1-7 1.93
1987 Jan 7-20 215

* Integration time in days on all fields used to produce the
results of Table 4 in § VI. The total for all sessions 1s 16.6 days.
corresponding to ~ 24 days of perfect observations with a typical
observing efficiency of 70%.

the sky whether conditions are good or bad. Before we turn to
the criteria used to reject data, we describe an instrument avail-
able for some of the observations that provided an objective
measure of atmospheric conditions.

a) The Water Vapor Radiometer

During the Jan85, Nov85, and Dec85 sessions a water vapor
radiometer at the observatory measured atmospheric emission
from sky dips through the north celestial pole about once every
15 minutes. Figure S shows the strong correlation between sky
temperature at 20.7 GHz and data quality. The transition from
good to bad data was not sharp, and typically occurred some-
where between 8 and 14 K per air mass. Although the correla-
tion between sky temperature and fractional cloud cover was
also strong, there were many clear periods during which the
sky temperature was high and the data were poor. More sur-
prising to us was the fact that good data were sometimes
obtained even when the sky temperature was high. It turned
out that when this occurred, the scatter in successive sky tem-
perature measurements was always low, indicating that the
atmosphere was uniformly stratified. It is clear that the water
vapor radiometer provides an objective, independent check of
the data quality, and increases the efficiency of the observa-
tions.

b) Preliminary Editing
Two hour (ie., single-field) blocks of data were rejected

according to four criteria, none of which can bias the results.
Specifically, data were rejected if:
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FIG. 5.—rms scatter in 1 hr blocks of data vs. atmospheric temperature per
air mass measured by the water vapor radiometer at 20.7 GHz Above 1! K
per air mass the likelihood of large scatter increases significantly; however. if
the error in the sky temperature measurement (not shown) was less than 0.4 K
per air mass (indicating a smooth, stable atmosphere). the scatter in the data
remained low. Data taken when the sky temperature and error were above 11
and 0.4 K per air mass, respectively, were not used.

1. There was an equipment failure, or any receiver adjust-
ments were set to nonstandard values.

2. The weather was bad. If water vapor radiometer measure-
ments were available, data were rejected if the sky temperature
exceeded 11 K per air mass and the scatter in successive mea-
surements exceeded 0.4 K per air mass. If WVR measurements
were not available, data were rejected if there were clouds
anywhere except low in the west over the Sierra Nevada within
2 hr of the observations. On dark nights thin clouds cannot be
seen, so all data taken at night were rejected if clouds were
visible at subset or sunrise.

3. The rms scartter in 2 2 hr block of data indicated a noise
level greater than 16 mK s*/2. This is twice the thermal noise
level under the absolute best conditions when T,,, = 40 K at
the pole, and ~ 1.8 times the thermal noise level under typical
very good conditions. Two hour blocks contained up to 66
successive observations of a single field. Since the rms value
can be perturbed seriously by widely discrepant measurements,
any measurement more than 3 times the rms distance from the
mean was excluded, and the mean and scatter recalculated, to
convergence. (If the scatter with rejection was below twice the
thermal value, however, all data in the block were kept for
analysis by the procedure of § IVc) There was rarely an
obvious cause of bad data rejected by this criterion. Neverthe-
less, such a noise level is a sure sign of trouble. We emphasize
that this criterion applies to the scatter of the measurements in
a 2 hr block of data, not to the deviation of the 2 hr mean from
the mean of all data for a given field. By this criterion, there-
fore, we do not excise outlying points in the overall distribu-
tion for a given field, rather we eliminate all data taken when
the scatter is large. If the excess noise is random, the only effect
of this rejection will be to reduce the total integration time. If,
as is much more likely, the excess noise is not random (c.g.,
noise from persistent structures in the atmosphere), this rejec-
tion protects the final data set against the introduction of mea-
surements with systematic errors large compared to the final
estimated error in the mean for a given field (~30 4K), but
small compared to the width of the distribution of all measure-
ments (9 mK s¥? x {160 5] "2 = 700 uK). In the best weather
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almost no data were rejected by this criterion; however, when
the water vapor radiometer was not working this criterion was
our only protection against the condition described above of
clear skies but large atmospheric fluctuations.

4. The number of data points in 2 hr was less than one-third
the expected number, and no cause harmless to data quality
could be determined.

One 40 minute period of data was rejected because the mean
value was more than 3 ¢ away from the average of all the data
for this field.

¢) Final Editing and Data Reduction

The editing method just described easily removes data
ruined by causes that persist for more than 30 minutes or so,
but would be tedious to use for the removal of isolated bad
points. In the best weather when the receiver appears to be
working perfectly, the measured values of AT, have a Gaussian
distribution with width near the thermal noise limit, and the
values of g, are all about the same. In merely good weather the
distribution remains Gaussian, but the width increases consis-
tent with the increase in the values of 5,. The automatic pro-
cedure described below rejects individual values of AT, or o
that are inconsistent with the underlying Gaussian distribu-
tion.

Let AT, and g, i =1, ..., N be the calibrated mean values
and their standard deviations for a given field. Suppose that
these N measurements were made in j 2 hr blocks. (During a
complete observing day there would be two blocks each for
fields 5-11, and one each for fields 1. 3, 13, and 15.) Let n; be the
number of measurements in the jth block (note that n; < 66).
Then N = ¥, n,. We calculate the weighted mean of the jth

2 hr block of data
ies Oi zAT:
5= Zg—a— :

and a measure of the scatter about the mean

0; — LEJ ai- Z(AT: - Bz‘)z
! Za s G0 :
where J is the set of all i in the jth block. Note that if all the a;
are the same, and are accurate measures of the errors in the
AT, then g; will be equal to g;. Systematic errors in the AT, not
reflected in o; will give g, > o,
We assign a weight to each AT, given by
wy=(a? +eH)7t .

Since o, is a measure of the scatter in 0.5 s integrations, and o,
is a measure of the scatter in 80 s integrations, both short- and
medium-term fluctuations are represented in the weight. We
calculate the weighted mean temperature

p— N AT,
AT = Lz AT (4a)
Zixx w;

the estimated variance of the mean

oot ZhywaT - AT
N-1 Zﬂxxw.‘ ’

the rms average of all g,
12
)"
1

o=

{4b)

Z|—-
™M=

i
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and the rms average of the g, for each 2 hr block

1 s 1.2
bl a; .
% ("; l'szl x)

The ith measurement is rejected if |[AT, — AT | > qo;or g, =
20*, where ¢ is a constant whose initial value is arbitrarily
chosen to be 4.0. The first criterion eliminates measurements
whose deviations from the mean are too large to be statistically
plausible based on the scatter in the 160 constituent 0.5 s
sampies. The second eliminates measurements with extremely
large scatter in the 160 samples. The factor of 2 in this criterion
is justified by the distribution of ¢,/¢* in Figure 6, which shows
that any value near 2 would distinguish normal from discrep-
ant values. —

Similarly, the jth block of data is rejected if | B, — AT | >
qofn; — 1)~ 12 or o; 2 20}. Once again, the first criterion
eliminates biocks of data with a mean implausibly far from the
overail mean, based on the scatter in the n; 80 s values. The
second eliminates blocks of data whose 80 s values have large
scatter in their constituent samples.

The above procedure is repeated to convergence, with
deleted measurements or blocks added back in as necessary,
for ¢ =4.0, 39,..., 2.7. About 5% of the measurements are
rejected when ¢ = 4.0, and ~ 10% when ¢ = 3.0. A common
cause of individual measurements rejected by this procedure is
loss of LO phase lock. All results reported in this paper are for
q = 3. This choice is based on the following consideration.
There are on average 2000 measurements per field in our final
data set. If the o, were the true errors, we would expect about
five measurements per field to be rejected erroneously with
q = 3. In fact, the g, typically underestimate the true errors by
~30% (see § V), so we expect ~40 measurements per field to
be rejected erroneously. This will cause a slight reduction in the
variance of the final data set, but it cannot introduce a bias.
The other 160 or so measurements per field that are rejected
with ¢ = 3, however, cannot be drawn from the underlying
Gaussian distribution of the good data, and could easily intro-
duce a bias.

The catalog of causes of bad data is, without elaboration:
bad weather; refrigerator failure; compressor failure; compres-
sor fan cycling; pressure variations in the refrigerator JT return

6000-
-
P
4000+ ii
i e
‘ Lo
2000* | ]
L
i i
i — L
0= S
6 05 1 15 2 25 3 35 4

ol/a’

FiG. 6.—Distribution of ¢,/o* for all fields and all sessions. The last bin
includes ail values greater than 3.9. Data with 0,/a* > 2 are deleted.
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Fic. 7—Distribution of AT, from NCP 9 accepted by the procedure of
§IVc with (a) ¢ = 4.0; (b) ¢ = 3.0. The width of the distribution, given by
02, = IW(AT, ~ AT)*/Ew, (eq. [4]), 1s 1.38 mK for g =4.0and 1.22 mK for
¢ = 3.0. The curves superposed on the distributions are Gaussians with disper-
100 0.

line; temperature oscillations of the 4 K stage; loss of LO
phase lock; and high voltage relay glitches. We believe that
bad data produced by any of these have been recognized and
deieted. The important question of whether there are unidenti-
fied sources of systematic error will be addressed next.

V. TESTS OF DATA QUALITY

The greatest danger in measurements such as these is persist-

ent systematic effects with a nonzero mean. Such effects may be
difficult to detect, since deviations from zero of even Tos
x 107° are intolerable, yet only the data can reveal them. In
this section we discuss the answers to four questions: (1) Are
the AT, normally distributed ? (2) What are the time scales for
systematic errors? (3) Is there a diurnal component in AT;? (4)
Is the mean value of all measurements for all fields zero?

As will be discussed in § VI, the observations of NCP 7 are
corrupted by a weak radio source in the wings of the beam, and
must be excluded from some of the tests of this section.

Figure 7 shows the distribution of accepted measurements
(~2 days total integration time) for one of the fields for two
values of g, the rejection parameter from § IVc. The plotted
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curves are Gaussians with the same variance as the measure-
ments. Specifically. 0, = IwfAT, — AT)?/Tw, is 1.38 mK for
g =40, and 1.22 mK for ¢ = 3.0. A measurement AT, + ¢, is
rejected if | AT, — AT | > qo,. (Blocks of data far from the mean
compared to their internal scatter are similarly rejected.)
However, this truncation does not lead to sharp edges in the
distribution in Figure 7b because of the width of the distribu-
tion of ¢, shown in Figure 6. We find that o4, can be up to
10% larger than the dispersion for 2 hr blocks of data, and up
to 50% (typically 30%) larger than the dispersion for 80 s of
data. From this it is clear that fluctuations on time scales
longer than 80 s have a significant effect on the width of the
distribution, and therefore that o; underestimates the true
errors. The fair agreement between o, and the dispersion for
2 hr blocks of data shows that there are no dominating fluctua-
tions on time scales longer than 2 hr, a conclusion supported
also by Figure 8. The distributions are sufficiently Gaussian
that the procedure of § IVc is reasonable. The question of sys-
tematic biases from long-term fluctuations must be answered
by other tests given blow.

Figure 8 shows the relationship between integration time ¢
and variance o, The value of ta? rises from the typical thermal
limit on time scales less than a few minutes to (1.2)? times this
limit on a time scale of tens of minutes, and then remains at this
level for integration times up to 17 days. This shows that there
are systematic errors, which we attribute to the atmosphere,
with characteristic time scales of minutes to hours, but that no
longer term systematic effects are seen in our data.
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F1G6. 8.—Test for correlated errors. For independent data points with
uncorrelated errors, we expect o2 o t~ !, where o2 is the variance of the mean
of a sertes of observations extending over a total integration time 1. We have
plotted to? for (1) each field for each observing session (@): (2) the concate-
nation of all sessions for each field (s); (3) the ion of all i
except Dec8S for each field (O): and (4) the concatenation of all fields for all
sessions (Jr). and for all sessions except Dec85 (O). Also shown is ta? for one 2
hr block of data in very good weather (1). The plot is normalized 10 the thermal
noise levei for the best T,,, ever achieved during the observations (i.c., 40 K at
the pole), and the horizontal line shows the thermal noise level for more typical
performance of T,, = 45 K at the pole. Although the measurements in the
concatenated data sets are the same as for individual fields and sessions, there
could have been systematic differences in mean values for different sessions and
fields, giving larger values of o for the concatenated data sets. That is not the
case. Two hour biocks of data with vanances exceeding four times the 40 K
thermal level (|} are edited out (see § 1Vb). Correlated atmospheric fluctuations
on time scales of minutes to 2 hr increase the noise to ~ 20% above the typical
thermal limit. There is no sign of correlated errors for times longer than 2 hr.
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FiG. 9.—AT + ¢ as a function of ume of day. Data accepted by the pro-
cedures of § IV (with ¢ = 3.0} for all fields except NCP 7 have been combined,
then divided into | hr blocks according to the PST of the observations 10°-1®,
etc.). The weighted mean and error for each block were found using the pro-
cedure of § IVc. The size of the error bars varies with the number of measure-
ments in the block. There are fewer daytime measurements. because the
daytime atmosphere is noisier, and because instrumental adjustments are
scheduled during the day. For example, bins 46 contain 2491 measuremenits.
while bins 11-13 contain only 587. For 24 degrees of freedom z? = 0.83, and
there is little evidence for diurnal systematic errors.

Figure 9 shows the mean temperature and error as a func-
tion of time of day. This is the best way to detect systematic
errors caused by the Sun. No systematic deviations from zero
are seen, although the scatter in the measurements is larger
during the day than at night, and, as a result, more measure-
ments have been rejected by our editing procedures.

Figure 10 shows the mean temperature and error as a func-
tion of observing session. This is the best way to detect low-
level systematic errors that persist for weeks. The expected
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Fi1G. 10—AT + ¢ for the five observing sessions. For each session. data
accepted by the procedures of § IV (with ¢ = 3.0) for all fieids except NCP 7
have been bined, and the weighted mean and error found using the pro-
cedure of § IVc. The reduced x? value is 1.85 for 5 degrees of freedom. and the
probability of a value for x° greater than this is 10% for a Gaussian distribu-
tion.
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mean for many fields in differential measurements is zero. Pri-
marily because of the low mean for Dec85. the probability of
such a set of five values from Gaussian distributions is 10%.
Despite a concerted effort to uncover sources of systematic
error that could produce offsets of tens of microkelvins, none
has been found. The Dec85 mean value is not so low as to be
manifestly due to bad data. yet it remains the most serious
strain in our claim that no significant systematic errors bias the
data. The results from several more observing sessions should
clanfy this situation. When run on the combined data from all
fields except NCP 7, the procedure of §IVc gives
AT = —11 £ 10 gK, not inconsistent with zero. It should be
noted that an instrumental bias is unlikely to cancel a real
temperature difference in the microwave background radi-
ation. so that the upper limits derived below are likely to over-
estimate the limit on the true sky noise.

V1. RESULTS

Table 4 and Figure 11 give the results of the OVRO mea-
surements. These are thermodynamic temperature differences
on the sky, including a 4% correction for atmospheric absorp-
tion and a 1% correction for the difference between
Clgayicigh_seans’CT and 8lpyae/cT at T =278 K. The most
obvious feature is the 8 ¢ mean in field NCP 7. No measure-
ment of any other field in any session has such a significant
nonzero value. We believe that the only reasonable interpreta-
tion is that there is a real temperature difference on the sky
near this field.
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TABLE 4

OVRO MEASUREMENTS

Field AT o (uK)
NCP1 ... —64 + 35
NCP3 .. 20+234
NCPS ... -29+27
NCP7 ... 217 + 28
NCP 9 34+ 26
NCP 11 ~23+26
NCP 13 ... -20+ 32
NCP 15 ... ~36+ 39

VII. EXTRANEOUS SOURCES OF ANISOTROPY

We have discussed at some length the procedures used to
control systematic errors arising from receiver or atmospheric
noise and believe that no such errors remain in the edited data
at a level of a few tens of microkelvins. Discrete radio sources,
the Sunyaev-Zel'dovich decrement due to hot gas in galaxy
clusters, galactic synchrotron emission, and interstellar dust
are possible sources of anisotropy contributing to the measure-
ments in Table 4. For even a2 modest number of fields, discrete
sources or clusters are unlikely to cancel fluctuations in the
microwave background. Thus anisotropy estimates based on
data uncorrected for such sources are likely to overestimate the
anisotropy of the microwave background itself.

The total anisotropy produced by clusters through the
Sunyaev-Zel'dovich effect depends on the redshift at which
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F1G. 11.—Results of the OVRO measurements for fields NCP |-NCP 15 after data editing as described in § IV. The resuit for NCP 7 deviates significantly from

2e10, because of a confusing source (PT 58, see § VII). The remaining seven fields are consistent with zero.
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clusters formed. Since this is not known, no a priori estimates
can be made. Instead. limits on the anisotropy of the micro-
wave background provide useful constraints on the redshift at
which clusters formed (Sunyaev 1977, 1978 ; Rephaeli 1981).

The effects of discrete sources could be subtracted. using the
beam map in Figure 4a, if their flux densities during the micro-
wave background observations were known; however, for weak
sources accurate flux densities require long integrations. Given
that at 20 GHz we expect many sources to be variable, such
long integrations would have to be repeated at every observing
epoch, and flux density observations could easily dominate the
observing program. Moreover, at flux levels where the density
of sources on the sky is greater than about one source per 10
beam areas, a different telescope with higher resolution must
be used. Based on source-count estimates of Danese, De Zotti,
and Mandolesi (1983) and Franceschini et al. {(1989) the sensi-
tivity limit for the 40 m telescope set by discrete sources will be
in the range 15-45 uK. It remains to be seen whether the limit
set by clusters is even higher.

The 8¢ detection in NCP 7 is far from the confusion limit
and is well above previous upper limits on microwave back-
ground anisotropy. It is due to source 58 in the 4.85 GHz
Pauliny-Toth et al. (1978) survey of the north celestial pole.
Table 5 gives all sources in this survey within 10’ of any field in
Table 2, along with 20 GHz flux densities measured at OVRO.
In the beam map in Figure 4a PT 58 appears at the 3% level
for upper culmination observations and the 6% level for lower
culmination observations. Thus for the range of measured flux
densities in Table 5, PT 58 should produce temperatures in
NCP 7 of 130-380 uK—just what has been found. Indeed, it
became clear early in the course of these observations that
there was a variable source in field NCP 7; however, since a
significant positive result provided reassurance that the system
was working correctly, we continued to observe the field.
Therefore NCP 7, the only field that was suspect on the basis of
these observations alone, has been excluded from the analysis
that follows.

The only other source in the Pauliny-Toth sample that
affects our data is PT 82, 14 from the center of NCP9,,. From
the 20 GHz flux densities in Table $ and the beam map we
would expect a —28 to —49 K shift in NCP 9. The resuits
on this field show no such effect. However, when the data for
NCP 9 are divided according to parallactic angle, we measure
~53 + 36 uK at parallactic angles for which the reference
beam covers PT 82, and 78 + 30 uK at angles for which PT 82
does not affect the measurements. From this we deduced that a
source 100 weak to appear in the Pauliny-Toth catalog lay
near the main field of NCP 9. A map of this region at 5 GHz,
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made for us by P. Crane with the VLA, does indeed show a
small-separation double ~75” from NCP 9. A source at this
level with a spectral index of —0.75 + 0.15 (see. e.g.. Donnelly,
Partridge. and Windhorst 1987) would raise the temperature of
NCP 9 by 90 + 20 uK. Our direct 20 GHz measurements of
PT 82 show that it is variable, so we cannot correct the NCP 9
data for it. If we take the 78 + 30 uK value for parallactic
angles at which PT 82 does not affect the data, and apply a
90 + 20 uK correction for the double (which 1s unlikely to be a
variable source), we obtain — 12 + 36 uK for NCP9.

While the Pauliny-Toth et al. survey has helped to focus our
attention on the problems of discrete sources, correcting for
such sources requires observations down to | mly. much
below the Pauliny-Toth et al. cutoff at 14 mJy. At present such
correction, based on the VLA image, is possible only for
NCP 9. Using ~12 + 36 uK in place of the value in Table 4
gives a limit ~ 6% lower than that derived in § VIIL. I NCP 9
were excluded entirely from our analysis, our derived upper
limit on sky fluctuations would increase by 10%, because of the
decrease from seven to six fields. Thus the choice between
making no corrections to NCP 9, correcting NCP 9, or exclud-
ing NCP 9 entirely has no important consequence. We have
chosen the first course, since in doing this we reject only the
one field (INCP 7) for which there is clear evidence in our own
observations of a variable discrete source. and since we prefer
to delay the correction of NCP 9 until we can treat all fields
equally using VLA maps of comparable sensitivity. Accord-
ingly, in the analysis below we use the seven values in Table 4
excluding NCP 7.

The successful prediction and subsequent detection of a
source in the main beam of NCP 9 gives us confidence that our
data can be trusted at the 50 uK level. In the future it will be
possible to subtract the effect of sources like the double near
NCP 9, which are unlikely to vary; however, variable sources
like PT 58 and PT 82 must be avoided.

VIII. ANALYSIS

Table 4, along with Figures 2 and 4 and equation (4), pro-
vides a complete summary of our results. The question that we
now turn to is: what is the largest anisotropy of the microwave
background radiation consistent (in some sense to be specified)
with the seven measurements in Table 4 (excluding NCP 7).
This is a statistical question, and its answer, and the most
appropriate method for deriving it, depends on the unknown
distribution of sky fluctuations. We will assume Gaussian fluc-
tuations because this provides a common starting point for
comparison of our results with those of other observers and
with model predictions, which, with few exception (e.g., cosmic

TABLE 5
SOURCES FROM THE PAULINY-TOTH"* 4.85 GHz SurveEY WITHIN 10’ OF NCP FrELDS

ErocH 19850 Epocu 19500 Frux DensiTy (mly)
RELATIVE

SOURCE A. Decl. RA. Decl. 485 GHz 20.0 GHz* PosmioN
PT42..... 05*38=14'8 89°04'51" 04"49"46°0 89°02'30" 288 9-15 6.0 from NCP §,,
PT S8..... 06 56 42.8 88 5814 06 11 210 88 5958 26.0 18-25 20 from NCP 7
PT 82..... 09 28 263 88 58 06 08 55 280 89 0648 18.2 14-24 1’4 from NCP 9,,
PT87..... 10 51 2t.1 89 0331 10 31 56.0 89 1432 71.5 12-15 4.1 from NCP 11
PT9%0..... 14 19 546 88 5222 14 44 190 89 0135 188 6 8.1 from NCP 15,,
PT91..... 1501 11.5 89 08 32 15 42 460 89 1600 284 5 85 from NCP 15

* Pauliny-Toth et al. 1978. The flux density limit was 14 mJy; position errors were typically 157
* From OVRO, 1987 Jun, 1988 Jan, and 1988 Feb. Typical errors are +0.4 mJy.
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strings) assume Gaussian fluctuations. Moreover, as we show
in the Appendix observations of seven fields are well-suited to
the detection of Gaussian fluctuations. but any power-law tail
in the fluctuation spectrum with an index greater than —2
would be detected with greater probability in an experiment
with more fields.

We first derive a limit on 6%, the variance of the distribu-
tion of sky fluctuations from the mean background tem-
perature for the triple beam of Figure 4. We then calculate
corresponding limits on the autocorrelation function of the
microwave background fluctuations, under simple assump-
tions.

a) Limits on 6},

Arguments about the “best” statistical procedure to use in
deriving limits on 6%, can be misleading, because statistical
procedures that are optimal according to some criterion may
be inappropriate if the assumptions on which they are based
are not justified. We use two different procedures to derive
limits on 62,. One (the likelihood ratio test) has been used
widely in past microwave background work, the other
(likelihood) has not. The limits given by the two procedures are
about the same. However, as we discuss at the end of this
section, the relative insensitivity of the likelihood procedure to
certain problems that may afflict real data sets makes it the
preferred procedure for microwave background work.

i} Likelihood

The variance of the (assumed Gaussian) distribution of sky
fluctuations for the triple beam in Figure 4 is 63,. The mean of
the distribution of fluctuations is zero, since the triple beam
samples only deviations from mean sky temperature. Thus the
probability density for a measurement AT + g is

AT, 0) = [2n(o? + 64))] “* exp [—AT?2c* + 64,)] .
The joint density for the seven fields (excluding NCP 7)is

L{AT}16,,) = [] AT, o)
i=1

7 Im(g? + 93 )]~ 12 '"AT:‘Z
= -‘IJl [2n(of + sky)] €xp [2(0',2 + g‘zky)] .

L{AT}16,,,). called the likelihood function, can be thought of
as the relative probability of the set of seven measurements as a
function of the assumed sky variance. This function, normal-
ized to its maximum value, is given in Figure 12 for the mea-
surements in Table 4.

The value of 6,,, for which our resuits have the maximum
likelihood is 14 uK; however, L{f,,, = 0) is almost as large, so
that this cannot be claimed as a detection. Upper limits can be
determined in two ways. The first is to find the value of §,,, at
which the relative likelihood has fallen to some specified value,
say e 2,0.05, or 0.01. From Figure 12, these relative likelihood
values occur at 57, 72, and 98 uK, respectively.

Alternatively, we can use Bayes’s formula, which gives the
probability density of 6,,, given the set of observations {AT;} as

Pw-xy ' {A’:}) o u{AT;} l Buly)mglly) *

where p(6,,,) and p(f,,,|AT) are known, respectively, as the
prior and posterior densities (see Berger 1985 and Berger and
Wolpert 1984 for general discussions of Bayesian methods;
and Edwards 1984 for an alternative interpretation of the like-
lihood function). Our (possibly nonexistent) knowledge of 6,,,
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Fic. 12.—Likelihood function for the measurements in Table 4 excluding
NCP 7. normalized to the maximum value. The maximum occurs at 6,,, = 14

uK, but L{0) is so large that no detection of fluctuations can be claimed.

before the observations is represented by p(é,,,). The simplest
prior density consistent with the one fact we know (ie., 65, >
0), is p(f,,) = c for 8,,, > 0, and p(f,,,) = 0 for 6,,, < 0. Then
the posterior density, Le., the density of 6,,, determined from
what we knew before the observations plus the observations
themselves, wili look just like Figure 12 except for normal-
ization. In this case, the area under the curve from 0 to 6* gives
the probability that 0 < 6,,, < 6*. Specifically, P(4,,, < 58
uK) = 095, and P(f,,, < 127 uK) = 0.9987. Thus 58 uK can be
taken as a 95% upper limit to 6,,,, and 127 pK can be taken as
an equivalent 3 ¢ upper limit.

Invariance arguments suggest that when no other informa-
tion is available the prior density of a parameter that is a scale
factor (as is 6,,, in the absence of measurement errors. see
Berger 1985) should be uniform in 67! rather than . With
such a prior density, a cutoff must be imposed at small values
of 6,,, to make the posterior density normalizable, and the
derived upper limit to 6,,, depends somewhat on the value
chosen. This is unappealing, but it is not a serious problem if
observations of galaxies and clusters do provide a physical
basis for such a cutoff. We find 95% limits in the range 30 uK
to 36 uK for cutoffs between 0.1 uK and 1.0 uK. However, the
measurement errors fix a level below which the actual value of
6,,, makes littie difference, and what we measure for each field
is determined almost entirely by the errors. Yet a 1/6 prior
distribution gives much more weight to values of 8,,, below
this level than it does to large values where our measurements
have real discriminating power, leading to quite low limits on
6y, We therefore prefer a conservative prior density uniform
in 8,;,, and will adopt the corresponding limit of 58 K.

Figure 12 shows L({AT;}|6,,,) only for 63, = 0. Whether we
think of this as a restriction o{ the prior density or the likeli-
hood function itself to positive sky variances makes little differ-
ence. The ease with which this physical constraint can be
imposed makes the likelihood function estimate relatively
insensitive to a problem that can seriously affect the method
described in the next section.

i) Likelihood Ratio Tests

Likelihood ratio tests have been used for analysis of micro-
wave background data by many authors, e.g., Boynton and
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Partridge (1973). Lasenby and Davies (1983), and Uson and
Wilkinson (1984a. b, ¢). For a general discussion of likelihood
ratio tests and definitions of the statistical terms used here, see
Lehmann (1986).

The problem is to choose between an hypothesis H and an
alternative hypothesis K. Specifically, given a set of measure-
ments whose disirtbution is known in terms of a parameter 6,
we must find §. We assume that if § is known, it is known
whether H is true. A “test” is a set of critena used to accept or
reject H. The level of significance or size x of the test is the
probability of rejecting H if H is true, i.c., a type I error. The
power B of the test is the probability of rejecting H if K is true,
so that 1 — fis the probability of a type I error (i.e., of accept-
ing H when K is true). Traditionally it has been assumed that
type I errors are worse than type Il errors, and tests have been
devised that maximize f for a fixed value of a. Such tests are
called most powerful.

For a random sample x drawn from a distribution charac-
terized by a parameter 6, the Neyman-Pearson lemma shows
that there exists a most powerful test of size a of the simple
hypothesis H:6 = 8, against the simple alternative K:6 = 6,
and that this test is given by the prescription:

P(X,H)Sk',
P(x|K)

reject Hif A% =

or
accept H if A* > k*,

where k* is given implicitly by the requirement that
P(i* < k*|H)=a.

In general, whether A* is greater than k* or not depends on
8,, If it does not, that is, if the ordering of points in the mea-
surement space according to their values of /* does not depend
on 6,, then the test is said to be uniformly most powerful (UMP)
and can decide between composite hypotheses, e.g., H:9 > 8,
and K :6 < 6,. (Note that the test is the same as before, but the
distributions satisfy additional requirements, and stronger
theorems apply. We use the generic expression “likelihood
ratio tests " rather than “ Neyman-Pearson tests ” to emphasize
this distinction.)

Given our assumption of Gaussian sky fluctuations, we can
calculate A* for the measured AT; + o;:

n.?:lP(AT.'lan 9;_;1 = 6,)

isAT) =4
( 7-) ZSIKATHUI" gsky=91)

_ﬁ(agwg)m“ ATI[ 6i-8
L\eiver) PV Ledr o v on)f

To find k* we must know the distribution of 2* under H. It is
simpler, and involves no loss of information about 6, to calcu-
late the distribution under H of

2
A=y — X
2,-: (o} + 83)Xo? + 6))°

where x, is Gaussian-distributed with variance ¢? + 62, and
the sign has been chosen for the case 6, > 6,. That is, 4 is
sufficient for 8. The observed value of 4is given by

AT?
N=)Y —————— |
HAT) = X o oieT < 6

Then the test of size a is as follows: reject H if (AT) < k, and

%)
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accept H if AAT) > k, where k is found from Pz < k| H) = .
To caiculate the power f of the test, we calculate the distribu-
tion of 4 under K:8 = 6,, where this time x, is Gaussian dis-
tributed with variance 6} + 6% Then B(6,) = P[/ < k|6 = 6,].

We want to use the test to find an upper limit to 8,,, at a
certain value of x. To do this, we fix 2, then vary 6, until
P[+ £ 4ATY] = a In other words, we find 8, such that if we
sample randomly from seven Gaussian distributions with
variance ¢? + 8%. the probability of finding 4 no larger than we
have measured it [A(AT)] is only a.

It turns out that for the distribution in egquation (5). the
question of whether J(AT) < k or not is independent of the
value of 8,. Therefore the likelihood ratio test specified above
is UMP.

Figure 13 shows the results of these calculations for the data
of Table 4. On this basis, we reject H:6,, > 52.5 uK at the
95% confidence level {i.e, 2 = 0.05), and reject H:6,,, > 107
uK at the 99.87% confidence level. The power of the test £ is
0.72 (independent of a) for 6, = 0, and decreases monotoni-
cally until § = 2at 6, = 4.

Under appropriate assumptions, likelthood ratio tests are
“most powerful.” This means only that the power is greater
than that of any other test at the same level of significance: it
does not mean that the power is close to unity. Results of
likelihood ratio tests should always be regarded with suspicion
unless the power is stated along with the level of significance.

The inclusion of measurement errors in the likelihood ratio
test has important consequences. While these have been
pointed out by others, we restate them here for emphasis. Con-
sider the following. The term ¢? + 63 in equation (5) comes
from the combination of the measurement errors with the sky
fluctuations, so that. physically. o? + 63 > a?. Formally,
however, the termm can be treated as a single quantity that
satisfies only o7 + 63 > 0. In effect, this “ allows " sky fluctua-
tions to compensate for measurement errors, reducing the
width of the overall distribution. The likelihood ratio test
requires P(4 < AAT)| H) = a. Suppose that the measurements
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FiG. 13.—Distribution of i =3, x*4a? + 83)e? + 8]) with 6, = 5248,
8, = 0 from a Monte Carlo simulation. Each x; was assumed 1o be Gaussian-
distributed with variance o + 03 (solid line) or a2 + 67 (dashed ling). In each
case, 300,000 sets of x, were generated. The curves are independently normal-
ized. A vertical line marks 4AT) = 0.00233. The area under the solid curve lo
the left of this line is @ = 0.05, while the area to the left under dashed curve is
B, =0 =072

o] 0.005
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are much closer to zero than expected for the size of the mea-
surement errors alone (ie. xl<1). and that P[s<
AAT)i6y = 0] < x. Even with 8, = 0. the requirements of a
test of size x cannot be satisfied. If, however, 67 + 62 is treated
as a single quantity that can be reduced to arbitrarily small
values. a test of size x always exists (see Partridge 19805 for an
example), even though it is physically absurd. By imposing the
condition 83 = 0 in the algorithm that performs the test, we
can avoid this absurdity. But in less extreme cases the test will
still implicitly treat o7 + 63 as a single quantity and will under-
estimate 6, to compensate for scatter in the measurements that
is unexpectedly small given the errors alone (see Lawrence,
Readhead. and Myers 1988 for an example). Fortunately, the
power of the test against the alternative §, = 0 immediately
shows the existence of this problem. Consideration of how
Figure 13 would look for various 6, and ¢, shows that as 6,
goes 1o zero, f,,, = (B, = 0) goes to 2. When the power is
low, a high confidence level is meaningless.
iti) Comparison of Statistical Tests

The OVRO data do not have the problem of y2 < 1, and we
therefore expect (and obtain) results from the two statistical
methods that are in close agreement. It is instructive, however,
to compare the performance of the methods on data sets with
x2 = 1, as may be obtained in practice either by chance or
through misestimation of measurement errors. Such a com-
parison can be made at small computing cost for the idealized
case in which the measurement errors for all fields are equal.
Then the likelihood function is simple, and 4 (see eq. [5]) has a
12 distribution.

Let .,y and G,y ,mca De the true (in practice unknown) and
assumed measurement errors, respectively, for N fields.
Suppose that 3 ., AT?/g},, = N for the measurements, and
that 6, = 0. Consider first the case where y2 % 1 because the
errors are misestimated. Figure 14 and 15 show the upper
limits produced by the two methods for 40,,y. < Ouyumes <
30, (corresponding to 9 > y? > 4). As the assumed error
decreases, the 95% upper limit (as previously defined) given by

Limit on By, (04.)

04 0.6 08 1 2 3
0 assumed / T me

FiG. 14.—Upper limits on ., at the 95% level that would be given by a
Bayesian analysis with uniform prior distribution for measurements of N
fields, assuming 0}, = 0. and 3., AT?/o2,, = N. The abscissa is the ratio of
the assumed measurement error o, to be the true measurement error O e
The ordinate (left-hand scale) is in units of Oorue The lower family of curves
gives the value of the likelihood function at 8,,, = O (right-hand ordinate).
Values of L{0) less than about 0.1 suggest (false) detection of fluctuations.
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FiG. 15.—Same as Fig. 14, but for a likelihood ratio test. Dotted curves
show limits given by a modified likelihood ratio test in which the power of the
test is specified in advance, as described in the text. In this case the power for
each V is set to the power of the “ normal ” likelihood ratio test for tl=1For
N=7p=057whiefor N = 15,8 = 0.55.

both tests increases slowly. This is desirable; however, as
shown by the lower set of curves in Figure 14, with a 30% to
40% underestimate in errors the value of the likelihood func-
tion at 6, =0 is only ~0.1, and for even lower values of
O wsyumed DOt tests would support claims of detections. rather than
upper limits. Underestimation of errors is thus a serious
problem, but one to which both statistical methods are equally
susceptible.

As the assumed error increases, on the other hand. the two
tests behave quite differently. The 95% limit given by the
Bayesian method increases, while the limit given by the likeli-
hood ratio test decreases to zero. For O usumed 121gE €nough. the
requirements of the likelihood ratio test cannot be satisfied for
6%, > 0. This dramatic difference between the two methods
arises because the likelihood ratio test compares the measured
values to what “should " have been measured given the errors,
and ascribes any discrepancy to sky fluctuations, while the
Bayesian method compares only changes in likelihood as O,y
varies. The likelihood ratio method is in some sense absolute,
while the Bayesian method is relative.

The behavior of both statistical methods when data values
(rather than errors) are arbitrarily changed (corresponding to
the chance occurrence of larger or smaller measurements than
expected from the parent distribution) follows at once, since a
change of the data values alone can be thought of as a change
of both data values and errors by a given factor, which changes
the limits by the same factor, followed by a change of the errors
while leaving the data values fixed. For example, with N = 7
the limits given by the Bayesian method increase by a factor of
1.12 when errors alone are multiplied by 1.5. When means are
divided by 1.5, therefore, the limit will change by 1.12/1.5; i.e,,
the Bayesian method leads to underestimation by a factor of
1.3. For the likelihood ratio method, the limit changes by 0.66
when the errors change by 1.5, so when means are divided by
1.5 the limit will change by 0.66/1.5, i.e., the likelihood ratio
method leads to underestimation by a factor of 2.3.

To summarize, underestimation of errors, or measured
values by chance larger than expected given the true parent
distribution, leads to higher limits or spurious detections with
both statistical methods. Overestimation of errors leads to
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higher limits with the Bayesian method, but lower limits or
failure for the likelihood ratio test. Measured values by chance
smaller than expected for the parent distribution lead to mod-
erately lower limits for the Bayesian method, but dramatically
lower limits for the likelihood ratio method. Neither method is
able to extract “truth " from faulty or statistically uniikely data
sets, but the results of the Bayesian method for data sets with
low values of y2 are much less misleading than those of the
likelihood ratio method.

As we noted in § VIIla(ii), when y? < | the distributions of 4
under 8, = 6, and 6,,, = 0 are not very different, since both
are dominated by the measurement errors. and the power of
the likelihood ratio test will be low. This problem can be
avoided by using the test in a different way (G. Bernstein and
D. Cottingham, private communication). Rather than finding
the value of 8, for which /,y,.neq is €qual to 4 at the a point of
the distribution (see Fig. 13), one could find 6, so that the a
point in the distribution of 4 for 6,,, = 8, coincides with the 8
point in the distribution of 4 for ,,, = 0. Call this value of 4
A4 In effect, the choice of B fixes the minimum value of 4,,,
that we believe can be distinguished from zero, given the mea-
surement errors. After specifying « and f§ in advance, we
COMPATE Ayprerved With dgp! if Agpeerved < 4gp We reject 8, = 6,
and 6, can be taken as an upper limit to sky fluctuations.

The dotted curves in Figure 15 show how the limits on 6,,,
found by this method depend on the assumed errors when
errors are overestimated (x2 < 1). For each value of N the
power is chosen to be the power of the likelihood ratio test in
its *normal” form when y? = 1. For example. fy., = 0.57,
Bx-15 = 0.55, and lim,_ . B = 0.5. Such a modified likelihood
ratio test is clearly safe for y2 > 1, in the sense that it does not
give misleadingly low limits.

The OVRO data set has roughly equal measurement errors
for all fields and x? x 1, thus we obtain limits from the two
statistical methods that are in close agreement: 6,, < 58 uK
(95% confidence) from a Bayesian analysis with a prior density
uniform in 8,,, for 85, > 0, and 6,,, < 52 uK (95% confidence.
B = 0.72) from a UMP likelihood ratio test. We will use 58 uK
as our 95% limit.

b) Limits on the Temperature Autocorrelation Function

The statistical properties of a Gaussian random field. which
we assume describes the microwave background fluctuations,
are fully specified by the two-point correlation function. Over
small angles, we can use the familiar Fourier expansion in
rectangular coordinates for T(x, y), the radiation temperature
on the sky. The corresponding correlation function,

Ci9) = <T(x)Tix,)> , ©)

depends only on the angular distance ¢ = | x, — x,| between
sampled points.

For physically reasonable fields, the maximum values of
C(¢) occurs at ¢ = 0, with zero first derivative. The coherence

angle is defined by
_ C(o) 172
s=[-S0]"

Many examples of autocorrelation functions computed for
models of interest can be found in the literature (e.g., Vittorio
and Silk 1984; Vishniac 1987; Bond and Efstathiou 1987).
Baryonic models with 0.1 £ Q <1 and standard recombi-
nation (Peebles 1968) typically have coherence angles of 4-8°
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for adiabatic fluctutations (Gouda. private communication)
and 2'-12’ for isocurvature modes (Efstathiou and Bond 1987).
Models with lower values of Q have smaller ¢_ but larger
amplitudes, as required by normalization with the observed
galaxy-galaxy correlation function. Cold dark matter (CDM)
models with Q@ = 1 have coherence angles of ~ 10’ for adiabatic
fluctuation modes and 50' for isocurvature modes (Bond and
Efstathiou 1987). The effect of early reionization is to erase the
fluctuations on small scales, effectively increasing ¢, and
reducing the amplitude C(0)' ? (see. e.g.. Efstathiou and Bond
1987), while generating new fluctuations on intermediate and
small scales. Seond-order effects over the extended last scat-
tering surface appear with amplitude <107 ° on scales ¢, = 1.5
(CDM) and 15 (hot dark matter) for Q = 1 adiabatic models
(Vishniac 1987). In isocurvature scenarios, for which early
reionization or nonstandard recombination is most plausible,
the reimposed perturbations appear with C(0)' 2 = 10~ %, again
on arcminute scales (Efstathiou 1988).

In practice, we observe the sky with an antenna whose
response pattern B(x, y) (normalized to unit power over 4r sr)
has nonzero width. The measured sky temperature as a func-
tion of position is the cross-correlation of the true temperature
with the beam pattern,

T, y)=T *B.
For a symmetric real beam the autocorrelation theorem
implies
Con®) = C * Coepm - 7
where Cy,,.(¢)= B * B.
If, as 1s often the case, the antenna beams are well-

represented by a circularly symmetric Gaussian with disper-
sion @¢ = 0.4247@-wun. cquation (7) becomes

1 ¢*
Clgo, ¢) = Cip) * e exp (— 3753) ) (8)

where we write C(¢,. ¢) in place of C,,, as an explicit reminder
of the Gaussian approximation. This expansion is analytically
tractable for many C(¢). For the OVRO 40 m telescope,
Grwhm = 108", 50 ¢ = 0:77.

For switching experiments, one must cross-correlate the
smeared temperature field T,,,(x, y) with the sampling function
S(x, y). For an idealized double switching scheme with three
Gaussian beams separated by ¢ (see Fig. 3 and eq. [3]), the
expected sky variance is

AT = [Ty = Ty + TRIJID
= HTopl®)?) — 2{ Tl x ) Tl x0))
+ KT 1) Tonelxr2)) 9)

where |xy — xg| = @5, and |xy, — Xxp;| = 2¢5. Combining
equations (6), (8), and (9), we obtain

(AT?) = §C(¢, 0) — 2C(¢s, ¢5) + $Cld0, 2¢5) . (10)

On the 40 m telescope, ¢s = 7:15. Analytic tractability is often
lost when the details of real experiments must be included:
however, as discussed in § VIIic below, equation (10) turns out
to be quite accurate for the OVRO measurements. (See also
Boynton 1980 for discussion of the manipulation of autocorrel-
ation functions.)

If . € ¢, equation (10) reduces to

(AT*) = 1C(¢o, 0} .
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If in addition ¢, > ¢,, then beam smearing is unimportant,
and

CAT? = 3C(0) . {11

In real experiments, the ratio ¢s/¢, must usually be restricted
in order to minimize certain systematic errors. and both
inequalities cannot be satisfied simultaneously. Nevertheless,
equation (11} is often a good approximation for ¢, = /¢ ¢s.
and it has been used widely in the past to derive limits from
switching experiments (e.g.. Uson and Wilkinson 19844, b;
Boynton and Partridge 1973). In § VIIla we derived an upper
limit on the sky dispersion from the OVRO measurements,
assuming Gaussian fluctuations, of 6,,, < 58 uK. In the
approximation of equation (11), then,

“(ST“= Cl,’Z(o) .Y 2/39|_k!< 1.7 x 10—5 .

T T 2.78

As noted above, many models have large-scale power, with
coherence angles outside the range where equation (11) is a
reasonable approximation. To put our results in a form that
can be compared with a wide range of model predictions, we
assume that the temperature autocorrelation function can be
approximated by a Gaussian,

¢2
C(¢) = Co exp (— ﬁ) :

In this case equation (8) becomes

#?
RETTT ¢3>] -

This approximation has been used only occasionally in the
past to present results of observations (Davies er al. 1987), but
usually produces results in good agreement with those
obtained from the detailed model autocorrelation functions.
Figure 16 shows the OVRO limits on C, for this model as a
function of ¢,, obtained by combining equations (10) and (12),
and using the OVRO experimental limit of 58 uK derived in
the previous section. Note the reduced sensitivity to fluctua-
tions with coherence angles smaller than the beam size due to

¢2
Cl@o, 9) = Co 262 ; Py exp [
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FiG. 16.—Limits on AT/T for a Gaussian correl fu

Gaussian bexms 1n both center and reference fields, for 6,,, = 58 uK.
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averaging over many independent fluctuations, and to fluctua-
tions with large-scale power where we sample only the curva-
ture of a single fluctuation.

In the case of non-Gaussian statistics for the temperature
field, such as those produced by models involving cosmic
strings (Ostriker, Thompson, and Witten 1986: Bouchet.
Bennett, and Stebbins 1988) and decaying massive particles
(Daly 1987), the correlation function and hence 6,,, is a poor
discriminator between theories. Such models predict relatively
rare signals of large amplitude. As discussed in the Appendix.
the proper method to search for these fluctuations is to cover a
large portion of sky less deeply, trading sensitivity for area. The
effective beam area of the 40 m at 20 GHz is 2nol = 3.72
arcmin?, giving a total of 61 arcmin? for the eight fields and 16
reference positions. More sophisticated analyses such as P(D)
distribution tests used in source count studies (Scheuer 1957,
Condon 1974) can also provide useful limits on non-Gaussian
source distributions, especially those of power-law form. Note
that by increasing the search area the survey becomes more
susceptible to contamination by discrete radio sources, which
have just the power-law-number flux distribution to which this
test is particularly sensitive. In this case, it is necessary to
interlock the main and reference fields or to map a contiguous
region of the sky to allow discrimination and identification of
features.

¢) Model Comparisons and Corrections for the True Beam

If a model of MWB fluctuations has Gaussian fluctuations,
the results can be given in terms of an autocorrelation function.
Then equation (7) shows how to compare the model with our
observations. The beam correction depends on both the auto-
correlation function and the detailed shape of the beam shown
in Figure 4. Clearly, an analytic approximation for Figure 4
would be usefui for this purpose. Since the instantaneous
beams of the 40 m are reasonably close to Gaussian, the sim-
plest function that could represent Figure 4 consists of one
positive Gaussian of unit height straddled by two negative
Gaussians half as high and 7/15 away, all of FWHM 1'8.

We have estimated the error that would be introduced by
using this simplified beam in comparisons with models, in the
following way. Bond and Efstathiou (1987) calculated the rms
angular power spectrum for two CDM models. Using these
power spectra (supplied by Bond). we made several realizations
of maps of the microwave background radiation according to
each model. We convolved these maps with two “ beams ”: the
effective beam of Figure 4, based on measurements of the true
telescope beams; and the Gaussian approximation mentioned
above. The value of the convolution at a given point is just the
mean temperature AT that we would measure on the model
sky in the absence of instrumental noise, so that the rms value
of the convolved map is just 6,,,. For both models, the differ-
ences between the results with the true beam and the Gaussian
approximation were less than 2%.

This close agreement depends to some extent on the models,
and we cannot generalize the results to arbitrary power
spectra. However, any model whose power spectrum is not
drastically different from those of the Bond and Efstathiou
modeis can be compared with the OVRO results using a simple
three-Guassian analytic beam without fear of significant error.

We can test the independence of our observed fields in a
similar fashion, by comparing the convolution with a single
effective beam to the convolution with seven beams appropri-
ately spaced around a !° ring. For both adiabatic and iso-
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curvature models the convolutions differed by the factor of 7! 2
expected if the measurements are truly independent.

IX. COMPARISON WITH OTHER OBSERVATIONS

A number of sensitive observations on the isotropy of the
microwave background radiation have been made. It is often
difficult to compare results made with different instruments, on
different angular scales; however, if the autocorrelation func-
tion of the background fluctuations is smooth, anisotropy
limits from measurements on one angular scale can be extrapo-
lated to other angular scales (e.g., Fig. 16). In this section we
discuss the most recent results on four different angular scales.

On scales of 1" or less, the most sensitive published measure-
ments are the VLA results of Martin and Partridge (1988) and
Fomalont et al. (1988). Martin and Partridge report a detec-
tion of fluctuations at levels of 1.7 x 107 ¢ and 1.3 x 107* on
scales of 36"-160" and 18”-80". Fomalont er al. derive a 95%
confidence limit of 6T/T < 6 x 10~ * on a scale of I, and other
limits on smaller scales as shown in Figure 17. The results and
techniques of the two groups are compared in some detail by
Partridge (1989), who concludes that the cause of this apparent
contradiction is not fully understood. As will be seen below,
under certain assumptions the OVRO results favor interpreta-
tion of the VLA measurements as upper limits rather than
detections, but our comparisons should not be taken as a
resolution of the interesting questions raised by Partridge
(1989).

On scales of a few arc minutes, the most sensitive previous
measurement is that of Uson and Wilkinson (19844, b, ¢), who
used an experimental setup similar to our own. They found
that 8T, T < 2.1 x 107 at the 95% confidence level, using a
likelihood ratio test as described in § VIIIa(ii). Unfortunately,
the power of the likelihood ratio test applied to their measure-
ments is only 0.13, a result of the fact that their measurements
were closer to zero than expected from the measurement
errors. The Bayesian analysis of § VIIla(i) applied to their data
(given in Lasenby 1988) yields 6T/T < 3.8 x 107° for a
uniform prior distribution. However, the simulations described
in § VIIa(iii) suggest that this is still an underestimate, given
that y? = 0.67 for their data, and that 4.7 x 10~ is more con-
sistent with their error estimates.

On scales from a few arc minutes up to 2°5, the lowest
published upper limits are those of Parijskij and his coworkers
(Parijskij 19734, b; Parijskij, Petrov, and Cherkov 1977; Berlin
et al. 1983, 1984). Their early results range from 1.3 x 107% to
8.0 x 107°, These have been converted to 95% confidence
upper limits by Partridge (1980a, b; 1983), but not corrected
for possible errors in statistical analysis. Including such factors,
Lasenby (1981) calculates 95% confidence upper limits ranging
from 5.4 x 10" % onascaleof 75 to 1 x 107* on a scale of 10'.
Recent preliminary results from this group (Berlin er al. 1983)
give T/T < 1 x 1073 (1 o level) on scales from 4.5 to 95, and
ST/T <3 x 107% (1 o level) on a scale of 1°. These observa-
tions were made with the Ratan 600 m telescope at a frequency
of 3.9 GHz. Observations at this frequency with this telescope
require substantial corrections for background sources.
Amirkhanyan (1987) has estimated that due to the effects of
confusion the reported upper limits are optimistic by a factor
of 10, but his analysis has been challenged by Parijskij, Petrov,
and Cherkov (1987). As yet we do not have enough details of
the observing and analysis procedures to compare these results
directly with our own, and we do not, therefore, consider them
further here.
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On a scale of 83, with a beam dispersion of ¢, = 35,
Davies et al. (1987) report the detection of anisotropies at a
level of 3.7 x 1073 corresponding to a triple-beam 8,,, of
2.9 x 107 ° They are now following up this 10.4 GHz detection
with observations at other frequencies to determine whether
this anisotropy is intrinsic or galactic in origin. The Relikt
experiment on the Prognoz 9 satellite yielded a residual rms
temperature fluctuation of 0.2 mK after convolution with a 7°
(FWHM) Gaussian (Klypin et al. 1987). Analysis of these data
based on an assumed fractal perturbation spectrum gives
8T/T <56 x 107° on a scale of 6°. However. the Relikt
observations are consistent with the Davies er al. result for a
power-law spectrum with index n > 1 (Scaramella and Vittorio
1988).

In Figure 17 we compare our results with those of Fomalont
et al. and Davies er al, assuming a Gaussian autocorrelation
function. The curve for the Davies et al. observations was com-
puted in the same manner as that in Figure 16 for the OVRO
limit. also reproduced in Figure 17. The appropnate expres-
sion to allow inclusion of the VLA results of Fomalont et al.
was obtained using the autocorrelation function C{(6,. 6) (see
§ VIIIb) for a synthesized beam of dispersion #,, the Fourier
transform relationship between the autocorrelation function
and the power spectrum, and the effective truncation of the
measured power spectrum for interferometer spacings less than
the VLA telescope diameter. Curves are plotted for 6, <
83 x 1074 1.2 x 1074, 7.8 x 107% and 5.8 x 1073, with syn-
thesized beams of FWHM 127, 18", 30", and 60", respectively.
The OVRO results provide the most stringent limits on C}?2
on all scales smaller than 26', while those of Davies et al.
provide the most stringent limits on larger scales. From Figure
17, it is clear that if the Davies ez al. anisotropy turns out to be
intrinsic to the microwave background, and the autocorrela-
tion function is Gaussian, then ¢, > 26"

X. DISCUSSION

Proposed theories of galaxy formation can be classified as
linear perturbation theories, which rely on linear growth of
small density fluctuations until the density contrast
approaches unity and objects condense out of the Hubble flow
(Lifschitz 1946), or nonlinear theories in which galaxy forma-
tion is driven by something other than the gradual growth of
perturbations. Most linear theories assume either adiabatic
fluctuations (e.g., Peebles and Yu 1970; Sunyaev and
Zet'dovich 1972; Doroshkevich, Zel'dovich and Sunyaev 1978,
Silk and Wilson 1980; Wilson and Silk 1981; Kodama and
Sasaki 1986; Bond and Efstathiou 1987), or entropy fluctua-
tions (e.g., Peebles 1974 Gott and Rees 1975; Silk and Wilson
1980; Vittorio and Silk 1984; Efstathiou and Bond 1986: Bond
and Efstathiou 1987; Efstathiou and Bond 1987; Gouda,
Sasaki, and Suto 1987). A variety of nonlinear mechanisms
have been considered, including explosions of primordial stars
(Doroshkevich, Zel'dovich, and Novikov 1967; Lkeuchi 1981;
Ostriker and Cowie 1981), cosmic strings (Ostriker, Thomp-
son, and Witten 1986; Stebbins 1988), and mock gravity
(Hogan and White 1986). These scenarios are further compli-
cated by the possibilities of early reionization (Hogan 1980,
1984; Kaiser 1984a; Ostriker and Vishniac 1986. Peebles
1987a; Vishniac 1987; Silk and Vittorio 1987; Efstathiou
1988), baryonic and nonbaryonic dark matter (White and Rees
1978; Vittorio and Silk 1984 Efstathiou and Bond 1986 Bond
and Efstathiou 1987), and biased galaxy formation (Kaiser
19844, b, 1986).
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FiG. 17.—Comparison of limits placed on a Gaussian autocorrelation function by the OVRO measurements, with those placed by the measurements of Fomalont

et al. (1988) and Davies ez al. (1987).

For convenience, we will refer to models in which the domin-
ant matter constituent of the universe is baryonic and the
reionization of the intergalactic medium occurred compara-
tively recently (i.e., after the epoch at which it would obliterate
intrinsic anisotropy on small scales) as “ conventional ” models.
Models based on nonbaryonic matter, early reionization,
biased galaxy formation or explosions will be termed
“unconventional.” No great significance is attached to these
labels. It will be seen that the new anisotropy limits place
interesting constraints on the conventional models, but do not
strongly constrain unconventional models.

It is well known that the intergalactic medium is highly
ionized back to the redshifts of distant quasars (see, ¢.g., Steidel
and Sargent 1987 for a recent discussion). Intrinsic fluctuations
are not erased by plasma at a given redshift on angular scales
greater than the horizon scale at that redshift. [t is easy to show
that for all plausible values of the density parameter intrinsic
fluctuations on angular scales of arc minutes will be erased
only if reionization occurs before redshift 10. Since there is no
evidence of the existence of compact objects at redshifts greater
than 10, reionization earlier than that seems unlikely. Thus
conventional scenarios embrace those models in which reion-
ization of the intergalactic medium is due, for example, to
ultraviolet radiation from quasars and occurs after redshift 5
(e.g.,, Donahue and Shull 1987).

The growing conflict between observations and theoretical
predictions of conventional models has spurred interest in
unconventional models. Numerous models, both linear and
nonlinear, have invoked various combinations of early reioni-
zation, nonbaryonic matter and biased galaxy formation to

reconcile this conflict. Many of these models have not been
developed to the point where they make detailed predictions
about expected levels of anisotropy. so they cannot yet be
tested against our new limit. Those cases for which estimates
have been given are discussed below.

There are many predictions of the temperature anisotropy of
the microwave background radiation in the literature. As dis-
cussed in § VII1b, a precise comparison of experimental results
with model predictions must take account of both beamwidth
and sampling effects. This is possible only when the model
autocorrelation function (or, equivalently, the power spectrum)
is given. Unfortunately, models are often given in the literature
without this information. Sometimes enough information is
given to permit an approximate reconstruction of the autocor-
relation function or power spectrum, and a fairly accurate pre-
diction for our experimental arrangement can be determined.

Table 6 gives the levels of §T/T x 10° predicted by various
models after adjustment for the parameters of our observa-
tions. The models assume a power-law initial spectrum of the
form |6, ]* o k", where & represents the fluctuation of density
or entropy as appropriate. The corrections that we have made
are given in the footnotes. Values in the table can be compared
directly with the OVRO limits of 2.1 x 107 (95%) or
4.6 x 10™* (equivalent 3 o).

Clearly, one should be cautious in accepting or rejecting
modeis based on fine distinctions. Nevertheless, there are some
clear results:

1. Most of the predictions of conventional adiabatic models
are well above our equivalent 3 ¢ limit, and are therefore
definitively ruled out. The lowest predictions of §T/T are
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TABLE 6
PUBLISHED MODEL PREDICTIONS OF “ 8T, T ™ x 10°, CORRECTED WHERE POSSiBLE POR OVRO BEAM AND BEAM SEPARATIONY
FLUuCTUATIONS?T
MODEL PARAMETERSE Adiabatic Isocurvature
+ Early + Early
O N OneOuech n Adiabatic  Reionization Isocurvature Reionization Explosions COMMENTS
d1 0 0 0 5 [ 15¢A
d 1 0 0 5 -1 72 kG 3.2¢A
d1 01 0 0 5 0 100 kG 0.14dD
1 1 0 0 5 -1 094D
1 1 0 0 .5 +1 87 kG 55 ¢E
101 0 0 1 41 80 ¢E
1 2 0 0 5 ? >52fF
1 1 0 0 1 ? >10/F
2 2 0 0 5 Q 100¢ 1 05¢c1
2 2 0 0 5 -1 16.5¢1 1.7¢1
2 2 0 0 5 0 23cA z < 200
2 2 0 0 5 -1 23cA z < 200
2 2 0 0 5 0 1.2¢cA 2 < 200, x. =0.1
2 2 0 0 5 -1 27cA z < 200, xe = 0.1
2 2 0 0 1 0 10 cA
2 2 0 0 tr -1 17 cA
4 4 0 0 5 0 09dD
4 4 0 0 5 -1 174D
4 4 0 0 .5 +1 14 ¢E
1 1 0 0 5 0 3.0dD
T 1 0 0 5 0 431G 11.0¢ 1 85cA
1 1 0 0 5 -1 241G 1l.icl 30cA
1 1 c 0 .5 -1 1.44dD
1 1 ¢ 0 5 -2 5.3cA
1 1 0 0 .5 +1 441G 19¢E
1 1 0 0 1 +1 4.0¢E
2 03 17 0 5 +1 13 al
2 1 1 0 T8 41 17 aB
2 0 2 0 5 +1 17 G
4 0 4 0 5 +1 541G
4 0 4 0 1 +1 204G
1 0 1 0 5 +1 1.3¢G
I 0 1 0 1 +1 0.7:G
4 03 37 0 5 0 44,E Biased
4 .03 37T 0 5 +1 385E Biased
1 03 97 0 5 0 09,E Biased
1 .03 97 0 5 +1 095E Biased
1 03 97 0 5 +1 036B Biased 1.7
1 1 9 0 45 +1 0.7¢B .ABm1 Biased 1.7
1 2 8 0 4 +1 0.9a1 Biased 1.7
1 5 5 0 .5 +1 17a1 Biased 1.7
1 1 9 0 5 ... >15fF
1 1 9 0 1 ... >30fF
1 1 9 0 5 +1 0.5AG
1 1 9 0 1 +1 084G
1 1 9 0 5 +i 0.1AH Biased
i 1 9 0 1 +1 0.1AH Biased
1 1 9 0 5 [ 1.3AG Biased HDM
1 1 9 0 1 0 16AG Biased HDM
1 1 9 0 5 +1 250l Antibiased massive neutrinos
1 .03 .17 8 .75 «+1 1.7m1 A#0
1 03 17 8 5 +1 3.5a1 A#0
1 1 1 8 B8 +1 1.5¢B A#0
1 ~0 ~1 0 .75 7 0.4m1 Biased 1.7 Axiona
1 ~0 ~1 0 5 +1 369G Massive neutrinoe
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obtained for high-density models (2, ~ 1). However, even
these are well above our 95% confidence limit.

2. Conventional isocurvature models by Efstathiou and
Bond (1987) and Gouda, Sasaki, and Suto (1987) also produce
fluctuations above our 95% limit for Q, < 1. Models with
Q, < 0.8 are difficult to reconciie with our present limit, and an
improvement of a factor of 2 in our limit would provide strong
constraints over a targe region of the Q,—n plane.

3. Nonbaryonic models with early reionization predict
anisotropy levels up to a factor of 3 below our present limit.

4. Many isocurvature baryonic models with early reioniza-
tion predict anisotropy levels slightly below our limit, but
much of the Q,-n plane wouid be excluded if no anisotropy
were detected at half the present limit (Efstathiou 1988).

5. The lowest predictions come from models with biased
galaxy formation, nonbaryonic matter and early reionization,
and are as much as a factor of 10 below our present sensitivity
limit.

6. Some massive neutrino models are excluded (Silk 1984),
but not all (Bond 1988).

Based on most theories suggested thus far, a modest
improvement in the present sensitivity level would lead to the
detection of anisotropy. We regard it as encouraging that most
theories of galaxy formation, including not only linear theories
with early reionization or nonbaryonic matter, but also nonlin-
ear theories, such as those based on superconducting cosmic
strings (Ostriker and Thompson 1987), are within reach with
only modest extensions of present techniques. If no anisotropy
is detected within a factor of 3 of the present limits, most
present theories of galaxy formation will be in jeopardy. Poss-
ibly those invoking nonstandard reionization and nonbaryonic
matter and biased galaxy formation will stiil be tenable, partic-
ularly if further relaxation of the normalization requirements is
justified.
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We believe that sensitivity 3 or 4 times better than that of the
present work should be achievable on arcminute scales with
ground based observations at centimeter wavelengths. Discrete
source confusion and low-level systematic errors are likely to
be the limiting factors. If no anisotropy is detected at this level,
alternative methods will probably be needed. Two promising
possibilities are instruments designed to image the microwave
background radiation on angular scales up to 20°. and a space
antenna designed to measure microwave background radi-
ation anisotropy on angular scales down to 4° with a sensi-
tivity of 1 uK.
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Nortes 10 TasLE 6
+ The letters following the predictions refer (o the lists of references and cotrections given in the notes. Values in the 1able should be compared directly with the

OVRO limits of 2.1 x 1072 (95%) or 4.6 x 10~ 2 (equivalent 3 o).

3 Total mass-energy density; its constituents in baryons; nonbaryons; and the vacuum; the Hubble constant in units of 100 kin s ™! Mpc™!; and the spectral

index of the initial fluctuations, given by 83| oc k3°*.
REFERENCES.—K ey to references following the predictions:

Bardeen, Bond, and Efstathiou 1987.

Bond 1988.

Efstathiou and Bond 1987.

Efstathiou 1988.

Gouda, Sasaki, and Suto 1987.

Hogan 1984,

Silk 1986.

Vishniac 1987.

Vittorio and Silk 1984.

Vittorio, Materrese, and Lucchin 1988.
Wilson 1983,

Wilson and Silk 1981.

m Bond 1988 (private communication).

—x~ e yom e an o

ComrecTions.—Mode! predictions are often given for particular beam sizes, beam separations, and switching schemes. Where possible we have muitiplied
publishied values by a factor /30 that the predictions correspond to the OVRO beam arrangement and switching scheme.

correction needed.

CDM models of Bond and Efstathiou 1987). f ¢, 2 20', then f = 2.5.
Prediction given for OVRO. No correction needed.

haveno jar scaie. No correction made.

“rommg 0O w>

Prediction for OVRO from reference m. No cotrection needed.

Prediction given for Uson and Wilkinson beam size and separation. Corrected to OVRO using ¢, given by or estumated from reference. 1.1 £ f 5 2.5,
Predictions from reference a were modified for OVRO observations in reference b. Predictions from reference b given for OVRO observations. No

Prediction given for Uson and Wilkinson experiment. Corrected by f = 2 under the assumption ¢, > 6 (note ¢, = 12" for the Q = 1,Q, = 003, h = 0.75

Prediction given for OVRO ¢,, but ¢, = 0.64 {the Uson and Wilkinson value). No cotrection made.
Fi ?

Prediction given in terms of ¢,, but ¢, = 1.5. Not corrected to ¢, = 0:78, the OVRO value. Corrected from single to double switching if necessary.
Prediction given in terms of a biasing factor. Biasing at 2.7 o peaks assumed, f = 0.17. Otherwise same as G.
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F1G. 18.—Relative upper limits that would be placed on §T/T for measurements with a given total integration time divided among N fields, assuming Gaussian
fluctuations and using the Bayesian method of § VIllai) with a uniform prior distribution. The upper curve gives 0.9987 probability, the lower 0.95.
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APPENDIX

In this appendix, we discuss the optimum number of fields to observe, given a limited available integration time 1. The optimum
number depends on the relationship between integration time and sensitivity, the spectrum of fluctuations we are trying to measure,
and on various instrumental factors.

For the reasons given in § V, we are confident that the sensitivity of our measurements with the 40 m telescope is approximately
proportional to the square root of integration time. Thus if a total integration time 1 is split between N fields, and o is the error for
N = 1, the error oy in time t/N is given by 62 = No?.

The fluctuation spectrum, on the other hand, is unknown, so we can only answer the question conditionally. For Gaussian
fluctuations, the answer is best found using the Bayesian analysis of § VIIIa(i). As before, we assume that the fluctuations have
dispersion 6,,,. With a uniform prior distribution [p(6,,,) = constant], p(8,, 1 {AT}) x L{{AT}{8,,). To estimate the limit that an
N-field experiment could place on 6,,,, we assume that the measured values AT, are determined entirely by the measurement errors,
that is, 6,,, = 0. Then the AT, are normally distributed with variance No?. From the postenor distribution, we determine 6%, such
that [+ p(em| {AT}db,,, = c, where ¢ = 0.95, 0.9987, or some other favorite value. 8%, is the 95% or equivalent 3 o upper limit
that we would place on 6,,, from our measurements. Figure 18 shows that as N increases, 63, decreases sharply at first, then levels
out with an extremely broad minimum at N = 14 for ¢ = 0.95 and N = 25 for ¢ = 0.9987. For ¢ = 0.95, 8%, is almost constant for
N 2 10, while for ¢ = 0.9987, 6%, is almost constant for N 2 17.

Thus, for Gaussian fluctuations and thermal noise, there is no clear choice of N, except that it not be too small. However, three
additional considerations favor moderate values of N over large ones. First, the smaller N, the closer to the celestial pole the fields
can lie, minimizing systematic errors from differential ground pickup. Second, for moderate values of N the errors in each field are
small. Low-level systematic effects that are detectable in measurements of individual fields with small errors might be undetectabie
in observations of many fields with much larger individual errors, yet still distort the overalt result. Finally, when N is large fewer
observations will be made of each individual field, making it difficult to estimate the errors, particularly those due to long-term
atmospheric fluctuations. As we have shown in § VIIla(iii), both under- and overestimates of the true errors have serious conse-
quences in the statistical analysis of data.

Similar calculations could be done for any assumed distribution of sky fluctuations. Few methods with non-Gaussian fluctuations
have been proposed, so we restrict ourselves here to a general consideration. Suppose that the density of fluctuations of temperature
AT is given by p(AT) oc AT*. If B = —2, the probability of finding one source in N fields at some fixed multiple of the noise level o
(proportional to N'/ from above) is independent of N. For 8 > — 2, large fluctuations will be detected with higher probability in an
experiment with large N.
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CHAPTER 4
The RING Experiment

4—1 Overview

The object of the microwave background program at Owens Valley is to detect and
characterize spatial fluctuations in the temperature of the cosmic background radi-
ation. Because the patterns we are searching for are expected to be the result of
a Gaussian random process in a linear phase of evolution, the standard approach
is to tune the parameters of the experiment to maximize sensitivity for a Gaussian
random field. However, especially in light of the failure to confirm the predictions
of the simplest galaxy formation scenarios, it is important to explore the possibility
that non-Gaussian processes are involved either at the time of the generation of the
density fluctuations at inflation or at the time of decoupling of matter and radiation.
While in the case of a Gaussian random field the sufficient statistic is the two-point
correlation function (or autocorrelation function) of the two-dimensional temperature
field on the sky, the non-Gaussian case has no such guaranteed sufficient statistic; the
results of an observation must be compared on a case-by-case basis with specific mod-
els. To this end, an experiment should cover a large fraction of the sky compared to
the resolution of the telescope with the aim of both providing sufficient information
for statistical tests and searching for ‘rare’ large fluctuations that can arise in scenar-
ios such as cosmic strings and decaying particles. However, as one increases the area
covered, the time spent on any given field must decrease and sensitivity is lost. The
details of this calculation are presented in § 2-4. Specifically, for Gaussian and nearly
Gaussian statistics, on the order of 14-25 fields should be observed (for 95%-99.87%
HPD limits); more than this results in using large numbers of degrees of freedom
to probe below the uncertainty level in any given field and an overall slight loss in

sensitivity. Also, the loss in individual field sensitivity may lead to a situation where
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it is not possible to ‘detect’ at a significant level any of the data points contributing
to a significant anisotropy or variance.

The RING program was designed with the intention of extending the Owens
Valley observing program to cover a significantly larger area of the sky providing
increased sensitivity to non-Gaussian fluctuation models and allowing distribution
oriented statistical analyses while not dividing the integration time between too many
fields and degrading the overall sensitivity to more standard Gaussian perturbation
models. The number of target fields finally chosen was 96, thus providing an order
of magnitude increase in the area coverage over the previous programs yet allowi g
us to reach the level 5 x 1079 in approximately 100 hours of integration time. The
locations of the 96 fields were chosen such that they form a uniform ring around the
north celestial pole with a spacing of 15™ in right ascension equivalent to the 7/.15
separation between beams on the switched receiver (Figure 4-1). Field 7 has celestial

coordinates Right Ascension (a) and Declination (8) given by
a=(—1)15m  §=88 10' 42"

in mean coordinates of epoch 1987. This arrangement has the feature that the refer-
ence beams in the double switching pattern for one field are the in the main beams
for adjacent fields. With this scheme, real sources will show up with a characteristic
minus-plus-minus pattern in consecutive fields. In addition, the overall sum of field
levels should be nearly zero, giving an added check on systematic errors. Because the
fields are located on a circle of constant declination while the switching is done in
azimuth, the true position of the reference beams is 0'.24 south of the adjacent field
centers. As this is a small fraction of a beam width, the RING interlock error will
have little effect on sources near the center of the beams and extended sources, but

poses potential problems for point sources outside the half power response level.
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4—2 Observations and Editing

2.1 Erperimental setup and observing

As in the previous work presented as Chapter 3 (Paper 1, hereafter denoted as the
NCP experiment), the 40-meter radio telescope at the Owens Valley Radio Observa-
tory (OVRO) was used with the K-Band maser receiver at an observing frequency
of 20 GHz. The observing mode was similar to that used in the NCP experiment,
and the reader is referred to Chapter 3 for the details of the antenna, receiver, and
switching schemes. We now describe the features unique or particularly important to
the RING.

To minimize telescope movement and thus differential ground spillover, each field
was observed for only 12 minutes centered at transit on any given day. Slightly less
than one-half of the total solid angle of the antenna reception pattern is in the main
and reference beams, leaving us with a significant sidelobe contribution from the
300 K ground (about 11 K of system temperature as measured in December 1988).
This level of ground spillover varies with the zenith angle of the telescope, increasing
as the instrument is pointed closer to the horizon. The FLUX measurements were
taken in a double switching pattern with Dicke switching between the horns at 10 Hz
followed by moving of the antenna on the sky by the beam separation. The second
switching was performed in the standard off-on-on-off pattern with a single FLUX
measurement completed in a total cycle time of 40 seconds, a rate twice as fast as that
used previously. This change was made to obtain a reasonable number of samples
during a single 12 minute scan to define noise statistics. As before, noise was injected
in the main beam side of the signal path to compensate for a slight imbalance in
the noise levels in the two arms; the amplitude was periodically adjusted to produce
equal power output at the radiometer in the two channels. During the observations
reported here, the magnitude of the added noise was nearly 5 K, or 19% of the large
calibration diode used as the injection source. This level varies diurnally by 0.1-
0.4 K, and is a possible source of systematic error. As shown in Chapter 3-2, the
effect should be negligible as diurnal signals are reduced by a factor of ~ 4 x 106 by

the switching, leaving a maximum effect of only 0.1 uK.
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The observing schedule was set up so that a cycle consists of a nearby pointing and
calibration source (1637+826) followed by three RING fields. Every hour, a pointing
scan on the calibrator was substituted for one of the RING field observations, and
each day a different field was replaced. Thus, in four days, each of the RING fields
would be observed three times. A scan on a field began with integrations of the output
from the total power and Dicke-switched outputs (for later diagnostics on the level of
the signals) and a record of the wind speed. A 40 second off-on-on-off measurement
of the LCAL was made, followed by a series of FLUX measurements. The scan was
aborted 6 minutes after transit and the observations on the next field (or calibrator)

begun.

2.2 Calibration

There are several quantities that need to be measured to ensure proper calibration of
the data. These are the equivalent temperatures of the noise diodes, the aperture and
beam efficiencies, the system temperatures of the various components of the receiver,
and the gain of the telescope as a function of zenith angle. Because the system gain
was monitored using the small calibration diode (LCAL) and the temperature scale
from hot and cold absorbers was referenced to the large noise source (HCAL), the ratio
of large to small diodes was monitored frequently. Also, the flux densities of a set of
reference radio sources relative to the CAL sources were measured regularly. Finally,
the absolute calibration of the system was performed several times using hot and cold
absorbing loads. A summary of these calibration results is presented in Table 4-1.
For calibration purposes, we split the observations into 3 separate time ranges : 1
December 1986-23 April 1987, 26 November 1988-3 January 1989 (plus calibration
sessions during 30 August-1 September and 6-9 October 1988), and the period from
18 January 1989 onward. The division into these intervals was necessitated by the
work done on the maser receiver package in 1987-1988 and the installation of a new
second stage amplifier and refrigerator overhaul (requiring disassembly of the noise
source injection assembly) in January 1989, both of which apparently caused changes
in the coupling of the HCAL and LCAL into the waveguides. First, we calculated
the equivalent temperature of the HCAL in the 1988-89 and 1989 sessions from hot

-
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and cold absorbing load measurements. We will assume that the relative strengths of
the HCAL and LCAL remained constant at the level measured in 1989, giving us the
temperature of the LCAL. The equivalent flux density of the LCAL was determined
in all three sessions using observation of two standard radio sources. From the flux
and temperature of the LCAL in 1988-89 and 1989, we find the sensitivity of the
system in Jy/K, and thus the aperture efficiency. Finally, using the flux of LCAL in
1986-1987, we deduce the LCAL temperature in the first session. For the propagation
of errors, we assume that the quantities in question are constant within the intervals
considered and that the scatter among the observed values is due to measurement
error, and we propagate errors using the standard deviation in the mean. We have
no reason to expect that the fundamental parameters of the system vary during the
sessions and the changes between sessions are understood to be the consequence of

the engineering changes noted above.

The typical procedure for measurement of the HCAL/LCAL ratio Ry was to
set the radiometer gain to a low enough value such that the output of the large noise
tube was within the acceptable range of the detector, and then alternate 5 second
integrations with the two diodes. We measured the ratio of the HCAL and LCAL
noise sources in this manner during the calibration sessions in the 1986-87 season
and monitored it regularly throughout the 1988-89 season. The determined values
are listed in Table 4-1. It is apparent that the ratio is relatively stable for long periods
of time, although the scatter in the measurements (6%) is larger than expected from
the individual uncertainties (0.3%). This prompted a careful investigation of the
ratio measurement procedure and revision thereof in October 1989. It was found that
insufficient time was being allowed for recovery of the radiometer after firing of the
HCAL and a 10 second delay was incorporated into the ratio routine. We thus use
only the 11 measurements in Table 4-1 from the 16 October 1989 and later to obtain
Ry =25.33 £ 0.06.

The most difficult measurement was the determination of the absolute tempera-
ture scale using the hot and cold absorbers. For this calibration, ambient and liquid
nitrogen soaked Eccosorb loads were alternately placed over the horns while the tele-

scope was parked in the horizontal service position; it was demonstrated that the
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loads covered the horn apertures sufficiently to not require the tests to be performed
with the antenna pointed closer toward the zenith where the sky and ground con-
taminations are less. It was also decided after testing that the thin Mylar protective
window covering the feed assemblies could be left in place during the calibration pro-
cedure without detriment to either the measurement or the integrity of the window.
Because the boiling off of the liquid nitrogen on the cold load leads to a gradual in-
crease of temperature as a function of time, a long series of 2-second integrations were
performed to allow the measurement of the true liquid nitrogen baseline. The hot
and cold load observations were alternated with measurements of the zero-point of
the total power, (the voltage output when full attenuation was applied at the input to
the radiometer). For the purposes of the system temperature measurement, the Dicke
switch was locked in the MAIN position. The hot and cold load measurements were
performed with the large calibration diode both on and off. From these observations,
the equivalent temperature of the HCAL noise source was then calculated, allowing
calibration of the rest of the data, both calibrator and microwave background. The
only reliable measurements using this method were obtained during the autumn of
1988 and winter 1989 yielding the figures in Table 4-1. In 1988 the calibration was
performed three times giving a weighted mean of Ty = 21.47 4+ 0.43 K. In 1989
we have the single determination Ty 47 = 26.16 & 0.14 K. Using our value for the
Ry, we obtain Trcap = 0.848 £ 0.017 K and 1.033 & 0.006 K respectively.

To find the sensitivity of the K-Band system on the 40-meter telescope (in Jy/K),
and the Ty ¢ 41 in the first session, we use the measured flux densities of two standard
sources, summarized in Table 4-2. The primary calibrator is DR21, and the secondary
NGC7027 and both are nonvariable galactic objects. The flux density of DR21 is

derived using the scale near A = 1 cm from Klein and Gulkis (1978)

S = 26.70 — 5.62 log ( (4.1)

v
1GHZ) Ty
with an estimated error of 3% (1o) giving us a value of 19.4 +0.6 at 20 GHz. The flux
density of NGC7027 is given as 5.9+1.3 Jy (Baars et al. 1977) but we choose to refer
directly to DR21. We have measured both NGC7027 and DR21 on five occasions,
giving the ratios listed in Table 4-1. We obtain NGC7027/DR21 = 0.315 + 0.004
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giving 6.11 £ 0.20 Jy for the flux density of NGC7027, in agreement with the Baars
et al. value. The primary reason that NGC7027 was included as a calibrator is that
no adjustment of the radiometer gain is required to prevent saturation of the A/D
converters, unlike DR21. From the error bars on the two values, we estimate a 3%
overall uncertainty in the flux density scale.

The gain of the 40-meter antenna as a function of zenith angle was determined
by tracking a bright radio source such as DR21 or 3C84 over a large range of zenith
angles and performing FLUX and CAL cycles. A polynomial was then fitted to the
flux versus zenith angle and normalized to unity at the peak. This procedure was
performed at least once each season, usually near the calibration period. The gain
information was then used to correct FLUX measurements of a set of standard radio
sources to establish the flux of the HCAL and LCAL diodes. The parameters used
in fitting are listed in Table 4-3. The polynomial as a function of zenith angle 6 4
1s given by

g(z)=c0+c1-HZA+c2-0%A+... (4.2)

Also listed is the zenith angle at peak gain. These gain curves were applied to the
standard source observations when deriving the values listed in Table 4-2.
For the period November 1986 until April 1987, we use the calibration information

from December 1, 1986 on NGC7027. From this we derive the value
Srocar =729+ 0.10 Jy.

There were other monitoring runs during this period but their results were not in-
cluded due to problems with weather and equipment. The error bar on the one
measurement has been determined from the scatter among measurements in the 1989
session, as the uncertainties estimated from the individual points making up the mea-
surement appear woefully inadequate (there are significant systematic effects at the
several percent level such as pointing). During the 1988-1989 session, from August
1988 to January 1989, we obtain S;car = 6.72 £ 0.12 Jy. Finally, for the session
18 January-17 March 1989, the value S;car = 8.26 £ 0.09 Jy is derived. These
numbers were arrived at by compiling the mean value of LCAL flux for each day and

then the unweighted mean and error in mean for those in each session. The figures
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in Table 4-2 are corrected for atmospheric absorption. We calculate the transfer of

the thermodynamic sky temperature

_ (/K
J(T) = exp(hv/kT) — 1

(4.3)

through the mean atmosphere (e.g., Ulich et al. 1980). As a function of ‘airmass’
A =sec(fz4)
I(Toky) = J(Tatm) (1= 774) + J(T3) 774 (4.4)

In the Rayleigh-Jeans region where we work, J(T') = T and for 7 <« 1
Tsky = T3k + 7A - (Tatm — T3k ). (4.5)

By performing a tip curve, we can measure the antenna temperature as a function
of airmass A, the slope of which should give us 7T. If we assume Tt = 298 K
and use a typical slope of 10 + 3 K/A, we find 7 = 0.034 £+ 0.010. Since the gain
curves are normalized to their maximum, which occurs at around a zenith angle of
39° (A = 1.29), we find an attenuation factor for the microwave background signal
T3 and the flux of point sources of €™ = 1.045 £ 0.013. The uncertainty in the
correction factor has not been folded into the errors listed in the table. It represents
the variation in atmospheric water vapor content and should decrease with increasing
number of observations.

If we now use the results of the absolute temperature calibration for Trc 4y
we find a sensitivity £ = 7.93 + 0.21 Jy/K and 8.00 £ 0.10 Jy/K for the 1988-89
and 1989 sessions respectively. We take as our fiducial number the weighted mean
7.99 £+ 0.09 Jy/K. Because of the overall 3% uncertainty in the flux density scale, we

choose

£ =7.99 +0.26 Jy/K.

We can relate this to the physical area App,, of the antenna using the standard

formula (see Kraus 1982 for a discussion of radio astronomy fundamentals)

2T

B Na Aphys

S (4.6)
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for the equivalent temperature of radiation T" from a source of flux density 5. For the
40-meter telescope, with a diameter of 130 feet, A,pys = 1.23 X 107 ¢m? and from 13

and (4.6) we calculate an aperture efficiency of

24
ma = 222~ 0.280 £ 0.009

4
consistent with the 0.27+0.01 adopted in Paper 1. We can use the sensitivity £ along

with the derived S; 41 in the first session to calculate the appropriate values for noise
diode temperatures. We find Ty o4y, = 0.912+0.016 K and T4y = 23.104+0.41 K.
Our final calibrated equivalent temperatures along with important system parameters

are summarized in Table 4—4.

2.3 Data

The observations were carried out beginning in November 1986 and completed in
March 1989. With the exception of November 1987 to May 1988, which was com-
pletely lost due to equipment malfunction, a total of 173 days on the telescope were
used to obtain 554 hours of integration time. The data were edited based on weather,
telescope performance monitoring, and noise analysis to produce a final data set con-
sisting of 49898 FLUX measurements in 4195 12 minute scans or an average of 44
scans per field. This leaves us a total of 554.4 hours out of the original 173 days for
an efficiency of 13%. A breakdown of actual telescope and final integration times is
presented in Table 4-5. We find that 48% of the final data originated in the last sea-
son from January to March 1989 during which the efficiency was 18%; the excellent
weather and system operation during this time, on a par with that during the first
season in December 1986, was a welcome respite from the bleak performance in the
previous three seasons.

In the spring of 1987, it was noticed that the Backward Wave Oscillator (BWO),
the source of pumping radiation for the maser, was losing efficiency and sporadic in-
terference spikes were seen in the chart record. This effect worsened in the beginning
of the 1987-88 winter season and in January of 1988 the BWO was replaced. The
interference remained and was eventually traced to a failure in the delay-line voltage

modulator, which at that time was mounted at the focus cage of the 40-meter in a
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position exposed to the elements; this problem was corrected in May 1988. Unfor-
tunately, the whole of the 1987-88 season was lost. After extensive system checkout
prior to the 1988-89 observations, it was discovered that the maser gain was only 21
db instead of the nominal 30 db figure. It was then decided that system temperatures
could be improved by nearly 10 K by installation of a low-noise second stage and this
was effected in December 1988. After repeated cryogenic failures in late 1988 and
early 1989, the refrigerator was replaced in January. The system then performed
admirably until the completion of observations in March 1989. It was during these
two repair intervals that the discontinuities in calibration occurred as detailed in the

previous section.

The application of the calibration (by dividing the data by measurements of the
LCAL and scaling by the appropriate equivalent temperature) and calculation of
the parallactic angle of the FLUX measurements were done using the FORTRAN
program SUMMARY. This routine also calculated the scan statistics for later use in
the editing stage. The output data file from this program (.SUM file) consists of a
series of records, one for each FLUX measurement of a RING field, tagged with the
date and time of observation, the scan to which it belongs, calibrated flux value and
error, and the parallactic angle of the observation. This data can then be passed to
any of various programs that bin by time of day, parallactic angle, or do distribution

tests, and to the next stage of the reduction.

At this point we would like to elaborate on the various definitions of noise. The
maser receiver itself, the associated electronics, the waveguides and feed horns, the
column of atmosphere in the view of the antenna, stray radiation from the ground,
and the cosmic microwave background itself introduce signal that is measured by our
system. Although the origin of much of this is thermal in nature anyway, we can in
any event equate the power detected from these sources to the power received from
a fictitious thermal bath at some temperature Tsys in which the entire antenna is
immersed. The equivalent temperature Tsys of the excess noise power we denote as
system temperature. If this were the only signal or we were to observe an unvary-

ing celestial object, then the noise characteristics would be thermal (white) and the
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relation for our double switching becomes!

4Tsys

\/TAI/‘

This could then be used to measure Tsys from the variance o

o =

(4.7)

2 in integrations of

length 7 of the detector output. However, the power received from the atmosphere
varies with time and position in the sky, and this also causes the detected output to
vary. The atmospheric noise (as well as receiver gain variations) do not have a white
noise spectrum, but if enough samples are taken over a long enough time period, then
the statistics are Gaussian with a definable variance that can again be equated to a
noise temperature Tpoise through our above relation. Note that this Tppi5e > Teys,
as it includes the thermal contribution, but (especially in the case of the spatial
fluctuations) the level is not equivalent. Consider, for example, a screen of 1 mK rms
variations on top of 15 K of smooth atmosphere and background. Inversion of our

equation would tell us that we have an increased Tppis. over Tsys of

VTAY
4

ATpoise = 0.001 K x (4.8)

which can be substantially larger than the static 15 K component. For our OVRO
system running the RING program, Av = 400 MHz, 7 = 40s, and AT, ;5 = 31.6
K or equivalently the 15 K of atmosphere contributes only 0.47 mK to the rms of
the 40s integrations. In this example, fluctuations that are 7x10™° of the smooth
background cause more than twice the variation in the measurements than the water
vapor column itself. This is the crucial distinction to be made between Tsys and
Thoise- The exact contribution of the atmospheric inhomogeneity to the scatter in
our observations depends upon the filtering afforded by the switching (see Chapter 2
~3), or more specifically, the amplitude and scale of the fluctuations in the ‘screen’ that
the telescope sees depends upon the filtering of the true distribution of irregularity

by the beam and switching procedure.

! The factor 4 is due to the Dicke switching and second differencing effectively reducing the
integration time on a single patch of sky to /4 and including only 1/4 the number of samples
in the average. Another way to think of this is that for every difference there is a factor of 2
correction so that a source in one beam enters with unity gain.
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The data set was first edited by removing the points from periods when condi-
tions were known to be unfavorable such as excessive clouds, high winds, ice on the
dish surface, and equipment malfunction. Second, individual FLUX measurements
were excised if the associated error was larger than 2.66 mK, a cutoff corresponding
to Thoise > 84 K, twice an assumed system temperature of 42 K. Next, a Tyoise
was calculated for two hour blocks of data, typically involving 6 different fields but
providing a sufficient number of samples to define a variance, and the data in this
period was noted as suspect if the noise temperature thus inferred was higher than
84 K. The interfield variations (approximately 0.3 mK peak, 0.1 mK rms) should not
significantly bias the flagging process, being a small fraction of the 2.66 mK cutoff
noise level, but in any event we have adopted a procedure (see below) to safeguard

against this.

With reference to Table 4-5, the ‘final’ 554 hours refer to data that has passed
all the tests above. A breakdown of the figures is given in Table 4-6. The resulting
efficiency of 13% is the same as that in the NCP experiment, even though slightly
different rejection criteria were used. The automatic editing procedure used in the
NCP survey was not implemented during reduction of the RING because the small
number of FLUX measurements (~ 10) comprising a typical scan is insufficient to
define a mean and standard deviation for reliable rejection. This is in contrast to the
previous observations where the ~ 60 data points per scan provided ample statistics
for identification of bad measurements. In addition to the editing of compromised
data, measurements taken more than 6.6 minutes from transit (parallactic angles of
greater than 1°.65) were also removed. These are FLUXes taken when the field in
question was observed directly following the pointing calibrator, which in general takes
less than the allotted 15 minutes, and are not included in the interest of maintaining
as much symmetry and consistency in the experiment as possible. At this stage we
are left with 43977 FLUX points (488.6 hours integration, 5.1 per field) bringing our
efficiency to 12%.

If a two hour block was deemed suspect under the criteria outlined above, the
individual scans comprising the time in question were examined and those with in-

ternal standard deviations greater than 2.66 mK were checked. If this increased noise
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was due to a single FLUX measurement with a value more than 3.98 mK (equivalent
to 3 times the 42 K system) away from the scan mean then the offending point was
removed. If more than a single FLUX was suspect, then the entire scan was discarded.
This is one of only two points in the selection procedure where points were rejected
based on the deviation from a mean value. Use of a sample mean (in this case the
average for the scan) ensures that no bias toward a particular value is generated while
the removal of only single measurements or entire scans prevents improper ‘weeding’
out of measurements on the Gaussian noise tail and underestimation of the noise
level. If none of the constituent scans had abnormal noise levels, then all data were
left in under the assumption that the scatter was due to the differences between the
mean values of the scans. If more than a couple of scans in a questionable two hour
block had large errors, then all scans in that block were thrown out. There was an
amount of subjectivity in deciding whether to discard single scans, the entire block,
or to leave the data in the set, but great care was taken to avoid the introduction
of bias in the data through the editing process. The use of the internal scatter as
the primary standard for rejection and minimization of the use of mean values was
chosen to further this end, and we believe we have succeeded in producing a reliable

body of measurements.

There are various tests we can perform to assess data quality and robustness of
the set as a whole. Monitoring of the equivalent noise and variance of the individual
FLUXes, scans, two hour blocks, and the data that comprise the field measurements
provides us information on both possible problems in the system but also important
knowledge about the effect of the noise contribution from the receiver and atmosphere.
The results from this exercise for the RING data are summarized in Table 4-7. We
find a 0.80 mK increase in the rms noise from timescales of 40 seconds to 12 minutes,
and a further increase of 0.05 mK from 12 minutes to the entire dataset. Since the
noise is dominated by emission from the atmosphere, water vapor to be specific, and
we estimate the path length at the elevation of the north celestial pole to be 13-16 K
( a 8-10 K/airmass column at 1.6 airmasses ), our switching is filtering the offending
noise at a level of 6 x 107°. We find our 0.85 mK equivalent to ATpoise = 27 K

and in fact the dynamic component due to the spatial structure in the water vapor
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distribution being resolved by the differential horns adds noise at almost the level from
the static component. Of course, this same amplification of 3.1 x 104 works in our
favor when we look at the spatial fluctuations in the microwave background, while the
atmospheric structures will average out as long as they do not persist on timescales
of days. Indeed, the fact that the noise level ceases to increase for intervals longer
than 2 hours demonstrates that things stabilize by this time. If coherent atmospheric
patterns remain on longer timescales, then they should manifest themselves in the
form of a bias in the mean level of the RING field fluxes, which are each tracked
across the same small region of the sky. Fluctuations intrinsic to the celestial sphere
should average to zero on account of the nearly interlocked main and reference beam
geometry adopted for this experiment, and any significant residual could be attributed

to long-term cloud patterns or other systematic problems.

The 43977 FLUXes are plotted in histogram form in Figure 4-2 along with the
best-fit Gaussian (¢ = 2.45 mK) distribution function to the unweighted (but tem-
perature corrected, see below) data. Using the Kolmogorov-Smirnov (KS) test (also
see below), we find a probability of 61% for a D = 3.6 x 10™3 or worse. This degree
of fit is not surprising given the large number of points; the central limit theorem cer-
tainly applies in this case. We merely note that there is no indication of systematic
or non-Gaussian behavior in the noise characteristics of the system when the data
is considered as a whole. If we bin the data into two hour intervals in Pacific Stan-
dard Time (PST) of observation, shown in Figure 4-3(a), we also find no discernable
deviation from the expected behavior, obtaining a chi-squared of 8.8 for 11 degrees
of freedom in the 12 two hour bins. Note that since the observing season lasts from
November until April, any given field is observed over nearly 12 hours in PST (field
NPRO00O covers the range 10:00-22:00 PST), and each PST bin fairly samples half of
the fields. Also shown in Figure 4-3(b) is the scatter among the FLUX measurements

in the PST bins, with no significant trend seen.

To obtain the final value for each field, the mean and uncertainty of the FLUXes
in a given field were computed using weights given by the FLUX errors ¢;. For field
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1 & ok
Ty = — L (4.9)
Wi (21 ()2
n
2otk LSt Ty) (4.10)
nk—1 Wi g ()2
1
e% = ;;0]% (4.11)
nk 1
W = Z ) (4.12)
=1 \%

The choice of the FLUX error as a weighting parameter was occasioned by the fact
that the preferred statistic, the scan variance, which we have shown is a much better
estimate on average of the increase in Tp,,;5. due to the water vapor structures in the
atmosphere, is not sufficiently determined with only 7 FLUXes within the acceptable
parallactic angle range. For a set of n measurements, the variance about the mean
itself has a variance

9 2

o =
o2 n-—1

(4.13)

leading to an estimated error of 58% in the weighting factor for 7 points. Though
an underestimate of the true noise level, the FLUX error should be relatively stable,
being made up of 80 half-second integrations, and is an acceptable estimate of Tsys
and rapid fluctuations in the atmosphere. It is also desirable to remove the FLUX
measurements that lie on the tail of the distribution (Figure 4-2); we test against the

mean for the field (k) and reject a point xf if
b Ty >
|27 — Tl = qo

for cutoff parameter ¢q. This is the second and last time where the mean value is
used as a criterion for acceptance of data, and is justified by the desire to remove
grossly discrepant measurements (perhaps due to interference). In fact, examination
of Figure 4-2 shows that the tail is well behaved and no problems or systematic bias
should arise from the inclusion of this step. In practice, we will adopt the conservative
value ¢ = 4, and we find that only a very small number of FL.UXes are excluded during

this stage.
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Before analysis, the temperature scale of the data has been corrected for atmo-
spheric absorption, beam efficiency, and blackbody function. The attenuation factor
(1.045 4 0.013) was derived in the previous section for the flux density calibration,
and also applies here. We also need to correct for the fact that only the main beam is
considered when measuring antenna temperatures, while one receives radiation from
sky and ground through the sidelobes. Let Q75 be the main beam solid angle and
Qg the total beam solid angle. The beam efficiency is defined as

QumB
np = —?2— (414)
B
and in practice measured by observations of the antenna temperature T, of planets
such as Venus, Mars, and Jupiter with known brightness temperatures 7} and sizes
g and noting that
Qs Qg
Ty = aOn Ty = I ng Ty. (4.15)
B MB
The main beam angle Q)sp can be measured from observations of strong radio
sources; for the OVRO 40-meter at 20 GHz we find Qpp = 3.2+ 0.1 x 1077 sr
and ng = 0.47 £ 0.02 (Paper 1). We assume the sidelobes Qg — Q3,5 see only some

constant combination of background and ground Tj,,;. Then for our main beam

response B(f) to an on-sky temperature field T(2) we measure the convolution
Ty =np T(Q) * B(Q) + (1 - nB) Tjunk (4'16)

of which the second term on the right-hand side contributes to the static Tsys and is
removed in the differencing. Another correction factor arises from the actual differ-
encing scheme used in the RING observations. An individual FLUX measurement is

actually made up of 4N 0.5 second integrations y;

1 X 1
2 flug = — Z (offl Z (onl N Z y§on2) _ N Z (ofo 4 17)
j:l ::

where the off integrations are the difference between the main horn pointed at ref-
erence field R1 and the reference horn at MAIN and the on integrations are the
difference between the main horn pointed at field MAIN and the reference horn at

R2 (see Figure 3 in Paper 1). This arrangement is used so that if the receiver were
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used in non-switching mode we would recover y(‘m) — y(off). However, because of the

Dicke switching, the main field enters twice and we actually measure after calibration
Tfpe = 2T(MAIN) — T(R1) — T(R2) (4.18)

which is precisely twice the quantity that we wish to measure. This is purely a matter
of convention as we wish to define our measured quantity such that a temperature
fluctuation filling the main beam in the main field enters with a coefficient of unity.

Finally, we correct for the Rayleigh-Jeans approximation to the blackbody func-
tion J(T'), or more correctly, the difference between our temperature scale referenced
to thermal loads at 72 K and 298 K and the difference in power received, and fluc-
tuations in the temperature of the cosmic background. It is true that this is a small
and ultimately insignificant correction factor but it is still useful, if only philosophi-
cally, to make a clear distinction in temperature definitions. We first note the power

emitted by a blackbody at physical temperature Tppy,

P(Tphys) =k Av Tphys j(Tphys) (4.19)
with (see 4.3)

g J(T) (hv/kT)

i) = T — exp(hv/kT) -1
When we calibrate the power from the HCAL diode against the power from hot and

(4.20)

cold eccosorb loads, we derive an equivalent temperature
Tgcar = %‘_‘_@ﬁé— (Thot — Teold)- (4.21)
ot cold
For T, = 298 K and T,,g = 78 K, we find a negligible effect from (4.21) using
(4.19,4.20)
kAv Tyoar — Proap ~ 3 x 1075, (4.22)

Now, when we measure the fluctuations in the microwave background, we relate
differences in received power to fluctuations in temperature of the cosmic background.
For example, our FLUX procedure (after correcting for the effects discussed above)

is equivalent to measuring

P —
At = —O-;*ﬂ THCAL (4.23)
HCAL
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with for small temperature deviations AT

dP
Pon = P(Tup + AT) & P(Tup) + AT - —5
T b (4.24)
Poff = P(meb)'
Thus, we have
At~ AT THCAL 4P
Prcar dT 1T,
kAvTgoar 2
= AT ———22 hv/kT, T,
Prcas exp(hv/kTmws) 7°(Tonws) (4.25)
~ AT exp(hv/kTmuws) 72 (Tmwb)
= 0.9901 AT

for Tppwp = 2.74 K at v = 20 GHz. Our correction factor is then

AT
— = 1.010.
Y, 010

We combine all of the correction factors detailed above into a single multiplicative
factor applied to the FLUX measurements (after division by the LCAL voltage and
multiplication by Ty 41 from Table 4-4)

1.010e7™4
K == mmmmemee—

=1.12.
2np

4-3 Results

The entire data set of 49898 FLUXes was collated into the 96 fields and analyzed using
the FORTRAN program FIELDS. At this point, 10 FLUXes with errors greater than
2.98 mK (after correction to MWB temperature) were discarded. Of the remainder,
43977 lie within the parallactic angle range £1°.65. The distribution with parallactic
angle is shown in Figure 4-4 in histogram form, with 0.1° bins corresponding to the
resolution of the PA calculation used in the analysis. We see that the distribution
is uniform out to 1.6° (hence our choice of acceptance range), and there is a surplus
of points at negative angles due to the early acquisition of the RING fields following
observation of the pointing calibrator. Note that parallactic angles are computed at

the midpoint of the FLUX measurement and last about 50 seconds or 0.2 degrees in
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PA, with some small variation in dead time, giving us the discrete peaks in Figure 4-4.
Finally, 6 more FLUX points were rejected as having values more than 4 x o} away
from T}, leaving us with 43971 FLUXes in 4195 scans.

We have first broken the results down by the epoch of observation in Table 4-8.
The values of T + oF were computed for the nsp; FLUX measurements within in-
dividual data intervals using the method detailed below. The maximum likelihood
estimator for the excess standard deviation 8 was also calculated in the manner also
described subsequently. We find no strong evidence for aberrant sections of data,
although the deviation of some means from zero is uncomfortably larger, especially
the 3.50 excursion of the 1987 value. This behavior is reminiscent of that exhibited in
December 1985 during the NCP observations. The fact that the mean for the entire
dataset is consistent with zero leads us to conclude that any postulated bias mech-
anism may operate over timescales of several months but must average to zero over
our 3% year baseline. Therefore, we will consider the behavior of the 1987 average to
be somewhat alarming, but not ultimately damaging to our final results (only 17%
of the data originate from the 1987 season). The possibility of a long period tail to
the noise spectrum (presumably atmospheric) will be noted and provide a cautionary
remark upon our presumed knowledge of the noise statistics.

The results for the 96 fields are plotted in Figure 4-5 and tabulated in Table 4-9.
The first thing to note is that there are no detections above the 4.1¢ level. The second
is that those fields that show significant signal are flanked by fields with means of the
opposite sign, as expected for real signals with our switching scheme. If we form the
weighted mean of the 96 fields in a manner similar to that used to calculate the field

values (4.9-4.12),

_ 1 87
T=q PO (4.26)
o% = %/' (4.27)
96 X6 (13, — T)?
2 k
Tot 95Wk§1 2 (4.28)
96 1
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1 96
Efld = % kX:l €k (4.30)

we obtain the values

T=-6+12uK
oot = 175 K
€ng =113 (0c = 8 pK).
There is an excess variance in field means above that expected from the uncertainties

shown by the error bars; it is easily shown by taking the expectation values of (4.26~

4.30) that
1

Uzky 2Ut20t—W (4.31)
Osky = 134 pK
neglecting the correlations between the measurements.

We can use the Bayesian formalism of Chapter 2 to place limits on the magnitude
of the excess signal in the measurements, neglecting for the time being the correla-
tion properties of any assumed random field or the actual correlations between the
interlocked RING fields themselves. If ngy is the contribution to the variance from
sources not attributable to the measurement errors, then the likelihood function for

the parameter oy, with the distribution mean p = 0 is

ﬁ 1 T}
L(ogky) = exp | ———"5— (4.32)
sky Faie] \/QW(e% + ngy) 2(6% + ngy)

obtained from (2.56) with diagonal correlation matrix

1

2 2
€t Gsky

Ay = (4.33)

The likelihood function is plotted in Figure 4-6. The value of o, at the maximum
likelihood is denoted &y, the MLM estimator of the signal rms. The width of the

likelihood function is very narrow

<>

(4.34)

T

2-96



91

and because of this we can dispense with worries about the choice of the Bayesian
prior over the range in 8 for which L contributes. We can integrate this function in

the manner described in §2-3 to obtain the desired HPD credible intervals in 6 :

103 < oy, < 168 uK  (95%)

Fehy = 133 uK
85 < Ogky < 195 K (99.87%).

These upper limits are significantly higher than those yielded by the NCP program
(58 pK, 127 pK) and those expected assuming a null signal (Figure 2-3) of 61 uK
and 89 pK. The subtraction of the mean (T = —6 uK) changes these limits by less
than 1 pK and therefore all calculations will be for x = 0.

We can also test the distribution of RING field values, an option not available
with the NCP sample as it lacks a sufficient number of points. If we divide the field
means by their associated errors

Ty
(e% + agky)l/Q

Xk = (4.35)

and then construct the cumulative distribution function of the {x;} ranked in as-

cending order

0 X < X1
i

S(x) = - Xi < x < Xitl (4.36)
1 X = Xn

which we will compare to the model cumulative distribution function F(x). The
Kolmogorov-Smirnov (KS) test (see Kendall and Stuart 1979, §30.49-30.55) is a well
known nonparametric test of the statistic for a sample of n points

Dp=_ max ~1S(x)=F(x)l (4.37)

which measures the maximum deviation of the step-like function S from the theoret-
ical distribution function F. For Gaussian errors and signal, the parent distribution
of x is a normal N(0,1). If we wish to test against the hypothesis of no signal, then
we set o, = 0in (4.35) and compute D. Because of the large number of fields in the

sample, the significance of D is easily assessed using the asymptotic formula (Press
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et al. 1986, pp. 472-474)
P(> Dy) = Q(nY/2Dy)

Q(d) =2 io:(—l)j_l —25%d?, (4.38)
Jj=1

In Figure 4-7 (a), both S and F' are shown for o4, = 0, which yields a probability
P(> D) = 0.064. A histogram of the x values and the test Gaussian is shown in
Figure 4-7(b). If we increase the excess variance to Osky = 133 K, we find a K-S
probability of 0.90 with the distribution function shown in Figures 4-7(c) and 4-7(d).
The significance of the KS test result of 6.4% against a null signal is lower than one
might have expected given the extremely strong rejection of zero by the Likelihood
or Bayesian method above, due to the weighting of the standard tests toward the tail
of the distribution. Because a parametric test such as the Bayesian HPD method is
designed to extract the maximum amount of information available in the data about
the parameter under consideration, it is more powerful than a general nonparametric
method such as the Kolmogorov-Smirnov test. The failure of the KS test to produce
a strong result should, however, warn us that our detection of excess variance is likely
to be based on a few large values on the tail of the distribution. We will now inspect

the dataset carefully and look for the specific fields containing the signal.

4-4 Matched Filtering and Reconstruction

The prime candidate for the source of excess variance is radio source confusion. The
NCP observations detected 1 out of 8 fields with a level around 200uK due to a known
radio source, and simple extrapolation would lead us to expect contamination of the
RING experiment by around 3-12 such sources. The confirmation of this is contingent
upon the results of the VLA survey reported later. Armed with independent infor-
mation on source confusion, the RING dataset can be edited to produce a ‘clean’ set
of fields to be used in comparison with theoretical models. However, since VLA data
is not available at the same frequency and concurrent with the OVRO observations,
it can only place limits on this contamination. In any event, it is necessary to identify
the specific RING fields in which there are suspected sources, microwave background

or otherwise. The interlocked sampling geometry of the RING experiment was chosen
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so that the reconstruction would be possible on a field by field basis by deconvolution
of the switching pattern. The closure of the RING compensates for the loss of the
gradient information in the individual double-differences and the mean level remains
as the only undetermined parameter. Of course, this means that there is information
on the correlation function of the MBR on scales up to the RING diameter, and
should be taken into account in our Bayesian analysis of variance. Also it should
be remembered that the RING fields do not interlock exactly nor are the beams
perfectly symmetric: there is a 14.4"” difference between the circles of azimuth and
declination at the adjacent field positions and significant irregularities in the OVRO
primary beam below the 20% power level. The import of these nonuniformities will
be discussed more fully in Chapter 5 in relation to the point source contribution, but
there is no significant effect on the results expected for distributed signal such as the

microwave background anisotropy.

The first thing we can do to locate those fields in which there are significant
detections is to convolve the RING with the switching pattern (as opposed to decon-
volution). This is an application of ‘matched filtering’, where the filter that produces
the highest signal-to-noise for detection is the signal that is being searched for it-
self (see Robinson 1967 for an obtuse discussion of the principle). The result of
this method for the RING is shown in Figure 4-8. We find that our procedure has
picked out ten fields with filtered levels above the 3o level (positive or negative):
NPRO0415, NPR0700, NPR1015, NPR1130, NPR1345, NPR1700 and the negative
fields NPR0645, NPR1145, NPR1715, and NPR1945. We can reasonably associate
the negative fields except NPR1945 as the result of positive signal in the adjacent
reference beam. Note that only NPR0700 and NPR1015 of the positive and NPR0645
and NPR1145 of the negative are above 3¢ in the raw RING data, the increased sensi-
tivity attributed to the matched filtering. These seven fields are the prime candidates
for containing real sources, microwave background or otherwise. Our statistical tests
may show the presence of anisotropy, but only in these fields is it reasonable to pur-
sue the identification of the source, based on the RING data alone. This important
distinction between statistical inference of anisotropy and detection of anisotropy will

be stressed as we proceed in our analysis of the experiment. If all seven fields and
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their adjacent references are removed from the RING, then in the 75 remaining fields

we are left with HPD limits and MLM estimate
38 < o5y < 125 uK  (95%)

Gopy = 83 uK
Osky < 146 uK  (99.87%).

By removal of these fields, we have eliminated the lower limit at the 3o level and
reduced the MLM amplitude by 38%.

Because we have a (nearly) interlocked ring, it is possible to reconstruct the
temperatures of the individual fields from our difference observations to within an

arbitrary mean level. We can attempt direct inversion of the equation (2.18)
y=5x

where z; is the true temperature of the sky in beam j, and y; is the measured
temperature for the RING field with pointing center at z; (neglecting noise), and the
sampling matrix

1 1

Sij = 8ij = 5 8ij—1— 5 8ije1 (4.39)

where the indices 7 and j are taken modulo 96. The matrix S is singular, as any
row is the negative of the sum of the other rows; this is just a consequence of the
closure of the RING and the insensitivity to a mean level. If we solve subject to the

constraint that 3 z; = 0 perhaps by using the modified matrix
Séj = Sij + Ao (4.40)

obtained by adding our constraint to (4.39), then we get a literal and unique but
unacceptable result for {z;}, shown in Figure 4-9. The double-differencing FLUX
procedure is a second-difference method, and small deviations from zero propagate
into large changes in slope as we attempt our inversion. We would like to associate the
values that lie within one or two times the error bar of zero with zero, otherwise the
cumulative effect of many small curvatures is to give a large scale spurious structure to
our literal solution (12 mK peak-to-peak for the RING in Figure 4-9). By inspection
of the data we see that the signal is of the same order as the noise in the measurements,
and any acceptable reconstruction must supply reliable error estimates as well as a

solution for x.
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When developing the Bayesian formalism for statistical inference in §2-3, we
made a point to indicate the possibility for generalization from probabilities to any
positive additive distribution. If we are only considering the contribution from discrete
radio sources to our microwave background data, then the intensity of the radio sky
containing these sources can be considered to be just such a field. Therefore, our
Bayesian statistical procedure, or some modification of it, should provide the ‘correct’
method for reconstruction of the RING in the presence of noise, with the same caveats
expressed during the discussion of said method. These are the justifications for the
use of the deconvolution algorithm known as the Maximum Entropy Method (MEM),
extensively applied to image processing and data analysis in a variety of applications
such as radio astronomical interferometry, medical imaging, and optical ‘deblurring’
in law enforcement and satellite surveillance (Gull and Skilling 1984). Although
the method does not lend itself well to the problem of measurement of positive and
negative fluctuations in the cosmic background, we can use it to identify the positive
source component in the RING. The program used for the RING reconstruction is that
provided by Gull and Skilling in the MEMSYS-3 1 package, of which the mechanics
as well as the theory are explained in Skilling 1989 and Gull 1989. The details of
the procedure will not be discussed here, except to note that as the name implies, it

seeks to maximise the entropy in the image x, as defined by

96
S(x) =Y [z; — mi — z;log(z;/m;)] (4.41)

i=1
where m is a model or default image, subject to any constraints imposed by the
measurement procedure. The end result of this is that if a default model that is flat is
chosen, then the output image in some sense will be the smoothest image consistent
with the noise characteristics and constraints. A by-product of this is that it is
entropically advantageous for MEM to reduce source intensities and transfer the flux
into the noise estimate; the bias of intensities in this method is well known and in our
RING solution where the signal-to-noise ratio is of order unity the underestimation
of amplitudes is expected to be significant. The reconstructed RING produced by
MEMSYS-3 is shown in Figure 4-10 along with MEM (Bayesian) estimated error

! S.F. Gull and J. Skilling, Maximum Entropy Data Consultants Ltd., Royston, England.
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bars. We find four fields above the 3o level: NPR0415, NPR0700, NPR1130, and
NPR1700. If we delete these fields and their adjacent references from our dataset,
and perform our Bayesian HPD analysis as above, then we obtain the HPD credible

intervals

66 < ogky < 137 uK  (95%)

Gsky = 101 pK

41 < ogpy < 165 pK  (99.87%).
Although the entire signal is not removed, we find that around one-quarter of our
signal is due to these fields and the lower limit falls by more than one-third by their
removal. For the MEM method to provide reliable reconstruction for high noise and
low signal datasets where the image can assume positive and negative values, further
development is required, likely involving a reformulation of the entropy-like quantity
S.

The reduction phase of our data analysis has now been completed, leaving us
with a set of calibrated measurements and estimated error bars. After a series of tests
aimed at probing the robustness and quality of the data, we conclude that there is no
evidence for systematic error although there is the possibility of a weak non-Gaussian
tail to the noise distribution at microKelvin levels. During preliminary analysis of
variance, we detect an overall excess standard deviation of 133uK over that expected
from the instrumental and atmospheric noise. Matched filtering selects seven fields
above the 3o level as candidates for detection of fluctuations. Four of these fields
are identified in the MEM reconstruction at 3o. After removal of these four and the
eight adjacent fields from the RING, we still have a residual excess § = 101uK. We
now turn to the tasks of identification of the detected sources and a more thorough
statistical analysis of the data, with the aim of comparison with theoretical models.
In Chapter 5 we study the problem of radio source contamination and present the
results of a survey of the RING region. Then, in Chapter 6, we discuss the detailed
predictions of current galaxy formation scenarios and methods of statistical inference
to compare these models with the RING. This work concludes with a discussion of the
implications of our results and speculation upon the future directions in observational

and theoretical cosmology.
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TABLE 4-1

SuMMARY OF CALIBRATION

Date HCAL/LCAL | NGCT7027/DR21 Tacar (K)
04 Feb 1987 25.86 + 0.04
30 Aug 1988 26.26 + 0.03
31 Aug 1988 26.85 + 0.05
01 Sep 1988 26.70 £ 0.12 301 223404
06 Oct 1988 24.78 £ 0.05
07 Oct 1988 26.74 + 0.04 19.140.6
08 Oct 1988 321
09 Oct 1988 25.30 + 0.04
09 Oct 1988 24.53 £ 0.08
26 Nov 1988 22.59 +0.11
26 Nov 1988 22.71 +0.10
26 Nov 1988 22.60 % 0.20
07 Dec 1988 24.25 + 0.16 215+ 0.2
07 Dec 1988 24.56 £ 0.10
19 Jan 1989 24.54 + 0.06
21 Jan 1989 321
22 Jan 1989 314
02 Feb 1989 24.71 + 0.05
22 Feb 1989 24.66 + 0.06
16 Oct 1989 25.31 + 0.22
17 Oct 1989 25.32 4 0.38
18 Oct 1989 25.19 + 0.06
19 Oct 1989 25.60 + 0.06
20 Oct 1989 25.23 + 0.07
23 Oct 1989 25.38 £ 0.08
24 Oct 1989 25.07 + 0.07
25 Oct 1989 25.23 + 0.08
26 Oct 1989 25.20 + 0.08
27 Oct 1989 25.41 + 0.10
16 Dec 1989 25.72 4 0.08 0.320 26.16 + 0.14
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TABLE 4-2

STANDARD SoURCE CALIBRATION oF LCAL

Source > DR21 NGCT7027 Mean
Flux (Jy) » 194+ 0.6 6.11 + 0.20

01 Dec 86° 7.29 +0.18 (160) 7.29 £ 0.101
01 Sep 88* 6.42+0.22 (129) 6.71+0.03 (9) 6.56 + 0.14
07 Oct 88° 6.31 £ 0.15 (23) 6.31 & 0.03
09 Oct 88° 6.91 £ 0.06 (4) 6.91 & 0.03
26 Nov 88¢ 6.73 £ 0.04 (5) 6.73 £ 0.02
21 Dec 88° 7.20 + 0.36 (98) 7.20 £0.04
23 Dec 88¢ 6.64 & 0.15 (124) 6.64 + 0.01
Mean o 6.70 + 0.13 6.71 +0.01 6.72 £ 0.12
18 Jan 89¢ 8.34 £ 0.13 (59) 8.34 £ 0.02
21 Jan 89¢ 7.93+£0.06 (18)  7.78 4 0.04 (9) 7.86 4+ 0.17
22 Jan 894 7.91 4 0.08 (9) 7.94 4 0.08 (9) 7.92 £0.08
02 Feb 89¢ 8.19+0.11 (9) 8.19 £+ 0.04
11 Feb 89¢ 8.00 + 0.03 (8) 8.00 4+ 0.01
14 Feb 89¢ 8.21 4 0.06 (9) 8.21 £ 0.02
21 Feb 89¢ 8.47 £0.05 (9) 8.47 £ 0.02
22 Feb 89¢ 8.78 £ 0.22 (9) 8.78 £ 0.07
03 Mar 89¢ 8.51 4 0.24 (95) 8.51 4 0.02
16 Dec 89¢ 8.35+0.11 (22)  8.2240.05 (24) 8.28 £ 0.07
Mean o 8.13 +0.12 8.23 £0.10 8.26 4+ 0.09

t Error estimated from 1989 data
% Gain curve 01 December 1986
b Gain curve 07 October 1988

¢ Gain curve 23 December 1988

4 Gain curve 03 February 1989
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TABLE 4-3

SuMMARY oF GAIN CURVES

Date > 01 Dec 1986 07 Oct 1988 23 Dec 1988 22 Feb 1989
fz4 (max) 40° 34° 39° 36°
Co 3.27 x 107! 4.90 x 10! 5.60 x 10! 3.58 x 1071
¢ 3.33 x 1072 1.27 x 10~2 2.26 x 1072 4.02 x 1072
ca —4.12 x 107* 1.24 x 1073 —2.90 x 10~4 —7.44 x 10~*
3 -5.87 x 107° 3.38 x 1078
€4 8.63 x 1077
cs —4.38 x 107°
TABLE 44
SUMMARY OF SYSTEM CALIBRATION
Observing Session Trcar (K) TrcaL (K)
01 December 1986 - 23 April 1987 23.10+0.41 0.9124+0.016
30 August 1988 - 3 January 1989 21.47+0.43 0.848 £0.017
18 January 1989 - 26.16 £0.14 1.033 & 0.006

Other parameters :

HCAL/LCAL = 25.33 £+ 0.06
€=17.99+ 026 Jy/K

na = 0.280 % 0.009

ns = 0.47 £ 0.02
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TABLE 4-5

BreakDOWN oF RING OBsServING TIME

Observing Season Telescope Time Useful Time Final Integration®
1986 Dec 8 - 31 24 days 21 days 131 hours

1987 Jan 1 - May 11 40 days 21 days 94 hours
1987 Nov - 1988 May >100 days 0 days 0 hours
1988 Nov 26 - 1989 Jan 11 47 days 16 days 65 hours
1989 Jan 12 - 1989 Mar 17 62 days 43 days 264 hours
Total® 173 days 101 days 554 hours

¢ Integration time after preliminary editing (see text).

5 Season 1987 Nov - 1988 May not included.

TABLE 4-6

SumMmARy oF RING EbpiTiNG

weather, equipment, real-time monitoring
post-observation noise based rejection
outside transit period

2% (15% of remainder)

42%
45%
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TABLE 4-7

TIMESCALE OF NOISE

Timescale o (mK) Thoise (K)
40° FLUX point 1.30 £ 0.18 41.1+5.7
12™ scan 2.10+0.52 66.4+16.4
> 2 hour blocks 2.15+£0.07 67.8 £ 2.2
TABLE 4-8
RING REesurts BY EPoCcH
Observing Season T+ o7 (uK) f (uK) Nyot
8 - 29 December 1986 22.0+235 174.3 10375
1 January - 22 April 1987 —93.94+26.9 188.4 7441
26 November 1988 - 3 January 1989 —50.9 £ 34.3 270.6 5204
12 January - 17 March 1989 149+ 16.5 148.8 20951
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TABLE 4-9

REsurTts oF RING OBSERVATIONS

Field

« (1950) 6 (1950) Tk €L Tk Ng
(1K) (uK) (mK)

NPRO00O 235812.1 875820.5 4.7 1300 242 349
NPRO0015 001140.7 875821.7 91.4 129.3 237 336
NPR0030 002509.6 875825.8 240.8 128.1 2.3 389
NPRO0045 003839.1 875832.8 -223.8 1141 2.46 464
NPRO0100 005209.3 875842.5 -151.2 120.0 235 384
NPRO115 010540.7 875855.0 31.5  125.0 2.39 366
NPRO0130 011913.5 875910.3 -103.5 1173 2.41 422
NPRO0145 0132479 875928.3 16.5 116.3 2.40 425
NPRO0200 014624.3 875948.9 148.8 111.6 2.30 425
NPRO0215 020002.9 880012.1 -111.8 1205 2.49 428
NPRO0230 021344.0 880037.8 83.1 110.7 233 442
NPR0245 022728.0 880105.9 53.7 116.9 2.40 422
NPRO0300 024115.0 880136.3 -133.5 1154 239 431
NPRO315 025505.3 880208.9 2143 1297 255 386
NPRO0330 030859.3 880243.7 1169 1173 2.46 439
NPRO0345 032257.3 880320.4 -138.3 108.3 2.31 457
NPR0400 033659.4 880359.1 -2129 1127 2.48 486
NPRO0415 035106.0 880439.4 3176 1135 2.37 435
NPRO0430 040517.3 880521.3 -81.9 1116 2.47 489
NPRO0445 041933.7 880604.7 -88.1 99.4 2.25 514
NPRO0500 043355.3 880649.3 -135.1 108.3 2.45 510
NPRO0515 044822.4 880735.1 -54.8 1149 2.40 436
NPR0530 050255.3 880821.8 -126.2  103.5 2.38 529
NPR0545 051734.2 880909.2 -68.3 106.0 244 528
NPRO600 053219.3 880957.2 -48.2  106.1 2.47 544
NPRO615 054710.7 881045.5 185.5 109.0 237 474
NPRO0630 060208.8 881134.0 1323 116.2 2.54 477
NPRO0645 061713.5 881222.5 -339.9  103.9 2.46 559
NPRO700 063225.2 881310.7 439.2 1126 2.50 494
NPRO715 064743.8 881358.5 -178.3 1094 2.44 497
NPRO0730 0703094 881445.5 -7.0 102.5 245 571
NPRO0745 071842.1 881531.7 64.4 96.3 242 630
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TABLE 4-9 continued

Field o (1950) 6 (1950) T €k ok ng
WK)  (uK) | (mK)

NPRO800 0734219 881616.7 -71.8  102.0 237 538

NPRO815 075008.7 881700.4 -79.2  102.6 236 527

NPRO830 080602.4 881742.5 -279.9  108.0 245 515
NPR0845 082203.0 881822.9 156.2  100.7 2.40 567

NPR0900 083810.2  881901.2 -37.7 1120 248 492
NPRO0915 085423.8 8819374 144.0 1139 238 435
NPR0930 091043.6  882011.2 -36.9 1105 2.38 463
NPRO0945 092709.1 882042.4 -14.0  105.1 246 546
NPR1000 094340.0 882110.9 -24.9 1229 251 418
NPR1015 100015.8 882136.4 374.9 1044 2.23 456
NPR1030 101656.1  882158.9 -17.0 1051 2.37 509
NPR1045 103340.3  882218.2 70.1 1008 240 567
NPR1100 1050279  882234.2 87.0 1074 230 461

NPR1115 110718.2  882246.8 -132.1 1129 245 470
NPR1130 1124106  882255.9 280.4 1145 2.56 499
NPR1145 114104.5 882301.5 -416.0 100.5 2.38 561
NPR1200 115759.0  882303.5 -109.2  106.2 2.31 473

NPR1215 121453.6 882301.9 404 1242 255 422
NPR1230 1231476  882256.8 135.8 99.1 225 514
NPR1245 124840.2 882248.1 -34.5 105.0 238 513
NPR1300 130530.8  882236.0 60.6 1104 242 479
NPRI1315 132218.8  882220.4 139.7 1254 249 395
NPR1330 133903.5 882201.5 -28.9 102.2 2.28 499

NPR1345 135544.3 882139.4 270.6  100.9 230 518
NPR1400 141220.7 882114.3 -202.2  109.5 232 448
NPR1415 142852.3  882046.2 -193.1 1181 247 436
NPR1430 144518.5 882015.3 77.7 104.0 239 529
NPR1445 150139.0 881941.8 -194.5 1027 2.36 526
NPR1500 1517534 881905.9 200.1 1144 238 434
NPR1515 153401.4 881827.8 125.5 1118 2.33 435
NPR1530 155002.8  881747.7 96 1116 247 488
NPR1545 160557.5 881705.8 -131.9 1149 255 492
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TABLE 4-9 continued

Field a (1950) & (1950) T, €k ok g
(1K) (kK) (mK)

NPR1600 162145.1  881622.3 301.1 1113 2.44 479
NPR1615 163725.8 881537.5 199.8 1148 239 432
NPR1630 165259.4 881451.4 -154.7 1148 2.48 468
NPR1645 170825.9  881404.5 -220.2 1047 233 496
NPR1700 1723454 881316.8 3415 1213 247 413
NPR1715 173857.9 881228.6 -232.7 1159 230 395

NPR1730 175403.5 881140.2 76.7 119.2 237 396
NPR1745 180902.4 881051.7 -213.0 1095 2.38 473
NPR1800 182354.7 881003.3 -1834 1177 245 434
NPR1815 183840.6 880915.2 -236.6  120.5 243 407
NPR1830 185320.2  880827.7 -51.3 1198 240 400
NPR1845 190753.9  880740.9 44.1 1125 2.38 447
NPR1900 1922217 880655.1 -109.9  127.0 2.62 426
NPR1915 193644.0  880610.3 1432 1344 2,55 360
NPR1930 1905101.0 880526.7 5.7 1184 251 449
NPR1945 200513.0 880444.6 -306.6 104.4 231 491
NPR2000 201920.2  880404.1 1922 1163 246 446
NPR2015 203322.8 880325.2 79.9 1209 237 385

NPR2030 204721.3  880248.2 -173.9 1231 2.57 436
NPR2045 | 210115.8 880213.2 252.1 1084 244 505

NPR2100 211506.6  880140.3 -56.3 1226 2.39 381
NPR2115 212854.0  880109.6 -45.6 1322 2.58 381
NPR2130 214238.3  880041.2 3324 1153 230 397
NPR2145 215619.8  880015.2 21 1153 240 433

NPR2200 220958.7  875951.7 -122.5 1270 240 358
NPR2215 222335.3 875930.8 -227.1 1281 2.59 409
NPR2230 223710.0 875912.4 267.3 1127 2.38 447

NPR2245 225043.0  875856.8 33.7 1098 232 446
NPR2300 2304145 875843.9 -28.5 1224 231 357
NPR2315 2317449 875833.8 -88.5 117.8 2.37 405
NPR2330 2331144 875826.6 -879 1104 2.26 418

NPR2345 2344434 875822.1 -206.3 1159 243 438
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F1GURE 4-1. Approximate projection of RING (outer circles) and NCP (inner cir-
cles) field centers on the sky. Orientation is such that the North horizon (Azimuth
0) lies toward the bottom and West is to the left. The spacing between tickmarks
is 0°.2. The field NPROOOO is the uppermost in the outer circle, NCP1 is at the
top of the inner. Right Ascension increases clockwise. The size of the open circle
markers is approximately twice the OVRO primary beam FWHM 1'.8.
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FIGURE 4-2. A histogram of the 43977 calibrated FLUX measurements. The
superimposed curve is the number expected in the 0.2 mK bins if drawn from a
normal N{(0,0) distribution with ¢ = 2.45 mK.
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FIGURE 4-3(a). The mean and lo error in mean for 43977 RING data points
binned into 2-hour intervals in Pacific Standard Time (PST). No significant trend
is seen and the value of chi-squared is 8.8 on 11 degrees of freedom for the 12
bins.
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FIGURE 4-3(b). The standard deviation about the mean for the RING data by
PST.
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FIGURE 4-4. A histogram of the parallactic angles at the midpoint of 49888 FLUX
measurements within +4° of transit. The bin width is 0°.1 which is the resolution
of the parallactic angle calculation. The individual peaks are the mean midpoints
of the FLUXes within a scan.
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F1GURE 4-5. RING measurements of field values T} with 1o error bars. A total
of 43971 individual FLUX measurements are included from within the parallactic
angle range of £1°.65.
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FIGURE 4-6. The likelihood function for § = o, from the RING data, normalized
to the maximum at § = 134 pK.
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FIGURE 4-T(a). The cumulative distribution function for x; = T}/ with the
normal N(0,1) curve superimposed. The KS probability of a deviation this large
or larger is 6.4%.
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FIGURE 4-7(b). A histogram of the x values from (a). The curve is the number

expected in the Ax = 0.4 bins from the normal N(0, 1) distribution.
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P(<x)

FIGURE 4-7(c). The cumulative distribution function of xx = T /(ef+02,,)*/? for
Osky = 134 pK with the normal N(0,1) curve superimposed. The KS probability
of a deviation this large or larger is 90%.
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FIGURE 4-7(d). A histogram of the x values from (c). The curve is the number
expected in the Ay = 0.24 bins from the normal N (0, 1) distribution.
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FIGURE 4-8. Results of matched filtering of RING fields. Each point is the
convolution of the RING switching with the RING data and provides the highest
signal-to-noise discrimination for point sources in the center of fields.
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FIGURE 4-9. The reconstruction of RING temperatures using direct inversion
with constraint of zero mean. Spurious large-scale structure is generated by noise
in the double-differencing measurements.
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CHAPTER 5
A VLA Survey of the RING Region

5-1 Overview

The critical topics in a discussion of the results of the RING survey are the statis-
tical significance and the identification of the sources of the signal. We have used
the Bayesian formalism to assign a credible interval for the anisotropy, and we now
turn to the problem of identification of the individual fields and estimation of the
contribution from known non-background objects. We are concerned with two types
of contaminating sources, those of angular size much smaller than our beam of 1’.8
(discrete) and those of size comparable to and larger than our beam (distributed).
Discrete radio objects include stars, hot ionized gas in clusters of galaxies, and the
dominant contributor, extragalactic radio sources, which we will refer to generically
as radio galaxies (RG). Distributed sources include synchotron emission from cosmic
ray electrons in our galaxy, free-free emission from ionized hydrogen in the interstellar
medium, and thermal radiation from dust associated with molecular clouds in the disk
of our galaxy. At frequencies below 90 GHz it is unlikely that dust, as extrapolated
from IRAS observations of infrared cirrus, is a source of anisotropy above the level of
106 and well out of the plane of the galaxy. Likewise, the other distributed sources
are not significant on angular scales less than 30" and frequencies above 10 GHz. Of
the discrete backgrounds, stars are the least significant while the Sunyaev-Zel’dovich
(SZ) effect from clusters of galaxies may be significant depending upon the model of
cluster evolution adopted; it is likely that the results of the RING can put limits on
such models and we will consider the SZ as an interesting signal instead of a contam-
inating background. Lastly, the primary candidate for contamination is nonthermal
emission from radio galaxies associated with active galactic nuclei and star-formation.

The properties and evolution of radio galaxies have been extensively studied,
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especially at frequencies at and below 5 GHz (see Condon 1988 for a review and
references). The spectra of these sources is well explained by the superposition of
synchotron emission regions of differing optical depths. For the extended lobe emis-
sion from a typical radio galaxy or quasar, we find a power law behavior indicative of
optically thin radiation from a power law distribution of electron energies, with flux
density decreasing approximately with the 0.75 power of frequency. For cores within
extended sources and bright compact objects we find a power law spectrum at high
frequencies while the low frequency radiation falls off (again with a power law) due
to self-absorption below a turnover wavelength that is a function of the size of and
magnetic field strength within the emission zone. We assume a power law spectrum
for the RG flux densities over some range of frequencies,
,\

Sy = Sy (V—O) (5.1)
where a is the spectral index. Thus, we can divide our objects into two classes, those
with ‘steep’ spectra where the turnover is below the frequency range considered and
‘flat’ spectra where the frequency of maximum flux density is within or above our
interval considered. The steep spectrum sources typically have (a) ~ 0.7 between
1.4 and 5 GHz, the best studied frequencies for flux densities below 1 Jansky. For
sources selected from flux limited catalogues at 5 GHz, between 1/3 and 1/2 have
flat spectra (a < 0.5) between 1.4 and 5 GHz at flux densities at and below 1 mlJy,
the level at which we are interested (Kellerman and Wall 1987). At 5 GHz, the flat
spectrum sources have a wide distribution centered at (o) ~ 0.0. Unfortunately, not
much is known about the spectral index properties of faint radio sources selected at
higher frequencies, in particular at 20 GHz where we do our work.

The radio source counts at a variety of frequencies can be used to estimate the
level of confusion expected from RG confusion, while a survey of the region of the
sky containing the RING would allow identification of detections. Both of these
efforts, however, are hampered by the fact that there is no available instrument with
which to perform the necessary observations to the required level of sensitivity at
our observing wavelength, and thus we are led to the prospect of working at lower

frequencies and making the extrapolation to the OVRO frequency of 20 GHz. The
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ideal procedure of contemporaneous coincidental-wavelength observation with both
single dish (40-meter) and interferometer (VLA), with complementary sensitivity to
extended background and point-like RGs, is still in the future, but we can still hope
to use the current state-of-the-art high frequency interferometer arrays, namely the
VLA at 8.5 GHz, to place limits on the contribution of these sources to the RING

signal.

5—-2 Radio Source Counts

The calculation of the contribution of discrete radio sources to microwave background
anisotropy experiments has been made by Danese, De Zotti, and Mandolesi (1983)
and most recently by Franceschini et al. (1989) and their results indicate that for the
Owens Valley experiments, confusion can be expected at the level of 44uK (1.6 x 1075
in AT/T) for the contribution to the field rms with their different models giving
variations of 20% in this value. We have corrected their numbers downward by 6%
due to our FLUX procedure and main beam efficiency, atmospheric absorption and
blackbody function. However, as noted in these references, the noise distribution from
RGs is positive and skewed with a long tail, and the Gaussian estimate of variance
can underestimate the true variance. In addition, they use in their calculations of the
variance the assumption that the experiments are limited by the confusion noise itself,
unlike our case where we are limited by instrumental noise. Since their predicted noise
level is less than our RING noise (by a factor of nearly 3), they cut off the source
distribution at too low a level, and again underestimate the noise. For example,
our largest detection of ~ 400 pK is a 9o fluctuation with respect to their noise,
while they cut off the distribution at 3-50. The sensitivity of the calculation to the
cutoff level is also worrisome. Perhaps it is reasonable to use these numbers for the
contribution of sources to the variance below the detection level; in this case it may
account for a little over one-third of our excess anisotropy of 133 uK after removal
of the 4 fields NPR0415, NPR0700, NPR1130, and NPR1700 (with their 6 reference
fields). On the other hand, the predicted confusion is consistent with the results of
the NCP experiment after discarding the 200 pK field NCP7. Here, the instrumental

noise levels are nearly equal to the confusion noise level and the 44 uK is comfortably
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within the 58 uK 95% confidence upper limit on the excess signal.

We conclude from these results that we can account statistically for 44 uK of the
signal with the extrapolated radio source counts. Perhaps we should allow ourselves
a factor of two leeway in the predicted confusion due to the various problems in the
calculation noted above. On the other hand, it seems that there is some level of noise
unaccounted for by RG contamination by confusing sources. We now turn to the
problem of identification of the brightest RING fields, especially in regards to radio
source surveys.

Unfortunately, there is no existing deep radio survey covering the entire region of
the sky containing the RING. For the NCP fields, we had found a survey of the 5C9
field at 5 GHz (Pauliny-Toth et al. 1978), which we used to identify contaminating
sources. To fill in the unexamined regions, we have undertaken a survey of the north
celestial polar cap region at 1.4 GHz, of the NCP fields and references at 5 GHz,
and of the RING fields at 8.5 GHz. The observations were made at the Very Large
Array (VLA) (Thompson et al. 1980) in the C array using snapshot mode. The data
were taken and reduced using a procedure similar to that in previous VLA snapshot
surveys (Condon, Condon, and Hazard 1982). The use of standard VLA reduction
and imaging software as well as instrument capabilities and observing techniques is
discussed in Sramek and Schwab (1986), Cornwell (1986), and Bridle (1986) and
references therein. We will discuss here only the 1.4 and 8.5 GHz observations that

are directly relevant to the RING experiment.
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5-3 VLA 1.4 GHz Survey

The 1.4 GHz survey fields were arranged in a hexagonal pattern centered upon the
north celestial pole in 1988.0 coordinates, as diagrammed in Figure 5-1. The separa-
tion between field centers was 26 arcminutes along the principal axes, the distance of
a field from each of its six nearest neighbors, and the largest distance of any interior
point from a field center occurs at the hexagonal vertices and is 15.0. The primary
beam of the 25m VLA antennas at the observing frequency of 1.42 GHz is 31’.6 full
width at half-maximum (FWHM) response; the desired region is covered such that
all points are within the half-power point of the nearest beam center. This is exactly
the same pattern used by Condon, Condon, and Hazard (1982). The observations
were made on 14 May 1988, starting at 5:00 Local Sidereal Time (LST) and ending
at 15:30 LST, with 26 antennas available at that time. Each field was observed in two
2-minute scans separated by approximately 5 hours, to improve the sampling of the
Fourier-transform aperture plane. The integration time per record was 30 seconds.
Two intermediate frequency (IF) channels with bandwidth 25 MHz were recorded,
with nominal centers at 1.413 and 1.438 GHz respectively. A nearby radio source,
04544844, was observed once every hour as a phase calibrator. The flux density scale
was calibrated using the source 3C286 assumed to have a flux of 14.8 Jy at 1.4 GHz
(Baars et al. 1977). Calibration and preliminary editing were performed at the VLA
site by C.R. Lawrence using the standard DEC-10 software.

The imaging and final phase self-calibration was completed at Caltech using the
AIPS software package on the CIT Convex computer by V. Gorjian as part of the
Caltech Undergraduate research program. Of the 139 1.4 GHz fields, 30 were selected
for reduction as containing the RING 20 GHz fields. Each IF was mapped separately,
then averaged together to produce the final image. Our C array observations produced
a synthesized beam of 19” FWHM within the 32" FWHM field-of-view, although there
were often significant variations from map to map from differing numbers of points
(with 2-minute snapshots, the editing of a relatively small number of points can affect
the final sampling and hence the effective resolution). The data were gridded using
natural weighting and Fourier transformed to 1024 x 1024 maps, with a pixel size of 4”

square, covering nearly the entire primary beam out to the first null in the response.
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A theoretical noise level of 21.9 mJy per visibility point was expected, or 0.63 mJy for
1200 visibility records. The data were first edited to remove spurious points with large
amplitudes, bad antennas, and discrepant baselines missed during the preliminary
editing. Fourier transform and deconvolution were done using the program MX,
where the effects of the point response function of the array, or ‘dirty beam,” were
removed by identification of delta-function sources and successive transforms between
the Fourier and image planes to subtract the corresponding amplitude and phase
from the data. This procedure and the mechanics of the MX routine are described
in Cornwell (1986). The area of the image plane searched for sources was limited to
small boxes around objects visible in the map. Deconvolution was performed slowly,
with only a small fraction of the source flux removed from the residual image to
the ‘clean’ map at each iteration, to allow the identification of fainter sources as the
sidelobe contamination from the brighter objects was removed. This procedure was
halted when no new objects brighter than 60 were found and no residual points inside
the search boxes greater than 3o remained. For fields containing sufficiently bright
sources, almost every map at 1.4 GHz, we performed self-calibration of the phases (see
Cornwell 1986a) and repeated the deconvolution process. Finally, the two IF images
were averaged together. The resolution in the final maps, or the synthesized beam,
is typically 18", with significant variations from map to map due to the differences in

amount of data after editing and thus different sampling of the Fourier plane.

The averaged map was searched for sources above the 60 noise level and within
the 20% response of the primary beam. For 1024 x 1024 pixels, the probability of
a deviation due to the Gaussian noise larger than 60 is 0.1%. All detected sources
were catalogued and measured, both in the averaged map and an image corrected
for the primary beam attenuation of the VLA antennas. Two-dimensional Gaussian
functions were fitted to objects and components to determine centroid positions, peak
intensities, integrated flux densities and sizes. The difference in fitted parameters
between the two IF maps was used to estimate error bars. Most sources appear in
more than one map, and were used to check on the veracity of the identifications and
the u,v-coordinate system integrity. The integrated flux densities from the Gaussian

fitting were then recorded, along with estimated errors and estimated deconvolved



125

angular sizes.

The entire set of 30 VLA maps containing the RING fields is shown in Figure 5-2.
The locations of the 20 GHz RING field centers are denoted by the crosses, with the
arms extending to the OVRO 40-meter half power beam radius. We have catalogued
in Table 5-1 the 10 sources identified in the survey as within 2.5 of a RING field
center. In particular, we find two within 1’ in fields NPR1130 and NPR1700 that both
show the signature of fluctuations in the RING dataset. The flux densities of these
sources at 20 GHz and upper limits on discrete radio source fluxes in those RING
fields in which no source is detected from the 1.4 GHz maps are not very accurate, due
to unknown spectral indices and the factor of 14 in frequency as well as the relatively
poor sensitivity; the noise level in a VLA map at the position of an average RING
field is 700 pJy while the error bar on an average RING field at 20 GHz is 480 uJy.
Contour maps of the VLA 1.4 GHz sources in Table 5-1 are shown in Figure 5-3
along with the position of 8.5 GHz components (see §5-4 and Table 5-3) represented
by crosses. The noise levels in the VLA maps at the positions of the RING field
centers are listed in Table 5-2, along with equivalent temperatures for the OVRO

system assuming only direct conversion of flux to temperature, £ = 7.99 Jy/K, and a

factor
f=2x 2 dnce
Patm
2112083 _ (52)
- 1.045 o

for antenna gain at north celestial pole gpcp, atmospheric attenuation pgsp,, and

correction factor & (see Chapter 4).
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5-4 VLA 8.5 GHz Survey

To gain sensitivity and obtain measurements closer to our observing frequency, we
made use of the excellent 8.5 GHz receivers recently installed at the VLA for the
Voyager Neptune encounter. On July 3, 1989, we acquired 5 hours of ad-hoc VLA
time during which we observed 20 RING fields in two 6 minute scans each. The fields
observed were those exhibiting the largest signals in the RING survey and some of
those adjacent. We plan to observe all the RING fields at 8.5 GHz in the near future,
as is necessary for completeness, but some small subset was needed due to the 5 hour
constraint. As in the 1.4 GHz observations, the VLA was in the C configuration.

Phase calibration was applied using the source 04544844, which was observed
every 24 minutes. Due to the extraordinary stability of the 8 GHz system, the default
amplitude scale was sufficient for flux density calibration, as verified using several
standard sources. Two 50 MHz IF bands were recorded, at center frequencies 8.415
and 8.515 GHz. All calibration, editing, and imaging was done using the AIPS
package. The instrumental noise on a single 30-second visibility record was found
to be approximately 6.4 mJy, giving us a lo level of 79 uJy in a single IF for 6600
visibilities. The maps were made using the same procedure as in the analysis of
the 1.4 GHz data; the image size used here was again 1024 x 1024 with 0”.7 pixels,
again covering nearly the entire 5.3 FWHM field-of-view out to the first zero. The
synthesized beam of the array was approximately 3 FWHM. Only a few of the fields
contained sources strong enough for self-calibration, and some of the fields contained
no objects above the 60 detection level. As before, the two IF maps were averaged
to produce a final map.

The results for each of the fields are listed in Table 5-2, along with the number of
sources found within the VLA 8.5 GHz 20% primary beam above 60 in the maps. The
full 8.5 GHz maps of these fields are shown in Figure 5-4, and contour maps of the
individual detected sources are presented in Figure 5-5. The 8.5 GHz source catalogue
(objects are denoted NPXnnnn.m for source m at VLA X-Band in field NPRnnnn)
is presented in Table 5-3. The integrated flux densities Sg 5 and errors are listed,
along with the deconvolved Gaussian angular sizes and the angular distance on the

sky from the nearest RING field center. Out of the 18 sources found within the 20%
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beam, four are found to be double with at least one extended component (NPX0015.1,
NPX0415.1, NPX1130.1, and NPX1700.1), and one to be a single extended source
(NPX2045.1). Also note that the strong source NPX0045.1 was included in the table
even though it was found outside the 20% attenuation level in the beam; the four
8.5 GHz sources with fluxes greater than 3 mJy (NPX0015.1, NPX0045.1, NPX0415.1,
NPX2045.1) were later observed at 20 GHz.

In Table 5-4 we have compiled the combined 1.4/8.5 GHz catalogue, using the
sources detected above 60 at 8.5 GHz within the 20% beam and the additional sources
detected only at 1.4 GHz but within 2.5 of a RING field center, and the additional
strong source NPX0045.1. From now on, we will denote these sources by NPRnnnn.m
instead of the NPF and NPX designations from the parent survey. The spectral
indices are calculated from the flux densities at the two frequencies, when available.
All sources at 1.4 GHz were detected at 8.5 GHz when within the field of view, and for
the remaining 8.5 GHz sources the 1.4 GHz images were examined at the appropriate
positions for sources detected above 30 (but below the 60 selection cutoff). For those
8.5 GHz sources not found at 1.4 GHz, a flux density of 30 £ 1o was assumed for
purposes of estimating spectral properties and these values should be taken as upper
limits. Unfortunately, as examination of Table 5-4 shows, the sensitivity limit of
the 1.4 GHz survey is such that we detect mostly the steep spectrum sources of the
8.5 GHz sample and place only upper limits on a?:i for flat spectra. To help alleviate
this problem, we have observed the brighter sources at 20 GHz with the results given
in the next section.

In Table 5-4, we have also tabulated the extrapolated 20 GHz flux densities Soq
using the a?:g and limits thereon where available. Where only 1.4 GHz data were
available, a spectral index of 0.7 was assumed and the estimated 20 GHz strengths
are given in parentheses. The OVRO 20 GHz beam attenuation factor as measured
from our beam map is also noted (in the f~1 column), and from this the expected

equivalent temperature as measured by the RING experiment calculated

Tog = 2f x 520 o Inep fS90 x 0.223 (£0.011). (5.3)
4 Patm

We find 6 fields possibly contaminated at the 50 pK level or greater : NPRO0415,



128

NPR0630, NPR1130, NPR1200, NPR1700, and NPR2015. The values for NPR0630,
NPR1200, and NPR2015 are very uncertain as only 1.4 GHz fluxes are available for
the offending RGs. The contributions from the objects in NPR1130 and NPR1700 are
very close to the observed temperatures in the RING (see Table 4-9 and Table 5-6)
while the source in NPR0415 has an extrapolated strength too low to account for
all of the observed signal. In this case, however, the complex structure seen in the
maps may indicate that assumption of a single a for both 8.5 GHz components is
misleading; it is likely from the possible core-jet morphology that NPR0415.1b has
a flat or inverted (a < 0) spectrum. As NPR0415.1 is 1'.6 from the field center and
thus likely 10 times stronger than measured at the RING pointing position, direct

measurements at 20 GHz will provide the needed information.

5—-5 OVRO 20 GHz Observations

In December 1989 we have obtained OVRO 20 GHz direct measurements of four
8.5 GHz sources including NPR0415.1. The results are given in Table 5-5. All four
sources were easily detected, with around 6.4 hours of integration time on each. Al-
though all four showed steep spectra between 1.4 and 5 GHz, only three remain steep
out to 20 GHz, and only two have slopes consistent with a%g. Most importantly,
we find that the worrisome source NPR0415 has a flat spectral index from 8.5 GHz
to 20 GHz, as was suggested by the suspicious signal in the RING data. As was
mentioned in the last section and is visible in Figures 5-3 and 5-5, this object has
a core-jet morphology suggestive of the bright variable superluminal sources.! It is
thus likely that the 20 GHz flux density is to be associated with the ‘core’ compo-
nent NPR0415.1b. Although the direct measurement suggests that all of the signal
seen in NPR0415 is due to this source, it is an unfortunate fact that flat spectrum

sources (which have necessarily small physical sizes) are nearly all variable sources,

and reliable subtraction could prove impossible.

! These are believed to be relativistic jets emanating from an accretion disk around a supermassive
black hole, with the high brightness and variability due to doppler boosting of shocks in the jet
plasma (see Bridle and Perley 1984, Kellerman and Owen 1988).
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5—6 Final Estimated Contamination Levels

When calculating the contribution of point sources to the RING measurements there
are two effects that must be taken into account. As mentioned in Chapter 4, because
the OVRO receiver and telescope is designed to perform the beam switching in az-
imuth, and the RING fields are located on a circle of constant declination, there is
a 14".4 declination offset of the true reference field at transit from the center of the
adjacent RING field. Also, there are departures from a symmetric beam, especially
at levels below 10% in the response (see Figure 2 in Paper 1). These effects are suffi-
ciently small that extended sources, such as microwave background fluctuations, are
not significantly affected and enter symmetrically into the reference fields at half of
the amplitude that they enter into the main beam; we have shown that our experi-
ment is most sensitive to fluctuations on spatial scales between the beam width and
the switching angle (on the order of 2’), and the response to objects of this size is
little affected by the small offset or the slight asymmetry as the entire main beam is
filled. On the other hand, point sources, especially those located far out in the beam,
are significantly affected by these deviations. To estimate the true response of the
system to the radio sources, we have used the beam map to obtain the attenuation
factor f~1, as in Table 5-4, to obtain the projected RING temperature equivalent
Test. The results for the seven sources with Test > 25uK are shown in Table 5-6,
for the fields where the object is in the main and reference beams. Also listed are
the RING measurements and for those sources with spectral index information, the
residual RING temperature after subtraction of the source flux. We find that the
three sources NPR0415.1, NPR1130.1, and NPR1700.1 account for the signals seen
in these fields, with reasonable residuals (except in NPR1145, which seems to retain
an anomalous negative deviation). For NPR0415.1, we have used the 20 GHz mea-
surement of the previous section and placed it at the position of 8.5 GHz component
NPR0415.1b, and after subtraction find that we have removed nearly all of the fluc-
tuations in the three fields. Because of our variability arguments presented earlier,
it is reasonable to assume that perhaps a T,g that is 85% larger would be in order,
giving us a residual of 11 pK rms among the three fields. It appears that the source

NPR1345.1 is too weak to account for the observed RING signal; it would need to



130

be 8 times brighter and then we would overcorrect NPR1330. If we use the corrected

values for the four fields, then we find the HPD limits for the rms signal

80 < ogpy < 145 K (95%)

Osky = 111 pK
60 < osky < 170 K (99.87%).

The remaining three 1.4 GHz sources are extrapolated to have interesting temperature
contributions, but there is no clear signal in the RING itself to support this. It will be
necessary to obtain direct 20 GHz measurements of these objects before attempting
to comment further.

We conclude that the fluctuations in fields NPR0415, NPR1130, and NPR1700
are due to the presence of discrete radio sources. Variability of the offending objects
could make correction of the RING unreliable, although examination of the residuals
in Table 5-6 lends credibility to the estimates of the source strengths. There remain
three sources with data at 1.4 GHz only that possibly contaminate the RING, and
forthcoming 20 GHz measurements will support or reject this. More significantly, we
are left with unexplained signal in NPR0700 and NPR1015 as well as an underlying
variance below the detection level for single fields. If we sum the contribution from
the detected sources (excluding the three strongly contaminated fields and those with
only 1.4 GHz measurements) we can account for only 7 uK rms, well below the
residual RING anisotropy level of 111 uK and the confusion estimates from source
counts; however, because of the 60 noise level of ~ 80 pK in the 8.5 GHz images,
a significant residual source contamination could remain. We will now turn to the
problem of quantification of our anisotropy limits, and comparison with theories of

galaxy formation.
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TABLE 5-1

VLA 1.4 GHz SELECTED SOURCE CATALOGUE

Source R.A. (1950)  Dec. (1950) 1.4 GHz Flux RING field ¢
NPF038.2 000828.4 405 875637.8 0.2 23.1+12mly | NPRO015 243
NPF063.6a | 0041519 107 875819.6 104 10.14+1.2 NPRO045  1'.72
NPF063.6b | 004122.2 +,, 875814.8 105 79+ 1.1 NPRO045 1’47
NPF042.2a | 035411.7 406 880456.8 103 14.9 4 0.9 NPRO415  1'58
NPF042.2b | 035446.0 424 880514.9 405 774 1.0 NPRO415  1'.94
NPF070.1 060400.9 405 881335.5 40.2 111.3+ 3.6 NPR0630  2'.21
NPF046.7 071632.8 405 881705.5 405 754 0.9 NPRO745  1'.85
NPF076.3 112216.3 126 882252.2 403 16.9 & 1.4 NPR1130 0’81
NPF050.5 115758.1 1,7 882455.2 416 23.4 +1.9° NPRI200  1'.86
NPF083.4 172506.4 1,5 881254.7 404 29.3 + 2.3 NPRI700 073
NPF058.1 203641.5 102 880158.3 401 217.3 £ 2.4 NPR2015  2'.22
NPF091.6 232813.9 424 875758.8 41 3.3+15 NPR2330  1'.66

¢ Extended
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TABLE 5-2

VLA 1.4/8.5 GHz Survey oF RING FIELDS

1.4 GHz 20 GHz 8.5 GHz 20 GHz Sources
RING Field lo (uJy) 60 (uK) lo (uJy) 60" (uK) (1.4/8.5)1
NPR0000 505 675 0
NPR0015 670 896 69 92 1/1
NPRO0030 779 1041 57 76 0/0
NPR0045 549 734 87 76 1/2%0
NPRO100 674 901 0
NPRO115 658 879 0
NPR0130 499 667 0
NPR0145 485 648 0
NPRO200 695 929 0
NPR0215 450 602 0
NPR0230 494 660 0
NPR0245 587 785 0
NPR0300 567 758 0
NPRO0315 509 680 0
NPR0330 693 926 0
NPR0345 440 588 0
NPR0400 444 593 0
NPRO0415 541 723 56 75 /1
NPR0430 683 913 0
NPR0445 573 766 0
NPR0500 718 960 0
NPR0515 755 1009 0
NPRO530 537 718 0
NPR0545 526 703 0
NPR0600 727 972 0
NPR0615 1230 1644 0
NPR0630 1120 1497 1
NPRO0645 1510 2018 0
NPRO700 1090 1457 60 80 0/1°
NPRO715 1010 1350 0
NPROT730 761 1017 0
NPR0745 521 696 1
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TABLE 5-2 continued

1.4 GHz 20 GHz 8.5 GHz 20 GHz Sources
RING Field lo (uJy) 60" (uK) lo (uJy) 60* (uK) (1.4/8.5)
NPR0800 525 702 0
NPRO815 453 606 0
NPR0830 596 797 58 77 0/1a%
NPRO0845 544 727 56 75 0/1°¢
NPR0900 528 706 57 76 0/1¢
NPRO915 514 687 0
NPR0930 443 592 0
NPR0945 392 524 0
NPR1000 679 908 0
NPR1015 490 655 57 76 0/0
NPR1030 498 666 0
NPR1045 569 761 0
NPR1100 601 803 0
NPRI1115 538 719 0
NPRI1130 673 900 55 73 1/2°
NPRI1145 1030 1377 57 76 0/0
NPR1200 816 1091 1
NPRI1215 1260 1684 0
NPR1230 969 1295 0
NPR1245 854 1142 0
NPR1300 907 1212 0
NPR1315 772 1032 0
NPR1330 559 747 0
NPR1345 509 680 57 76 0/3%¢
NPR1400 696 930 0
NPR1415 468 626 0
NPR1430 412 551 0
NPR1445 605 807 0
NPR1500 678 906 0
NPRI1515 562 751 0
NPR1530 695 929 0
NPR1545 604 807 0
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TABLE 5-2 continued

1.4 GHz 20 GHz 8.5 GHz 20 GHz Sources
RING Field lo (pJy) 60" (uK) lo (uJy) 60* (uK) (1.4/8.5)1

NPR1600 606 810 0
NPR1615 633 846 0
NPR1630 789 1055 0
NPR1645 761 1017 0
NPR1700 754 1008 63 84 1/2¢
NPR1715 678 906 0
NPR1730 578 773 0
NPR1745 483 646 0
NPR1800 518 692 0
NPRI1815 378 505 0
NPR1830 388 519 0
NPR1845 533 712 0
NPR1900 624 834 0
NPR1915 529 707 0
NPR1930 757 1012 a7 76 0/0
NPR1945 923 1234 56 75 0/0
NPR2000 862 1152 58 77 0/0
NPR2015 794 1061 1
NPR2030 1010 1350 0
NPR2045 753 1007 60 80 0/14%
NPR2100 786 1051 0
NPR2115 647 865 58 7 0/0
NPR2130 411 549 55 73 0/2%¢
NPR2145 467 624 57 76 0/0
NPR2200 640 855 0
NPR2215 656 877 0
NPR2230 592 791 0
NPR2245 765 1023 0
NPR2300 687 918 0
NPR2315 621 830 0
NPR2330 749 1001 1
NPR2345 661 884 0

* Assumes 7.99 Jy/K, and correction factor (see text) of 1.78
! Number of sources above 6¢, within 2'.5 at 1.4 GHz or inside 8.5 GHz beam
¢ 8.5 GHz source outside 2'.5 from field center

® VLA 1.4 GHz source detected at > 30 at 8.5 GHz source position

¢ Source not detected > 30 at 8.5 GHz position at 1.4 GHz
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TABLE 5-5

20 GHz OBsgErvaTIONS OF VLA 8.5 GHz SOURCES

Source T2o (1K) S20 (mJy) adl
NPRO0015.1 833 £+ 90 3.74 +0.45 0.60 £+ 0.20
NPRO0045.1 5253 +90 236 +1.2 1.134+0.14
NPRO0415.1 1431 + 92 6.43 £ 0.52 —0.10£0.15 ¢
NPR2045.1 446 + 89 2.00+£0.41 1.04 4+ 0.30

% Double source at 8.5 GHz, a versus integrated Sz 5
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TABLE 5-6

EsTIMATED CONTAMINATION OF RING FIELDS

Source Field f! Tes: (pK) Tring (BK)  Tres (uK)
NPRO0415.1% NPR0400 —11.84+2.7 -~121+£29 —213 £ 113 - 924117
NPRO415 8.7+25 164 £+ 48 318 +114 154 + 124
NPR0430 -33+12 - 43416 -~ 824+112 — 394113
NPR1130.1 NPR1100 -34£03 -112+421 —1324+ 113 — 204115
NPR1130 1.6+0.1 234 + 41 280+ 114 46 £ 121
NPR1145 -3.1+£02 -—-123+21 —416 + 101 —-293 £ 103
NPR1700.1 NPR1645 -28+02 —-147+33 —2204+ 105 - 734110
NPR1700 1.6+0.1 254 £+ 58 342 + 121 88 £ 133
NPRI1715 -34+4+0.3 -1194+28 —233+£116 —-1144£119
NPR1345.1 NPR1330 -294+£03 - 30x10 — 294102 14102
NPR1345 25104 35412 271+ 101 236 £ 102
NPR1400 -40+£06 — 2248 —-202+ 110 -180+110
NPR0630.1 NPRO0615 —88 + 46 ( —44) 186 + 109
NPRO0630 253 +4.7 ( 154) 132+ 116
NPRO0645 —258 £ 174 ( —15) —340 4+ 104
NPR1200.1 NPR1145 —95 + 36 ( -9 —416 + 101
NPR1200 141+ 34 ( 58) —109 + 106
NPR1215 —55 + 20 ( —15) 40+ 124
NPR2015.1 NPR2000 —51+13 (—149) 192+ 116
NPR2015 62+ 12 ( 123) 80+ 121
NPR2030 - - —174 £ 123

¢ 20 GHz source assumed to be at position of NPX0415.1b (see text)
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FIGURE 5-1. Geometry of the VLA 1.4 GHz survey map centers. The 30 numbered
hexagons are those containing RING fields. The separation between the vertices
and the centers is 26'. The inner and outer dashed circles mark the declination of
the NCP and RING respectively.
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CHAPTER 6
Analysis of RING Results

6—1 Overview

In Chapter 4, we have ascertained that the RING dataset contains a signal that has
increased the variance among the field values over that expected from the contribu-
tions of the instrumental and atmospheric noise alone. The MLM rms amplitude of
this signal was determined to be oy, ~ 133 pK. Through matched filtering, seven
fields with probable fluctuations (above 30) were located and of these, four showed
significant deviations from zero in the MEM reconstruction. It is now time to apply
the full statistical analysis developed in Chapter 2 to the RING results to set limits
on the free parameters of Gaussian random distributions generated by theories of
galaxy formation. We will first consider the simple model where there is no correla-
tion between the sky fluctuations in the individual beams sampled by the RING; only
the correlations between the switched measurements themselves are included in the
analysis. Then, we advance to the Gaussian autocorrelation function approximation
(§2-2), where the anisotropy field has spatial covariance with a fixed functional form.
Following this, implications for actual published models are discussed, with emphasis
upon those for which predictions for the OVRO experimental geometry are available.
This chapter concludes with preliminary results for non-Gaussian models and the

prospects for these theories.

We begin by summarizing the upper limits from the NCP program as presented
in Chapter 3. From the results of that experiment, we derived Bayesian credible
intervals for fluctuations uncorrelated between beams and for Gaussian autocorrela-
tion function models. Because the NCP fields are separated by over 0°.5, we can
safely assume that there are no correlations between measurements, only between the

switched beams within the measurements. The assumptions and calculation method
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for the two extremes are given in more detail in Paper 1 (§VIIIb) and below. If we
assume that there is no correlation between the main and reference beams, we obtain

the limits on the amplitude of the root-mean-square (rms) fluctuation

0 < 47 pK (95%)
<104 uK (99.87%).

Because these are the amplitudes of fluctuations in an assumed random field on

the sky, we can express these limits as fractions of the mean microwave background

temperature Ty, = 2.735 K (Mather et al. 1990) :

AT
— <17x 107%  (95%)

<38x107° (99.87%).

The limits on Cé/ 2 derived for the generalized Gaussian autocorrelation function are
shown in Paper 1 (Figure 16). Also given are the predicted limits from specific galaxy
formation theories for the NCP experimental parameters, and the reader is referred
to this discussion and the Table 6 included therein.

In Chapter 5 we concluded on the basis of 8.5 GHz VLA observations that at
least three RING fields were contaminated significantly by discrete radio sources. In
Table 5-6 the estimated strength of this signal was given along with corrected values
for the affected RING measurements. On the basis of this, we have generated a
source-subtracted RING dataset, which we will designate as the ‘corrected’ RING;
this is our best representative of a clean dataset. The distribution of the field values
in the corrected RING is shown in Figure 6-1 where the amplitudes are given in units
of the microwave background temperature. Even after the VLA source subtraction,

several sources remain with deflections above the 10™% level, most notably NPR0700

and NPR1015.
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6—2 Generalized Fluctuation Models

The simplest model for the anisotropic component of the microwave background
as measured by the RING experiment is a Gaussian random field without spatial
correlation between patches of sky the size of the OVRO 20 GHz primary beam
(108" FWHM), between which there is a variance Cy. In this case, if we denote
the single-beam sampled regions corresponding to the main beams of the switched
RING fields (equivalent to points in the smeared random field Fi, of equation 2.14)
as Fi, (k =1,...,96), then a RING field measurement is equal to the sum of the
measurement error e and the differences between the main and reference beams,

L, 1
2 2

where the indices are taken to be modulo 96. With the assumption of no spatial

Ty =Fp —sFp1 — o Fpy1 + e (6.1)

correlation

(Fi Fj) = Cy &; (6.2)
and independent Gaussian measurement errors, the matrix A is banded and symmet-
ric

4
We must be careful to note that the indices wrap around at + = 0 and ¢ = 96 so

3 1
Aij = Co |56 — (6ij—1 + Sij1) + = (6ij—2 + Sijr2)| + € &ij. (6.3)
2

that there are nonzero entries in the corners of the matrix. We can then perform our

calculation of the HPD limits using (2.56) for the likelihood
L(8) = (27)"™/2[det A=11/2 exp (—%yT ATly).
We take as our integration variable the amplitude of the rms fluctuation 6 = Cé/ 2

and obtain the 95% and 99.87% (30) HPD limits of

83 <0 <148 uK (95%)
67 < 0 < 177 uK  (99.87%).

6 =111 pK

If we use the corrected RING dataset with the estimated contributions from the

known VLA sources removed, then the HPD limits are
62 < 0 <124 uK (95%)
45 < 0 < 150 uK (99.87%).
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Expressed as a fraction of the mean microwave background temperature, these are

AT
3.0 < = <54 x 107°  (95%)

AT -5

24 < =5 <6.5x 107°  (99.87%)
for the full RING data and for the corrected set
AT
23 <=5 <45x 107°  (95%) AT
AT ? =33 x 10~5
16 <=5 <5.5x 107°  (99.87%).

The limits from the RING corrected data can be compared with the Bayesian upper
limits from the NCP experiment noted above and in Chapter 3; we find disagreement
between the NCP 95% upper limit of 47 K and the RING lower limit of 62 uK, but
marginal agreement with the 99.87% limits of 104 uK for the NCP and 45 uK for the
corrected RING.

If the random field generated by a particular cosmological model has an auto-
correlation function C(¢) of Gaussian form (2.26), or if the correlation function can
be approximated as a Gaussian over the angular scales of importance, then we can

/2

calculate the limits on the amplitude Cé as a function of the coherence angle ¢..
This involves the computation of the function C(¢;;) for the angular distance ¢;;

between the field centers of z; and z;

TAj; 9
cos ¢i; = 1— [l—cos( 48 )} cos” § (6.4)
for RING declination § = 88° 10’ 42” with
v =] 0<|—j[<48
Ayj = o - (6.5)
96 — |7 — j| 48 < |1 — 7| < 96.

The correlation matrix A must then be constructed using the smeared autocorrelation
function C(¢g,¢) (2.32) for our Gaussian primary beam of dispersion ¢g = 0'.764.
Again, because the reference beams in a given RING switched field measurement are

very nearly centered on the adjacent field’s main beam (6.1),

1 1
Aij = C¢0, #i j) = 5(C (0, 6i-1) + C(o, ¢ j-1)) = 7(C(0, bi-1-1)
+C (0, i—1j+1) + C (0, bit1j—1) + C(b0, $it1j+1)) + € &

(6.6)
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where C is an implicit function of the free parameters Cé/ 2 and ¢c. Because there
are significant correlations between the fields, especially for large values of ¢, the
matrix A is no longer sparse and inversion is necessary for each evaluation of the
likelihood L(8). For the full 96 field RING dataset this is computationally expensive;
the matrix inversion and manipulation algorithms used must be efficient to allow dense
sampling of (C’é/?,gﬁc) space. Software to calculate the Bayesian HPD limits with
the correlation matrix (6.6) was written for the Convex C-1 vectorizing computer of
the Caltech Astronomy Data Processing Facility utilizing the optimized FORTRAN
compiler and the CONVEX VECLIB subroutines. For each value of the coherence

angle, the likelihood function was computed with uniform spacing in 0 = Cé/ 2,

Li=L6;) 8;=G-1A0 j=1,..,J (6.7)

with the maximum J chosen such that the likelihood has fallen to e 10 of its maximum

value

L) < e Osnélla%xe‘] L(§") forall 62>6;.

An array of the integral of the likelihood (with uniform prior) was constructed using
the Trapezoidal Method

J
1
Pj = 2:25 (Li—1+ L;) Ab (6.8)
1=

which approximates the desired integral in the limit

0.
1'4P=/JL0d& .
IN O ) (6.9)

This procedure is computationally tractable with sufficient accuracy for reasonable
grid spacings A8 < 5 pK. The (1 — «) HPD limits (0;9,0;1) were determined by
finding the smallest interval [j0, 1] containing the highest values of L,

L(j)> L") forall j €[j0,41), ;" ¢ 1[j0,51]
for which the integral is greater than or equal to a fraction (1 — &) of the total

le—PjOZ(l——a)PJ 70>0, 1< J
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The results for (1 — a) = 0.95 and (1 — «) = 0.9987 are shown for the uncorrected
RING data in Figure 6-2(a) and Figure 6-2(b) respectively. The spacing is 0'.1 in
¢c for 0.1 < ¢, < 20’ and the computational grid resolution A8 = 1 uK. The
solid curves represent the HPD upper and lower limits on the amplitude Cg/ 2 and
the dotted curve represents the MLM value 6. Also superimposed on the limits in
Figure 6-2 is the upper limit obtained by neglecting the correlations between the
RING measurements y, shown as a dashed curve; this is the limit that would be set
in an equivalent experiment where the fields were well separated on the sky instead of
interlocked. The lower sensitivity of the RING for small coherence angles (due to the
reduced amount of sky actually covered) is compensated for by increased sensitivity
on scales larger than 10’, where the linked geometry provides information about the
correlations on angular scales larger than the switching angle ¢g = 7'.15. The finite
resolution of the numerical grid can be seen in the figure, as well as some possible
artifacts, especially where the limit changes from two-sided to one-sided as the value
6 = 0 is no longer outside the interval. In Figure 6-3(a) and (b) are the corresponding
95% and 99.87% limits for the corrected RING data.

In Figures 6-4(a) and 6-4(b), the 95% and 99.87% HPD limits are shown for
logarithmic spacing in angle ¢, and an amplitude grid of A8 = 4.0 uK for the original
RING data. The solid and dotted contours are the RING limits and ML estimate as in
Figure 6-2, and the dashed curve is the corresponding Bayesian upper limit from the
NCP experiment. Over most of the range in coherence angle depicted, the NCP limits
are lower than the corresponding RING limits, which are excluded from the NCP 95%
range in Figure 6-4(a). Because there is a significant radio source contribution to the
measurements, Figures 6-5(a) and 6-5(b) show the same limits for the corrected
RING observations. The NCP curve is much closer to the RING lower limit, and for
coherence angles above 20’ the linked RING geometry provides lower limits than the
sparse NCP sampling, despite the lower sensitivity per field. In Figure 6-5(b) we see
that there is much better agreement between the two experiments at the 3o level,
our preferred level of test significance. For the 99.87% limits, the RING provides the
better limit for angles ¢, > 13'.
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6—3 Comparison with Published Theoretical Models

In the discussion of the predictions of a selection of published galaxy formation mod-
els for the NCP experiment given in Paper 1 (§X and Table 6), 56% of the models
considered were ruled out at the 95% confidence level, and a further 20% were within
a factor of two of exclusion by the NCP results. By and large, the most success-
ful models were those involving ) = 1 and a dominant Cold Dark Matter (CDM)
component, or significant early reionization of the universe after recombination. For
adiabatic CDM models, the OVRO NCP limits restrict the free parameter bias b,
which is related to the rms linear density fluctuation amplitude through the normal-
ization procedure (Bond 1988). For a Hubble constant Hy = 50 and baryon fraction
Q1g = 0.03, the limit is by > 0.5 and increases with increasing Qp (to b, > 0.9 for
g = 0.2) and decreases for a larger Hy (o< H(')—l). The isocurvature models with
early reionization are also not excluded by our previous 95% limits (see the review in
Bond 1988) as rather low ionized fractions (< 10%, see Table 6 in Paper 1 and Bond
and Efstathiou 1987, Efstathiou 1988) are needed to affect anisotropies on arcminute
scales. A prolonged recombination or subsequent early reionization will enlarge the
width of the last scattering surface and thus increase the coherence angle of the
fluctuation correlation function. If the universe never recombines, the angular scale
increases from ¢, ~ 10’ for standard recombination to ¢, ~ 5° (Bond 1988). Finally,
in the summary of adiabatic and isocurvature CDM and neutrino models without
reionization by Holtzman (1989) only the Q@ = 1 models with small baryon fractions
are not excluded by our results. Recent hybrid models with both hot and cold dark
matter are very close to the NCP limit although a correct calculation has not been
performed (Schaefer, Shafi and Stecker 1989).

The reason that these theories are able to elude our net is because the coher-
ence angles of the correlation functions predicted by such scenarios are larger than
the switching angle of 7.15 of our experiments. Unfortunately , the width of the
last-scattering surface (the angular scale corresponding to the distance traveled by
a photon during the process of recombination, at the redshift of recombination) is
$e ~ 10'h~1 and density fluctuations smaller than this scale will be washed out due

to the superposition of many of these along the photon path through the region of de-
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creasing Thomson optical depth. The enhanced sensitivity to larger scale fluctuations
provided by the RING should lead to more stringent limits on nearly all models not
excluded by the previous experiment, and an analysis combining the NCP and RING
with a single massive correlation matrix will produce the best test of the viability
of current and future models by the OVRO experiments. It is true, however, that
estimates of the limits on those models with ¢, > 10’ using the Gaussian autocorrela-
tion function approximation will be inaccurate because the correlations over several
multiples of the switching angle ¢g are likely to be important. In these cases the
specific form of C (@) must be explicitly used in the calculation of the elements of A
if any quantitative comparison is desired.

It should also be stressed once again that the nonzero lower limit indicated by
the RING analysis should not be taken as conclusive evidence for the detection of
microwave background anisotropy. Significant contaminating signals due to nonther-
mal discrete radio sources have already been subtracted from the measurements and
it is certain that there is a non-negligible level of signal remaining in the dataset due
to objects missed in the 8.5 GHz VLA survey because of incomplete spatial cover-
age, inadequate sensitivity, inaccurate extrapolation of spectral energy distributions
to 20 GHz, insufficient knowledge of the OVRO primary beam at low levels, and
the lingering possibility of a non-Gaussian tail to the instrumental and atmospheric
noise distribution at microKelvin levels. In light of these problems, it is advisable
to use only the upper limits from the HPD analysis of the RING when investigating
the predictions of cosmological models, barring the identification of the 3o candi-
date deviations in NPR0700 and NPR1015 as real, extended and attributable to the
microwave background. Despite the traditional use of the 95% ‘confidence’ measure
adopted in the literature and practice of the microwave background observational
field, it is also prudent to use the more conservative 99.87% limits equivalent to a
3o deviate from a normal distribution. As discussed in §2-3, there is nothing special
about the use of 95% confidence in this field, which makes it more sensible than the
3o limits adopted as standard in other areas of study such as physics, and we would

urge all practitioners to use 99.87% limits in the future.



190
6—4 Comparison with Non-Gaussian Models

In addition to enhancing the response to Gaussian fluctuations generated by models
with large coherence angles, the RING experiment provides increased sensitivity to
certain classes of non-Gaussian models, as demonstrated by the greater vulnerability
to contamination by discrete radio sources. As discussed in §2-4, random pointlike
objects with a power-law differential number count index between 1 and 3 will have
an increasing contribution to the variance as the number of fields observed is enlarged.
There are a number of theories for the formation of galaxies and large-scale structure
that predict some form of non-Gaussian behavior. We can divide these models into
three classes : those in which the primary fluctuations themselves are non-Gaussian
at the time of their generation (e.g., during the epoch of inflation), those in which
the primary or secondary fluctuations are modified or created by gravitational effects
from massive particles or structures in the early universe or after recombination, and
those in which secondary anisotropies are created or the primary fluctuation spectrum
modified by scattering or reprocessing from intervening material after decoupling. We
will now briefly discuss the various scenarios contained in each class and the estimates
on the contribution to the anisotropy in the RING experiment where available.

The inflationary paradigm has been successful at explaining the flatness of the
Universe and why the microwave background is isotropic to at least one part in 10~°
(other than the dipole term due to our peculiar velocity in the cosmic background
frame), but by no means is it free of loose ends or fine-tuning problems. The gen-
eration of fluctuations with Gaussian statistics is taken to be a consequence of the
required weak coupling of the ‘inflaton’ scalar field (see Wise 1988), but problems with
the reconciliation of the standard model with the observed properties of large-scale
structure have kindled interest in non-Gaussian primordial fluctuations (e.g., Peebles
1983). Inflation with more than a single scalar field may lead to non-Gaussian per-
turbation statistics in addition to breaking scale invariance (Kofman and Pogosyan
1988), which allows an increased amplitude of long wavelength fluctuations to pro-
duce large-scale structure and peculiar velocities. However, since no reliable theories
exist that predict a scalar field whose potential surface has the required behavior,

Gaussian statistics or not, there are no available quantified models for non-Gaussian
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fluctuations generated in these scenarios.

On the other hand, a great deal of effort has been put into the investigation of
non-baryonic ingredients in the particle mix of the early universe, mostly with an
eye toward assisting matter in the collapse into structure without causing excessive
anisotropy in the microwave background. In the prevalent models with baryons and
a dominant non-baryonic dark matter component the resulting fluctuations in the
background remain Gaussian because the density perturbations are still in the linear
regime at decoupling. Collapsed objects at moderate to high redshift possibly can
alter the microwave background correlation spectrum through gravitational lensing
effects (Cole and Efstathiou 1989), though this mechanism is unlikely to be effective
on angular scales of interest to us. Topological defects in the vacuum originating
from the phase transition in the scalar inflaton field at the end of inflation are in-
herently nonlinear and the perturbations introduced in the baryonic component at
and after recombination are therefore non-Gaussian. The 0, 1, 2, and 3-dimensional
defects (boundaries between regions of space with different realized values of order
parameters in a broken symmetry) are known as monopoles, strings, domain walls,
and texture. The existence of magnetic monopoles is predicted by GUT theories
but with a low space density due to dilution during inflation, and the prevention of
these unobserved relics from filling space is a triumph of the inflationary model. The
density of domain walls separating regions of space containing different degenerate
vacua resulting from a GUT transition is similarly diminished by inflation, although
there have been recent attempts to enlist walls in the formation of structure (Press,
Ryden and Spergel 1989). Texture is a newcomer to the exotic cosmological zoo and
consists of regions of space in which the order parameter of a global symmetry has
a fixed value (Turok 1989). By far, the most popular defects are cosmic strings,
one-dimensional regions of false vacuum that possess a mass per unit length u (see
Vilenkin 1986 and references therein) and closed loops of strings are postulated to
form seeds for the formation of galaxies. In addition to the induced density pertur-
bations, cosmic strings act as gravitational lenses to modify directly the microwave
background radiation, forming step discontinuities in the background temperature

when moving perpendicular to the observer. Numerical simulations of anisotropies
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induced by string networks have been performed by Bouchet, Bennett and Stebbins
(1988) who have constructed maps of the resulting background temperature field. The
limits quoted for the NCP experiment using the rms string fluctuations are (from a
Gaussian analysis)
%ﬁ <2x1078,

however as noted by the authors, non-Gaussian effects are likely to render this limit
unreliable. We are currently involved in a collaboration with this group to perform
a detailed comparison between their string models and the RING dataset. Because
galaxy formation scenarios using strings as seeds require Gu/c? ~1-4x1075, the
correct analysis of the RING and NCP limits for these models will provide important
constraints on these models.

The presence of dust or ionized gas in the universe after recombination will also
modify the fluctuations in the microwave background temperature. The reports of
an excess in the submillimeter region of the background spectrum over the 2.74 K
blackbody, the latest of which being the Matsumoto et al. (1989) rocket experiment,
spurred theoretical interest in models with significant amounts of dust at redshifts
z > 10 (Bond, Carr, and Hogan 1986, Bond, Carr, and Hogan 1989, Djorgovski and
Weir 1990) wherein heating of dust by protogalactic objects or active galactic nuclei in
the (moderately) early universe causes re-radiation in the infrared bands which is then
red-shifted into the submillimeter. The effect of these dusty objects on the anisotropy
of the microwave background is dependent upon the Poisson statistics of the number
counts of the sources—the OVRO NCP results, among others, place stringent limits
on the density (> 30 A3 Mpc™3) or clustering (< 60 A~! kpc) of these sources (Hogan
and Bond 1988, Bond, Carr, and Hogan 1989). However, the immediacy of these
results has disappeared along with the submillimeter excess with the measurement
of background spectrum by the COBE satellite (Mather et al. 1990), which places a
limit of 1% of the peak intensity on the deviation from a 2.735 K blackbody over the
frequency range 30 GHz to 600 GHz (wavelength 1 cm to 0.5 mm). Explosive galaxy
formation scenarios (e.g., Ikeuchi 1981, Ostriker and Cowie 1981), like those involving
superconducting cosmic strings (Ostriker and Thompson 1987), also generate non-

Gaussian anisotropies, although it has been claimed that there is negligible heating
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of the pregalactic medium for efficient blast waves. There are no concrete fluctuation
distributions predicted by these models and future work will be needed to adapt their
predictions to the RING results. Another set of secondary anisotropy generating
models are the decaying particle theories (e.g., Daly 1988, Doroshkevich, Klypin and
Khlopov 1989) where galaxy formation is prompted either through explosive decay
of the massive nonbaryonic particles or through gravitational clustering around these
seeds, which later decay and disappear. The work on a condensate scenario by Daly
predicts the number of detections for the RING experiment above the AT/T =
1 x 10~* level; four are found in the corrected dataset. This places an upper limit
on the volume filling factor of voids at the current epoch determined by her models
of 0.02-0.09, while observations estimate the true value to lie in the range 0.03-0.13.
Thus, these models are consistent with the data assuming the identified fields are not
due to noise or to discrete radio sources.

Any process that releases significant amounts of energy at an early epoch after
recombination will produce secondary anisotropies in the microwave background ra-
diation as well as distort the blackbody spectrum. The limits from COBE on the
total Compton parameter are y < 0.001, (30) where

t kT, T kT,
dt = / d .
o ) ne oT € b ot T (6.10)

y__..

(Zel’dovich and Sunyaev 1969) is a dimensionless variable that is related to the aver-
age energy change in a photon along its path through the ionized gas with electron
density and temperature (ne, Tp) due to Thomson scattering for cross-section o,
and optical depth along the line-of-sight 7 = [ n, o7 df. In the Rayleigh-Jeans region
of the microwave background spectrum (hv << kT,,,,5) the change in the blackbody
spectrum induced by scattering the background photons off the electrons in the hot
gas is given by
T

T = —2y (611)

(cf. Sunyaev and Zel’dovich 1981) causing a decrement in the observed equivalent
temperature at frequencies below the blackbody peak as the photons are preferentially
scattered up in energy to the Wien region of the spectrum. This process, known as the

Sunyaev-Zel'dovich (SZ) effect, has been observed in nearby clusters of galaxies with
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hot X-ray emitting coronae (Birkinshaw, Gull and Hardebeck 1984, Birkinshaw 1987)
with the OVRO 20 GHz system at a level of 600 pK-1 mK. Various estimates of the
cumulative effect upon the microwave background by modelling of the formation and
evolution of these clusters have been made, although correlation function analyses
were not pursued in enough detail to compare with the RING results directly. Scha-
effer and Silk (1988) estimate the contribution to the Uson and Wilkinson (1984c)
experiment to be
AT

TN3X10_5

for the NRAO 19 GHz beam dispersion ¢g = 0’.64 and throw ¢g = 4'.5. Because
the estimated correlation angle of the fluctuations was 1, the contribution to both
OVRO experiments should be slightly less than this, possibly near the level of the
NCP limit. Cole and Kaiser (1989), in their CDM model, estimate the rms amplitude
expected for the NCP experiment to be

%TT~5><10‘6

although it is not clear from the discussion in the paper whether angular correlations
were considered in the calculations. Other models are considered by Bond (1986).
Because the distribution of clusters is Poissonian in the absence of clustering, and
the distortions to the microwave background are decrements only, the statistics of
the fluctuations induced are non-Gaussian with a strong negative tail and predictions
for large sample experiments such as the RING are not easily estimated from simple
calculations. Numerical simulations of galaxy formation in the popular CDM scenario
are now beginning to include the evolution of the baryonic component as well as the
dark matter and energy injection by protogalaxies into the gaseous medium, which
is seen to lead to non-Gaussian perturbations of the background radiation. Recent

work by Ryu, Vishniac, and Chiang (1989) predicts fluctuations at the level

AT 6
S~ ax10
T X

with a log-normal distribution. The prospect of placing limits on these physical

models is exciting and should provide important constraints on the nature of the
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formation process itself as the simulations become more detailed and the observations
become more sensitive.

We have outlined a number of theoretical models that predict non-Gaussian fluc-
tuation distributions of possible interest to us for comparison with the RING and NCP
experiments. With the exception of Daly’s condensate and decay model, none of the
scenarios discussed have presented sufficient information on the distributions to per-
mit detailed statistical analyses similar to those given in §6-2. However, we have not
yet established the formalism to make such comparisons nor is it clear that sparsely
sampled data such as the RING can easily be probed for a non-Gaussian signature
particularly in the presence of instrumental noise. The Kolmogorov-Smirnov test of
the RING field distribution (§4-3) revealed that the data was marginally inconsistent
with a Gaussian distribution with no real signal and very consistent with a Gaussian
distribution with a 133 uK rms. This may be misleading because the correlation
between RING measurements due to the switching and interlocking geometry were
not included. Yahil and Vidal (1977) discuss tests of normality in another context,
although in their case measurement errors were not significant and it is unlikely that
a strong result can be extracted from a low signal-to-noise ratio dataset such as the
RING. Geometrical tests of normal and non-Gaussian distributions are discussed in
detail in Coles and Barrow (1987) and Coles (1988), with emphasis on measuring the
statistics of hotspots. Methods such as theirs may prove powerful if fluctuations are

detected and imaged.
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FiGURE 6-1. Corrected RING measurements with estimated contributions from
the VLA 8.5 GHz radio sources subtracted, expressed as a fraction of the mi-
crowave background temperature 7' = 2.735 K.
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FIGURE 6-2(a). Bayesian 95% HPD limits on the rms fluctuation amplitude in
the original RING data (solid lines) for the Gaussian autocorrelation function
model with coherence angle ¢.. Also shown are the Maximum Likelihood estimate
(dotted curve) and the corresponding 95% upper limit if it is assumed that the
fields are uncorrelated (dashed line).
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FIGURE 6-2(b). Same as (a) except 99.87% HPD limits (solid and dashed).
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FiGURE 6-3(a). Bayesian 95% HPD limits on the rms fluctuation amplitude in
the corrected RING data (solid lines) for the Gaussian autocorrelation function
model with coherence angle ¢.. Also shown is the Maximum Likelihood estimate
(dotted curve).



200

Amplitude Co"? (uK)

0 ) 10 15 20
¢. (arcmin)

FiGURE 6-3(b). Same as (a) except 99.87% HPD limits (solid curves).



201

1500

1000

Amplitude C,"* (uK)
an
o
(@)

log ¢. (arcmin)

FIGURE 6-4(a). Bayesian 95% HPD limits on the rms fluctuation amplitude in
the original RING data (solid lines) for the Gaussian autocorrelation function
model with coherence angle ¢.. Also shown are the Maximum Likelihood estimate
(dotted curve) and the corresponding 95% upper limit from the NCP experiment
(dashed line).
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FIGURE 6-4(b). Same as (a) except 99.87% HPD limits (solid and dashed).
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FIGURE 6-5(a). Bayesian 95% HPD limits on the rms fluctuation amplitude in
the corrected RING data (solid lines) for the Gaussian autocorrelation function
model with coherence angle ¢.. Also shown are the Maximum Likelihood estimate
(dotted curve) and the corresponding 95% upper limit from the NCP experiment
(dashed line).



204

2500

—_—

2000

1500

1000

Amplitude C,"* (uK)

500

Illlllllllllllllllllllll

log ¢. (arcmin)

F1GURE 6-5(b). Same as (a) except 99.87% HPD limits (solid and dashed).

(4]



205

CHAPTER 7
Conclusions and Questions

In the preceding chapters, we have presented the observations of the Caltech Owens
Valley Radio Observatory survey for microwave background anisotropy on arcminute
angular scales at an observing frequency of 20 GHz. Results from the 8-field NCP
experiment of Readhead et al. 1989 were given in Chapter 3 wherein an upper limit
on the rms amplitude of Gaussian fluctuations uncorrelated between 1'.8 FWHM
primary beams of

AT

= <1.7x107®
T X

was derived. In Chapter 4, the results of the 96-field RING experiment were presented
along with detailed explanations of the calibration and editing procedures and tests of
data quality. The presence of a signal in the data in excess of the scatter expected from
the instrumental noise was established and matched filtering was used to identify 7
individual fields as candidates for harboring sources of anisotropy, 4 of which were also
detected above the 3o level in a MEM reconstruction. The results of VLA observations
of the RING region at 1.4 GHz and selected RING fields at 8.5 GHz were given in
Chapter 5. Three of the RING fields indicated as suspect by the matched filtering were
shown to contain bright discrete radio sources with signal levels greater than 150 uK
while a fourth candidate was found to contain a weaker source of 35 K. Two RING
fields with deflections greater than 350 pK remain unidentified with contaminating
sources. A corrected RING dataset, with the best extrapolations of the VLA source
fluxes to 20 GHz subtracted, still showed excess variance at the 95% and 99.87% (3¢)
level. Because of uncertainties in the extrapolation from 8.5 GHz to 20 GHz, and
insufficient sensitivity to flat-spectrum objects, there is likely to remain substantial

contamination of the data by confusing signals.
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In Chapter 6 a Bayesian statistical analysis of the full and the corrected RING
data was performed using uncorrelated and simple coherence angle models for Gaus-
sian fluctuations. Using the VLA source-subtracted data, the 95% limits from the
RING and NCP experiments are incompatible for correlation angles below 10’ and
the RING 95% upper limits prove superior for angles above 19’. The limits from the
two experiments are consistent at the 99.87% confidence level and the RING upper
limits are lower for models with coherence angles ¢, > 12’.6. The interlinked RING
geometry allows increased sensitivity to fluctuations on scales larger than the switch-
ing angle ¢g = 7'.15, although the contribution from a large range of angular scales
will cause the limits from the approximate Gaussian autocorrelation function model
to be inaccurate for models with large correlation angles. The constraints on specific
Gaussian fluctuation scenarios were summarized, quantitatively for the NCP limits
and qualitatively for the RING results. The desirability of direct comparison with the
RING data for models with significant large-angle correlations was indicated. Mod-
els predicting non-Gaussian fluctuations were discussed although only one specific
prediction for the RING was available. Theories involving cosmic strings, decaying
particles and Compton scattering from hot gas in clusters of galaxies were singled out

as the most promising targets for RING analysis.

The linked sampling of switched data used in the RING has proved to be a success-
ful approach to optimizing the sensitivity and sky coverage of a many-field experiment.
As a compromise between the widely-spaced, nearly independent sampling previously
used in small angular scale observations and the drift-scan and other dense sampled
techniques used for large-angle anisotropy experiments, the RING interlocking ge-
ometry provides increased sensitivity to angular scales outside the switching range,
reconstruction and single source detection capability, and noise and bias indication
properties while retaining the high point-measurement sensitivity of the small sample
experiments.  The fact that no subtraction of bias levels or gradients was required
after the final edited and calibrated dataset was produced attests to the robustness of
the procedure—the mean of the entire dataset was —6 pK, less than the expected lo
uncertainty of 12 uK predicted from the known system noise levels. The detection,

identification and successful subtraction of discrete radio sources lends strong confi-
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dence to the final calibration of the data, although the high level of contamination,
though not a complete surprise, makes the production of a confusion-free dataset
difficult if not impossible. The limits obtained from the corrected RING measure-
ments are competitive with those from the deeper NCP observations on larger angular
scales, although it must be stressed once again that the uncertainty of extrapolation
from the lower frequency VLA survey and the lack of information about the spectral
properties of discrete sources at high frequency and low flur levels lead us to treat the
RING limits as upper limits only. This may disappoint those eager for the discovery
of real anisotropy; however, the large number of mechanisms that could lead to an
erroneous lower limit requires us to adopt a conservative approach. Because large
experiments such as ours can identify candidate targets for closer study, all hope is
not lost for anisotropies, and indeed the RING experiment has yielded two fields for
which we have scheduled deeper observations at Owens Valley. If the fluctuations in
the microwave background have a non-Gaussian distribution with a large amplitude
tail, then it is more efficient to search over a larger area with reduced sensitivity than
to probe a few fields deeply. The possibilities for future work using these techniques
are exciting and limited only by the availability of reliable receivers and observing
time, although the cooperation of the local climate is always a factor.

There is much future work to be done, on both the observational and the theo-
retical aspects of the ’subject. Completion of the 8.5 GHz VLA survey of the RING
sample to a deeper flux level and full field coverage will begin in 1990. If the spring
weather permits, the candidate fields NPR0700 and NPR1015 will be measured with
the OVRO 20 GHz system to a sensitivity level of ~ 30 uK to determine whether
these regions contain actual sources or not; this follow-up may extend into the au-
tumn 1990 season. On the analysis side, a careful investigation of the RING field
distribution using the P(D) method developed for radio source counts (Scheuer 1957,
Condon 1974) will provide limits on the normalization K and index 7 of power-law

number counts
NT)dr = KT T>0

for a Poisson point-process of objects with temperature T'. It will also be possible to

use the full correlation information to place limits on both Gaussian and non-Gaussian
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models with the combined RING and NCP measurements. Through collaboration
with the theorists, we will make direct comparisons with the Gaussian CDM adiabatic
and isocurvature models of J.R. Bond and G. Efstathiou, the non-Gaussian cosmic
string maps of D. Bennett and A. Stebbins, and the superconducting cosmic string
explosion scenarios of C. Thompson. We will also endeavor to investigate the available
models of the S7 effect from galaxy clusters and the forthcoming galaxy formation
simulations where evolution of the gaseous component is included. In combination
with the recent results from the Antarctic experiments on degree scales (Meinhold
and Lubin 1990), the RING and NCP observations should place extremely tight

constraints upon the free parameters of most models currently under consideration.

It is hoped that over the next few years we can push the sensitivity of the NCP
experiment, when expanded to a full 12 fields, at least another factor of two lower to
the level where nearly all currently favored theories will be tested. The maps obtained
at the VLA should allow us to steer clear of possible confusing discrete sources until
the high frequency number counts reach the saturation point; as mentioned in §5-2
estimates by Franceschini et al. (1989) place this at around 10~? although removal
or avoidance of sources brighter than 0.5 mJy should allow us to get to the 7 x 106
level. As the background observations become more sensitive, contemporaneous high
resolution measurements at the same frequency will become important to subtract
accurately the effect of contaminating objects. The new 5-meter diameter dedicated
radio telescope at the Owens Valley Radio Observatory currently equipped with a
30 GHz maser receiver will be coming on-line shortly. This is a Dicke-switched dual
horn system like that on the 40-meter telescope, with a primary beam of 7.5 FWHM
(¢0 = 3'.2) and switching angle ¢g = 24, ideal for probing theories with correlation
angles slightly larger than the last scattering surface dispersion of 10'. It is likely
that a high resolution companion system, also at 30 GHz, will be installed on the
40-meter telescope probably in 1991. In addition to aiding source subtraction from
the 5-meter program measurements, this receiver could be used to survey the RING
fields as a complement to this work. Upgrades of the 20 GHz and 30 GHz receivers to
wide-bandwidth HEMT systems should occur in late 1990. Finally, design studies are

underway for an interferometer array aimed at imaging of the microwave background
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on scales of ~ 1°.

The next decade should prove to be an exciting time in the field of observa-
tional cosmology. Already we have witnessed the launch and first results from the
COBE satellite, which along with the proposed Soviet counterpart RELIKT-2 (to be
launched in 1992) should yield very sensitive maps on the largest angular scales at a
variety of frequencies. The spectral measurements by COBE should place tight limits
on backgrounds in the millimeter, submillimeter and infrared wavelength bands not
available from the ground. The microwave and millimeter anisotropy experiments in
the Antarctic armed with the newest and best bolometer and HEMT receivers will be
probing fluctuations on degree scales in the next few years while the interferometer
arrays such as that being built by the group at Cambridge will be producing images
by the mid-90’s. Extensive optical surveys of large-scale structure at moderate and
high redshifts should be well underway in a few years perhaps providing sufficiently
accurate information about the density and velocity fields in the Universe to make
such studies a rival of the microwave background in the constraint of theory. It is
much more difficult to project the progress of cosmological theory, especially from
an observer’s point of view. It is likely that larger and more sophisticated numeri-
cal simulations will provide quantitative predictions for the observers to puzzle over,
while advances in our knowledge of the physics of the early universe may point the
way to the solution of the outstanding problems besetting models at present. The
failure of current simple models to account for the lack of structure in the cosmic
background while producing structure in the Universe today is leading to the devel-
opment of more complex and less intuitive theories and it is not clear whether this
will continue or if a breakthrough in our understanding of the fundamental physics
will return things to a ‘simplified’ state once again. It is also possible that basic flaws
in the assumptions upon which our current models are built may be found—perhaps
a true radiative transfer calculation through the era of decoupling or galaxy formation
models with astrophysics included will change our view of the relation between the
amplitude of perturbations and the ability to form galaxies before a redshift z = 2
and reconcile the models with the observations. On the other hand, it is possible (but

not probable, I'll take bets) that some new ‘wonder theory’ will arise that will banish
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anisotropy to the 10~7 level or beyond turning those remaining in the anisotropy

field into members of that admired but not envied class of professional skeptics who

test such things as r—2 gravity and general relativity. I myself am optimistic about

the opportunities for the discovery of new knowledge and insight into the origins and

evolution of our universe and look forward to the advances that future projects such

as those mentioned above and others that have not yet been dreamed of will make

possible. However, many arduous years behind the controls of temperamental radio

telescopes have instilled in me a certain pessimism that often dampens the enthusiasm

displayed in the preceding paragraphs and I will conclude with my true predictions

for the future of observational and theoretical cosmology :

>

In the year 1999, COBE-2 will discover a distortion in the microwave background

spectrum assuring theorists of funding until the next satellite launch.

In the year 2003, RELIKT-3 will disprove existence of background distortion and

theorists will claim that they “needed to do all those calculations anyway.”

In the year 2008, the completion of the CfA complete all-sky survey will reveal a
structure designated the ‘Great Elvis.” Theorists will be baffled but rock-and-roll
historians and supermarket tabloids will become interested in cosmology, opening

new opportunities for funding.

In the year 2013, the satellite WILKINSON-1 will discover a distortion in the
microwave background spectrum. In the same year, the satellite PEEBLES-1 will

be launched and succeed in settling the question once and for all by shooting down

WILKINSON-1 and observing a 3 K cold-load for the remainder of its mission.

At a Vatican conference in the year 2222 observers will report upper limits on the
anisotropy of the microwave background of less than 10710 on all angular scales
and theorists will finally admit that we do not exist. Philosophers will say “I told

you so.”

But I could be wrong.
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