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When I heard the learn'd astronomer,

When the proofs, the figures, were ranged in columns
before me,

When I was shown the charts and diagrams, to add, divide,
and measure them,

When I sitting heard the astronomer where he lectured
with much applause in the lecture-room,

How soon unaccountable I became tired and sick,

Till rising and gliding out I wander'd off by myself,

In the mystical moist night-air, and from time to time,

Look'd up in perfect silence at the stars.

Walt Whitman
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ABSTRACT

The stellar content of the nuclear reglions of seven
nearby Sc'galaxies has been determined by means of popula-
tion syntheses utilizing narrow-band spectrophotometric ob-
servations covering the wavelength range 33002—104003. A
linear-programming fitting technique is used in conjunction
With simple models of star formation to provide physically
consistent population models incorporating multiple genera-
tions of stars. Evidence is found for substantial intrinsic
reddening in the nuclear regions studied. Upper main-sequence
stars are significant contributors in most cases, and the
lower main sequence contributes insignificantly in all. cases.

All available indicators are consistent with M-giant-star
dominance at the longest wavelengths.

Absolute measurements of the emission-line spectra of
the nuclear regions are presented and discussed. The O-B
stars arising naturally in the population models are found
to be just sufficient to provide the observed nuclear ioni-
zation in all cases but NGC 5194, whicﬂ may be collisionally
ionized. The observed stellar populations are largely con-
sistent with simple evolutionary models of star formation
using a "local" initial mass function and a variety of time
dependences ranging from exponential decays with time con-
stants A3-6 billion years to constant rates. A possibly sig-
nificant correlation between stellar content and dynamical

properties among four of the program galaxies is pointed out.
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I. INTRODUCTION

In recent years, techniques of empirical stellar-
population synthesis have been applied by a number of amthors
to the problem of recovering information about the stellar
content of galaxies from their integrated light (see, e.g.,
Tifft (1963), Wood (1966), McClure and van den Bergh (1%68),
Lasker (1970), Spinrad and Tavlor (1971), Faber (1972),
Alloin, Andrillat, and Souffrin (1971), Andrillat, Souffrin,
and Alloin (1972), Alloin (1973), Joly and Andrillat (1373),
Joly (1973, 1974) and O'Connell (1974).

The majority of the galaxies so studied have beem
ellipticals or early-type spiral systems ("k-nuclei"
galaxies--see Morgan and Mayall (1957) and Morgan (1958,
1959))., The k-nuclei galaxies, although shown by Morgam and
Mayall (1957) and others to be obviously composite systems,
are dominated by late-type stars (main-segquence turnoff near
1 m; Spinrad and Taylor 1971, and Faber 1972) and are marked
by a large degree of homogeneity. Evolutionary models of
elliptical galaxies by Tinsley (1968, 1972a) and Larson and
Tinsley (1974) imply that the bulk of star formation in such
galaxies must have occurred within a relatively short psriod
of time (v1-2 lO9 years) some lO10 years ago. It is comse-
guently not surprising that successful stellar-population
syntheses of such systems can be based on the simplifyinxg
assumptions that only a single generation of stars is present
and that the distribution of the stars over type can be pat-

terned roughly after that of old galactic clusters.
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"Intermediate" type stellar systems (Morgan and
Osterbrock 1969), comprising the nuclear regions and main
bodies of middle and late-type spiral galaxies, present a
considerably more complicated situation and their stellar
content has heretofore not been studied in great detail.
The integrated light of these galaxies, which belong prin-
cipally to Yerkes classes f or fg , has been shown from
photographic spectra to include substantial contributions
from stars earlier than those found in k systems (Morgan
1958, 1959, 1962). 1Indeed, intermediate systems appear to
be the most spectrally composite stellar systems of all
(Morgan 1962). This highly-composite nature thus makes
systems such as the nuclei of late-type spirals rather in-
triguing but at the same time somewhat difficult to study
by spectral synthesis techniques, since the usual assumption
of a single epoch of star formation is in this case clearly
untenable. Further compounding the difficulties are the
frequent occurrence of gaseous emission in the nuclei of
late-type spiral galaxies and the possible presence of ab-
sorption and reddening intrinsic to the nuclei.

Despite the problems inherent in attempts to gain an
understanding of the stellar content of the nuclei of late-
type spiral galaxies, it seems clear that such knowledge is
desirable and worth obtaining. For instance, such informa-
tion could coneceivably shed light on the conditions and

processes governing the formation and evolution of spiral
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galaxies (Saslaw 1971) and on the similarities or differ-
ences between past and present conditions in spiral and
elliptical galaxies. Consequently, we have undertaken a
program to recover the intrinsic stellar properties of the
nuclear regions (v inner several hundred parsecs) of
several nearby Sc galaxies by means of stellar-population
syntheses utilizing absolute spectral energy distributions
covering the wavelength interval 33002—104002. In the fol-
lowing sections we describe the overall program, including
our approach to the special difficulties mentioned above.
Section II describes the basic stellar energy-distribution
data used; Section III contains the galaxy observations,
including a compilation of emission-line strengths from
which the gaseous continuum radiation is inferred. Section
IV describes the linear-programming synthesis procedure
emploved and includes discussions of the treatment of in-
trinsic nuclear absorption and the problem of multiple
stellar generations. Sections V and VI discuss and inter-
pret the synthesis results for all galaxies in the program,

and Section VII contains a summary.



II. STELLAR DATA

a) Data Sources and Wavelengths

The spectrophotometric system employed in the present
stellar-population synthesis program consists of photoelec-
tric scanner measurements of the absolute flux density fv
(ergs cm~? sec™ Hz™1) calibrated on the Oke and Schild
(1970) system at 66 wavelengths between 33004 and 106803,
with 208 resolution for A < 5740& and 402 resolution for
A > 5740%. In the case of the local stellar data, for spec-
tral types later than A3 these measurements represent data
sampled from the complete spectral energy distributions of
approximately 100 local stars observed by Gunn (1974) with
the multichannel spectrometer (MCSP, Oke 1969) on the
Palomar 5-meter Hale telescope. (The author is greatly in-
debted to Dr. J. E. Gunn for permission to use his MCSP data
prior to publication.) Data for earlier spectral types and
supergiants were unavailable from the Gunn survey and have
thus been adapted from the 202 and 30% bandpass spectro-
photometry of O'Connell (1973) as supplemented by scanner
data obtained by the author (Appendix A).

The wavelengths chosen for use in the synthesis pro-
gram follow closely the selections of O0'Connell (1973) and
Spinrad and Taylor (1971) and measure both continuum points

and a number of absorption features sensitive to stellar

temperature and luminosity.



5

Some general considerations influencing the selection
of specific synthesis wavelengths have been discussed by
O'Connell (1973). The close correspondence between the
present system and that of O'Connell was dictated primarily
by the obvious requirement of overall compatibility with his
system. The total number of points included, 66, was chosen
for computational convenience, although it seems unlikely

that a larger number of wavelengths over the observed range

would be significantly more useful inasmuch as most impor-
tant absorption features are already included, and the addi-
tion of more relatively line-free points would be largely
redundant.

Table 1 lists the synthesis wavelengths used, with
identification of the principal absorption features. Because
of the bandpass spacing of the MCSP data, exact matches with
the 0O'Connell (1973) central wavelengths are not always pos-
sible. The wavelengths employed, however, include either
all of the O'Connell wavelengths or their nearest equivalents.
In the blue and ultraviolet spectral regions several adjacent
wavelengths are sometimes used to measure a common feature;
these extra bandpasses were included to increase the number
points that could be compared with the galaxy energy distri-
butions. (Due to galaxy redshifts, it is not in general
possible to center all synthesis wavelengths with the standard
observing procedure--see Section III). Other additions to the

basic O'Connell system include several Fe I absorption



TABLE 1

SYNTHESIS WAVELENGTHS AND SPECTRAL FEATURES

[

20 A bandpasses

40 A bandpasses

A(A) Feature A(A) Feature
3300 5820

3350 5900 NaI 5890,5896
3400 6100

3450 6180 TiO0

3570 6380

3620 6560 Ho

3780 6620

3800 H10 6800 CaH

3820 HeI 3820 7040

3830 H9, (Fel) 7100 TiO

3840 H9, (Fel) 7400

3860 CN 8060

3870 CN 8180 NaI 8183,8195 (8 HZO)
3890 HS8 8400

3910 8540 CalI 8542, TiO
3930 Call K 8800

3970 CalII H, He 8880 TiO

4020 9200 CN (® HZO)
4100 HE 9880

4170 CN 9920 Wing=-Ford band
4200 CN 9960

4230 Cal 4227 10400

4270 10680

4300 CH (G-band)

4340 Hy

4360

4380 FeI 4383

4400

4430

4500

4530 Fel 4529

4620

4780 MgH

4860 HR

4900

5050

5180 MgI "b"

5250

5270 Fel 5269

5300

5330 FeI 5328

5400 Fel 5400

5450
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features, a point at 26800 measuring a portion of a luminos-
ity-sensitive CaH band in late-type stars (Fay, Stein, and
Warren 1974) and a point at 19920 measuring the M-star
luminosity-sensitive Wing-Ford band (Wing and Ford 1969}.

The behavior of the strengths of the absorption features in-
cluded in O'Connell (1973) survey are discussed in that
reference; the behavior of all feature strengths in the pres-
ent survey is summarized by the series of diagrams in Appen-

dix C.

b) Averaged Synthesis Groups

The MCSP stellar data of Gunn (1974) were gathered
into 25 distinct groupings of stars of similar temperature
and luminosity, and reduced to a single average energy dis-
tribution for each group. In the grouping process, some
consideration of the existing spectral types of individual
stars was made, but the primary criterion was overall simi-
larity of energy distributions. (The de-reddening of
individual energy distributions was effected by means of the
Whitford law and a model for the distribution of dust im the
Galaxy (Gunn 1974), a procedure expected to be at least
statistically valid.)

No metal-poor groups are included. A number of s:irong-
lined K giant stars have been put in groups apart from the
normal giant stars. The strong-lined stars in these groups

(many of them M67 giants) are not the same bright "SMR"
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stars observed by Spinrad and Taylor (1971); a number of

them, however, were included in an earlier study by Spinrad
and Taylor (1969) and thus their important feature strengths
may be directly compared with those of the SMR stars. The
blocking fractions tabulated by Spinrad and Taylor (1969)
indicate that the strong-lined stars in the present sample
are rather similar to the Spinrad-Taylor SMR stars. In
view of Griffin's (1975) recent analysis indicating low metal
abundances in the M67 giant IV-202 (a member of our reddest
strong-lined group) and the previous history of controversy
over the interpretation of the "SMR" phenomenon, we conser-
vatively denote the strong-lined groups by "SL".

In addition to the 25 synthesis groups formed from the
Gunn MCSP data, a total of 9 additional groups representing
the upper main sequence and blue and red supergiants were
taken in slightly modified form from the O'Connell (1973)
survey. A discussion of the procedures used to adapt the
O'Connell data, along with complete lists of the member
stars in each synthesis group and the adopted average group
energy distributions, is given in Appendix B.

Table 2 lists the adopted masses and absolute V-
magnitudes for each of the 34 synthesis groups. These in-
trinsic properties were drawn from a number of sources,
including Schmidt-Kaler (1965), Blaauw (1963), Keenan (1963),
Harris, Strand, and Worley (1963), Stothers (1972a), Veeder

'(1974), Spinrad and Taylor (1971), Faber (1972), Morton and
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TABLE 2

MEAN SYNTHESIS-GROUP PROPERTIES

GROUP
NO. NAME M, m/mg,
1 05-9 Vv -5.2 20.

2 Bl-3 V -2.8 8.2
3 B5 V -1.0 4.8
4 B8-9 v 0.2 3.2
5 AO-3 V 1.3 2.3
6 Ad-5 V 2.1 1.9
7 A7-FO V 2.6 1.7
8 Fl1-5 V 3.4 1.4
9 F6-8 V 4.2 1.1
10 GO-5 V 4.8 1.0
11 G8 Vv 5.5 0.85
12 K0-2 V 6.2 0.80
13 K3-5 V 7.1 0.70
14 K7 V 8.0 0.60
15 MO V 8.9 0.55
16 Ml-4 V 10.7 0.35
17 M5-6 V 13.0 0.20
18 M7-8 V 15.4 0.10
19 F5-8 IV 2.7 1.3
20 G0-4 IV 3.1 1.1
21 G5-8 IV 3.2 1.1
22 K0-2 IV 3.2 1.1
23 G5-K1 III 1.4 1.5
24 K2-5 TIII 0.5 1.5
25 K0-1 III SL 1.7 1.2
26 kK2-3 III SL 1.1 1.2
27 K4~5 III SL 0.7 1.2
28 MO-1 IIT -0.4 1.5
29 M2-5 TIII -0.7 1.5
30 M6-8 III -0.7 1.5
31 BO-1 I -6.3 15.
32 B5-7 I -6.3 15.
34 Ml-4 I -5.6 15.
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Adams (1968), O'Connell (1970) and Greenstein (1975). The
mean group energy distributions in the present study have
all been normalized numerically to a common flux integral
over the V-band rather than to a common monochromatic flux,
so that to the extent to which they are themselves known,
the broad-band absolute V magnitudes can in fact provide a

rather accurate overall luminosity ranking for the groups.
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IIT. GALAXY DATA

Galaxy Selection and Observations

The nuclear regions of seven nearby Sc galaxies have

been observed with the MCSP for the present synthesis pro-

gram.

(The author is deeply indebted to Dr. J. B. Oke for

his substantial investment of time and effort in obtaining

these observations.) The galaxies were selected for the

program by a number of criteria, including galactic lati-

tude, inclination, previous investigations (e.g., photom-

etry,

rotation curves), and nuclear surface brightness.

Table 3 lists the following pertinent properties of the

observed galaxies:

Col.

Col.

(1).

(2).

Col.

Col.

Col.

Col.

(3).

(4) .
(5).

(6).

van den Bergh type and luminosity class (van
den Bergh 1960a,b).

Yerkes form classification (Morgan 1958, 1959).

Byurakan nuclear classification (Iskudaryan 1968),

Galactic latitude in degrees.

Adopted B-V color excess (Galactic) calculated
from the Sandage (1973) reddening-free polar cap

model.

Observed velocity w.r.t. ® in km/sec. Mean of
values given by Sandage and Tammann (1975) or
Humason, Mayall and Sandage (1956) and velocities
measured from image tube spectra obtained by the

author.
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Col. (7). Velocities in km/sec corrected for galactic rota-
tion in the sense V, =V + 300 (sin %) (cos b).

Col, (8). Assumed distance in Mpc, calculated from the sys-
temic velocities using Ho = 55 km/sec/Mpc
(Sandage and Tammann 1975). In the case of NGC
1073, NGC 1084, NGC 4321, and NGC 5194, the mean
velocities appropriate to the groups in which
these galaxies are found are used (Sandage and
Tammann 1975). In the case of NGC 2903, the mean
optical and radio systemic velocity adopted by
Simkin (1975) is used.

~Col. (9). Integrated absolute photographic magnitudes on the
Holmberg (1958) system, corrected for galactic
absorption and inclination as in Sandage and
Tammann (1974) and using the distance r £from
Col. 8. For NGC 1084, an equivalent magnitude is
calculated from the de Vaucouleurs B(0) magnitude
(de Vaucouleurs and de Vaucouleurs 1964) by the
relation quoted in Sandage and Tammann (1974).

Col. (10). Assumed inclination (angle between plane of gal-
axy and the line of sight). Wherever possible,
the values given are means of the inclination
computed from the Sandage and Tammann (1974)
geometrical formula and the inclination given by
the rotation-curve references. In degrees.

Col. (11). Total mass, estimated from rotation curves or HI
profiles, and referred to the distances of Col. 8
and the inclinations of Col. 10. References are

given in the footnotes. 1In solar units.

Col. (12). Total photographic mass-to-light ratio in solar
units, from columns 11 and 9, assuming Mpg(o) =
+5.37 (Stebbins and Kron 1957).

Col. (13). Scanner aperture diameter in arc sec.



13
Col. (14). Axes, in pc, of the ellipse defining the nuclear
region observed (scanner aperture projected onto
the plane of the galaxy) calculated from the in-
clinations of Col. 10, the distances of Col. 8,
and the apertures of Col. 13.

Figure 1 contains prints of short-exposure direct
photographs of the program galaxies, taken from the plate
files of the Hale Observatories. All of the galaxies have
been discussed by Sandage (1961) and are reproduced here at
a uniform plate scale in order to illustrate the nature of
their central regions. In the case of NGC 2903, the bright-
est knot, indicated on the print, was centered in the 7 arc
sec scanner aperture. (See also Figure 1lb in Simkin 1975).
For all other galaxies, the nuclear region observed is wmam-
biguous.

The rest-frame spectral energy distributions of the

program galaxies are shown in Figure 2, corrected for galac-
tic reddening according to the Whitford law (Miller and
Mathews 1972) and the color excesses assumed in Table 3.
With a few exceptions, the galaxies have been observed at
20/40% resolution with complete spectral coverage over the
range 3300—104002. The exceptions are NGC 628 for which
only selected bandpasses were observed, NGC 5194 for which
coverage is incomplete due to a temporary data-system fail-~
ure at the time of observation, and NGC 2903 for which extra
bandpassesin excess of complete coverage were observed. For

all galaxies but NGC 1073, which with an observed equivalent
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FIGURE 1

Short-exposure direct photographs of the nuclear regions of
the program galaxies, reproduced from plates from the Hale
Observatories files. All prints are shown at a uniform
scale as indicated. NGC numbers are given on each print,
and in the case of NGC 2903 the knot observed is indicated
by an arrow. North is at the top, east is to the left.



FIGURE 1
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FIGURE 2

Absolute spectral energy distributions of the program
galaxies: log £ (ergs em™? sec”! Hz™Y) versus log v in Hz.
The data have been corrected for galactic reddening and
referred to the individual rest frames by means of the
color excesses and observed radial velocities in Table 3.
The zero points in log fv have been marked at the left-
hand margin for each galaxy. The positions of prominent
absorption features and the Ha + [NII] emission lines are
marked at the bottom of the figure for reference. Strong
telluric H2

most galaxies.

O absorption is visible in the A9300 region for
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V-magnitude within the 7 arc sec aperture of about 16.0 is
the faintest galaxy in the program, the statistical uncer-
tainties in the flux measurements are approximately 1 per-
Cent over the range SOOOg <A< 80002 and somewhat larger as
the ends of the observed spectral region are approached (see
Figure 2). The best points for NGC 1073 are uncertain by
2-3 percent; the extreme ultraviolet and red regions for
this galaxy have very large uncertainties and have been ex-
cluded.

NGC 1084 was observed in the normal star/sky chopper

mode, which provides the advantage of simultaneous sky sub-

traction. The small (40 arc sec E-W) separation of the two
MCSP apertures, however, prohibited the use of the chopping
system in the larger galaxies,and for all others separate
sky measurements were made by offset to a region well oﬁt-
side the galaxy. Such a procedure is unfortunately subject
to some inherent inaccuracies, as the energy distribution of
NGC 1637 illustrates: the four pairs of isolated points
appearing subsﬁantially above and below the actual flux
levels occur in regions where the airglow spectrum is strong
(see Turnrose 1974) and are caused by a change in that spec-
trum between the time of the "galaxy" and the "sky" measure-
ments, a period of less than ten minutes. Imperfect sky
subtraction is also apparent at the wavelengths of the ultra-

violet artificial Hg lines near A3660.
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In several instances, systematic changes in the sen-
sitivity of one or two MCSP channels were apparent. These
drifts were usually easily detectable and could be well com-
pensated by small (< 0.10 mag.) corrections applied to the
affected channels. Such corrections have been applied to
the wavelength region 42008 < A < 43708 for NGC 2903,

NGC 4321, and NGC 5194, and to the wavelength region
56008 < A < 60008 for NGC 1084, NGC 1637, and NGC 2903.

Table 4 lists the galaxy synthesis-wavelength magni-
tudes (-2.5 log £, + const.) normalized to 0.0 at A5450 and
corrected for galactic reddening, along with the estimated
fractional accuracies. All wavelengths have been referred

to the galaxy restframes. Also listed is the observed flux

{1l

at 25450, expressed as an AB magnitude: AB -2.5 log £, -
48,60. The constant is such that AB(A5450) = V magnitude
(see Oke and Schild 1970). For each of the galaxies except
NGC 5194, the contribution to the observed energy distribu-
tion from gaseous continuum radiation has been removed as
described in Section IIIc.

None of the galaxies has measurements at all of the
66 stellar wavelengths: because of the galaxy redshifts, it
is impossible to center all the synthesis bandpasses without
prohibitively long observing times, and a practical limit of
about 52 in the case of 20% bandpasses (103 for the first-

o
order 40A bandpasses) was set on the allowable centering

error for points containing absorption features. Thus,
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TABLE 4

NORMALIZED MAGNITUDES AT SYNTHESIS WAVELENGTHS FOR
PROGRAM GALAXIES, CORRECTED FOR GALACTIC ABSORPTION

NGC 628 NGC 1073 NGC 1084

A (4) MAG. o MAG. o} MAG. o

3300 .o .o e .o . e
3350 2.44 0.15 e e o e e
3400 2.10 0.10 . e .o 2.06 0.15
3450 2.01 0.10 1.37 0.15 1.78 0.15
3570 2.04 0.10 1.14 0.15 1.83 0.07
3620 1.85 0.10 1.35 0.15 1.90 0.07
3780 1.45 0.06 0.99 0.10 1.30 0.10
3800 1.10  0.08 - ...
3820 e e .o e e ..
3830 1.86 0.06 0.95 0.05 1.48 0.03
3840 ... .ee e . e . e . e
3860 1.47 0.05 .o .o .o .o
3870 e e 0.64 0.05 1.10 0.03
3890 ..o e 1.00 0.04 1.23 0.03
3910 1.24 0.07 0.59 0.04 0.92 0.03
3930 1.84 0.04 0.78 0.04 1.17 0.03
3970 .. . .. 1.01 0.04 1.27 0.03
4020 0.93 0.04 0.49 0.04 0.78 0.02
4100 0.99 0.04 0.64* 0.06 0.90% 0.05
4170 0.94 0.04 0.42 0.04 0.77 0.02
4200 0.74 0.04 0.43 0.04 0.68 0.02
4230 .o . ee 0.45 0.04 0.69 0.02
4270 0.90 0.04 0.37 0.03 0.64 0.02
4300 1.00 0.04 e .o 0.70 0.04
4340 0.83 0.04 0.65* 0.08 0.70* 0.04
4360 0.64 (0.03 0.36 0.03 0.55 0.02
4380 0.61 0.03 0.49 0.05 .6l 0.03
4400 0.59 0.03 0.38 0.03 0.56 0.02
4430 0.61 0.03 0.35 0.03 0.56 0.02
4500 0.45 0.03 0.28 0.03 0.39 0.02
4530 .o e 0.28 0.03 0.47 0.05
4620 0.33 0.02 . 0.22 0.03 0.34 0.02
4780 0.24 0.02 .o e 0.20 0.02
4860 0.31 0.03 0.32*% (.06 0.25* (.02

4900 0.18 0.02 0.17 0.03 0.26 0.02
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TABLE 4 (continued)

NGC 628 NGC 1073 NGC 1084

A (4) MAG o MAG. o MAG. o
5050 0.13 0.02 0.18 0.03 0.20 0.02
5180 0.26 0.02 ... ... 0.16 0.02
5250 0.09 0.03 0.10 0.02 0.08 0.03
5270 0.16 0.04 0.16 0.02 ... ...
5300 0.04 0.02 0.06 0.02 0.04 0.01
5330 ~0.02 0.02 0.10 0.02 ... ...
5400 e e 0.11 0.03 -0.01 0.01
5450 0.00 0.04 0.00 0.03 0.00 0.01
5820 -0.26 0.02 ~0.08 0.03 -0.21 0.0l
5900 -0.18 0.04 0.00 0.05 =-0.18 0.0l
6100 -0.30 0.02 -0.12 0.03 =-0.30 0.01
6180 -0.26 0.04 -0.07 0.03 =-0.30 0.01
6380 -0.36 0.02 -0.12 0.03 -0.39 0.0l
6560 ~0.41* 0.02 -0.27* 0.03 ... ...
6620 ~0.47 0.02 -0.19 0.03 -0.49 0.0l
6800 -0.53 0.03 -0.17 0.05 =-0.55 0.02
7040 ~0.59 0.02 -0.22 0.03 -0.60 0.0l
7100 -0.54 0.01 ~0.14 0.03 -0.55 0.01
7400 -0.75 0.01 -0.35 0.04 ~-0.73 0.01
8060 ~0.88 0.02 -0.45 0.04 -0.90 0.03
8180 ~0.90 0.10 .. ) -0.99 0.10
8400 -0.90 0.05 ... =0.99 0.03
8540 -0.81 0.05 ... ... =0.91 0.03
8800 -1.11 0.06 -0.59 0.15 =-1.11 0.03
8880 ) ... . ... =1.11 0.03
9200 -1.17 0.10 .. ... -1.08 0.10
9880 -1.37 0.20 -0.74 0.25 =1.36 0.04
9920 -1.33 0.20 ... ... =1.32 0.04
9960 e ~0.77 0.25 -1.41 0.04
10400 ~1.17 0.10 -0.82 0.25 =1.55 0.04

10680 ) ) ) ... ... ..

AB()A5450) = 14.37 15.87 14.70
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TABLE 4 (continued)

NGC 1637 NGC 2903 NGC 4321

A8 MAG. o MAG. o MAG. o

3300 .o 1.41 0.04 .o ..
3350 . . 1.24 0.04 2.19 0.08
3400 e . 1.27 0.04 2.14 0.08
3450 .. .. 1.29 0.02 2.11 0.08
3570 2.32 0.15 1.22 0.02 2.10 0.06
3620 ces .o 1.22 0.02 1.98 0.06
3780 1.47 0.05 0.83 0.02 1.62 0.06
3800 1.55 0.05 0.89 0.02 .en .o
3820 1.53 0.05 0.72 0.03 . ces
3830 .o .. cee .o 1.82 0.03
3840 1.68 0.05 0.88 0.03 .. ces
3860 1.38 0.04 0.61* 0.10 1.23* 0.03
3870 .o . e e .o 1.41* 0.03
3890 .o .o cee .- 1.50 0.03
3910 1.21 0.05 0.60 0.03 1.38 0.03
3930 e s 0.70 0.02 1.65 0.09
3970 e .o e e 1.54 0.03
4020 1.05 0.03 0.44 0.02 0.99 0.03
4100 1.04*% 0.03 0.62* 0.02 .o .o
4170 0.95 0.03 0.44 0.03 1.01 0.02
4200 0.85 0.03 0.43 0.03 1.04 0.02
4230 .o N 0.46 0.03 0.91 0.05
4270 0.84 0.03 0.47 0.03 0.90 0.05
4300 0.98 0.03 0.53 0.03 1.07 0.05
4340 0.67* 0.03 0.57* 0.03 0.86* 0.05
4360 0.76 0.03 0.42 0.03 0.73 0.02
4380 0.75 0.02 0.46 0.01 0.73 0.03
4400 0.74 0.02 0.43 0.01 0.79 0.03
4430 0.62 0.02 0.39 0.03 0.69 0.02
4500 0.53 0.02 0.27 0.01 0.51 0.02
4530 0.55 0.04 ce .o 0.54 0.02
4620 0.42 0.02 0.19 0.01 0.43 0.02
4780 0.35 0.02 0.15 0.01 0.30 0.01
4860 0.09*% 0.02 0.08* 0.01 0.38* 0.03
4900 0.23 0.02 0.15 0.01 0.26 0.01
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TABLE 4 (continued)

NGC 1637 NGC 2903 NGC 4321
A (4) MAG. o MAG. o MAG. o]
5050 0.23 0.02 0.18 0.01 0.29 0.01
5180 0.27 0.02 0.17 0.01 0.28 0.91
5250 0.13 0.01 0.08 0.01 0.10 0.01
5270 . e . e .o cee 0.16 0.02
5300 0.05 0.01 0.03 0.01 0.03 0.01
5330 0.05 0.01 .o .. .o e
5400 0.05 0.01 0.04 0.01 0.05 0.01
5450 0.00 0.01 0.00 0.02 0.00 0.81
5820 -0.24 0.01 -0.17 0.01 ~-0.28 0.01
5900 -0.22 0.03 -0.06 0.01 -0.18 0.85
6100 -0.32 0.02 -0.26 0.02 -0.37 0.91
6180 -0.34 0.02 -0.22 0.02 -0.31 0.02
6380 -0.40 0.04 -0.32 0.02 -0.47 0.81
6560 -1.31* 0.01 -1.08*% 0.01 -0.76% 0.91
6620 -0.54 0.02 -0.36 0.01 =-0.51 0.21
6800 -0.61 0.02 -0.42 0.03 -0.60 0.02
7040 -0.64 0.01 -0.49 0.01 ~-0.68 0.93
7100 -0.63 0.01 -0.47 0.01 -0.64 0.081
7400 -0.77 0.01 -0.61 0.01 -0.84 0.92
8060 -0.97 0.02 -0.81 0.02 -0.96 0.92
8180 .o ‘e . e cen -1.09 0.10
8400 -1.05 0.04 -0.89 0.02 ~1.03 0.93
8540 -1.00 0.05 -0.76 0.05 -0.95 0.43
8800 -1.21 0.04 -1.07 0.03 -1.20 0.83
8880 -1.20 0.04 -1.03 0.03 -1.18 0.94
9200 -1.26 0.10 -1.10 0.12 .o cue
9880 -1.41 0.04 -1.33 0.03 -1.52 0.84
9920 -1.43 0.04 -1.30 0.03 .o eee
9960 .o ... -1.29 0.03 -1.51 0.93
10400 -1.55 0.05 -1.50 0.03 -1.66 0.93
10680 e e e . e e vae

AB(A5450) = 14.86 13.96 14.18
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TABLE 4 (continued)

NGC 5194

A(A) MAG. o

3300 2.52 0.07
3350 2.36 0.07
3400 2.28 0.06
3450 2.30 0.06
3570 2.17 0.06

3620 2.11 0.05
3780 1.64 0.03
3800 1.72 0.03
3820 1.741% 0.05
3830 1.87+ 0.05

3840 1.87t 0.05
3860 1.38* 0.03
3870 1.43t* 0.05
3890 1.53 0.05
3910 1.38% 0.05

3930 1.65 0.02
3970 1.58 0.04
4020 1.92 0.02
4100 1.09* 0.02
4170 0.96 0.02

4200 0.88 0.04
4230 0.94+% 0.05
4270 0.86 0.04
4300 1.07 0.04
4340 0.85* 0.04

4360 0.57* 0.04
4380 0.73+F 0.05
4400 0.70 0.01
4430 0.68 0.01
4500 0.46 0.01

4530 0.51F 0.05
4620 0.37 0.01
4780 0.31 0.01
4860 0.36%* 0.05
4900 0.23 0.01



27

TABLE 4 (continued)

R NGC 5194
A (4) MAG. o

5050 0.23 0.01
5180 0.38+ 0.05
5250 0.13 0.01.
5270 0.23+ 0.03
5300 0.03 0.01

5330 0.031 0.05
5400 0.08 0.01
5450 0.00 0.01
5820 -0.22 0.01
5900 -0.1l6t 0.05

6100 -0.31 0.02
6180 -0.27 0.02
6380 -0.37 0.02
6560 -1.09* 0.01
6620 -0.43 0.02

6800 ~0.47 0.02
7040 -0.57 0.01
7100 -0.52 0.01
7400 -0.67 0.01
8060 coe cee

8180 coe .o
8400 =-0.92 0.03
8540 -0.81 0.03
8800 -1.03 0.03
8880 -1.04 0.03

9200 -1.10 0.12
9880 N N
9920 ~-1.30 0.03
9960 -1.32 0.03
10400 -1.35 0.03
10680 .o .o

AB(A5450) = 13.32

t Taken from photographic spectra of
Williams (1975).

* Not used in synthesis fitting procedure.
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feature bandpasses miscentered by more than this amount
were rejected, and those miscentered by more than about Zg
in a 202 bandpass (42 in the first-order) were assignegd
progressively larger uncertainties. Considerably more lat-
itude was granted in the case of continuum wavelengths,
where even short-range interpolations were permitted with
only slight increases in assigned uncertainty. The assigned
fractional accuracies listed in Table 4 as o have been
estimated both from the smoothed random uncertainties of
photon statistics (which are recoverable from the general
trends with wavelength) and the systematic uncertainties
introduced by bandpass miscentering.

In Table 4 we have indicated by an asterisk those data
points omitted from the synthesis fitting procedure to be
described in Section IV. In all cases, the reason for omis-
sion of a point was the apparent, or in the case of higher
Balmer-series members, expected, presence of a gaseous emis-
sion line. Aside from the Balmer lines Hoa through HGS, these
emission lines include [NeIII] A3869 in several galaxies and
apparent [0III] 24363 in NGC 5194 (see Section IIIb). The
NGC 5194 points marked by a dagger have been derived differ-
entially with respect to neighboring points from' calibrated
image-tube spectra obtained with the Palomar l.5-meter tele-
scope by T. Williams (1975) and very kindly made available
to the author in advance of publication. These points fill

in omissions in the MCSP data and in some cases have been
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used to estimate corrections for large bandpass miscenterings.
They have uniformly been assigned fractional errors of 5
percent, in view of the inherent photographic uncertainties
and with allowance for possible additional uncertainties due
to the fact that the spectrograph slit in this case accepted
light from a region only about one-half the linear size of
the scanner aperture. The NGC 1073 points at wavelengths

o)
larger than 8400A represent average extrapolations based on

a comparison with a MCSP scan with a 14 arc sec aperture
kindly obtained for the author by J. E. Gunn; accordingly,

large ﬁncertainties have been assigned these 4 points.

b) Gaseous Emission Lines

Gaseous emission lines of the elements H, N, O, and
S are observed in each of the nuclear regions studied, with
the exception of NGC 628. Given the broad spectral coverage
of the MCSP data, it is possible to measure the absolute in-
tensities of most of the prominent emission lines. The line
strengths so determined are listed in Table 5 in absolute
flux units along with their estimated uncertainties and the
equivalent widths of the emission lines in g. The energy
distributions from which these strengths are determined have
been corrected only for the (small) assumed Galactic redden-
ings listed in Table 3 of Section IIIa. It is clear both
from the listed equivalent widths and Figure 2 that many of
the lines are very weak relative to the underlying stellar

continuum. As a result, the uncertainties in line strengths
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are often rather large.

In the cases of the closely-épaced lines of [SII] at
AA6717 and 6731 and the Ha + [NII] X6548,6563,6583 group,
the MCSP resolution is sufficient to measure only the total
intensity of emission. Wherever possible, these groupings
have been resolved by means of calibrated image-tube slit
spectra obtained by the author at the Palomar 1l.5-meter tele-
Sscope or by means of measurements from other sources. 1In
such cases the total intensity of the group of lines is bet-
ter determined than the intensities of the individual
components.

The Ho + [NII] combination is the strongest emission
feature present in each case. With the exception of NGC
5194, which is considered separately below, the overall run
of line strengths in the galaxies studied is similar to that
in low-excitation HII regions (see Peimbert and Costero 1969;
Searle 1971). In particular, [OIII] A5007 + A4959 is very
weak or absent. The total strength of the [SII] lines tends
to be somewhat greater relative to Ha (I([SII])/I(Ha) ~ 0.13
to 0.40) than in galactic HII regions (I([SII])/I(Ha) < 0.1)
(Peimbert and Costero 1969), but not so large as in the super-
nova remnants of shockwave ionization models discussed by
Mathewson and Clarke (1973) and Osterbrock and Dufour (1973)
in which I([SII])/I(Hoa) ~ 1.0 . [0oI] A6300 is not detected
at all, whereas this line is expected to be of significant

strength in shockwave models (Osterbrock_197l; Osterbrock
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and Dufour 1973). The [SII] and [0OI] intensities would thus

appear in general to be incompatible with collisional-
ionization models. 1In these respects, the Sc nuclei are
rather similar to the peculiar emission-line galaxies dis-
cussed by Osmer, Smith, and Weedman (1974), and so for the
same reasons cited in their analysis we conclude with regard
to the Sc'nuclei (excluding NGC 5194) that ultraviolet radi-
ation from hot stars is the most likely principal ionization
source.

Given the observed Ho intensities, HB is noticeably
weak compared to the normal Case B radiative decrement at
Te'ﬁ 104 °K (Pengelly 1964). 1In only two cases (for which
(I(Ha)/I(HB) ~ 10) is there any net HB emission visible above
thé local continuum at all. These small HB strengths are
" interpreted here as being primarily a result of the super-
position of the HB emission over a significant underlying
stellar HB absorption feature--note the considerable Balmer
absorption strengths in Figure 2. This point is considered
quantitatively in the discussion of the stellar-population
models in Section Vd.

The emission spectrum of NGC 5194 is clearly unlike
that of any of the other galaxies in the present program,
The observed intensities for NGC 5194 in Table 5, while in
some cases incomplete or only lower limits due to missing
data, are similar to the published intensities of Peimbert

(1968, 1971) with the major exception that the present
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observed absolute intensity of Ho is some 20 percent greater
than Peimbert's value for the same nuclear region. The
present study uses Peimbert's (1968) Ho/[NII] ratio to infer
the Ho strength from the total observed intensity of
Ho + [NII]. The agreement of Peimbert's measurement of the
continuum flux density at A5360 with the present study rules
out an overall absolute calibration discrepancy.

NGC 5194 is the only galaxy in the present program
in which I([NII]) > I(Ha), and it has by far the strongest
[OITII] intensities: EW (A5007) ~ 108 . We measure
I([s11]) ~ I(Ha), and Peimbert (1968) has observed strong
JOI] 26300 emission. Together with the results of the
Stellar-population models to be discussed in Section Vc,
which rule out the presence of significant numbers of un-
obscured 0-B stars and appear to confirm Warner's (1973)
detection of the [OIII] 24363 line, these data suggest thatl
a simple hot-star ionization model is unlikely in the case

of NGC 5194.

' ¢) Gaseous Continuum Emission

As mentioned in Section IIIa, the contribution to
the observed energy distribution from gaseous continuum
radiation was estimated from the observed Ha flux and sub-
tracted for all galaxies except NGC 5194. (No corrections
were attempted in the case of NGC 5194 because of the am-
biguities regarding the conditions of ionization and excita-

tion.) The expressions of Seaton (1960) for the radiative
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recombination intensity of Ha emission were combined with
the formulae of Brown and Mathews (1970) for the hydrogen
recombination, free-free, and two-photon continuum emission
to relate the expected hydrogen continuum flux density Fv
(ergs cm % sec™! Hz 1) for those processes to the observed
Ho flux I (ergs cm_2 sec—l) under the assumed average con-

ditions of T = 10% °k  and electron density n, = 10%em™3:

F = 2.81 x 10%%

. -2 -1. -1
N oI Ytot(v) ergs cm “sec "Hz (1)

where (v) is an interpolated emission coefficient de-

Yot
fined in Brown and Mathews (1970) and where we have used an
13

effective Ho recombination coefficient a3'2 = 1.17 x10°
cm’sec™t (Pengelly 1964).

The inferred corrections to the galaxy energy dis-
tributions are important only in the region below the Balmer
jump and they are largest relative to the observed continuum
when no reddening intrinsic to the galaxies is presumed. In
this case, the correction is greatest for NGC 1637, where at
23620 the observed flux density is revised downward by 25
percent (20 percent at A3570). NGC 1084 has a correction of
11 percent at 23620, and NGC 2903 has a correction of 7 per-
cent at A3620. (This last correction is roughly one-third
of the amount suggested by Alloin (1973) for the central 3"
of NGC 2903. The reasons for this discrepancy are unclear,

however, inasmuch as the Ha emission equivalent width and

continuum energy distribution observed by Alloin (1973) are
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similar to our results.) For all other galaxies, the largest

inferred corrections at 13620 are < 5 percent.
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IV. SYNTHESIS PROCEDURE

a) General Approach

The actual methods of synthesis used in previous
stellar-content investigations have ranged from simple trial
and error to the more objective quadratic-programming
approach of Faber (1972), who has demonstrated the advan-
tages of the latter procedure over earlier techniques. 1In
the present work we have used a linear-programming approach
to the synthesis problem similar tc that employed by
O'Connell (1974). The reasons for this choice are briefly
outlined below.

It is clear from the work of previous authors that in
order to obtain physically meaningful solutions to stellar-
population-synthesis problems, it is necessary to impose
continuity constraints on the resulting distribution of
stars in the H~R diagram (Spinrad and Taylor 1971; Faber
1972). Analytical methods of solution fail because they
cannot deal properly with either these continuity con-
straints, or with the fundamental restriction to nonnegative
numbers of stars, or both. Hvbrid trial-and-error semi-
automatic synthesis methods to find the "best-fit" solutions
(Christensen 1972; Joly 1974) suffer from the fact that the
investigator must choose an initial solution. Because there
apparently may be a number of local minima of the function

chosen to represent the deviation of the synthetic model from
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the observations (Christensen 1972), the final "best" solu-
tion is in general dependent on the exact initial solution
chosen (Joly 1974); i.e., one seldom ends up very far from
one's starting point. There is consequently no guarantee
that a global minimization has been achieved. Pure trial
and error methods are of course even more limited in this
respect (Faber 1972).

Solution schemes using either quadratic or linear
1 programming have the advantage of yielding best-fitting
solutions which are global within the context of the assigned
continuity constraints and the restriction to nonnegative
variables. We have adopted a linear fitting criterion (des-
cribed in Section IVb) in favor of the quadratic approach of
Faber (1972). The usual motivations for a least-squares
type of fitting procedure are largely historical and may in
fact be called into question in instances like the present
where the unknown variables are subject to constraints which
can severely restrict the allowable solution space. Addi-
tionally, the intrinsically lower weight given to discrepant
points by the linear approach (compared to a gquadratic
treatment) was considered to be an overall advantage in the

present context.

b) Linear Programming

As the means of selecting the "best-fitting" syn-
thetic model stellar population for each galaxy in the sample

studied, we use linear programming to minimize the sum over
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the synthesis wavelengths of the weighted absolute values
of the percentage residuals between the model and observed

enerqgy distributions.

m .
I TRE. = minimum (2)

is solved for the Xj where m is the number of synthesis
wavelengths to be fitted, n is the number of allowable
stellar groups, 95 is the observed absolute flux density
at wavelength 1 of the galaxy in question, aij is simi-
larly the observed absolute flux density from a single mean
star of type Jj at wavelength i , xj is the (nonnegative)
number of mean stars of type 3j , and oy is a nonnegative
weight factor for wavelength i . The 95 and the aij are
both scaled to a common distance so that the xj are ac-
tual, not just relative, numbers of stars of each mean type
present in the model. The p; are taken in all cases to be
proportional to l/oi , where the o, are the fractional
uncertainties given in Table 4. 1In this way, the actual
percentage residuals are scaled so that points with equal
ratios of deviation-to-uncertainty contribute equally to the
sum in equation (2).

Appendix E contains the details of the linear-program-

ming methods used in the present work.
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c) Astrophysical Continuity Constraints

The minimization problem in equation (2) must be
solved subject to astrophysical constraints on the xj s @S
has been emphasized in Section IVa. Faber (1972) has il-
lustrated how these may be expressed within the framework of
gquadratic (or linear) programming. Of greatest importance
are the group-ratio constraints interrelating the population
of various points of the H-R diagram. We have already in-
dicated in the introducﬁion that simple single~generation
models are clearly inappropriate for the type of composite
system being studied here. A set of physically-consistent
constraints describing a multiple-generation system is re-
guired.

To produce the necessary constraints we have adopted
a simple theoretical model for the history of star formation
and have computed the expected present-day (i.e., at an age
of 12 x 109 years) distributions of stars in the H-R diagram
corresponding to various model histories. The calculations
are patterned after those of Tinsley (1972b) and Searle,
Sargent, and Bagnuolo (1973). A separable, analytic stellar
birthrate function is assumed: the number of stars formed in
the interval dm about mass m and in the interval dt

about time +t 1is written

B(m,t) = cm ® e t/T (3)

where C, a, and T are constants. The time t , measured
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in units of lO9 years, runs from 0 to 12, and the mass m
ranges from 0.05 my to 50.0 m, outside of these limits
the birthrate is presumed to be zero. In support of the
simple form of equation (3), we might point out that the
power-law representation of the initial mass function (IMF)
is a well-established convention (see, e.g., Salpeter 1955;
Limber 1960; Tinsley 1968, 19723)and that Tinsley (1972b)
has shown that evolutionary galaxy models with stellar
birthrates proportional to a power of the mass of residual
gas often approximate an exponential time dependence.

Through the use of equation (3) and stellar evolu-
tionary theory, the number of stars expected to populate
any given region of the theoretical H-R diagram (log L,
log Te) at any time t = 0 to 12 may be calculated. In
general, we have adopted the evolutionary tracks and time
scales given in a series of papers by Iben (1965, 1966a,b,
c, 1967a,b) and in Tinsley (1972b). For He-burning stages
the data of Tinsley's (1972b) "case B" are used. We con-
sider only the time t = 12 and only the domains in the
(log L, 1log Te) plane corresponding to the 34 distinct
synthesis groups. The domains of the evolved synthesis-
star groups were estimated from their B-V and spectral-type
limits, using the 1log T, calibrations of Johnson (1966)
and Lee (1970). 1In the case of subgiants, since Tinsley's
empirical giant-branch effective temperatures are higher
than the theoretical temperatures (Iben 1967a), the domains

are regarded as uncertain. For unevolved stars, the domains



42

are considered to extend approximately 1 magnitude above
the initial main sequence, and the appropriate time scales
have been estimated from Iben (1965, 1966a,b,c, 1967a,b)
and from the compilation by Thuan, Hart, and Ostriker (1975).

Appendix D contains a description of the equations and
adopted time scales used to compute the expected population
of each synthesis group of luminosity classes V-III accord-
ing to the present model, for any specified o and T .
In the case of supergiant stars, the evolutionary time
scales are so short that their total numbers depend only on
the birthrate of their upper-main-sequence progenitors dur-
ing the last m107 years. For these luminosity-class I
stars, we have adopted a semi-empirical scheme combining
observations of young clusters and stellar-evolutionary
theory to estimate both their distribution over spectral
type and their total numbers relative to the present main-
sequence population from 05 V to B3 V (Wildey 1962; Iben
1966b; Stothers 1969, 1972b; Schild(1970).

It is clearly desirable that the constraints one ap-
plies on the basis of these simple evolutionary histories
be as unrestrictive as possible within the context of pro-
viding the necessary continuity of stellar groups. Conse-
gquently, in an effort to let the linear-programming solution
be as empirical as possible, the constraints adopted were
derived from the population densities appropriate to what

were considered to be reasonable extremes to plausible
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histories. Thus, the constraints actually applied are con-
sistent with all possible model histories with values of «
ranging from 0.75 to 3.50 and time dependence ranging from

a steeply-decreasing exponential (time constant 109 years)
on up to a constant rate. As a further gesture of indepen-
dence from the exact details of stellar evolution beyond the
main sequence, the allowable populations of all evolved-star
groups have been relaxed by *50 percent relative to the
strict model wvalues, and the total number of all MIII stars
has been allowed to float freely.

We have found that group-ratio constraints relati=zg
entire blocks of stars (i.e., several synthesis groups) to
other blocks of stars can be very useful in preserving over-
all proportions of evolved stars without unnecessarily
restricting any particular group. Thus, the total numbers
of type IV, III and I stars can be separately related to
appropriate groups of type-V stars. This option is partic-
ularly useful in leaving the choice of normal or strong-
lined KIII stars open to the linear-programming algorithm:
the total number of KIII stars is constrained, but any com-
bination of normal or strong-lined stars within that total
is allowed.

The basic population-density constraints derived as
explained above and applied in identical form to each of
the seven galaxies are summarized in Table 6. 1In general,

the final optimal solutions found by the linear-programming
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TABLE 6
STANDARD CONTINUITY CONSTRAINTS

APPLIED TO SYNTHESIS GROUPS

CONSTRAINED RATIO OF
NUMBERS OF STARS IN

SYNTHESIS SYNTHESIS GROUPS A and B
GROUP (S) A GROUP (S) B A/B

1 2 0.05 = 0.65

2 3 0.13 - 0.62

3 4 0.16 - 0.54

4 5 0.22 - 0.60

5 6 0.49 - 1.03

6 7 0.36 - 0.69

7 8 0.10 - 0.37

8 9 0.03 = 0.58

9 10 0.07 - 0.94

10 11 0.02 - 0.80

11 12 0.89 - 1.18

12 13 0.50 - 0.70

13 14 0.86 - 1.23

14 15 0.27 - 0.47

15 16 0.19 - 0.59

16 17 0.00* - 0.93

17 18 0.00% - 0.74

19 20 0.03 - 1.73

20 21 0.86 - 4.19

21 22 0.45 - 2.21

24 23 0.23 - 0.86

26 25 0.26 - 0.87

27 26 0.26 - 0.89

29 28 0.22 - 1.10

32 31 0.75 - 1.25

33 32 0.75 = 1.25
19420421422 10+11+12 0.02 - 0.26
23+24+25+26+27 10+11+12 0.01 =~ 0.14
31+32+33 142 0.09 = 0.26
34 31+32+33 0.20 - 1.00

*No upper limit was set on the numbers of stars in the
last two M V groups relative to the remainder of the
main sequence, in order to allow the possibility of
late-dwarf-star enrichment.
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algorithm using these constraints will not correspond to

any particular "pure" (single o and T ) evolutionary his-
tory, due to the considerable freedom allowed by the con-
straints. This is considered to be an advantage rather

than a drawback--the simplistic models described by equation
(3) are regarded largely as a means to our end, rather than

that end itself,.

d) Intrinsic Reddening

The work of Holmberg (1969) on a large sample of spiral
galaxies has shown that there is no systematic dependence of
photographic nuclear colors on galaxy inclination until the
galaxies are viewed close to edge-on. One may not, however,
conclude from this that there is no intrinsic nuclear absorp-
tion: Holmberg (1969) has pointed out, for example, that a
spherical distribution of absorbing matter could not be ruled
out, and there is in fact some evidence for significant red-
dening and absorption in individual galaxy nuclei (see Warner
1973). Therefore, the possibility of absorption intrinsic
to the nuclear regions studied in the present work demands
consideration.

Lacking any suitable means of determining a priori
whether or in what amounts any absorption should be present,
we have used the following approach to infer intrinsic red-

dening. A number of possible discrete intrinsic
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color excesses E(B-V) were tested for each galaxy by sub-
jecting the appropriately de-reddened energy distribution to
the linear-programming algorithm described in the above Sec-
tions. Whereas one can achieve satisfactorily good fits to
the continuum points of arbitrarily de-reddened energy dis-
tributions through the use in the solution of stars of the
appropriate temperature, a simultaneous good fit to the ab-
sorption features is obtained only when the solution contains
a mix of stars which is also appropriate to those features.
The reddening-independent character of the absorption features
thus provides the leverage by which one can infer that the
proper intrinsic reddening is that for which the overall
residual sum is least.

To the extent that only a finite number of color ex-
cesses are tested, the method suffers the drawbacks of trial
and error. However, the set of all physically reasonable
color excesses has for any galaxy practical limits, and in
fact in all seven cases here the fit improves as the assumed
color excess is increased from zero, peaks in most cases at
a well-defined value, and thereafter grows worse as increas-
ing amounts of reddening are presumed. Encouraging also is
the fact that in most cases totally unconstrained models
have their best overall fits at the same presumed reddening
as do the physically constrained models, indicating that the
choice of actual reddening is not an artifact of the partic-

ular constraint system employed. A source of uncertainty
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in the inferred actual reddening is the discreteness of the
color excesses tested (the presumed reddening is incremented
in steps of 0.05 or 0.10 mag.); it was not felt, however,
that meaningful discrimination of smaller increments would
be possible.

Most of the test cases for intrinsic reddening are of
the standard Whitford type (Miller and Mathews 1972) de~
scribing the effect of a screen of absorbing matter overlying
the emitting matter and for which R = AV/E(B-V) = 2.97,
where AV is the total absorption at V , in magnitudes.
Such cases are said to refer to external reddening. One
test case for internal reddening, in which the emitting and
Obscuring matter are well mixed, is included. This case
h;s been calculated along the lines of the simple model neg-
lecting scattering used by O'Connell (1970) and Liebowitz
(1973) , assuming that the extinctive properties of the ob-
scuring matter are given by the wavelength dependence of
the Whitford law. Only a single such case, for internal
E(B-V) = 0.30 mag., is considered inasmuch as for smaller
color excesses such models are too similar to purely exter-
nal models to be distinguishable, and the limiting internal
color excess (see Mathis 1970) for infinite internal optical
depth is less than 1 percent greater. In this case,
AV/E(B—V) v 5 , but because of the limiting behavior of the
reddening, the actual total optical depth (and hence Av)

appropriate to a model with reddening similar to this is very

uncertain.



48

V. RESULTS OF THE SYNTHESIS

a) Optimal Solutions

The linear-programming algorithm described in Section
1V has heen applied to each of the seven program-galaxy
nuclear regions. Although a number of various constraints
were used experimentallv to test certain features of the
solution, the fundamental optimal solution for each galaxy
has been calculated on the basis of the standard constraints
listed in Table 6, with the following exception: for
NGC 5194 the presence of upper-main-sequence stars in pro-
portions consistent with the standard constraints introduces
systematic residuals in the continuum below the Balmer jump,
so the optimal model has been calculated with the numbers of
stars in grouvs 1-4 left completely free.

In Figure 3 we show for each galaxy the optimal-model
percentage flux residuals in the sense (model-observed) /
(observed) for all wavelengths which were used in the fitting
procedure. Thus, the lower Balmer-series lines and the
specific emission-line bandpasses flagged in Table 4 as
deleted are not included in the figure. Points measuring
the continuum and those measuring absorption features are
differentiated in the figure by separate symbols. Note that
the actual, not weighted, percentage residuals are shown in
Figure 3. Since it is the weighted percentage residuals

which are minimized by the fitting algorithm, a numerical
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FIGURE 3

Percentage flux residuals {(model-observed)/(observed) for
the optimal stellar-population models discussed in the text.
Only points used in the fitting algorithm are shown, with
bandpasses containing prominent stellar absorption features
shown as filled circles and continuum bandpasses shown as
open circles. The parameter <6> is a measure of the average

quality of the fit and is defined in the text.
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measure of the character of the fit, <8> , has been included
in the diagram. The quantity <§&> is the average over all
fitted points of the quantity Iril/oi » where r, is the
pPercentage residual, and o the estimated uncertainty, at
wavelength 1 . Note that since the weights used in the
fitting algorithm are proportional to l/Gi , the minimiza-
tion performed is equivalent to the minimization of <&> .
The fact that <&> ~ unity for the adopted optimal models
means that the observations have been fitted to about the
level of the inherent uncertainties. Together with the
absence of significant systematic trends in the residuals,
this is interpreted as indicating that satisfactory models
have been obtained for each of the seven galaxies.

Several further remarks can be made concerning the
general nature of.the optimal solutions. Comparison with
totally unconstrained (and thus unphysical) models shows
that the overall character of the residual diagrams are very
similar; in particular, the "worst" points in the optimal
fit are in general also the worst points in the unconstrained
model and thus are not artificially induced by the constraints.
The fact that these worst points show no preference for par-
ticular wavelengths (aside from occurring most often in the
far-red or UV where uncertainties are large) suggests that
random observational errors, not model deficiencies, are the
cause of the highly discrepant points. In addition, we note

that the application of the standard constraints results in
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an increase in <6> of only about 10 percent over that for
the unconstrained models. Finally, the overall proportions
of large blocks of stellar groups considered as a whole are
similar for the unconstrained and the optimal models. Ap-
parently, the standard constraints do not place unreasonable

restrictions on the solutions.

b) Stellar Populations: General Remarks

Table 7 summarizes the stellar properties of the op-
timal solution for each galaxy. Quantities listed include
the model mass/luminosity ratio in A5450 light (v~ V band)
in solar units, the total model stellar mass in solar units,
the inferred intrinsic reddening expressed as a color excess
E(B-V), the numbers of stars in each group, and the percen-
tage contributions for each group to.the total model mass
and £o the total model light at six wavelengths spanning the
spectral range studied.

Several features of the stellar models are immediately
apparent from Table 7. 1) The lower main sequence is com-
paratively sparsely populated in all optimal solutions, with
the result that model mass-luminosity ratios are low, of
order unity. This result stands in contrast to the late-
dwarf-star-enriched model for M31 by Spinrad and Taylor
(1971), but is similar to the recent results of Whitford
(1972), Baldwin et al. (1973), and O'Connell (1974) which

indicate late-giant-star dominance in the red and infrared
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spectral regions of elliptical, SO, and similar galaxies,
including M31. Substantial contributions from evolved M
stars at long wavelengths are a feature of all of the pres-
ent models. We note that this is consistent with the ob-
servations made at the wavelengths of the luminosity-
sensitive CaIl + Ti0O 28542 feature and the A9820 Wing-Ford
band. The 18190 NaI feature and the 29190 CN feature are
weak in all stars and fall in bands of telluric absorption,
the effects of which cannot be adequately estimated without
special observing procedures. These features thus carry
little weight in the present solutions.

2) The upper main sequence is substantially populated
in most of the models, the fractional light contributions
in the UV from the earliest type-V groups and associated
supergiants totaling 20 percent or more in all galaxies
except NGC 628 and NGC 5194.

3) Intrinsic reddening is inferred to be present in
each nuclear region. Values for the intrinsic E(B-V) range
from~n0.10 to~ 0.40 mag. (By way of contrast, trial syn-
theses using exactly the same procedures for unpublished
elliptical-galaxy data by Gunn indicate the absence of in-
trinsic reddening: 1i.e., for those data, <6> grows
progressively larger as increasing amounts of intrinsic
reddening are presumed.)

We might make the following additional remarks re-

garding the inferred solutions as a whole, We have tested
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the sensitivity of the optimal solutions to random observa-
tional errors in the galaxy déta by means of model calcula-
tions with perturbed input data. These tests indicate that
the significant properties of the model are not affected by
random observational error, an encouraging result similar
to the findings of Faber (1972) régarding guadratic-
programming methods. The kinds of changes one does see as
the result of perturbations include the interchanging of the
relative contributions of closely-similar groups (for example
F V and F IV stars). The joint contribution of these groups
remains nearly unchanged, however. Also, groups which con-
tribute to the solution in only small amounts are under-
standably subject to larger changes. Specifically, the per-
turbed models imply that the numbers of stars on the lower
main seqguence relative to GO-5 V are clearly uncertain by at
least a factor of two.

We have also tested the significance of the inferred
mass-luminosity ratios in a direct way by means of models
with additional constraints on allowable values of M/L. We
find that whereas M/L 1is rather severely limited on the
low side (values of M/L < 0.3 generally result in models
which are too bright in both the ultraviolet and far-red
regions; see Figure 4), upper limits to M/L are less well
defined. This is due largely to the small luminosity con-
tributions made by the late M V stars in the optimal

solutions--their numbers can be significantly increased
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FIGURE 4

Percentage flux residuals (model-observed)/(observed) for
selection of non-optimal stellar population models. The
symbol usage in Figure 3 also applies to Figure 4. The
NGC 5194 and NGC 2903 models shown are discussed in the
text, The NGC 1084 models illustrate the effects of im-
posing high and low mass-to-light ratio constraints:

high M/L = 20, low M/L = 0,18, The NGC 4321 cases illus-
trate the typical deficiencies of models constrained to
represent the present-day distribution of stars for star
formation histories with initial mass functions character-
ized by values of a = 3 and o = 2, (See equation (3) and

the discussion on p. 86 of the text.)
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without severely compromising the overall fit. As in-
creasingly larger M/L values are demanded, however, the
substitution of M dwarfs for M giant stars gradually and
systematically increases the residuals at the long-
wavelength feature bandpasses. Particularly sensitive is
the A8542 feature, where the model flux becomes too bright
at high values of M/L . 1In this way, we infer that M/L
cannot be as large as 10 in any of the nuclear regions
studied here, and that it is likely to be substantialiy
lower in all except NGC 628 and NGC 5194,

Finally, we note from Table 7 that all optimal models
but that for NGC 628 use strong-lined KIII groups exclu-
sively. However, because the observations of NGC 628 were
made with an entrance aperture of 10 arc sec (all other
galaxies with 7 arc sec) the greater spectral degradation
(which weakens spectral features) may mean that this result
is artificial. We have tested the various galaxies with
regard to this property and find that the overall sensitiv-
ity to the interchange of the normal and SL groups is low.
Residuals at features such as CaIl + TiO A8542 and CN A4200
do increase slightly when the optimally-chosen type of K
giant is arbitrarily suppressed, but the differences are
slight enough that the exclusive use of normal or SL groups
in any given galaxy (particularly those in which the total
K-giant contribution is small) is probably not highly sig-

nificant. Considering that physical regions of several
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hundred parsecs or more have been observed in these galaxies,
this relative insensitivity may not be surprising if the
strong-lined phenomenon such as that found in M31 is closely
confined to the extreme nuclear regions of galaxies (see

Spinrad, Smith, and Taylor 1972).

C) Stellar Population: Specifics

In this section we summarize the salient features of
the individual models not already discussed in Section Vb.

i) NGC 628

This model contains a large G-KIII population, which
contributes substantially to the luminosity at all wave-
lengths observed. The upper main sequence is very weak
(note the sharp cutoff in population above F6-8 V). The
need for any stars hotter than A7 V was tested by computing
a model with the first 6 main~sequence groups deleted. The
residual sum was virtually identical for this model, but
all residuals for X < 40005, with the exception of the
point at A3350 which is presumably a bad datum, became
negative (model too faint), introducing a systematic skew
in the residual diagram. Because the observational uncer=-
tainties in the ultraviolet are large for NGC 628, the
interpretation of this is somewhat ambiguous, but certainly
the evidence is consistent with a lack of significant num-
bers of 0-B stars in the nucleus. Interestingly, this

confirms the inference made by Pronik (1973) that the lack
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of Ho emission in the nucleus of this galaxy (see Section
IIIb) is due to a lack of excitation.

The subgiant F contribution is particularly strong in
the NGC 628 model. Our experience with the behavior of per-
turbed models (Section Vb) has indicated, however, that
these stars are very often interchangeable with the main-
sequence F groups. It is probably safest, therefore, to
consider the early subgiant groups only in conjunction with
their close-lying main~sequence neighbors.

Finally, we note that the intrinsic reddening is only
poorly determined for this galaxy. The optimal value of

E(B-V) = 0.10 mag. is probably uncertain by #0.10 mag.

ii) NGC 1073

NGC 1073 is the only unambiguously barred spiral in
the present sample, and its reddening-uncorrected energy
distribution is the bluest of the seven program galaxies
(see Figure 2). Unfortunately, because of its faintness,
the observational uncertainties are large over a substantial
portion of the spectrum, and in particular, no spectral fea-
tures for A > 70002 are measured. The Balmer lines other
than Ho are strong in absorption.

Unlike the previous galaxy, NGC 1073 has very little
KIII luminosity contributions, and the upper main seguence
and supergiant stars are important contributors over a
large wavelength range. Note the importance of the A0-3 V

group.
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iii) NGC 1084, NGC 1637

The models for these two galaxies are sufficiently
alike that they are discussed together. Like NGC 1073,
these galaxies show only minimal KIII contributions, with
a significant upper-main-sequence population present, al-
though there is more emphasis on the F and G dwarfs in
these models. Models testing the need for 0-B stars in
these galaxies indicate that they may not be deleted with-
out inducing systematic deficiencies in the ultraviolet
residuals.

The iﬁferred intrinsic reddening for these two
nuclei is large; however, we regard them as well established.
The residual sums for bandpasses measuring line features
alone are very clearly larger for significantly greater or
less amounts of presumed intrinsic reddening. Also, the
Yerkes form classifications for these galaxies (see Table
3) are consistent with substantial proportions of early-type
stars, implying the rather red observed energy distributions
are due to the effects of reddening and not stellar temper-
ature.

iv) NGC 2903

NGC 2903 is a remarkable galaxy with a peculiar nuclear
complex of "hot spots" (see Figure 1). It has been the
subject of dynamical, spectroscopic, and photometric inves-
tigations by a number of authors. Analyses of the nuclear

stellar content have been made by means of broadband
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photometry (Tifft 1963) and slit spectra plus scanner
photometry (Alloin 1973). O'Connell (1974) has pointed
out the large strength of the 28542 absorption feature in
NGC 2903 and the fact that relative to normal Sc galaxies,
NGC 2903 has both a near-infrared and an ultraviolet excess
of flux. The latter point is confirmed by the energy dis-
tribution in Figure 2, and the great strength of the 18542
feature is apparent in terms of the nearly 10 percent
positive residual for the optimal model in Figure 3.

Given the unusual continuum shape for this galaxy,
the fact that the internal intrinsic reddening case was
inferred is not surprising, as internal-type reddening
would act in just such a way as to produce excess infrared
and ultraviolet flux relative to that from external models.
The visual appearance of the nuclear region (Figure 1) is
also such as to suggest that large amounts of dust are
present.

The stellar-content model for NGC 2903 is singular
among the present samples for the dominating role of super-
giant stars--nearly half of the total ultraviolet flux is
from the B-A I groups. O-B main-sequence stars are of
course also present in large numbers. The suggestion by
Tifft (1963) on the basis of spectroscopic data that large
numbers of supergiants must be present is strikingly con-

firmed by the present model.
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The model for NGC 2903 by Alloin (1973) contains no B
Supergiants and many more G and K stars than the present
model. We have tested the significance of the lack of sub-
stantial K-giant light in our model by calculating a model
where the K4-5III SL contribution in A5450 light was con-
strained to be 15 percent--roughly 3 times its "optimal"
value. The resulting solution was clearly unacceptable:
<§> 1increased by a factor of 2.5 and the residuals were
systematically deficient (see Figure 4).

The large number of O0-B stars in the present model,
indicative of currently active star formation in the nuclear
region, does not necessarily stand in contradiction to the
absence of HeI 23820 absorption on Simkin's (1975) slit
Spectra: this feature is strong only in early B V stars
(O'Connell 1973)--in particular, it is not strong in the B I
stars providing the bulk of the ultraviolet luminosity in

the present model.

v) NGC 4321

The stellar-population model for this galaxy has a
large K-giant luminosity contribution over a wide spectral
range, and a main-sequence which decreases sharply at the
transition from F V to A V . 1In these respects it resembles
NGC 628. Unlike that galaxy, however, the model for
NGC 4321 incorporates a significant O-B V and I population.

Relative to the number of Fl-5 V stars, NGC 4321 has 10
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times as many 05-9 V stars as does NGC 628. These O-B

stars are apparently not an artifact, since a model with
the first two main-sequence groups deleted has clear de-
ficiencies: <6&> increases by about 12 percent and the
blue and ultraviolet residuals bear the systematic mark of
stars which have Balmer jumps that are too large to match
the observations in that region. The intrinsic reddening
inferred for the NGC 4321 nucleus is E(B-V) = 0.30 mag. The
case E(B-V) = 0.20 mag. .is a close second choice with, in
fact, an insignificantly smaller <§> . This case was re-
jected since the residual diagram possessed a small but
distinct tilt extending over the whole spectral range.
Larger amounts of intrinsic reddening can be more securely
rejected, but there is some ambiguity about the lower ac-
Ceptable limit.

Finally, we note that the present model is consis-
tent with the F8 blue-violet spectral type and the inferred
presence of substantial ﬁumbers of K stars guoted by Morgan
and Osterbrock (1969).

vi) NGC 5194

NGC 5194 possesses the strong K-giant and F-dwarf
contributions characteristic of NGC 628 and NGC 4321. How-
ever, as stated in Section Va, the basic model for NGC 5194
has been calculated with the numbers of 05-B9 V stars left
completely unconstrained. This procedure was necessitated

by the excessive ultraviolet flux in the model with normal
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constraints on these stars (see Figure 4). That these
high points are not just due to observational errors is es-
tablished by the unconstrained models we have tested for
NGC 5194. WwWith the exception of the highly discrepant i3300
point, which is regarded as a bad datum, the points below
the Balmer jump do not systematically diverge unless con-
Straints forcing O-B stars into the solution are used. This
behavior is not observed for any of the other galaxies, in-
cluding NGC 628. We note that had a gaseous continuum-
emission contribution inferred from the Ha strength been
subtracted in the case of NGC 5194, the problem of excessive
ultraviolet flux in models containing O0-B stars would be
compounded (v additional 6 percent residual at 13620).

Since the main-sequence groups are constrained in a
serial-ratio fashion, it appears that it may be largely a
need for a substantial A V component which causes the
standard-constraint model to have too many O-B V stars in
NGC 5194. A model like the standard one but with the
group 2/ group 3 ratio left free, and which is constrained
to include only enough 05-09 V stars to contribute 0.005 of
the A3300 light,actually uses 17 such stars and improves,
but does not in fact completeiy cure, the ultraviolet dis-
crepancy. Our conclusion then is that unobscured 0-B stars
cannot be present in NGC 5194 in significant proportions
relative to the numbers of A and F dwarf stars in the model,

and that the data are not inconsistent with their complete
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absence. This apparent selective exclusion of O-B stars
is not seen in the models for anv of the other galaxies.

The final note in regard to our NGC 5194 stellar
model concerns the likely vresence of the auroral emission
line 14363 of [OIII]. Warner (1973) has noted the prob-
able detection of this line in the central 2.5 arc sec of
the nuclear region. The image-tube spectra of Williams
(1975) refer to a similar region and also indicate an emis-
sion feature at the expected wavelength. On the basis of
these spectra and the excess flux observed in the MCSP
bandpass centered at 14363 (rest frame), we consider the
detection likely. (The possibility of imperfect sky sub-
traction at the wavelengths of strong night-sky features,
such as is seen in the case of NGC 1637, raises a question in
regard to the influence of the 14359 artificial Hg line.
However, there are no indications of particular difficul-
ties with the sky subtraction for NGC 5194, and furthermore,
24359 is separated from redshifted A 4363 by lOX, and thus
the Hg line should not be strongly present in the relevant
MCSP bandpass.)

An estimate of the strength of the ohserved [0OIII]
24363 emission may be obtained from the flux residual with
respect to the stellar model at the 14360 synthesis wave-
length, which was omitted from the fitting process. The
literal residual flux is 11l.3 percent, but with due regard

for the scatter of the residuals at neighboring wavelengths,
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a fair estimate for the excess is 8 percent of the syn-
thesis model flux, or approximately 3 XlO-l4ergs cm ?sec” L.
The [OIII] A5007 intensity, corrected for the inferred in-
13 -1

S . . - -2
trinsic nuclear reddening, is 2.3 x 10 ergs cm ~sec SO

that TI(24363)/I(X5007) ~ 0.1 with an estimated uncer-
tainty of about a factor of 2. This measurement, although
uncertain, suggests that the ionization mechanism in

NGC 5194 may be collisional (Osterbrock 1971; Warner 1973).



74

d) O-B Stars and the Ultraviolet Radiation Field

The presence of significant numbers of 0-B stars
has arisen in a natural and consistent way in the optimal
models for all of the nuclear regions studied here except
those for NGC 628 (which has no emission lines) and NGC
5194. 1In the case of NGC 5194, there are suggestions from
the emission-line spectrum that the ionization process may
be collisional (Sections IIIb and Vc vi).

For the remaining five nuclear regions, presumed to
be radiatively ionized (Section IIIb), we must ask whether
the ultraviolet radiation field associated with the model
O-B stars is sufficient to provide the ionization inferred
from Balmer-line emission strengths. There are at least
two conflicting precedents regarding this question in other
galaxies: Pronik (1973) has concluded from a sample of 16.
nearby normal galaxies that the ionizing stars are in fact
the same stars which determine the ultraviolet and blue
colors of the galaxies, whereas Osmer, Smith, and Weedman
(1974) have concluded in the case of six Sersic-Pastoriza
galaxies that the ionizing stars contribute negligibly to
the integrated colors,due to large amounts of dust absorp-
tion selectively associated with the HII complexes.

Our calculations of the number of ionizing photons
required in the nuclear regions studied closely parallel

those of Osmer, Smith, and Weedman (1974), except we use
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the Ho flux as corrected for the intrinsic reddening and
underlying Ho stellar absorption determined from the model
Stellar.population. (Model Ho absorption equivalent widths
are typically Wl.Sg— 3&). Equating the number of ioniza-
tions to the number of recombinations onto excited levels,
we find the production rate of ultraviolet nhotons to be

11

N. = 7.25x 10 L(Ho) photons sec_l where L{Ha) is the

uf
Ha luminosity in ergs sec—l, and where we have used a re-

combination coefficient to excited levels at Te = 104 °K

of 2.58 x ]_O—l?’cm3sec“1

(Seaton 1960).

To estimate the production rate of Lyman continuuﬁ
photons from the 0-B stars of synthesis groups 1 and 2, we
use the quantity NL/ﬂFV (= f(Teff)’ a function of stellar
effective temperature) derived by Morton (1969) from model
atmospheres of O-B stars. Thus, Nuz = 1.23x 1035 f(Teff)
lO-AMV photons sec_l, where N,y 1is the Lyman continuum
photon productién rate for a star of absolute magnitude My
and effective temperature Teff‘ The constant coefficient
here differs slightly from that given by Osmer, Smith and
Weedman (1974) because we have referred Morton's numbers to
the more recent absolute calibration of o Lyr by Oke and
Schild (1970). The effective temperature scale adopted for
spectral types O5 V to BO V is a mean of the scales given

by Hjellming (1968), Morton (1969) and Peterson and Scholz

(1971); for B1 V to B3 V, the scale of Morton and Adams
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(1968) is adopted. The absolute-magnitude scale of Blaauw
(1963) is then used to compute Nul for each spectral type.
Means of N , over the first two synthesis groups, ob-
tained by weighting each spectral type in accordance with

the "local” initial mass function for large masses %m—2‘55

48

(Limber 1960), are <Nu£(l)> = 9.5 x10 “photons sec™t per

4Sphotons sec™ ! per star. Group

star and <N ,(2)> = 4.7x10
1 (05-09 V) stars are clearly far more effective ionizing
agents.

In Table 8 we compare the number of 05-09 V stars
required to produée the Ha luminosity with the numbers of
such stars actually present in the model solutions. The
overall agreement within thé inherent uncertainties is very
good, indicating that with the exception of NGC 5194 the
numbers of O stars arising naturally in the stellar-popula-
tion models are sufficient to explain the observed Hao
intensities. This lends credibility to the radiative-
ionization scheme presumed for these nuclear regions.

Note that the numbers of O stars required to ionize
these nuclear regions are much smaller than the numbers of
ionizing-stars inferred by Osmer, Smith, and Weedman (1974)
in six Sersic-Pastoriza galaxies. Their inferred numbers
are large primarily because of large absorption corrections
for the young stars and gas (E(B-V) ~ 1.0 mag.) derived
from the observed Ho/HB emission decrements. However, we

find from our work that the observed Ha/HBR decrements can be
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TABLE 8

COMPARISON OF THE NUMBER OF 05-09V STARS REQUIRED TO PRODUCE

OBSERVED IONIZATION WITH NUMBERS PRESENT IN POPULATION MODELS

Corrected Ha Ultraviolet
Lumimosit photon rate
Y N Predicted Actual
NGC L(Ho) * ug
-1 - N(05-09V) N(05-09V)
(ergs sec 7) (sec 7)

628 .o e . e 39
1073 1.8 (39) 1.3 (51) 140 444
1084 2.3 (40) 1.7 (52) 1800 1160
1637 5.8 (39) 4.2 (51) 440 147
2903 6.9 (39) 5.0 (51) 530 ‘ 802
4321 1.1 (40) 7.9 (51) 830 719
5194 3.6 (39) 2.6 (51) 280 0

*Ho luminosities are corrected for the intrinsic reddening
and underlying stellar absorption implied by the stellar-

content models.

The numbers in columns 2 and 3 are written in exponential

notation - the parentheses contain the appropriate powers of 10.
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rather misleading if the underlying HR stellar absorption
is neglected, For example, NGC 1637 and NGC 2903 both have
Observed decrements I (Ha)/I(HB) ~ 10, yet when the correc-
tion for underlying Balmer-line absorption is taken into
account, as well as the (comparatively modest) intrinsic
reddening implied by the model-fitting process, the decre-
ments are close to normal within the uncertainties: for
NGC 1637, the corrected intensity ratios o/B, Y/B, &/B

are 3.6*0.4, 0.6+0.1, 0.3*0.1; and for NGC 2903
3.7+£0.4, 0.3+0.1, 0.3%x0.1, to be compared to theoreti-
cal Case B values at T_ = 10% °k of 2.87, 0.47, 0.26
(Pengelly 1964). 1In these two galaxies, there is apparently
no need to presume large amounts of differential gas/star
absorption and reddening, and we suggest that it is danger-
ous to attribute large emission décrements solely to the
effects of reddening in cases where the emission equivalent
widths of HR are small enough to be significantly affected
by underlying stellar absorption (HB absorption equivalent
widths in our population models are %2.28— 4.58). In par-
ticular, since the analysis of Osmer, Smith and Weedman
(1974) makes no explicit reference to allowance for under-
lying absorption and the HB emission strengths correspond,
except for NGC 1808, to equivalent widths from %2.33 to
5.52, it seems possible that somewhat less extreme interpre-

tations may be compatible with their data.
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Finally, we should note in connection with the other
galaxies in the present sample that accurate corrected
decrements are not recoverable: the uncertainties are large
due to the weakness of HB which is not seen at all except
as a residual with respect to the stellar-model flux. This
is likely a result of the overall relative weakness of the
Balmer emission system--see the Ha eguivalent widths in
Table 5--rather than evidence for additional reddening. A
possible exception is NGC 1084, for which EW(Ha) " 258 and
for which the model-corrected decrement I(Ha)/I(HB)N 6% 1.7.
The Ha intensity for this galaxy is uncertain, however, since
"the Ho/[NII] ratio is an estimate from an uncalibrated

photographic spectrum.

e} Electron Densities and HII Masses

For the nuclei of NGC's 1084, 1637, and 2903 we have
measured the density-dependent intensity ratio of the [SITI]
emission lines at X6717 and A6731 from calibrated photo-
graphic slit spectra obtained by the author. For NGC 5194
the ratio is given by Warner (1973) and measurable on the
slit spectra of Williams (1975). One can estimate the elec-
tron density appropriate to the region emitting the [SII]
lines by means of the data in Krueger, Aller, and Czyzak
(1970). The "forbidden line" electron densities so inferred
are denoted ne(fl) and are given in Table 9. 1In the case

of the galaxies for which the [SII] intensity ratio has not
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been measured, for the purposes of the present discussion
we have assumed that the density ne(fz) can be approxi-
mated by the mean of that for the four other galaxies:
<ne(fz)> = 2.3 x 103cm—3.

From the absolute intensities of the absorption-
corrected Hg emission (Table 8), it is possible to measure
an r.m.s. electron density since the Ho intensity is pro-
portional to nZV, where V 1is the volume of the emitting
region. 1In each of the nuclear regions with Ho present,
the emission extends over a region larger than that defined
by the scanner aperture used (this is determined from the
slit spectra) so that V is assumed to be a spherical
volume with angular diameter equal to the scanner aperture.
The név and the V and ne(rms) calculated in this way
(see Piembert 1968 for equations) are also listed in Table
9 for each galaxy. (We have computed these quantities for
NGC 5194 even though the exact conditions of excitation and
ionization are uncertain). As is often found, ne(rms) <<
ne(fz), implying the probable existence of large density
fluctuations in the emitting material. Following Piembert
(1968), it is possible to reconcile ne(rms) with ne(fz)
if one assumes an extreme model of density fluctuations
where 'a fraction o of the total volume is filled at den-
sity ne(fz) and the density is zero throughout the remain-

2

ing volume; in this case, a = ng (rms)/ni(fl). One may
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then set upper and lower limits on the mass of ionized
hydrogen M(HII) in the emitting region: M(HII) < ne(rms)v
m, = M(rms) where My is the mass of a hydrogen atom. At

. 2
the same time, M(HII) > (neV)mH/ne(fl)

i

M(a) . (One may
easily verify that this is equal to the total mass contained
in filaments occupying a volume oV with density n_(f)
and thus is identical with Piembert's (1968) M(a)). The
quantities o , M(rms), and M(a) are listed in Table 9.
Note that very small filling factors o are implied by the
data.

In the mean, the HII mass limits indicate that the

6 and 1072 of

mass in ionized hydrogen is between %5 x 10~
the total stellar mass of the adopted synthesis model.

There appears to be no clear-cut correlation of the ratio
M(HII)/M(stellar) with other properties of the nucleus such
as indications of recent star-formation activity. Although
the interpretation of this is somewhat ambiguous, especially
in view of the uncertainties in both M(HII) and M(stellar),
it may indicate that some gas-replenishment mechanism is

required to maintain continued star-formation processes in

the nuclear regions.
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VI. DISCUSSION

a) Evolutionary Interpretation

The stellar-population models presented in Section V
understandably share some common characteristics but also
exhibit a large degree of diversity. All the models cal-
culated have weak lower-main-sequence populations, some
intrinsic reddening, and a much stronger population of
"voung" stars (main sequence more massive than 1 m@) than
is found in k-nuclei galaxies. This last characteristic,
however, is shared to considerably varying degrees. In
galaxies like NGC 628 and NGC 5194, the extreme upper main
sequence plays no essential role and these systems are
characterized by very significant G-K III contributions.

In systems such as NGC 1073, NGC 1084, NGC 1637, and NGC
2903, on the other hand, massive young stars are very im-
portant and the G-K III stars contribute relatively little.
NGC 4321 appears, interestingly, to represent an intermed-
iate, or "transition" object between these two broad
categories--it poséesses both the strong K-giant contribu-
tion characteristic of the first category and a significant
O-B star contribution such as is characteristic of the
second category.

The guestion of the origin of this diversity among the
Sc nuclei studied immediately suggests itself. Several

recent investigations of the evolutionary histories of
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various stellar systems have suggested that the present-

day characteristics of the stellar populations in diverse
dalaxies are explicable in terms of the time dependence of
a star-formation process with a constant, universal mass
spectrum (Searle, Sargent, and Bagnuolo 1973; Larson and
Tinsley 1974; Ostriker and Thuan 1975). Within the frame-
work of the simple models used in Section IVc to construct
evolutionarily-consistent constraints for the synthesis
procedure, it is possible to subject the present results

to tests of various evolutionary histories. The results of
any such procedure should of course be viewed with caution:

the model histories are highly schematic, and all one can

ever hope to demonstrate in any case is compatibility with
oﬁe or another particular history.

Extensive tests of models highly constrained to cor-
respond to various combinations of o and 1 (see equatioﬁ
(3)) have been conducted for the seven galaxies in the
present sample. Because of its possible special signifi-
cance (see references above), an initial mass function
(relative number of stars formed per unit mass) approximat-
- ing the "local" IMF (Limber 1960) has.been given particular
emphasis. Limber's data shows, and Lérson and Tinsley
(1974) have pdinted out, that for masses less than 1 m,
the local IMF is considerably shallower (smaller o) than

-2.4

the Salpeter mass function m . We have consequently

approximated the local IMF by fitting the Limber (1960)
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data with a two-part power law joined smoothly at

m= ,75 me such that o = 2,55 for m > .75 My and

!

1.5 for m < .75 moo. Additionally, tests have been
made with single-a IMF's and a second two-part IMF similar
to the local function but with o = 3 for m > .75 m, -
All total ages have been taken to be l2><109 years.

Without exception, each of the nuclear regions

studied here seems most compatible, among the possibilities

tried, with initial mass functions approximating either the
"local"™ IMF or the two-part IMF with o = 3 at high masses,
with some indications that even larger o values may be ap-
propriate in the very high mass range. The discriminating
Ccharacteristic between galaxies is the birthrate time
dependencé, which appears to range from exponential with
time constant T = 3 X 109 vears (NGC 628) to a completely
constant rate (NGC 2903). Not surprisingly, the two broad
categories of stellar population mentioned above correspond
to two broad classes of time dependence: the NGC 628-5194
group is most compatible with time constants in the range
3-6 x 10° years, and the NGC 1073-1084-1637-2903 group is
most compatible with very large time constants (ﬁlZX lO9
vears) or even constant birthrates. Also, as before, NGC
4321 seems to be intermediate, characterized by time con-
stants nVv6-12 X lO9 years.

Single-a IMF's as steep as o = 3 or as shallow as

o = 2 are not as compatible with the galaxy data in any of
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the cases. 1In general, the o = 3 models are much too

red at A > 50008 for the bluest galaxies and they provide
too much flux in the A8500 region for the redder galaxies
(see Figure 4). NGC 628 is unique among the present galax-
ies in that it is the one least compromised by an o = 3
model. Additionally, the nuclear-region masses for the

o = 3 models are extremely high, often 21010 mo s due to
the very large number of faint M dwarfs present. Nothing

like the steep mass function found by Spinrad and Taylor

(1971) for M31 (a ~ 3.5) seems allowable in the present

galaxies. Models with o = 2 are generally too bright at
ultraviolet wavelengths. When time constants short enough
9

to reduce this ultraviolet flux (Tt v 2x 10~ years) are used,
the region 3800% 2 A< 45002 then typically becomes too
faint (see Figure 4). This presumably happens because when
numbers of O-B stars small enough to be consistent with the
ultraviolet luminosity are used, the shallow mass function
does not provide sufficient numbers of F and G dwarf stars.
The conclusion we make with respect to the initial
mass functions characterizing the galaxies studied is that,
whereas it is obviously not possible to consider all com-

binations of IMF and time dependence, there is apparently

no need to invoke a large variety of IMF's: the overall
observed stellar properties are best reproduced by IMF's
resembling the local function with a variety of time de-

pendences. This result is thus similar to that found by
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Searle, Sargent, and Bagnuolo (1973) and Larson and Tinsley

(1974) in reference to other stellar systems,

b) Final Considerations

One particularly interesting aspect of the broad
categorization of stellar populations made in the preceding
section is revealed in Figure 5, where the intrinsic nuclear
energy distributions (i.e., corrected for the intrinsic
reddening implied by the model-fitting process) have been
grouped according to the van den Bergh luminosity classifi-
cation (Table 3). Those galaxies classified as Sc I have
the intrinsically reddest nuclei (those with significant
K-giant contributions); the other luminosity classes have
intrinsically bluer nuclear regions. (It should be noted
that two of the intrinsically "blue" nuclear regions (NGC
1084, NGC 1637) have observed colors as red as the Sc I
group (see Figure 2). The separation of luminosity classes
in terms of color is thus not evident until the intrinsic
colors are recovered. NGC 4321 is the bluest of the Sc I
group, consistent with its "transition object" nature cited
in Section VIa. However, inasmuch as the choice of intrin-
sié reddening for this galaxy is uncertain and may be too
large, as explained in Section Vcv, the significance of its
assigned intrinsic color is ambiguous.) By the results of
Section VIa, we may interpret these intrinsic colors and
corresponding stellar populations as reflecting the overall

time dependence of star formation in each nuclear region.
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FIGURE 5

Intrinsic energy distributions of the nuclear regions

studied (observed energy distributions corrected for the
intrinsic reddening implied by the model-fitting process

as described in the text), grouped according to van den Bergh
luminosity classifications. Note that only the observed
synthesis wavelengths are shown and that the Ho point has
been deleted to avoid confusing overlap. The Sc I group

has been hormalized to provide overall agreement in the
region from A7000 to A10000, and likewise the remaining galax-
ies have been so normalized and arbitrarily displaced

from the Sc I group to avoid overlap. The Sc I group is
comprised of (in order of increasing flux at A3570)

NGC 5194, NGC 628, and NGC 4321, 1In similar order, the

other galaxies are NGC 1637, NGC 1084, NGC 2903, and

NGC 1073, (Note the local crossover of NGC 2903 and

NGC 1073 at the A3570 point.)
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Taken literally, this implies that amona the present sample,

star formation has in recent times been less active in the
nuclear regions of the Sc I galaxies than it has been in
the nuclear regions of the lower-luminosity class galaxies.
This result is intriguingin that it relates a nuclear
property of the galaxies to a more global property (luminos-
ity class, which essentially measures the degree of develop-
ment of the spiral arms; van den Bergh 1960a,b). Suggestions
have been made that overall characteristics such as luminosity
class are largely determined by more fundamental dynamical
properties of spiral galaxies (Roberts, Roberts, and Shu 1975).
If this is so, then one might ask whether the nuclear-color
luminosity-class correlation seen here is also simply a
manifestation of some more fundamental property or properties.
In this connection the available rotation-curve data
for the program galaxies have been consulted (see the refer-
ences in Table 3). Four galaxies in all, two in each of the
main groups differentiated here, have published rotation
curves. The rotation curves for NGC 4321 and NGC 5194 show
strong differential rotation indicative of high central mass
concentrations. The two blue galaxieswith rotation curves,
NGC 1084 and NGC 2903, have relatively more extensive regions
of solid-body rotation, indicative of lower central mass con-

centrations. Under the density-wave theory of spiral struc-

ture, galaxies with rotation properties of the former type
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are in general expected to have inner Lindblad resonances
(see, e.g., Lin 1971; Shu, Stachnik, and Yost 1971). Shu

et al. (1971) and Tully (1974) have discussed the existence
of an inner Lindblad resonance in NGC 5194; Tully (1974)

finds it to be coincident with the termination of spiral
structure at an angular radius of about 30 arc sec. On the
other hand, galaxies with more nearly solid-body rotation
properties do not in general possess the inner resonance. Can
it be that a typical "blue" nucleus of the present sample has
been able to continue star-formation processes over a large
portion of its history because of interactions with its sur-
rounding galaxy as a whole, and that the "red" nuclei have
been largely denied these interactions by damping in dynamical
resonances? Our data can only be suggestive on this point;
interestingly, however, Simkin (1975) has found evidence for
streaming motions of gas into the nucleus of NGC 2903 at
small radii along the optical spiral arms. If our speculation
is correct, then the nuclear-color rotation-curve correlation
is the more general one, and we should expect, for example,
that a galaxy like NGC 157 with a large solid-body radius and
no indications of an inner resonance (Roberts et al. 1975) |
would fall into the intrinsically-blue-nucleus category, de-
spite its Sc I classification. A test of this would need to .
be able to infer the intrinsic reddening or be based on red-

dening-independent parameters.
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We note that Saslaw (1971) has previously addressed
the question of the relation between the dynamical proper-
ties of spiral galaxies and the stellar content of their
nuclei. His data led to the conclusion that no correlation
exists, which is largely inconsistent wth the present re-
sults for the four galaxies with adequate dynamical data. We
suggest the possibility that the uncorrected effects of
Balmer-line emission and intrinsic reddening (both shown to
be significant in the present sample) may have reduced the
usefulness of the HS and Hy absorption indices and the "blue-
ness" continuum index employed by Saslaw (1971). His two
remaining indices, measuring CN and G-band strengths, are by
themselves probably inadequate guides to the overall stellar

content.
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VII. SUMMARY

The present work has reported a means of studying the
stellar content of the nuclear regions of seven nearby Sc
galaxies, utilizing the methods of linear programming to
carry out detailed stellar-population svntheses. The guide-
lines for the svntheses were provided bv simple model evolu-
tionary histories and are believed to have resulted in
physically consistent stellar-content models incorporating
the effects of multiple generations of stars.

The principal conclusions to be drawn from these syn-
thesis models include the existence of substantial intrinsic
reddening in most of the nuclear regions studied, the exis-
tence of significant upper-main-sequence populations in most

cases, and the lack of a very heavily-populated lower main

sequence in all cases. In addition, with the exception of
NGC 5194, for which there is evidence for collisional in-
fluences, the O-B stars in the model population are suffi-
cient to provide the observed nuclear ionization. No
evidence for significant amounts of differential gas/star
absorption has been found, and the possible effects of under-
lyving stellar absorption on observed Balmer decrements have
been emphasized.

Reference to the simple evolutionary models used to
constrain the synthesis solutions has indicated that the

properties of the observed nuclear regions are consistent
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with the existence of a common initial mass function for .
star formation (®"local" IMF) and a variety of time depend-
ences for the star-formation process ranging from exponential
decays with time constants of 3-6 billion vears to a constant
rate. Finally, attention has been drawn to a possibly sig-
nificant correlation of stellar content and dynamical prop-

erties among four of the program galaxies.
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APPENDIX A

STELLAR SINGLE~-CHANNEL SCANNER PHOTOMETRY

A program of spectrophotometry of local stars was car-
ried out using single-channel photoelectric spectrum
scanners attached to the Mount Wilson 1.5-meter and 2.5-
meter telescopes, and the Palomar l.5-meter telescope.
Originally intended to supplement the scanner photometry of
O'Connell (1970), this program measures the abhsolute flux

-1

density f_ (ergs cm—zsec Hz_l) at 35 wavelengths between

vV
3570% and 108002 corresponding to most of those measured by
O'Connell and with the following bandpasses: for A < 36203,
A = 408: for 38608 < A < 48628, A) = 208; for
50508 < A < 7400%, AX = 308; for 8050A < A < 10800A,
AX = 40%. Since several of the program stars were observed
- only with an earlier version of this bandpass sequence
measuring the HB8 line at 24862 with a 308 baﬁdpass, a cor-
rection to an effective bandpass of 202 was computed as a
function of spectral type from data for stars having both
302 and ZOX measurements. This correction was applied to
those stars with only 30% HB measurements. (Near type AOV
this correction =+0.08 mag.) Stars with the HB point so
"rectified" are identified in the list of Table Al (des-
cribed below) by an asterisk at the 14862 point.

Wavelengths shorter than 80008 were measured with an

S~20 photocathode; at longer wavelengths, an S-1
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photocathode was employed. Separation of spectral orders
was achieved by means of glass filters. Stars redder than
B-V ~ +0.40 could not be accurately measured in the ultra-
violet region with the Mount Wilson scanner using the
standard Schott BG-38 filter. Excess flux (relative to
Palomar-scanner measurements or other sources) in the
ultraviolet for these stars persisted even when the con-
tribution from the monochromatic first-order redleak was
removed, suggesting that scattered light was the chief con-
taminant. Because of this problem, no Mount Wilson ultra-
violet data for stars redder than B-V = +0.40 are used.
Reliable data for 35 bright stars of predominantly
early spectral type are available. Most stars were observed
more than once, and the standard deviations of the multiple
scans suggest that the photometric accuracy is of the order
of 1 or 2 percent over most of the observed spectral range,
and up to several times larger in the ultraviolet. The
observed scans have been corrected for reddening by the
Whitford law using color excesses determined in one of two
ways. For class V and class IV stars, the intrinsic two-
color relation and reddening trajectories given by Wildey
(1962) were combined with published UBV colors (Blanco,
Demers, Douglass, and Fitzgerald 1968) to infer the color
excess E(B-V). For higher-luminosity stars, the intrinsic
colors as a function of spectral type and luminosity class

(Johnson 1963, 1966) and published UBV colors were used to
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estimate E(B-V). Spectral types given by Hoffleit (1964)
were adopted.

Table Al lists the reddening-corrected scans (some
of which are only partial) for the 35 program stars. The
guantities listed are the wavelength and the magnitude per
unit frequency interval (-2.5 log fv + const.) normalized
to 0.0 at A5050. Entries of 0.0 at wavelengths other than
- A5050 indicate the absence of data. Stars are identified by
their HR number or, in the case of the last 3 stars in the
table, by their HD number.

The overall agreement with the spectrophotometry of
O'Connell (1970, 1973) is good except for wavelengths greater
than about 7000% in the 0 and early B stars, where the
present magnitudes become increasingly fainter than those of
O'Connell with increasing wavelength. Individual stars are
fainter by up to &~ 20 percent at the 1210800 point. The
origin of the discrepancy is unclear and not traceable to
differences in the absolute calibrations. Comparisons with
hot-star model atmospheres (Mihalas 1965; Hickok and Morton

1968) favor the present results.
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NORMALIZEG MAGNITUDES

5634
F5v

MAG

l1.15
1.09
0.51
0.51
0.95

0.30
0.53
0.23
0.22
0.33

Ds43
0.15
O.12
0.02

0.29

0.0

0.04
-0.04
"'00 09

-0.04
"0009

0.08
~-0.11
-0.13

-O‘ 10
~Ue 1 1
-0.08
-0.11
~-0.01

"00 05
"0. 02
-0.06
-0.05

0.00

382
FOIA

MAG

SCOOoOC
.

¢ & 8 e

cCocCcoOo CCoOoCC CoOCCO
o o v o e s o v 0 e )
cocoooC CcCoCcoo OCO0OC0CO o ocCo

c o
)
oC

G.04
-0.07
~0.05

OCO
0.04%
0.08
-0.00
0,00

-0.01
-0001
~0,02
0.03
0.10

1387
Fels

MAG

1.79
1.71
0.20
0.27
0.83

0.09
0.43
O.ll
0.07
O.19

0.42
0.12
0.07
0.03
0.00

1365
GeV

MAG

2.08
1.73
1.92
1.29
l1.88

0.75
.75
0.71
Oe71
0«95

Ge50
0e49
0.28
0.20
U.03

0.16

a0

0.17
-0.15
—0331

-0.20
~0a.33
“0. 36
-J.49
"'0050

-0049
"0. 55
-0455
"0.59
"0049

~-U«50
~0e 56
‘0.67
-0.69
"0. 67



LAMBCA

3570
362C
3860
3910
3933

4015
4101
4200
427¢C
4305

4340
4400
4470
4500
4786

48€£2
5050
5176
5300
582C

5892
61C0
65€2
7050
7100

7400
8050
8190
8400
8542

8800
919¢C
9950
10400
10800

1429
K3I11

MAG

3.29
2.63
24595
2.12
2485

1.28

1.30

1.29
1.08
1.30

C.71
0.77
0.50
0437
0.09

0.15

0.0

0.18
-Oo 26
-0.55

-0.43
~-0.63
-0. 73
""O. 88
-0.88

-0.93
-1.06
-1004
"1.09
-1.03

-1. 08
"1. 12
-1031
-1.38
~l.43

103

TABLE Al (CONTINUED)

NORMALIZED MAGNITUDES
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APPENDIX B

SYNTHESIS-STAR SPECTROPHOTOMETRY

Since the MCSP stellar survey by Gunn (1974) includes
no data for early spectral types or supergiants, spectro-
photometry from other sources has been adapted to the MCSP
system for these stellar types. The survey by O'Connell
(1973) provides the basic required data, although several
modifications to these data have been made. Since for O
and early B stars there is a systematic discrepancy between
the spectrophotometry of O'Connell (1973) and that of the
author (Appendix A), data from the two sources have been
averaged for these stars and wavelengths. Also, through

the use of the individual stellar scans comprising the

O'Connell survey (kindly furnished by Dr. R. W. O'Connell),
it was possible to eliminate some small peculiarities in
the group-averaged energy distributions as published
(O'Connell 1973). These anomalies (such as unusual
strengths of some Balmer absorption lines and unexpected
"bumps" in the energy distribution below the Balmer jump)
apparently resulted from the occasional use of incomplete
scans in the averaging process. All such instances in the
group data used here have been rectified by continuity
arguments or by the elimination of partial scans from the
averages.

The mean AO-3 V energy distribution of O'Connell

(1973) was combined with MCSP data for HD 190849%A (Al V)
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to provide the adopted data for the A0O-3 V synthesis group.
Energy distributions for earlier spectral types and blue
supergiants were generated differentially: the magnitude
differences between successive groups in the O'Connell
survey (modified as above) were applied to successive
adopted group energy distributions on the MCSP system, with
AO-3 V as the starting point. Because hot stars contain
relatively few strong absorption lines, this differential
technique can be used successfully even though the O'Connell
survey does not include all MCSP synthesis bandpasses. In
the instances where lines or line wings gg'fall in synthesis
bandpasses not in the O'Connell survey, the uncertainties in
the adopted energy distributions are increased somewhat.
Examples of wavelengths affected by these uncertainties are
23780, 23830, A3870, A3970, 24360, and 16560,

The M1-4 I synthesis-group energy distribution was
generated in a similar differential fashion from the MCSP
MO-1 III synthesis group data and the O'Connell (1973) sur-
vey. Here the luminosity-sensitive 16800 flux was inferred
differentially from the 26620 flux, using the data of Fay,
Stein, and Warren (1974).

In Table Bl we list the constituent stars defining
the synthesis groups taken from the Gunn (1974) survey.
Groups defined wholly or in part by the O'Connell (1973)

data are marked by an asterisk.
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TABLE Bl

SYNTHESIS GROUP MEMBERS

NO. NAME CONSTITUENTS NO. NAME CONSTITUENTS
1 05-9 V * 12 K0-2 V Hyades 183
HD 190470
2 B1-3 V *
13 K3-5 V HD 154712
3 B5 \Y * Hyades 185
BD +38° 2457
4 B8-9 V *
14 K7 \Y Hyades 189
5 AQ0-3 V HD 190849A,* GL 40
Hyades 173
6 A4-5 V HD 187754
Praesepe 276 15 MO v HD 132683
HD 192285 HD 151288
HD 157881
7 A7-FO0 V Praesepe 114
Praesepe 154 le M1-4 V GL 49
HD 190192 GL 15A
Praesepe 37 GL 109
Praesepe 226
HD 5132 17 Mb-6 V GL 15B
GL 83.1
8 Fl1-5 V Praesepe 332
Praesepe 222 18 M7-8 V GL 65
BD +29° 3891
19 F5-8 1IV BD +63° 0013
9 F6-8 V HD 122693 HD 7331
Hyades 1
Praesepe 418 20 G0-4 1V HD 192344
HD 13391
21 G5-8 IV M67 F143
10 GO0-5 V Hyades 2 HD 173399A
HD 154760 BD -02° 4018
HD 227547 HD 190571
Hyades 15
HD 190605 22 K0-2 1V HD 199580
HD 191615
HD 4744
11 GS8 v HD 150205 HD 7010
Hyades 26
HD 136274 23 G5-K1 III HD 227693
Hyades 21 HD 199191
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NO. NAME CONSTITUENTS

24 K2-5 III BD +30° 2344
BD +28° 2165
HD 166780

25 KO-1 ITI SL HD 113439
M67 Fl4l

26 K2-3 III SL Me7 Fl70
HD 158885
NGC 188 1-69

27 K4-5 III SL M67 IV-202 (= BD +12° 1919)
HD 127227

28 MO-1 III BD +2° 2884
BD -2° 3873

29 M2-5 III BD -2° 4025
BD -1° 3097
BD +1° 3133
BD -2° 3886
Z CYG

30 M6-8 III W HER
RZ HER

31 BO-1TI

32 B5-7 1

33 A2 I

34 Ml1-4 I

* From O'Connell (1973) data as described in the

text.
References: Hyades stars - Johnson and Knuckles (1955)
Praesepe stars — Johnson (1952)
GL stars - Gliese (1957, 1969)

M67 stars - Pagerholm (1906)
NGC 188 stars - Sandage (1962)
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Table B2 gives the adopted energy distributions for
each of the 34 synthesis groups. Listed with the wavelengths
are the normalized magnitudes per unit frequency (-2.5 log

fv + const.). For each group, the normalization is such

that

oo [e0]

( J s, f dvb/ J s,(v) dv =1

where Sv(v) is the single-airmass V-band response function
(Matthews and Sandage 1963). For the groups derived from
the 0'Connell (1973) data, the normalization integrals are
performed assuming a linearly-interpolated fv between the
66 synthesis bandpasses. The other groups (Gunn survey)

are normalized by means of the actual measurements of £

at all intermediate wavelengths. This normalization is
particularly convenient in that the overall group luminosi-

ties can be accurately ranked by the absolute V-magnitude.

Because of very large observational uncertainties in
the blue and ultraviolet spectral regions for the latest
two M V synthesis groups, the data have been deleted and
replaced by entries of 0.0 in Table B2.

Note that for each synthesis group Table B2 also gives
the mean (over all wavelengths) standard deviation of the
adopted average energy distribution, in magnitude units.

This guantity is denoted <sigma>,



LAMBDA

3200
3350
3400
3450
35870

3620
3780
+ 3800
3820
3230

3840
3860
3270
3890
3610

393¢
33870
4020
4100
4170

4200
4230
4270
4300
4340

4360
4380
4400
4430
4500

4530
462C
4780
4860
4900

MAG

-0.85
-0.86
-0.83
_0.81
-0.74

_0.72
-0.68
~0.64%
-0.68
~0.63

-0.563
-0.69
~0.68
-0.59
-0.68

—0065
-0.54%
-0062
~0.46
0454

-0.51
-0.51
~0.51
~0.50
~0.36

-J.45
~0.45
~De44
-0.40
-0042

~0.42
=0.37
-J.28
—0010
-0022
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TABLE B2

NORMALIZED MAGNITUDES

B1-3 85 B3-9
v \Y v
MAG MAG MAG
~0.34 0.04 0.61
-0.36 0.02 0.59
-0.36 0.03 0.57
‘0532 OaOQ 0.57
-0.26 0,07 0.57
-0e25 0«09 0.56
-0.42 -0.21 0.03
'0031 -0.10 Ocl?
-0a44% -0.34 ‘0020
-0433 -0.15 0.10
°0031 -0012 0.17
-0.54 -0.44%4 -0.34
-0.53 -0.43 -0.33
-0.31 ~0.10 0.17
~-0e54 -0.45 -0.33
~0a52 -0e45 -0.36
-0.26 -0.08 0.15
~-0.47 ~0.41 ‘0.37
-0.21 ~0.05 0.18
-0.45 -0.39 -0.33
-0.45 -0039 -0.33
~0443 . -0.38 -0.32
~0.42 -0.37 ~0.31
-0.41 -0.36 -0.30
_0.13 0002 0023
~-0.36 -0.27 -0.15
'0037 “O.BZ —0026
-0.36 -0.32 -0.27
-0.34 -0.30 -0.27
-0.34 -0.30 ‘0326
~-0.34 -0.30 -0.26
-0.32 ~-0.28 -0.25
-OQZS -0.21 ’0‘18
0.03 0.16 0.32
-0.19 -0.18 -0.15

MAG

1.16
i.186
l.13
1.08

1.04
0.41
0«53
0.11
O.45

0.55
_0013
‘0-12

D.52
—0014

‘0015
0.50
-0.27
0.48
—0‘25

“0025
-0024
-0.23
'0017

0.50

'0.04
’0.17
-0.18
-0020
-Oolg

-0019
_0.18
-0014

0.52
-0.12

MAG

1.38
1.40
1«36
133
l1.25

l.24 -

0.63
0.72
0.61

D.74
Cel4
O.13
0.70
0.16

0.10
0.61
‘0.17
0.48
-0.09

-0.12
-0010
-0011
_0001

De48

0.05
-0’06
-0.07
-O-ll
-0.12

-0.10
‘0013
-0.14

0.45
-0007



LAMBCA

5050
5180
5250
5270
5300

5330
5400
5450
5820
5500

€100
6180
638¢C
6560
K620

6800
7040
7100
7400
8060

818¢C
8400
8540
8800
2880

920¢C
9880
9920
9960
10400
10680
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TABLE B2 (CONTINUED)

MEAN NORMALIZED MAGNITUDES

05-9 31-3 B5 Bg-3
)Y v v v
HAG MAG MAG MAG
-0.17 -0.14 ~0.13 -0.11
-0el4 -0.11 -0.11 -0.08
—0e12 -0.10 -0.10 -0.08
-0.09 -0.07 -0,06 ~0.05
-0.08 -0.06 ~-0.05 ~-0.05
-0.06 -0.05 -0.02 -0.02
-0.03 "0‘03 -OOOB "'0003
-0.00 -0.01 -0.,02 -0.01
0.13 0.11 0.08 J.08
0.20 D.156 0.13 O.11
0.22 0.20 0.18 O.14
0.27 0.24 0.20 D.17
J.32 0.28 0.25 0.21
D.45 0.45 0.43 O.44
O.44 0.39 C.33 0.28
0«49 0.43 0.37 0.31
0.55 0.49 D.42 0«36
D.55 O.48 D.42 0«35
0.65 0.55 0e.46 0.39
0.80 0.67 0,62 0.50
0.77 0.65 0.58 0.55
0.78 0. 66 0.59 0.50
0. 80 0.69 0.63 .54
0.91 0.74 0.61 0.48
D.96 0.81 0.69 D.60
1.06 0.86 0.73 0.63
1.06 0.85 UaT73 0e.62
1.04 0.83 0.71 0.58
1.08 0,86 .74 0.61
1.23 0.92 0.79 068
1.25 097 0.83 0.75

0.04 0.02 0.03

<STGMA> = 0.01

A0-3
v

MAG

~0.09
-0.05
-0.06
-0.03
-0.04

—0. 01
~0.02
-Oo 02
0.06
0.09

D.11
0.14
0.18

0.44 .

0.22

0.25
0.29
0.29
0.33
O.42

0.43
De4l
0.37
0.55

0.48
Ge 46
0.41
0049
0.54

0.02

MAG

-0 04
-0.,01

0,04
":)002

0.02
0.00
~0e 01
-0.03
0.03

0.06
0.08
0.10
0.36
O.13

O.14
D.17
0.18
0.20
0.26

0.27
0.25
0.27
0.21
0.37

0.24
0.27
0.25
Ue28
0.37

0.02
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TABLE B2 (CONTINUED)

MEAN NORMALIZED MAGNITUDES

AT=-FD Fl-% Fé6-8 GO0-5 G8 KO~2
v v v v v v

LaMBCA MAG MAG MAG MAG MAG MAG
3200 1.30 1.32 1.48 1.59 1.89 239
3350 1.32 1.29 1.51 l.61 1.93 2647
3400 1.31 1.27 l.47 1.57 1.89 2440
3450 1.29 1.32 1.52 1.70 2.03 2462
3570 l.21 1.21 1.42 1.55 1.93 2463
3620 1.19 117 le34 1.50 1.74 2.29
3780 0.70 0.80 0.96 1.06 1.33 1.82
3800 0.76 D.86 1.05 1.19 1.50 2.11
3820 D.50 0.78 1.16 1.30 1.84 2.51
3830 O.74 1.01 1.35 1.56 2.08 2.5
3840 0.80 1.00 1.22 le49 1.88 2458
3860 0.33 0.66 1.01 1.20 1.76 2450
3870 0.34 D.66 1.02 1.21 1.73 242
3890 De T4 0.87 1.07 1.23 1.55 2.08
3910 0.34 0.62 .90 1.04 1.34 1.85
3930 0.48 0.98 1.33 l1.48 1.83 2.25
3970 0.72 0.97 1.19 1.38 l1.61 1.99
4020 0.02 0.31 0.49 0.61 0.76 1.09
4100 0.48 0.52 0.60 0. 64 C.78 1.05
4170 0.08 0.31 D.47 D.55 C.77 l1.11
4200 0.05 0.29 Oe4b 0.57 0.76 1.10
4230 0.05 D.31 D.49 0.61 0.80 le17
4270 0.02 0.27 0.45 0.58 0.79 1.07
4300 0.10 0.40 0.63 0.77 1.05 Le27
4340 De46 0.45 0.48 0.54 0.63 0.73
4360 0.093 0.22 0.32 0.39 0.55 0.68
4380 0. 04 0.24 0.38 0.49 0.68 050
4400 0.04 0.23 0.35 0.48 0.61 0.81
4430 0.01 0.17 0.30 0.37 O.48 0.67
4500 -0.,03 0.12 0.19 0.25 0.33 O.44
4530 0.00 0.17 0.24 0.31 0.39 0.53
4620 -0.06 0.07 0.15 0.18 0.24 0.32
4780 -0.08 0.01 0.07 0.09 O.14 0.23
4860 0.36 0.26 0.25 0.24 0.26 0.29



LAMBCA

5050
5180
5250
5270
53C0

5330
5400
5450
5820
5300

6100
6180
6380
6560
6620

6800
7040
7100
7400
8060

8180
B400
8540
88CC
8880

9200
9880
9520
9960
10400
10680
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TABLE B2 (CONTINUED)

MEAN NORMALIZED MAGNITUDES

A7T-FO
v

MAG

-0.0l
0.02
g $ 01
0. 06
-0.01

0.03
. 0.01
'0. 03

0.01

0.02

0.00
0.04
0.03
D22
0.04

0.05
0.06
0. 07
0.08
0.11

0.12
0.12
D.14
0.09
0.19

0.12
0.11
0.10
0.09
Oe.1%
0.23

<SIGMA> = 0,02

F1-5
v

MAG

0.05
0.09
0.02
0.09
0.02

0.04
0.02
-0.04
-0.04

-0.02

"Oo 06
-0.403
"0.07

0. 04
-0.07

-0.09
-0.08
-0.08
-0.07
-0.08

_0. 06
-0.,10
-0.05
-0.08
-0.,08

-0. lO
-0,07
-0009
"00 10
-0.10
—0- 03

F6-&
v

MAG

0,08
0.15
0.06
0.13
0.04

0.07
0.06
-0.11
~0.08

-Ooll
~-0.11
0414
"0‘08
-Oo 17

-0. 19
"Oo 18
-0 lg
"O. 18
-0.26

"0023
-0.26
-OO 16
-0.21
-0.23

-0.27
"0025
-0.27
-0027
-0.29
-0.24

GO-5
v

MAG

O.11
0.20
0.05
0.15
0.03

0.07
0.05
-0,03
~0.09
~0.05

-Oo 14

"0.11 '

-0 17
‘0:12
-0.21

~0.22
-0.21
"0.23
"'0023
‘0’28

-0.26
~0.31
‘0.23
‘0-29
-0.31

‘Oa35
-0.32
"0033
-0035
“0.38
~-0.31

MAG

Oelns
0.29
0.07
0.19
0.04

0.08
0.08
"0002
~0.14
-0.09

-0.14
~0s 15
“'0. 22
-0.20
"0.26

"0028
"0.29
"0-30

’0:39

-0.40
-0.43
-0.37
‘0043
"0042

—0043
"0.47
-0.48
‘0151
-0054
-0.51

MAG

0.25
D.53
0.08
D206
0.05

0.12
O.11
-0.01
-0021
—0007

~0.24
"‘0.23
-0‘32
-0.34
=0 37

~0e42
"’0.42
-0.43
~-0.45
-0. 53

-0056
’0.60
~0.54
-0.59
-0.66

-0.66
-0.67
-0.70
~0.69
-0o76
-0.75



LAMBDA

3300
3350
3400
3450
3570

3620
3780
3800
3820
3830

3840
3860
3870
3890
3910

3930
3970
4020
4100
4170

4200
4230
4270
4300
4340

4360
43RC
4400
4430
4500

4530
4620
4780
4860
4900
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TABLE B2 (CCNTINUED)

MEAN NORMALIZED MAGNITUDES

MAG

2.86
2.85
2. 77
2.98

2.68
2.25
2.43
290
2.917

2,78
2.73
2.68
2445
2.27

2.60
2.25
1.45
1.34
1.34

1.32
1.52
1.32
los44
OC 95

0.87
1.07
0,98
0.83
0.53

0.64
0.37
0.39
0.35
0.28

MAG

3.58
3.38
3.28
3.49
3.38

3.17
2.72
2.88
3.16
3.28

3.05
3.09
296
2.89
2.73

2.89
2+569
1.91
1.73
1.66

1.68
2.11
1.73
1.75
1.15

1.07
1.27
l1.15
1.07
0.73

0.83
0.49
0.66
O0.46
0.41

MAG

3.87

3.62
3.43
3.67
3.58

3,31
2.88
2.96
3.25
3.31

3.10
3.11
3.03
3.00
2.82

3.01
2.73
2.08
1.90
1.80

1.79
2430
1.85
1.84
1.37

1.28
1.49
1.34
1.23
0.83

0.96
0.56
0.78
0.55
0.50

MAG

4,29
4' 03
3.82
3,83
3.55

3.36
2.97
2492
3.13
3.18

3.10
3.01
2. 93
2.91
2.78

2.84
2.63
2.11
2.02
1.86

1.95
2.40
2,00
1.97
1.69

1.60
1.63
1.49
1.39
1.05

1.04
0.78
0.89
0.75
0.59

M5-6

MAG

(«NeNoNoNo
¢ ¢ o o @
eNeNoRoN o

SCOCOO
e o & &
;JOOOO [oNoNsNole]

WOoOoOoOoo
o 6 o & @

N W
.
vt N
oN

2.61
2.50
2.44

2.76
2.64
2.46
2426

2.23
2.14
1.75
1.34

1.19
0.95
1.06
0.87
0.63

MAG

SO CCo
s 5 a2 8 »
OO OO0 CoO0OCO

COoCOoOC0

e o & & 0

SCC OO0
R
COO0CCO

COQCOO
¢ o 0 & 0
COOoCOO

[ e R ' NoN el

NN O
¢ o & 0 @
'Y

FNRTIFS
W o N

NN

2434
157

1.33
1.06
1.10
0,69
0.63



LAMBDA

5050
5180
5250
5270
5300

£330
5400
5450
582¢C
5900

61CC
6180
£380
6560
6620

6800
7040
7100
7400
8060

8180
8400
B540
8800
8RE0

9200
9880
9920
9960
10400
10680
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TABLE B2 (CONTINUEDI

MEAN NORMALIZED MAGNWITUDES

K3-5
Y

MAG

0.37
0.65
0032
Dell

0.17
0.14
-3.00
_0028
-0.156

-0033
‘0.34
-0.42
=-0e48
‘0052

-0.54
-0.61
-0.61
‘0064
-0078

'Oo??
-0080
’0.77
-0.82
-0.89

-0.93
-0096
-0099
-1.00
~-1.02
-1.05

<SIGMA> = 0,04

MAG

0.56
0.83
0.23
0.40
0.17

0.23
O.14
0.02
-0.34
’0514

-0.44
°0037
~-0.52
~-0.566
-0070

-0065
“0.78
-0.78
~D.91
-~1.10

~1.10
-l.14%
'1'12
‘1018
”1.22

~-1.30
-1s34
~1l.34
~1.37
-1-45
-1.44

MO
v

MAG

Uasb63
0.85
0.27
D.42
0.19

0.24
0.13
0.03
-0.40
-0.03

~0.48
—0042
-0.556
~0.76
-0.78

-0369
-0.90
-0.88
-1.04
~1l.26

-1o23
~1.31
‘1.27
-1.36
-1.39

-1045
~1053
—1.52
~1.55
-1l.61
-1.,63

Ml-4
v

MAG
0.61

0.70
0.29

0.32

0.18

0.18
0.04
—0036
-0'00

—0.55
-0.32
-0.68
-1.00
'0.96

'0070
‘1023
‘1009
“1.61
-1l.96

-1.93
‘2003
‘2.00
~-2.12
-2013

—2.27
“2036
'2033
~2e37
-2045
‘2.48

MAG

0.65
0.78
0.26
0.26
D.12

0.10
-0.14
O.ol
_0025
0.31

-0055
-0.07

“0077,

-1.32
-1.17

-0085
-1.66
‘1.34
-2027
_2o77

-2.71
-2 .88
-2.84
-3.05
‘3.01

~3.24
-3.36
-3028
-3.35
-3049
—3.61

M7-8

MAG

0.50
0.%91
0.17
O.14
-0.01

-0.01
—0.29
—0010
-0.45

0439

-0045

0.07
—0.80
~1.67
-1.30

-1.01
~2.15
-1l.56
~2.92
-3.52

~3.,62
-3.77
-3.63
4,00
—3‘88

-4.28
-4.48
“4.23
-4.40
-4.65
-4,70



LAMBDA

3300
335¢C
3400
3450
3570

3620
3780
3800
3820
3830

38490
3860
3870
38%0
3910

3930
3970
4020
4100
4170

4200
4230
4270
4300
4240

4360
4380
4400
4439
4500

4530
4620
4780
4860
4900
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TABLE B2 {CCNTINUED)

MEAN NORMALIZED MAGNITUDES

F5-3
Iv

MAG

1.32
1'34
1.28
1.35
1.25

1.21
0.83
0.92
0.88
1.13

1.08
Q.75
0.76
0.93
04569

1.09
1.06
0.34
0.53
0.34

0.32
0.34%
0.31
0.46
0.46

0.22
0.26
O‘ 23
0.18
0.12

0.18
0.07
0.01
D.25
0.02

GO-4
Iv
MAG
1.76
1.76
1.75

1.88
1.75

1.63
1.23
l1.41
1.58
1.85

1.78
1.65
1.63
1.43
1.15

1l.64
1.53
0.68
0.72
0.568

0.67
0.67
0.67
0.91
D56

0.48
0.59
0.57
0.43
0.30

0.33
0.09
0.23
0.09

G5-3
1v

MAG

2e20
2.22
2425
2.32
2.22

1099
1.58
1.76
2,01
2.16

2.10
2.07
2.04
1.76
1.56

1.99
1.77
0.98
0.93
0.95

0.95
0.96
0.89
1.09
0.72

0.66
0.69
0.59
0.42

0.48
0.31
0.19
0.28
C.18

K0-2
v

MAG

2.79
2.88
2.72
2. 74
272

2.36
2.00
2014
2.48
2.60

248
2.46
2.42
2.07
1.90

2433
2.03
1.25
1.18
1.22

i.18
lel4
1.10
1.29
0.93

C.88
0.98
0.90
0.77
0.55

0.60
D.42
0.30
0.36
0.25

G5-K1
111

MAG

2448
2457
24406
254
2e%42

2.19
l.74
1.95
2.16
2437

2'29
2415
2+16
1.92
1.63

226
202
1.10
1.04
1.08

1.06
0.97
0.94
1.16
O0.74

0.69
0.B81
0.77
0.67
0 ."’9

0.55
0.35
0.22
0.31
0.21

K2=5
111

MAG

4.12
4.08
3.88
4409
4.09

3.45
3.08
3.27
3.72
3.85

3455
3453
3446
3.19
2499

3.64
3.27
1.99
1.88
1.93

1.87
1.85
1.79
1.25

l.16
1.40
1.26
l.14
0.81

0.90
0.56
0.51
0.48
0.37



LANMBECA

5050
5180
5250
5270
5300

5330
5400
54%0
5820
590¢

6100
6180
6380
5560
6620

6800
7040
7109
7400
8060

8180
8400
8540
838C0
3880

3200
9880
9920
9960
10400
10680
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TABLE B2 (CONTINUED)

MEAN NORMALIZED MAGNITUDES

F5-83 GO0-4 65-8 KO-2
IV Iv 1v IV
MAG MAG MAG MAG
0.05 0.15 0.19 0.23
0.10 0.22 0.29 0.29
0.02 0.04 O.11 0.17
0,09 g.15 U.20 0.21
0.01 0,02 0.07 Q.10
3. 04 0,05 0.10 0.13
0.03 0.04 0.07 0.10
~0.03 -0.05 -0.02 -0.00
~0.,02 -0.04 -0.13 -0.20
“0.00 -0'06 -0 ll -0017
~0.37 -0.15 -0.21 ~-0.27
~0.04 ~0.11 -0.20 -0.29
"'0006 —0318 "0.26 "0‘35
0.06 -0.14 -0.27 ~0.37
~2.07 -0.22 -0.33 -0e41
~0.08 -0.23 ~-0.37 -0.44%
~-0.07 -0.24 -0.40 -0.49
~0.08 =025 -0e%0 -0.49
~0.06 -0.26 ~-0.42 -0.53
~0.08 -0.29 -0.48 ~0.67
~0.07 -0.30 -0.46 -0.66
~0.11 ~0.35 ~0.51 ~0.71
~0.04 -0.30 ~-0.46 -0.66
~0.08 =-0.33 -0.55 -0 74
-0e10 -0,34 -0.56 -0.75
-0.03 ~0.36 ~0.60 -0.80
~-0.07 -0,40 -0.62 -0.88%
"‘0011 -0040 "0062 -0.86
-0.10 ~0.42 -0.63 -0.86
"O.ll -0043 -0067 -0091
~0.04 -0.40 -G. 67 -0.91

G5-K1
I11

MAG

.20
0.23
0. 13
0.21
0.06

0.09
0,07
-0.02
-0.14
-0.09

-0.23
~0.20
"‘0028
~0.29
-0034

~0e42
~0.42
"0043
-0e45
-0049

-0a 52
_0.56
~0.54
0. 04
~-0.65

-Ga69
-0.69
-0.7T1
-0.70
-0.71
—00 69



LAMBCA

3300
3350
3400
3450
3570

3620
3780
38CC
3820
3830

3840
3860
3870
3890
391¢C

3930
3970
4020
4100
4170

4200
4230
4270
4300
4340

4360
4380
4400
4430
450C

4530
4620
4780
4850
4G6C0
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TABLE B2 (CONTINUED)

MEAN NORMALIZED MAGNITUDES

Ko-1
Til SL

MAG

2.93
3.02
2.91
3.01
3.15

2.57
2.19
244
2.82
3.03

2.86
2.75
2.84
2.27
2.10

2.70
2.32
1.28
1.26
1.38

1.33
1.20
l.14
1.38
0.87

0.86
0.99
0.89
0.77
0. 53

0.59
D.41
0.28
0.37
0.26

K2-3
IIT St

MAG

3.77
3.75
3.76
3.92
3.86

3437
2.84
3.19
3.62
3.83

3.53
3.57
3.53
3.04
2472

3.37
3.06
1.80
1.77
1.92

1.82
1.69
1.53
1.73
1.13

1.06
1.28
1.19
1.07
0.79

D.86
0.55
0.46
0.47
0.36

Ka=5
I11 SL

MAG

4,71
4466
4e48
4,53
4.53

3.95
3.48
.3.67
4410
4.09

3.89
3,85
3.88
3.56
3.37

3.94
3.53
2434
2.20
2.22

2.14
2.25
1.89
2.00
l.41

1.34
1.56
l.44
1.25
0.93

1.06
0.65
0.538
O.44

MO-1
IIl

MAG

4.95
4.73
4.68
4.58

4.09
3.59
3.68
4.02
4.04

3.85
377
3.78
3.61
3.51

3.67
2051
2.30
2.24

2.16
2.36
1.94
2.01

1.43
1.58
1.49
1.37
1.04

l1.15
O0.T4
0.82
0.68
0.49

M2-5
IT1

MAG

5.538
5440
5.02
4,88
44,317

3.57
3.27
3.29
346
3.41

3.30
3.35
3.25
3.18

3.54
3.21
2.29
1.95
1.92

1.87
2.13
1.82
1.82
l1a48

155
1.52
1.54
1.56
1.33

1.28
1«17
1.24
0.99
0.58

Mo-b
Il

X
-
[y}

3.98
4.48
4.10
2486
2.70

2.20
1.38
1.45
1.85
lea4

1.29
1.56
1.55
l.24

1.94
1.68
0.79
0.25
0069

O.74
l.72
1.25
1.20
0.87

1.45
le13
1.29
1.84
1.60

1.49
1.70
2013
l1.43
0.78



LAMRCA

5C5C
5180
5250
5270
5300

5330
5400
5450
5820
5900

6100
6180
6280
6560
6620

68C0
7040
7100
7400
BO&O

8180
8400
8540
8800
388

3200
3880
9920
9360
10400
10680
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TABLE B2 (CONTINUED)

MEAN NORMALIZED MAGNITUDES

KO-1

TI1 SL

MAG

C.22
J0.33
Q.15
0.25
J.08

0.13
0.12
-0.02
-0.21
-0.16

-0.22
-0.29
-0.34
-0.33
"O. 40

=047
~0.49
-0.50
~0s51
-0.58

-0.59
-0.60
-0.58
-0.70
-0.71

-0.67
-0.79
-0.82
-0.79
-0.85

<STIGMAD> = 0,02

K2=-3

ITI 5L

MAG

0.37
D.51
0022
D.32
0.11

0.16
0.12
‘G-Ol
"0.27
-0017

-0.35
-0.35
-0.43
"‘0049
-0.54

-0. 62
-0.65
‘0.65
-0.73
-D.86

-0.85
’0094
-0.92
-1.04
~1.06

~1.03
-1.17
~l.18
-1.18
-1026
-1l.29

0.02

K4=-5

ITT St

MAG

0.42
0. 69
0.28
0036
O0.13

0.18
Us 14
0.01
-0.35
'0014

-0.43
—0039
—0- 56
-0.64
_0171

-0.73
-0089
-0.78
-1.01
-1.18

'1.14
-1.21
’1014
‘1533
-1.37

’1035
-1051
’1051
-1.53
-1.64
~1.66

0.02

MO-1
I11

M1AG

Oea7
0.80
0.32
0.33
D.12

O.14%
0.08
0.04
-0.37
-0.09

-0.53
‘0.28
‘0.67
-0.80
-0.83

~0.77
-1.17
-0.89
‘1040
-1.58

~1.61
-1.67
-lo 60
-1.83
"1084

’1.91
-2.08
-2.08
‘-2009
_2020
-2.22

0. 06

MZ2-5
111

0.55
0.57
0+34
0.27
0.03

0.05
-0.11
0.03
-0.30
0.19

-0.63
-0412
~-0.89
~l.16
'1005

‘1001
‘1.91
~-1.24
_2'50
~2+86

=-3.05
-2.99
—~2482
-3.32
-3.16

~-3.51
-3.69
"3.68
-3072
-3.87
-3.89

MoE=13
ill

MAG

U.89
180
O.61
Qe45
0.10

0.17
-0026
-0.24
~0+45

Ve92

-0.78

Oe.13
-1.03
-1.94
-l.64

-1ls49
-2.91
-1.73
'3.64
~4435

-5.21
-4.73
~4429
-5-37
_4o99

~5.92
‘6.14
-6al1l2
~belb
-6051
~-6s46



L AMBDA

3300
3350
340C
3450
357C

3620
3780
380¢C
3820
383¢

3840
38560
3870
389¢C
3910

3930
3970
4020
4100
4170

4200
4230
4270
43C0
4340

43¢€C
4380
4400
4430
4500

4530
4620
4780
4860
4900
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TABLE B2 (CCNTINUED)

MEAN NORMALIZED MAGNITUDES

80-1 B5-7 A2 ML-4
I I I 1
MAG MAG MAG MAG
~De67 0.02 1.08 4498
-0.69 0.00 l.11 4491
-DeH9 0000 1003 4084
-0.65 0.01 0.99 4487
'0.57 0003 0-90 4.10
-0.62 -0.28 -0.07 3.60
~0.56 -0.22 0.03 3.66
-0.61 -0.29 -0.08 3.88
~-0.556 ~0.25 0.05 3.89
-0.556 -0.25 0.07 3.59
~-0.63 -0.33 -0.09 3.69
~0.62 -0.32 -0.08 3.70
~0.52 -0.21 0.02 3.38
"0062 -0035 "0011 3-54
-0.58 -0.31 -0.08 411
-0046 —0.20 GQOZ 3. 71
~-0.53 -0.29 ~-0.12 2+68
-0.39 -0.18 0.04 244
-0 49 "0028 -0.12 2.1*1
~-0.47 ~0.28 -0.12 2.33
-0.46 -0,27 -0, 11 2.45
-0. 44 -De 25 "0009 2.03
~0etds -0.26 -0.06 2 15
~0.30 -0.13 0.08 l.74
-0040 —0022 "‘0002 1066
-0+40 -0024 "0.07 1081
-0.39 ~0e24 -0.08 1.71
“0034 ‘0.17 "0008 1072
-0436 -0.23 -0.09 1.32
-0.36 -0.23 -0.10 1.38
-0.31 -0.20 -OCll 0.98
-0.23 -0 15 "0009 0.98
-0.10 -0.01 O.11 0.81

"0019 "0.13 "0009 0.52
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TABLE B2 (CONTINUED)

MEAN NORMALIZED MAGNITUDES

30-1 B5-7 A2 Ml~-4
I I 1 i

LAMBDA MAG MAG MAG MAG
5C50 -0.14 -0.08 -0.06 O.47
5180 ~-0.12 -0.05 -0.03 0.78
5250 -0.10 -0.06 -0.04 0.30
5270 -0.08 -0.04 -0.01 0.32
5300 -0.07 ~-0.05 -0.02 0.12
5330 -0.06 ~0.02 -0.00 0.14
5400 -0.04 -0.02: -0.02 0.09
545C -0,01 -0.01 -0.02 0.05
5820 O.11 0.04 0.03 ~0.35
5900 0.18 O.11 0.09 -0.00
6100 0.20 O.11 0.08 -0.60
5180 0.22 0.15 0.12 -0.19
6380 0.31 0.19 0.16 -0.T4
6560 0.40 0.29 0.26 -0.89
662C 0o 43 0.27 0.19 -0.92
6800 0.48 0.31 0.21 -1.00
7040 0054 0.36 0025 -1031
7100 0.53 0.32 O.24% ~0.,93
7400 0.66 0.38 0.28 "1.60
8060 0.70 O.44 0.37 -~ ~1.86
8180 0.71 D.47 0.36 ~1.90
8540 0.72 0.44 0.31 -1.89
R80C 0.77 Oe43 0.24 ~2e22
3880 0.84 0.50 0.28 ~2.20
3200 0.90 D.54 0.32 ~-2.23
3880 0.90 0.56 0.38 ~2e40
10680 1.07 0.69 0.45 -2.65

<SIGMA> = 0,01 0.05 0.0 0.06
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APPENDIX C

SYNTHESIS~STAR SPECTRAL INDICES

For each of the synthesis-group energy distributions
(see Appendix B), we have computed absorption-strength in-
dices and continuum indices as in O'Connell (1973), where
explicit numerical definitions of these indices will be
found. (An absorption-strength index is the magnitude
equivalent of the ratio of the flux in a feature bandpass
to the flux interpolated from the nearby continuum. Apart
from sideband-blanketing effects, an absorption-strength
index of zero indicates the absence of the particular fea-
ture in question; a positive index value indicates the
presence of absorption in the feature bandpass. A con-
tinuum index is the magnitude equivalent to the ratio of
the mean flux in two spectral regions.) Table Cl lists the
absorption features measured by the present program along
with the sideband wavelengths used to define the local
"continuum" at each feature wavelength. Also listed are
the wavelengths used to define the continuum indices. (See
O'Connell 1973 for details).

In Figures Cl through C41 the behavior of the vari-
ous absorption and continuum indices for all 34 synthesis
groups is summarized. The absorption indices are plotted
against the continuum index V/R which is shown by O'Connell
(1973) to be a decreasing function of stellar temperature

and a close narrow-band analog of the broad-band V-R color.
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The index "(CaIIl + H) - (CaIIl X)" is the simple difference
of the absorption indices indicated and illustrates the
behavior of the relative strength of the absorptions at
23933 and A3968.

In Figures Cl through C41l, the synthesis groups are

differentiated according to luminositv class with the

following legend:

+
<<

a III
z 111 SL



INDEX WAVELENGTHS
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TABLE Cl

INDEX A CENTRAL AX SIDEBANDS
H 3798 3800 3780 3820
He I 3819 3820 3780 3860
H 3835A 3830 3820 3860
H 3835B 3840 3820 3860
BL 3830 3830 3780 3910
BL 3840 3840 3780 3910
CN 3860 3860 3780 3910
CN 3870 3870 3780 3910
H 3889 3890 3860 3910
Ca II 3933 3930 3910 4020
CaII+H 3970 3970 3910 4020
H 4101 4100 4020 4270
CN 4170 4170 4020 4270
CN 4200 4200 4020 4270
Ca I 4227 4230 4020 4270
CH 4305 4300 4270 4400
H 4340 4340 4270 4400
Fe I 4383 4380 4360 4400
Fe I 4529 4530 4500 4620
MgH 4780 4780 4620 4900
H 4861 4860 4780 5050
Mg I 5175 5180 5050 5300
Fe I 5269 5270 5250 5300
Fe I 5328 5330 5300 5450
Fe I 5400 5400 5300 5450
Na I 5892 5900 5820 6100
TiO 6180 6180 6100 6380
H 6563 6560 6380 6620
CaH 6800 6800 6620 7400
TiO 7100 7100 7040 7400
Na I 8190 8180 8060 8400
Ca II 8542 8540 8400 8800
TiO 8880 8880 8800 9200
CN 9190 9200 8800 9960
WEF 9920 9920 9880 9960

CONTINUUM INDEX WAVELENGTHS

GUHI WA

3450
4270
5300
7040
8400
10400

3620
4500
5820
7400
8800

10680
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FIGURE C 1
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FIGURE C 3
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FIGURE C 5
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FIGURE C 7
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FIGURE C 9
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FIGURE C 11

I
CHIT+H

1
3970

N
|- p Ao |
+, X‘Z )
+ A
+ % §K+.+
- . . ]
+ +
m @O
| x | M !
-1.2 -0.4 0.4 1.2 2.0 2.8 3.6
V/R
FIGURE C 12
I | l l
— ]
| . ]
+
+
| + b
+
ul mm *+
+
++ +
1 1 | l 1
-1.2 -0.4 0.4 1.2 2.0 2.8 3.6



.6

1

.2

0.8 1

INDEX
0.u

-0.4 0.0

1

.2

0.8 1

INDEX
0.u

~-0.4 0.0

130

FIGURE C 13
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FIGURE C 15
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FIGURE C 17
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FIGURE C
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FIGURE C 21
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FIGURE C 23
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FIGURE C 25
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FIGURE C 27

1 l I I l
 TI0 6180 )
+ 4 ¥
S m pR—
A
L m+gm;+—*¢¥ﬁ§gzéﬁ} —
[ I l l 1
-1.2 -0.4 0.4 1.2 2.0 2.8 3.6
V/R
FIGURE C 28
| | I I |
H 6563
T
o0 T $zhZ s g _
+ Py
+
| ] l I l
-1.2 -0.4 0.4 1.2 2.0 + 2.8 3.6

V/R



.2

0.8 1

INDEX
0.4

~-0.4 0.0

.2

0.8 1

INDEX
0.4

-0.4 0.0

138

FIGURE C 29
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FIGURE C 31
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APPENDIX D

MODEL EVOLUTIONARY HISTORIES

Given the stellar birthrate function described by
equation (3) of the text (Section IVc), the following pro-
cedures are used to derive the synthesis-group populations
relevant to specific values of o and T at an age of
T = 12 x 109 years. Since the properties of thé continuum
of stellar masses are represented in the present considera-
tions by the properties of a succession of discrete masses,
‘an appropriate discrete birthrate function is defined by
integrating equation (3) over mass bins whose boundaries
are chosen as in Tinsley (1968). Namely, if Mg My, ” etc.
are the discrete masses used (in order of decreasing mass),

then we define a function
1
(mimi_l) /2 »
¢(m;) = Cm ~ dm _ (D1)

1/2
(mim; 4 q) /

where C and o are as in equation (3) so that the birth-
rate function of all stars in the mass bin centered at mi

(number of stars formed per unit time) is

B(m, ,t) = 0(m,) e t/T (D2)

For the main-sequence synthesis groups the bin-center

masses are those adopted in Table 2 of the text (Section

IIb). The lifetimes Tms(i) for stars in the ith group
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(evolutionary times to remain within about 1 magnitude of
the initial main sequence) are listed in Table D1l. These
lifetimes are adopted from the literature as described in
the text (Section IVc). For main-seqguence groups for which
T (i) > T = 12 x 109 years (groups 11-18), the present-day

ms

number of stars N,(i) in the i th group is

NyG) = | Blmg,t) at = om)r(1 - /) (D3)

O—a+H

For the remaining main-sequence groups,

T
NT(i) = J B(mi,t) dt = @(mi) T (e

T—-1_ (i)
ms e—T/T) (D4)

- IT-T, (3)1/7

In the case of the evolved-star synthesis groups of
classes IV and III, the population is considered to arise
chiefly from stars with masses of 1 m, to 3 m, - This mass
range is divided into 11 small, discrete bins as in Tinsley
(1972b), using interpolated evolutionary tracks where neces-
sary. The length of time spent in the ith group domain by
a star of the kth small mass bin is estimated from the
evolutionary tracks and will be denoted by Tg(i,k). In a
similar way, the total lifetime of a star of the kth smai1
mass bin prior to its entering the ith group domain,
th

Tp(i,k), is estimated. The present population of the i

evolved group may in general include stars from any of the
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eleven small mass bins; thus,

11 T—Tp(i,k)
Np(i) = kzl B(m ,t)dt
T T-1_(i,k)-T_(i,k)
P g

11 ~[T-7_(i,k)-T_(i,kK)1/t ~-[T-71_(i,k}1/1
T ) @(mk)(e P El -e P
k=1

)

(D5)

Equation (D5) reflects the fact that for the ith group, the

h small

present contribution to the population from the kt
mass bin is composed of stars formed in the interval of time
between t = T - Tp(i,k) - Tg(i,k) and t =T - Tp(i,k).
Note that the function @(mk) in equation (D5) refers to in-
tegrals over the small mass bins between 1 ™ and 3 mi the
@(mi) in equations (D3) and (D4) refers to integrals over the
rather larger mass bins for the main-sequence synthesis groupé.
Equations (D1) through (D5) specify the present popula-
tions of synthesis groups of class V, IV or III for any given
o and T . .For the case of a birthrate constant in time,
the exponential factor in equation (D2) is replaced by a con-
stant, and equations (D3) through (D5) are thus modified in an
obvious fashion. Class I groups are discussed in the text
(Section IVe). The adopted timescales Tg(i,k) and Tp(i,k)
for class IV and class III synthesis groups are listed in
Table D2. The K III SL synthesis groups are not represented

in Table D2. Their total populations and relative distribution
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over spectral subtype are derived from the normal-giant-star

data.



149

TABLE D1

MAIN-SEQUENCE LIFETIMES

GROUP MASS T
NO. (m/m ) ms
[O]
1 20.00 0.0063
2 8.20 0.0240
3 4,80 0.0680
4 3.20 0.1800
5 2.30 0.4600
6 1.90 0.8100
7 1.70 1.2000
8 1.40 2.4000
9 1.10 5.6000
10 1.00 8.1000
11 0.85 >14.0000
12 0.80 >14,0000
13 0.70 >14.0000
14 0.60 >14,0000
15 0.55 >14.0000
16 0.35 >14,0000
17 0.20 >14,0000
18 0.10 >14.0000

Measured in units of

10°

years.
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TABLE D2

EVOLVED-STAR TIMESCALES*

F5-8 Iv (i = 19)
kth
mass
bin T _{i,k T_(i,k
/) g ) p( k)
(o)
1.000 0.0 0.0
1.023 0.0 0.0
1.057 1.22000 6.53000
1.091 0.54000 5.96000
1.132 0.62000 5.19000
1.186 0.43000 4,.47000
1.250 0.51000 3.55000
1.370 0.26000 2.57000
1.500 0.16000 1.88000
2.250 0.0 0.0
3.000 0.0 0.0
G5-8 IV (i = 21)
kth
mass
bin T_(i,k) T_(i,k)
(m/m) g r p 14
(o}
1.000 0.41600 10.31000
1.023 0.35100 9.31000
1.057 0.29500 8.12000
1.091 0.27500 7.11000
1.132 0.22800 6.13000
1.186 0.20600 5.10000
1.250 0.18300 4.16000
1.370 0.02100 2.91000
1.500 0.01900 2.08000
2.250 0.0 0.0
3.000 0.0 0.0

* All times measured in units of 109

G0-4 IV (i = 20)
kth
mass
bin T {(i,k T_(i,k
(/) g( k) p( 1K)
@
1.000 2.21000 8.10000
1.023 1.90000 7.41000
1.057 0.36900 7.75000
1.091 0.60700 6.50000
1.132 0.32300 5.81000
1.186 0.19700 4,90000
1.250 0.10000 4.06000
1.370 0.07800 2.83000
1.500 0.03700 2.04000
2.250 0.0 0.0
3.000 0.0 0.0
K0-2 IV (i = 22)
kth
mass
bin T _(i,k) T_(1i,k)
(m/m_) g p
®
1.000 0.15000 10.73000
1.023 0.27000 9.66000
1.057 0.29000 8.42000
1.091 0.29000 7.39000
1.132 0.26000 6.36000
1.186 0.18000 5.31000
1.250 0.11000 4,43000
1.370 0.16000 2.,93000
1.500 0.05000 2.21000
2.250 0.0 0.0
3.000 0.0 0.0

years.
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TABLE D2 (continued)

G5-K1 IIT (i = 23)
FIRST GIANT BRANCH SUBSEQUENT STAGES
K th th
k
mass mass
bin T (i,k T (i,k) bin T _(i,k) T_(1i,k)
'(m/m ) g ’ ) p( 4 (m/m ) g ’ P ’
[0} ©®
1.000 0.26200 10.88000 1.000 0.04860 11.30000
1.023 0.23900 9.93000 1.023 0.04860 10.32000
1.057 0.20900 8.71000 1.057 0.04860 9.05000
1.091 0.18500 7.68000 1.091 0.04860 7.99000
1,132 0.15900 6.62000 1.132 0.04860 6.88000
1,186 0.13200 5.49000 1.186 0.04860 5.70000
1.250 0.10700 4.45000 1.250 0.04860 4,.62000
1.370 0.19100 3.09000 1.370 0.0 0.0
1.500 0.34000 2.15000 1.500 0.0 0.0
2.250 0.00460 0.55000 2.250 0.06600 0.59000
3.000 0.0 0.0 3.000 0.02870 0.27800
K2-5 III (i = 24:.
FIRST GIANT BRANCH SUBSEQUENT STAGES
i th L th
mass mass
bin T _(i,k) T (1i,k) bin T (i,k) T_(i,k)
m/m) 9 P (m/m ) 9 P
0] (O]
1.000 0.15400 11.14000 1.000 0.0 0.0
1.023 0.14100 10.17000 1.023 0.0 0.0
1.057 0.12300 8.92000 1.057 0.0 0.0
1.091 0.10900 7.87000 1.091 0.0 0.0
1.132 0.09400 6.78000 1.132 0.0 0.0
1.186 0.07800 5.62000 1.186 0.0 0.0
1.250 0.06300 4.56000 1.250 0.0 0.0
1.370 0.09000 3,28000 1.370 0.0 0.0
1.500 0.12800 2.49000 1.500 0.0 0.0
2.250 0.03080 0.55500 2.250 0.0 0.0
3.000 0.02890 0.24900 3.000 0.03100 0.32500
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(continued)

MO-1 IIT

(1

28)

FIRST GIANT BRANCH

SUBSEQUENT STAGES

kth kth
mass mass

bin Tg(i,k) Tp(i,k) bin T _(1i,k) Tp(i,k)
(m/mo) (m/mo)
1.000 0.01000 11.29000 1.000 0.0 0.0
1,023 0.00900 10.31000 1.023 0.0 0.0
1.057 0.00800 9.04000 1.057 0.0 6.0
1,091 0.00700 7.98000 1.091 0.0 0.0
1.132 0.00600 6.87000 1.132 0.0 0.0
1.186 0.00500 5.70000 1.186 0.0 0.0
1.250 0.00400 4.62000 1.250 0.0 0.0
1.370 0.01250 3.37000 1.370 0.0 0.0
1.500 0.03880 2.62000 1.500 0.0 0.0
2,250 0.00470 0.58600 2.250 0.0 0.0
3.000 0.0 0.0 3.000 0.00100 0.35600

M2-5 III (i = 29)

FIRST GIANT BRANCH SUBSEQUENT STAGES

th th
k k
mass mass
bin Tg(i,k) Tp(i,k) bin Tq(i,k) Tp(irk)
(m/m_) (m/ m_)
1.000 0.00200 11.30000 1.000 0.00460 11.35000
1.023 0.00200 10.32000 1.023 0.00460 10.37000
1.057 0.00200 9.05000 1.057 0.00460 9.10000
1.091 0.00200 7.99000 1.091 0.00460 8.04000
1.132 0.00100 6.88000 1.132 0.00460 6.93000
1.186 0.00100 5.70000 1.186 0.00460 5.75000
1.250 0.00100 4.62000 1.250 0.00460 4.67000
1.370 0.00324 3.38000 1.370 0.0 0.0
1.500 0.01050 2.66000 1.500 0.0 0.0
2.250 0.0 0.0 2.250 0.0 0.0
3.000 0.0 0.0 3.000 0.00700 0.35700
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TABLE D2 (continued)

M6-8 IITI (i = 30)

FIRST GIANT BRANCH SUBSEQUENT STAGES

kth kth
mass ( k) ( k) mass (1K) (3 k)
i T 1 T 1 1 T 1 T i,
i, TaR Tl b SR
0] 0]

1.000 0.0 0.0 1.000 0.00071 11.35000
1.023 0.0 0.0 1.023 0.00071 10.37000
1.057 0.0 0.0 1.057 0.00071 9.10000
1.091 0.0 0.0 1.091 0.00071 8.04000
1.132 0.0 0.0 1.132 0.00071 6.93000
1.186 0.0 0.0 1.186 0.00071 5.75000
1.250 0.0 0.0 1.250 0.00071 4.67000
1.370 0.0 0.0 1.370 0.0 0.0
1.500 0.0 0.0 1.500 0.0 0.0
2.250 0.0 0.0 2.250 0.0 0.0
3.000 0.0 0.0 3.000 0.0 0.0
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APPENDIX E

LINEAR PROGRAMMING

1., Introduction

Linear programming is a field of mathematical analy-
sis concerned with the solution of a restricted class of
extreme-value probhlems. Specifically, linear programming
provides efficient numerical methods for optimizing linear
expressions with nonnegative variables which are in turn
subject to linear constraints. In this Appendix, a short
review of the mathematical framework of linear programming
is given for the reader's convenience. Such a recapitula-
tion of well-known theory seems in order in view of the
heretofore scant applications of linear programming to the
physical sciences. Further details of a theoretical or
computational nature may be found in any of a large number
of textbooks, such as Gale (1960) and Garvin (1960).

Following the discussion of linear-programming tech-
niques, a description of their present application to the

problem of galaxy stellar-population synthesis is given.

2., Theory and Definitions

Let A be a matrix of m rows and n columns, and
let y, b, and c¢ be column vectors with n, n, and m
components respectively. Denote the transpose of b by
T

b™ , a row vector. Consider the problem of solving the fol-

lowing linear system for the vector vy :
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bTy = minimum
subject to Ay > c
and y >0 (yi > 0 for 1=1,n) (E1)

The constrained minimization problem (E1l) is a classical
linear-programming situation. If conventional nomenclature
is employed and (El) is referred to as the "primal" problem,
then the related maximization problem of finding x such

that

x > 0 (E2)

is referred to as the "dual" of (El), where we have intro-
duced a new column vector x and its transpose xT ;, each
with m components, and A, bT and c are the same as in
(El1). The uses of the dual problem will be described later.
It is convenient here to introduce the following |
definitions: y is called a "feasible" solution of the
primal problem (El) if the constraints Ay > ¢ and y > 0
are satisfied; similarly, x 1is a "feasible" solution of

the dual problem (E2) if x A < b  and > 0 are satis-

X
fied. The scalar guantities bTy and xTc are called the
"values" of their respective problems, and "optimal" solu-

tions are those feasible solutions which yield the desired
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extreme values for their problems.

It is easily shown that if y and x are feasible
solutions, then xTc < bTy . Furthermore, the special case
of equal finite values, xTc = bTy, for feasible y and x
is a sufficient condition for y and =x to be optimal solu-
tions. It should be noted that it is possible for either
the primal or dual problem not to possess a finite optimal
value. (See, for example, a text regarding the "duality
theorem" of linear programming). In most instances relating
to physical situations, however, the primal and dual prob-
lems both have optimal solutions with equal finite values.
This equality provides a convenient check on the consistency
of any actual calculations of the optimal vectors Yo and
Xy - It will be shown later that knowledge of the optimal
dual solution is also useful in assessing the changes in-
duced in the optimal primal solution by small perturbations
in the constraints. For these reasons, it is often advan-

tageous to seek solutions to both the dual and primal

problems simultaneously.

We may, without loss of generality, consider the con-
straints of the primal problem to be of the form Ay = c ,
inasmuch as any strict inequalities can be recast as equa-
tions by the introduction of additional nonnegative compon-
ents of y (conventionally called "slack variables") and
corresponding additional unit-vector columns of A . (See

Garvin 1960, p. 4). The primal expressed with pure equality
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constraints is said to be in "canonical" form., This is of
importance since the principal computational technique in
linear programming, the "simplex method" to be discuséed in
a subsequent section, assumes the problem to be expressed
in canonical form.

It can be shown (Gale 1960) that if a canonical primal
has a feasible solution, it has at least one "basic" feas-
ible solution, where a solution is said to be basic if it
involves only linearly-independent columns £ the matrix A
i.e., the only components of a basic solution y which are
not zero are those multiplying linearly-independent columns
of A (usually m in number) in the product Ay . The
nonzero components of a basic solution are called the "basic
variables", and the sef of linearly-independent columns of
A corresponding to the basic variables is called the "basis”
of the solution. In a similar manner it can be shown (Gale
1960) that if a canonical primal has an optimal solution, it
has at least one basic optimal solution. This implies that
in searching for an optimal solution it is sufficient to
consider only basic feasible solutions.

The actual calculation of an optimal solution is of
course the central concern in any practical application of
linear programming, and one method for solving (El) is dis-
cussed in Section 3. For the present, however, let us sup-
pose that a basic optimal solution Yo of the primal

problem has been somehow found, involving m linearly-
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independent columns of A . The product Ay may clearly
be rewritten as Aoyo where AO is the mXm matrix of
linearly-independent columns of A comprising the optimal

basis. Hence

= cC (E3)

Since Ay is a sguare matrix of linearly-independent

. . -1 . .
columns, its inverse A, exists. We may therefore write

¥, = A © (E4)

Equation (E4) is significant because it expresses the op-
timal basic solution Yo in terms of the inverse of the
optimal basis and the right-hand side of the primal coﬁ-
straint equation. The elements of A;l may therefore be
identified with the partial derivatives of the optimal

basic variables with respect to the components of the vec-

tor c :
oY«
ol _ -1 . . oa
Yom = AOij i=1l,m; j=1l,m (E5)
J
If we consider the small yet finite perturbation
§c¢ to the vector ¢ , such that c¢' Z ¢ + 6c , and if

o AO Sc (E6)

Sy
then the vector

Yo (E7)

s
N
o
+
o
(o]
0
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correctly gives the optimal solution to the primal problem

with perturbed constraints Ay = c¢' provided that the per-

turbation dJ6c is small enough that yé is still feasible;
i.e., provided yé > 0 (see Garvin 1960).

Through ecguations (E6) and (E7) we may thus evaluate
exactly how the optimal primal solution will change as the
right-hand side of the constraint equation (the vector c)
is perturbed by small amounts. One may also demonstrate
that under the perturbation &c the optimal value of the

primal solution changes by an amount

§(bly) = xg s (ES)

where X is the original optimal dual solution and where
the above restriction on the smallness of the perturbation
applies. The optimal dual variables xOj may thus be iden-
tified with the partial derivatives of the optimal primal
value:

Ha(bTyO) '

__szgﬁ_ = xOj j=1,m (E9)

The ability to identify and evaluate the partial der-

ivatives defined by equations (E5) and (E9) in general pro-
vides a means of assessing the stability of the optimal
solution against small changes in the vector ¢ . Techniques

also exist for calculating the effects on the optimal solu-

tion of changes in A or b , but they are not considered



160

here inasmuch as such perturbations are not extremely rele-
vant to the present application of linear programming dis-

cussed in Section 4.

3. Computational Techniques

a. Simplex method

From the theoryv in Section 2, it is known that to find
an optimal solution of the linear-programming problem (El)
it is sufficient to consider only basic feasible sQlutions.
The "siﬁplex method" of linear programming is an efficient
computational technigue utilizing this fact. Starting with
any basic feasible solution, it proceeds iteratively to the
optimal solution, if it exists, or to a suitable termination
in the event no optimum exists. (Section 3b of this Appen-
dix considers the question of finding an initial basic
feasible solution for the simplex method.) Detailed explana-
tions of the method may be found in Gale (1960) and Garvin
(1960). Briefly stated, however, the simplex method examines
in an orderly fashion the set of all basic feasible solutions
to the system of equations expressed by Ay = c¢ for the
solution yielding the smallest value of bTy . The minimum

so found is global within the bounds set by the constraints

Ay = ¢ and the condition of feasibility (y > 0). In most
instances, this minimum is mathematically unigue. In the
context of the present application (see Section 4), however,

this fact is by itself of little value, as slightly "worse"
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solutions may be equally acceptable considering observa-
tional uﬁcertainties. The reliability of the optimal
solutions obtained in the application to be described is
judged chiefly by the effect of perturbations in the input
data consistent with the observational errors.

Each successive basis in the iteration process differs
from the preceding basis in only one vector; i.e., only one
of the m basic variables is different. The kéy to the
efficiency of the simplex method lies in the algorithm by
which the choices are made as to which currently nonbasic
vector should be introduced into the next basis and which
currently basic vector should in turn leave the basis.
Except for infrequently-occurring instances of "degeneracy"
(see, e.g., Gale 1960), these choices are well defined and
such as to insure that the value of the primal problem is
reduced at each step.

The actual transition from each basic feasible solu-
tion to the next, given the decision on which vectors are
to enter and to leave the basis, is numerically performed
by a convenient row-replacement operation on an array of
coefficients for the system Ay = c . This array is conven-
tionally called the "simplex tableau" and consists of the
coefficients of the expansion of the vector ¢ and the
columns of the matrix A in terms of the current basis
vectors. If we denote the m current basis vectors by

vt o, i=l,m (each vl is a column of A with m components)
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and the columns of A by aj, j=1,n, then the tableau
elements tij for i=1,m and 3j=l,n are defined by the
vector equations

. m .
al = V7 t.. v j=1,n (E10)

The tableau elements for ¢ are denoted by tio i=1,m

and thus

m .
c= ) t._ v (E11)

Since the basis vectors vi are linearly-independent
columns of A , it is apparent that at any stage of the
simplex process the elements tio give the components of
the current basic feasible solution. In particular, at
successful termination of the process, the tio are the
required optimal basic variables.

The reader is referred to Gale (1960) for complete
information on the transformations performed on the tij
and tio to proceed to successive basic solutions as well
as details of the algorithm which chooses the entering and
exiting vectors at each step and signals the termination of
the iteration process. In that reference will also be found
a description of a modified approach called the "dual sim-
plex method" by which the dual optimal solution may be

simultaneously obtained through the use of appended unit-

vector columns in the simplex tableau. The dual simplex
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method is the computational technigue actually used in the
present application and has the advantage of providing the

. ! -1
inverse matrix elements Aoij

(see equation (E4)) auto-
matically. Termination of the dual simplex method at op-
timum thus provides directly all the guantities required
for the perturbation analysis discussed in Section 2 (equa-

tions (E5)-(E9)) as well as the optimal primal solution Yo

itself,

b. Artificial variables

The simplex (or dual simplex) method requires an ini-
tial basic feasible solution with which to start the search
for an optimum. It is sometimes possible to find this
initial solution by inspection. Depending on the nature of
the original constraints, however, this is often impossible
or very difficult to do, as is the case in the present ap-
plication. In such instances, the simplex algorithm may
itself be used to find an initial basic feasible solution
(see Garvin 1960). This is done by using the simplex method
to solve a related problem having an obvious initial solu-
tion which utilizes so-called "artificial variables" and
whose final optimal solution serves as the initial solution
to the original problem.

The artificial variables are additional nonnegative
components appended to the vector vy (with corresponding

unit-vector columns appended to A ). As many may be used
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as are needed (up to the total number of basic variables,
m ) £o provide the initial solution. For example, if all
m initial basic feasible variables are taken to be artifi-
cial variables, their values are simply the m components
of the vector ¢ , and all other (non-artificial) variables
are assigned the value zero. It is clear that such a vec-
tor of artificial variables is a solution of the appended
system of equations (which reduces to the identity ¢ = c¢)
is basic (the corresponding columns of A are m unit
vectors), and is feasible. (It is presumed that any orig-
inally ﬁegative components of ¢ are made positive by
multiplying such components and their corresponding rows

of A through by -1. Furthermore, since cases of degen-
eracy often arise from initial components of ¢ being
zero, it is also presumed that such zeros may be replaced
by infinitesimally small positive numbers. See Geary and
McCarthy 1964).

The simplex method is applied to the appended system
of equations so as to minimize the sum of the artificial
variables. As long as the original problem has a feasible
solution, then the optimal solution of the appended system
will have all artificial variables eqgual to zero and thus
will serve as the required initial basic feasible solution
to the original problem. The process of solving the ap-
pended problem and driving the artificial components out of

the basis is commonly referred to as "Phase I" of the simplex
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method; the subsequent process of solving the original
optimization problem is called "Phase II". It will be
noted that the use of a Phase I computation requires a re-
definition of the vector b which, through the product
bTy, determines the function being optimized. The original

definition of b must be restored as Phase I1I is entered.

4, DApplication to Galaxy Stellar-Population Synthesis

The theory of linear programming reviewed in the pre-
ceding sections is here applied to the problem of optimizing
the fit of synthetic model-galaxy energy distributions to
actual observations, thereby providing a measure of the
relative stellar distribution over spectral type. and
luminosity class within the galaxy. The fitting parameter
chosen for optimization is the weighted sum of the absolute
values of the percentage residuals between model and observa-
tion.

Let = be the observed absolute flux density from a

galaxy at wavelength i (i=1l,m). Let a similarly be

i3
the absolute flux density from a "mean star" of type J

(j=1,n) at wavelength i (i=1l,m). If xj is the (non-

negative) number of mean stars of type Jj present in the

synthetic galaxy, then the synthetic-model absolute flux
n

density at wavelength 1 1is z
j=1

is a nonnegative weight factor (i=1,m) , the minimization

. Finally, if p,

a..X.
ij™; i

sought is



T j=1
I ey J = minimum (E12)
i=1 93

The poblem (E12) may be made strictly linear through

the introduction of two new nonnegative vectors u and v

of m components each such that

n
'jzl a;4%5 = 93 '
i 3, ) Zu, =-v i=l,m (E13)

(Note that the vector v here is not related to the vectors

vY introduced in Section 3.) Given this definition of u

and v , the problem (El12) reduces to

n _
) lu; - Vil = minimum (E14)

i=1

which may be shown to be equivalent to

m
! (ug+ v,) = minimum (E15)

i=1
(I am indebted to Dr. J. N. Franklin for suggesting the above

linearization approach. The required equivalence of (El4)

and (E15) is most readily seen by noting that for a given

m

Y (u.,+ v,) is a minimum if wuev = 0,)

i=1 1

Additional "astrophysical constraints" of the type dis-

U, -~v.
i"Vy e

cussed by Faber (1972) are also imposed on the synthetic

model. These constraints may all be expressed by the matrix
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relation Cx < 0 where C is a matrix of p rows and n
columns. Three types of constraints are explicitly con-

sidered:

1) group-ratio constraints of the form

]

13 zXj
< d2 and/or d3 < < d

] ]

k Z xj

where in the latter form up to 10 groups may be

d <

1 4

summed in both numerator and denominator.

2) fractional~light-contribution constraints of the

form

3) mass-luminosity-ratio constraint of the form

n
_2 M
k=1
r < < r
1 — n sy, 2
2 Xk a]
k=1 joe
where dl' d2' d3, d4, d5, d6' rl, and r, are nonnegative

constants, ajO represents the absolute flux density at
wavelength j for a mean star of solar type, and my is
the mass of a mean star of type k in solar units. For
each constraint applied, two rows of the matrix C are
generated (one for each of the inequalities). A vector =z

of p nonnegative slack variables is introduced to recast
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the astrophysical constraints in equation form:
Cx +z = 0 (E16)

Equation (E13) may be rewritten as

n
Py z (a..x.) + 9;Vy - 9uy = py9; i=1l,m (E17)

1 1373 ii

and thus (E15)-(El17) together define a canonical linear-
programming problem to which the dual simplex method is
applied. To suppress degeneracy, the zeros on the right-
hand-side of (El6) are replaced by positive numbers of order
10—3. This replacement makes no practical difference in the
applied constraints.

A Phase I calculation is employed to provide the re-
guired initial basic feasible solution. The initial Phase
I basic feasible solution consists of the p slack variables
from the vector z and m additional nonnegative artifi-

cial variables comprising a vector denoted by w . The Phase

I problem is thus

bTy = minimum
Ay = <cC
y 20

where

3m+n+p components (E18)

L
1
TN 4N



b = (0,...,0,1,...,1) (E19)
2m+p+n m
‘)1‘9‘1-W
I . )
c = with e, = 1077(1.01D)* k=1,p (E20)
€
1
e
p
n m m P m

S B o et

97 0...0 =97 0...0 0...0 1 0...0
. . 0 . .

’
4 L] . » . A e L4
’ .. NP - AN : m
T
L]

P1811°++P1%1n

¢ [}
.

. . .
. R .
.
. Pl A -
L4 . . . N . - .
. . .
. . «

3

0
0. A _-1...P_a 0...0g

L S IO
-
-

m ml m mn m
= (E21)
cll""" cln 0.....0 9......0 3‘0 ? ?.....?
: 3 Do AR . P
: e Lo o0 :
C e e o s 0 c 0.---00 O.oooono 0 0 l 0....‘.0
B pl pn _

where the cij (i=1,p; Jj=i,n) are the elements of the matrix
C. For clarity, it should be noted that the m and n defined
in this Section (m = number of wavelengths, n = number of
mean stellar types) do not play the same role as the m and
n defined in Sections 2 and 3 (where m and n specified the

size of the matrix A).
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The Phase I solution is calculated by the simplex

algorithm coded in Fortran on the Caltech IBM 370/158 com-
puter. One iteration per artificial variable is required.
Upon completion of Phase I, a Phase II calculation is

automatically initiated with

n 2m p+m

b = (0,...,0,1,...,1,0,...,0) . (E22)

The last m columns of A (corresponding to the artificial-
variable vector w) which were driven out of the basis in
Phase I are retained in Phase II as "inactive" columns. That
is, they are not allowed to re-enter the basis but are used
along with the p active columns corresponding to the slack
vector z to calculate the dual solution and the inverse
matrix Ao-l . For n~ 34, m~50, and p~ 60, the optimal
Phase II solution is typically obtained after ~ 200 iterations.

A perturbation analysis of the type described in Sec-
tion 2 may be performed using the optimal dual solution and
the elements of Ao_1 to determine the stability of the so-
lution against small changes in the galaxy data. In practice,
the usefulness of this analysis is limited, due to the pos-
sible interchange of basic variables among the uy and the vy
under the effect of perturbations. (Recall that the pertur-
bation analysis remains valid only if the perturbed basis is
the same as the unperturbed optimal basis; i.e., only if

the yé in equation (E7) remains feasible.) 1In the present.

case, the effects of perturbations are investigated by means
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of direct computation of perturbed solutions.
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