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ABSTRACT OF PART I

The behavior of an initially plane, strong shock wave propa-
gating into a conical convergence is investigated experimentally and
theoretically. In the experiment a 10° half-angle cone is mounted
on the end of a pressure-dfiven shock tube. Shock waves with
initial Mach numbers varying from 6.0 to 10.2 are generated in
argon at a pressure of 1.5 torr. During each run local shock
velocities at several positions along the cone axis are measured
using a thin, multi-crystal piezoelectric probe inserted from the
vertex. This technique produces accurate velocity data for both
the incident and reflected shock waves. In the corresponding
analysis, a simplified characteristics method is used to obtain an
approximate solution of the axisymmetric diffraction equations
derived by Whitham (1959).

Both the shock velocity measurements and the axisymmetric
diffraction solution confirm that the incident shock behavior is
dominated by cyclic diffraction processes which originate at the
entrance of the cone. Each diffraction cycle is characterized by
Mach reflection on the cone wall followed by Mach reflection on
the axis. These cycles evidently persist until the shock reaches
the cone vertex, where the measured velocity has increased by as
much as a factor of three. Real-gas effects, enhanced in the
experiment by increasing the initial Mach number and decreasing
the pressure, apparently alter the shock wave behavior only in

the region near the vertex. Velocity measurements for the
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reflected shock within the cone show that the shock velocity is

nearly constant throughout most of the convergence length.

ABSTRACT OF PART 1I

The thermodynamic conditions behind the incident and reflec-
ted shock wave close to the vertex of a convergent channel are
investigated spectroscopically. The investigation was initiated in
order to better determine the possible uses of such a geometrical
device as a tool for high temperature plasma research. Using
argon at an initial pressure of 1.5 torr, the shock Mach number
prior to the entrance of the cone is 10.2. Two windows are
mounted at x/1 = 0.9 in the cone, where the Mach number has
increased to 24, and the emitted radiation is monitored for both
time-resolved (Monochromator - Photomultiplier) and time-
integrated (Spectrograph) analysis. The relative line intensity
method is used to measure the‘ electron temperature. The Stark
broadened profile of the 6965.4 A neutral argon line, and continuum
intensity measurements are used to determine the electron number
density.

From initial values of 13200°K and 1.4 x 10} em™3, both
the electron temperature and number density profiles behind the
incident shock are dominated by the previous shock diffraction
processes. The general trend is a gradual increase, presumably

due to the continuing compression of the gas shocked at succes-

sively earlier times. Superimposed upon this is the effect of hot



slugs of gas from previous localized regions of very high Mach
number. The reflected shock wave heats and compresses the gas
even further. The subsequent expansion results in a series of
rapid exponential decreases in temperature, density and pressure.
Immediately after the reflected shock wave has passed, the gas
appears to be in a nonequilibrium state with a population inversion
among the upper excited atomic energy levels., There is an indica-
tion of the presence of a second reflected wave. The effects of
self-absorption on Stark broadened lines is studied. An equation
is derived, demonstrating the effect of individual corrections that
are necessary before accurate interpretations of measured quan-
tities can be made. Simple self-absorption correction schemes

are demonstrated and shown to be self-consistent.
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PART 1

AN INVESTIGATION OF SHOCK STRENGTHENING IN
A CONICAL, CONVERGENT CHANNEL

By
Robert E. Setchell
Erik Storm *

-and Bradford Sturtevant

* The theoretical investigation was conducted by Erik Storm



I.1 INTRODUCTION

A shock wave propagating into a gradually converging channel
experiences a progressive strengthening. This behavior is illustra-
ted in figure 1, which depicts both the incident and reflected shock
trajectories in a closed conical convergence. The earliest analysis
of such a shock motion is the similarity solution of Guderley (1942)
for converging cylindrical or spherical shock waves. This solution,
later reworked with improved accuracy by Butler (1954), predicts a
power-law increase in Mach number as the shock approaches the
axis or point of symmetry. At the instant of shock collapse the
solution is singular, but the subsequent reflected shock motion
again follows a simple power law. Chisnell (1957) extended the
linearized analysis of Chester (1954) to obtain an approximate,
one-dimensional solution for local shock strength in channels with
slowly changing cross-sectional areas. Whitham (1958) obtained an
identical solution in an original manner by applying a simplified
characteristics method. The Chester-Chisnell-Whitham formulation
(hereafter referred to as "CCW theory') similarly predicts a
a power-law increase in the Mach number of a strong shock wave
as the surface area of the shock decreases. The power-law
exponents found for wedge-shaped and conical channels closely
agree with the exponents found in the similarity analysis for con-
verging cylindrical and spherical shocks, respectively. Application
of the CCW theory is restricted, however, by the assumption that

the interaction between the shock wave and the converging channel
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is one-dimensional. In an experimental investigation involving a
convergence mounted on a conventional shock tube, the possibility
exists for shock diffraction at a discontinuity in wall slope.
Whitham (1957, 1959) developed general equations for shock diffrac-
tion problems, and his two dimensional solution for diffraction by a
wedge indicates that Mach reflection will occur at the entrance of
‘a wedge-shaped or conical channel. The effect of this initial
diffraction on the subsequent shock motion within the convergence
remained to be determined.

The few experimental investigations into this shock behavior
have been conducted using various contractions placed on standard
shock tubes. Conclusions from these efforts were limited by a
general inability to accurately measure shock velocities within the
converging channel. Russell (1967) fneasured shock velocities in a
constant-area channel downstream of a conical convergence, then
estimated velocities at the exit of the convergence by extrapolation.
His estimated values fell below the predictions of the CCW theory,
and this disparity increased with increasing Mach number and
decreasing pressure. A schlieren system and drum camera were
used by both Bird (1959) and McEwan (1968) to obtain shock tra-
jectories within two-dimensional convergences. Local shock
velocities were estimated from the slope of the trajectories, and
for smooth, gradual contractions they found values that roughly

compared with the predictions of CCW theory.r. This streak

TMcEwan claimed velocity increases in a parabolic contraction that
“were greater than CCW theory predictions, and suggested an opti-
mum geometry might be found. Initial investigations into the effects
of wall shaping have been made by Milton and Archer (1969), Lau
(1971), and Skews (1972).
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photograph technique failed to show shock diffraction effects after
the initial Mach reflection at the convergence entrance. Belokin'
et al. (1965) noted that the diffraction in a wedge-shaped contraction
would be a 2continuing pattern of Mach reflections, but their mea-
surements were restricted to examining thermodynamic conditions
near the vertex.

This paper summarizes an experimental and theoretical
investigation of the behavior of an initially plane, strong shock
wave propagating into a conical convergence. A particular objec-
tive of the study was to determine the extent to which the expected
diffraction at the entrance affects the subseque;lt shock motion.
Part 2 of the paper is a brief description of the experimental ap-
paratus, which includes a new device for measuring shock velocities
within the cone. Part 3 presents complete profiles of incident
shock velocity for two cases of low and high initial Mach number.
In part 4, an approximatve solution of Whitham's axisymmetric
diffraction equations is obtained for a converging conical geometry.
The description of the incident shock motion provided by this
solution is then compared with the measured velocity profiles.

The investigation was concluded by examining the reflected shock
behavior within the cone, and complete profiles of reflected shock

velocity are presented in part 5. .
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1.2 EXPERIMENTAL APPARATUS

The experiment was performed using a 10° half-angle conical
convergence mounted on the end of a 15.3 cm diameter, pressure-
driven shock tube (figure 2). The cone consists of two carefully
machined sections, with the final section converging to a minimum
diameter of 3.2 mm (an overall area reduction of 2300:1). A 3.2
mm hole remains at the vertex to allow insertion of instrumenta-
tion. The initial Mach number of the incident shock wave is
measured using conventional, thin-film heat-transfer gauges mounted
ﬁpstream of the cone »entrance.

A new instrument designed to provide accurate shock velocity
measurements along the centerline of the cone (Setchell 1971) is
shown in figure 3. The probe contains four piezoelectric crystals
in the form of cylindrical tubes, each 3.2 mm in diameter and 1
mm in length. The crystals are arranged in two closely-spaced
pairs within the 3.2 mm diameter, axisymmetric support structure.
The probe is inserted into the cone at the vertex and positioned
along the axis of symmetry. The piezoelectric crystals are polar-
ized between the inner and outer diameters; the radial compression
produced by the shock pressure jump thus generates a sequence of
signals as the shock passes the crystal positions along the probe.
The signals are fed directly into two dual-beam oscilloscopes and
recorded on polaroid oscillograms. Shock velocities are deter-
mined by measuring the time interval between signals produced by
the adjacent crystals in each crystal pair. The resolution in

measuring the time intervals is sufficient to obtain velocities
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accurate to 3% or better. The probe was tested in the straight
shock tube where reference velocities could be measured with
thin-film sidewall gauges; over a range of shock Mach numbers
from 5 to 10 the probe-measured velocities were found to be within
'1-4% of the reference values.

To obtain a complete shock velocity-versus-distance profile,
a large number of runs must be made under identical conditions
as the probe position within the cone is varied. The 15.3 cm
diameter shock tube can consistently generate shock waves whose

Mach numbers are reproducible to within 1% (Smith 1967).



7.
1.3 SHOCK VELOCITY PROFILES
I.3.1 Mach Six Case

For the first shock velocity profile a relatively low initial
Mach number and high test-gas pressure were needed to minimize
deviations from ideal-gas behavior. Measurements made with an
initial Mach number (Mo) of 6.0 in argon at a pressure of» 1.5
torr are shown in figure 4. The data reveal that the shock velocity
along the cone centerline does not display the gradual, monotonic
increase predicted by the one-dimensional CCW theory for a conical
channel (Whitham 1958). Instead there are a number of short
intervals in which the centerline shock exhibits a very rapid accel-
eration. In the regions between these sudden jumps the shock
first decelerates then accelerates. The measured velocity for the
first 30% of the convergence is the same as the initial shock
velocity. Near the vertex the velocity has increased by a factor
of approximately 3.

The physical interpretation of the measured velocity profile
(consistent with the analysis in part 4) is sketched in figure 5.
Mach reflection of the initially plane shock occurs on the conver-
gence Wa11+, and subsequent diffraction processes continue through-
out the length of the cone. The first velocity jump results from

the arrival of the three-shock int_érse'ctionvat the cone centerline

T

In Mach reflection the shock strength and propagation direction are
discontinuous at the intersection of the original shock, the stem-
shock, and the weak reflected shock. The three-shock intersection
moves outward from the channel wall as the shock motion
progresses.
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(indicated by (iii) in the figure). Beyond this point Mach reflection
of the stemshock on the cone axis occurs, and a '"'center shock''
progressively grows until it fills the channel cross-sectional area.
The process of Mach reflection on the cone wall by Mach reflection
of the stemshock on the cone axis is then repeated, and this cycle

evidently continues until the shock reaches the vertex.

I.3.2 Mach Ten Case

In order to observe the possible influence of ''real-gas
effects'" on the shock diffraction process, a second velocity profile
was measured with the initial Mach number increased to 10. 2.
The test gas. was again argon at a pressure of 1.5 torr. For
these initial conditions, the shock should be sufficiently strength-
ened after the first diffraction cycle to préduce significant
ionization in the heated argon. The data are plotted in figure 6,
and show the same general features found in the Mach six case
until the third stemshock intersection on the cone axis, where
local Mach number jumps from 19.1 to 23.2. Beyond this point
the high Mach number data show a rapid decline 1n the shock
velocity. The jump at the fourth stemshock intersection is very

weak, and a fifth intersection is not observed.

~I.3.3 Variation of Initial Mach Number and Pressure

The shock diffraction theory (discussed in part 4) predicts
that the local shock velocity at any particular location within the
cone should scale with the initial velocity. Because the theory

assumes ideal-gas behavior, a breakdown in this scaling is
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expected at higher Mach numbers and lower pressures when real-
gas effects become important. Figure 7 shows a series of
measurements made at fixed locations within the cone while the
initial Mach number was varied from 6.0 to 10.2. The initial
pressure was either 1.5 torr or 0.5 torr. As expected from the
complete velocity profile measurements, no significant scaling
variations are observed for a pressure of 1.5 torr except at a
position between the third and fourth stemshock intersections
(x/L = 0.86). At this location the scaling begins to fail at a local
shock Mach number between 18.7 and 19.8. For a pressure of
0.5 torr the measured velocities at the same location are unexpec-
tedly lower and show no variation with initial Mach number. The

highest local Mach number measured at this pressure is 21.1.
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I.4 AXISYMMETRIC SHOCK DIFFRACTION SOLUTION

I.4.1 Whitham's Diffraction Theory

Whitham (1957, 1959) formulated an approximate theory for
shock dynamics problems in which disturbances to the flow are
treated as a wave propagation on the shock. In two-dimensional
problems the successive shock positions and rays locally normal
to these positions are used as orthogonal coordinates. One
relation between local shock Mach number and distance between
adjacent rays follows from geometry, and a second is obtained
from the CCW theory (Whitham 1958) by assuming that adjacent
rays act like solid channel walls. Combining the two relations
results in a second-order, hyperbolic differential equation which
predicts that disturbances on the shock display nonlinear wave
motion analogous to waves in one-dimensional, unsteady gas-
dynamics. Mach reflection at an inward wall inclination initially
appears as a compressive ''wave'!' on the incident shock, but this
wave quickly breaks due to the nonlinearity to form a 'shock-
shock'. This shock-shock represents the three-shock intersection
characteristic of Mach reflection, and the theory is correcf to the
extent that the effects of the third (reflected) shock are negligible.

In axisymmetric problems the formulation is basically the
same, except conventional cylindrical coordinates (x,r) prove to
be more convenient than independent variables based on shock
positions and rays. The diffraction geometry and the variables
used in the analysis that follows are illustrated in figure 8. The

shock surface at a particular time t is described by at = a(x, r),
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where a is the sound speed in the undisturbed gas. If M is
the local shock Mach number and 8(x,r) is the local angle

between a ray and the symmetry axis, then

_ cosf _ sinb
ax v and a. = M
so that
9 _ (sinb 9 (cose _
ax(M>'ar M)‘O (1)

If A is proportional to the area of a ray tube, then for purely

.I.

geometrical reasons’ A must satisfy

<rcose> ar rsme -0 (2)

Jump conditions across the surface of successive shock-shock
positions (hereafter called the shock-shock trajectory) are obtained
by considering a narrow ray tube which intersects this surface.

The continuity of a and the conservation of MAVO‘ results in

the following:

[

((MI/MO)Z " 1>% (1 ~ (Al/Ao)Z.\)

tan (6,-8,) = - T+ (&M, /AM (3)

0

| (MI/MO)Z -1
tan (x-8,) = 5 (4)
1 - (4,/A))

where the subscripts '"0" and "1" refer to conditions ahead of
and behind the shock-shock trajectory, respectively, and ¥(x,r)
.I-

Detailed derivations of equations 2- 5 are given in the cited papers
of Whitham.
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is the local angle between the trajectory and the axis of symmetry.
A final relation between A and M follows from the CCW

theory; in the strong shock limit

Alag = (Mg/M® ;o= YR B (5)

where Y 1is the ratio of specific heats. After using (5) to

eliminate A , (1) and (2) form a set of equations for the two
dependent variables, M and 6 , subject to the boundary condition
at the wall (8 = GW) and the jump conditions given by (3) and (4).
To solve this system of equations, numerical techniques employing
the method of characteristics are necessary (analogous to the
procedures used in axisymmetric, steady, supersonic flow

problems).

I.4.2 Solution for the initial Shock-Shock Trajectory

The formidable computational work required to solve the
full equations can be avoided by applying the simplified character-
istics method used by Whitham (1958) in his formulation of the
CCw theory+. This application is motivated by the analogy between
Whitham's shock-shocks in two-dimensional shock wave propagation.
For example, the linear shock-shock trajectory resulting from
diffraction by a wedge (as viewed in a Cartesian plane) corresponds
to the linear path of a shock wave produced by a piston impulsively

started into steady motion (as viewed in a distance-versus-time

+The author is indebted to Professor Whitham for suggesting
this simplification.
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plane). When extended to the present axisymmetric case, this
analogy calls for the initial shock-shock trajectory to behave like
a shock wave produced by a converging cylindrical piston.

The first step in the solution is to write equations (1) and
(2) in characteristic form (after eliminating A):

/n tan® dr _

dr _ 1%f/n tand

°n d&x T F J/n-tanb

Equation (6b) is a differential relation that holds on characteristics
which originate at the cone wall and arrive at the shock-shock
trajectory. Following Whitham's method, this equation is applied
to local shock wave conditions immediately behind the shock-shock.
These conditions are then related to the initial values ahead of the
shock-shock by means of the jﬁmp relations (3) and (4). After
substitution and rewriting, the equation for the trajectory of the

first shock-shock reduces to

z |

-rﬁ = exp - f g(u)(c;(u) +—£2> du (7)
Z2.D

with g(u) =‘/'n + U (u + 1)

\r—\r&n—r’

n-1 2n 2n
Glu) = u +1 \ju -1 + 2 u -1 + (n-1) u =1

n
(un+1+_l)-2 usn-1 u -1 RS |
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Z = i Sl and 2Z _ oo (XZ-D-eW)
VA H - 1
MO : 2-D cos X, p

where R is the initial cone radius, u 1is a dummy variable
for Mach number, and X2.D is given by Whitham's solution for
shock diffraction by a wedge with half-angle ew. The computa-
tional procedure is as follows:
l. A series of values for MI/MO are éhosen, and equation
(7) is integrated numerically to find l;i1e corresponding
'E:r/R.
2. For each pair of values for MI/MO and r/R, X follows
from equations (4) and (5).
3. For each set of MI/MO’ r/R, and X values, the

corresponding x/R is obtained from
1

1
=f tanyx d(r/R)

r/R

H9l

These calculations give the initial shock-shock trajectory and the
stemshock Mach number along this curve. The ray inclination
along the trajectory (91) is found at each point using equation (3).
Information on conditions at other points along the stemshock or in
the flow behind the shock is not provided by the solution.

The computed shock-shock trajectory is shown in figure 8,
and local shock wave conditions along the trajectory are plotted in

figure 9. The curves show that M,, 8 and x all increase

1’ "1
monotonically as the cone axis is approached. In the limit r/r —0,

M, — o while 6, and X approach /2. This singular behavior

1 1
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is evident in the numerical calculations only for extremely small

values of r/RT .

I.4.3 Extension Beyond the Stemshock Intersection on the Cone Axis

An analytical procedure for bridging the singularity on the
cone axis has not been obtained. Instead, the solution is extended
by assuming a solid boundary exists at some smé,ll value of r/R
(figure 8) . The minimum r/R chosen for the calculations
shown in figure 9 corresponds to the radius of the shock velocity
probe used in the experiment. The initial values of M; and x
required for computation of the second shock-shock trajectory
are specified by assuming local two-dimensional diffraction at
the minimum r/R . After the appropriate change in Z, b
the necessary calculation is again numerical integration of equa-
tion (7). For simplicity the origin of the coordinate system is
shifted to the start of the second trajectory. A basic difficulty
in the procedure now arises from the fact that the solution for
the initial shock-shock trajectory does not provide information
about local shock wave conditions at other points along the stem-
shock., Consequently, the initial conditions ahead of the second
shock-shock (M

0 and AO) are unknown. This difficulty

0’ 70"’
is treated by assuming that the actual variation in the shape and
strength of the stemshock can be approximated by taking the

rays to be straight and the Mach number between successive

1-For example, when the shock-shock trajectory reaches r/

the solution gives 0, = 63.4°, X = 64,6°, and MI/MO = 2,33,
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rays to be const:a,nl:Jr in the region between the first and second
shock-shock trajectories. With this assumption the computation

is similar to that for the first shock-shock trajectory, and results
for the 10° half-angle cone are plotted in figure 9, The curves
show that near the cone axis the shock-shock conditions change
rapidly, with 91 and X increasing while M1 falls. These
trends continue more gra&ually as the shock-shock approaches

the cone wall.

The numerical calculation is discontinued when the second
shock-shock reaches the wall, although remaining shock-shock
trajectories can be computed in a similar manner. Subsequent
cycles of Mach reflection on the cone wall followed by Mach re-
flection on the axis are approximated by assuming that in each
cycle the center shock is initially plane and uniform. The dif-
fraction is then geometrically similar to the first cycle, and the
initial calculations are applied after appropriate scale changes.
This procedure is made possible by the fact that the solution
does not depend on the value of the initial Mach number MO’
provided this value is large enough (M0~> 3) for equation (5) to
be wvalid,

An interesting final note on the diffraction solution would

TI(: might appear more consistent to assume the Mach number be-
tween successive rays satisfies equation (5). This would result
in a gradually increasing Mach number along the rays, since the
divergence of the straight rays and their decreasing radial position
have the combined effect of slowly reducing A. The actual varia-
tion of A due to ray curvature is not known, however, and the
appri)ximation as stated gives better agreement with experimental
results,
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be a comparison between the Mach number averaged over the entire
shock front (center shock and stemshock) at each position within
the cone, and the Mach number variation predicted by the one-
dimensional CCW theory. Such a comparison can be made easily
for a wedge-shaped >convergenceT, and in that case the averaged
diffraction solution reduces identically to the curve predicted by
CCW theory. Unfortunately, the simplified characteristics method
used in the present axisymmetric case does not provide sufficient
information to calculate the average Mach number. Rough esti-
mates of such an average are found to depend on the choice and
scaling of the minimum value of r/R. IfR' represents the initial
cone radius at the start of each diffraction cycle, then setting
(r/R')min. equal to a small, fixed constant results in better
agreement with the CCW theory than if T nin. is fixed at some
value such as the radius of the velocity probe. This difference
is illustrated in figure 10, and will be discussed further in the

following section.

I.4.4 Comparison Between the Diffraction Solution and the Shock
&

Velocity Measurements

During each Mach reflection process, the variation in Mach

number over the stemshock surface should be small compared to

T

The solution for a wedge-shaped convergence follows directly from
the solution for diffraction by a wedge (Whitham 1957), since the
plane of symmetry acts like a solid boundary. A cyclic pattern of
Mach reflections occurs, but in this case all shock-shock trajec-
tories, stemshocks, and center shocks are straight.
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the abrupt change at the three-shock intersectionT. The center
shock Mach number along the second shock-shock trajectory is
therefore a good approximation to the corresponding Mach number
on the cone axis (figure 8), and the diffraction solution can be com-
pared with the velocity probe measurements, As shown in figure
10, the basic characteristics observed in the experiment are pre-

dicted by the diffraction solution with r set equal to the probe

min,
radius, In the first diffraction cycle the stemshock intersection
on the cone axis is predicted to occur slightly ahead of the position
observed experimentally, and the resulting shock velocity jump is
somewhat larger. The solution qualitatively predicts the observed
deceleration following the stemshock intersection, but not the
gradual acceleration prior to the next intersection. The close
compari;on in subsequent diffraction cycles supports the assump-
tion of geometrical similarity for the diffraction process after
the first cycle. A comparison between the solution and the
M0 = 10.2 measurements shows greater disparities (as indi-
cated by the velocity profiles in figure 6), but this is expected
since the theoretical model assumes perfect-gas behavior.

The low Mach number measurements show that the velocity
increase at the stemshock intersections (the difference b'etween
the initial and final values) is nearly constant. This constancy

is also predicted by the diffraction solution with r set equal

min,

to a fixed constant (such as the probe radius). However, the

TThis is evident in the solution for shock diffraction by a solid
cone (Whitham 1959).
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solution with (r/R') fixed at some small value (curve (iii) in

min,
figure 10) predicts that the ratio of final to initial velocities at
the intersections is constant, resulting in much higher velocities
near the vertex. Since estimates of average Mach number using
this method of scaling Tinin, Compare more favorably with CCW
theory, this suggests that greater shock strengthening than indi-
cated by the present measurements might occur in the convergence

i

if the velocity probe were not present’.

1rNevert:heless, in the experiment the diffraction process was found
to be insensitive to the presence of the probe at the first stem-
shock intersection. The probe dimensions prevented a similar
investigation at later intersections.
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I.5 REFLECTED SHOCK BEHAVIOR

I.5.1 Shock Velocity Profiles

The behavior of the reflected shock within the convergence
is governed by both the divergent geometry and the complex flow
generated by the incident shock., The concluding phase of the
present investigation was an examination of this complicated shock
motion. The velocity probe was found to respond adequately to
the reflected shock, thereby enabling shock velocity measurements
to be made in the same manner as for the incident shock. An
additional probe with an extended support rod was used to obtain
data as far upstream as 13 cm into the constant-area sl:xock tube.
Complete velocity profiles for the two cases of Mach six and Mach
ten initial shock waves are shown in figure 11. The most out-
standing feature of the profiles is the nearly constant velocity
observed over most of the convergence length. Small variations
in the velocity are apparent near the vertex in both cases, and
near the cone entrance in the M0 = 6.0 case. Upon reaching
the constant-area channel the shock decelerates towards the velocity
corresponding to reflection from a plane end wallT. In the

M, =6.0 case the reflected shock could not be detected for

0
x/L > 0.84, but a second reflected shock was observed in the
region 0.74 < x/L < 0.92 propagating with nearly the same

velocity as the primary shock. The relative position of this

TThe real-gas calculations of Arave and Huseby (1962) were used
to find the velocities for reflection from a plane end wall.
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second shock is indicated in figure 12, which shows the distance-

versus-time behavior of both the incident and reflected shock waves.

I.5.2 Comparison With the Guderley Similarity Solution

The Guderley similarity solution for an imploding spherical
shock wave (Guderley 1942, Butler 1954) predicts that the velocity
of the subsequent reflected shock will vary with radial distance
according to a simple power law. As indicated in figure 11, this
power law obviously does not compare with the nearly constant
shock velocity found in the experiment. The dissimilarity between
the measurements and the similarity solution is primarily a con-
sequence of the finite length of the cone, which results in funda-
mental differences between the experimental flow conditions and
the conditions assumed in the similarity analysis., This can be
shown by using the similarity solution for the flow behind the
incident shock to calculate approximate particle paths for fluid
initially within the convergence. Particle paths originating at
the cone entrance are drawn in figure 12, and indicate that for

x/Lg 0.66 in the M, = 6.0 case, and for x/L < 0.75 in the

0
M, = 10.2 case, the reflected shock propagates into fluid origi-

0
nally set into uniform motion by the incident shock wave in the
constant-area channel upstream of the cone., In the similarity
analysis the fluid in these regions has supposedly undergone a
gradual, continuous compression after initially experiencing a

much weaker shock, resulting in conditions ahead of the reflected

shock that progressively deviate from the experimental flow
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conditions. A simplified model for the actual flow ahead of the
reflected shock, together with an approximate solution for the cor-

responding shock motion in the M, = 6.0 case, can be found in

the appendix,
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1.6 CONCLUSIONS

A comprehensive investigation has been made of the shock
dynamics within a 10° half-angle conical convergence mounted on a
conventional shock tube. Measured shock velocity profiles show
that the incident shock behavior is dominated by cyclic diffraction
processes which originate at the entrance of the cone. During
each diffraction cycle the shock first undergoes Mach reflection
on the cone wall, then Mach reflection on the axis. These cycles
evidently persist until the shock reaches the vertex, where the
measured velocity has increased by .as much as a factor of three.
Real gas effects, enhanced by increasing the initial Mach number
and decreasing the pressure, apparently alter the shock wave
behavior only in the region near the vertex.

The basic features of the incident shock behavior are de-
scribed analytically by applying Whitham's axisymmetric shock
diffraction equations (Whitham 1959) to the converging conical
geometry. An approximate solution is obtained by using the sim-
plified characteristics method applied by Whitham in his formu-
lation of the CCW theory (Whitham 1958)., The first two shock-
shock trajectories are computed numerically, and subsequent
diffraction cycles are assumed to be geometrically similar to the
initial cycle.

Measured velocity profiles for the reflected shock within
the cone show that the shock velocity is nearly constant through-
out most of the convergence length. This behavior obviously

contrasts with the power-law decline in velocity predicted by the



24
Guderley similarity solution (Guderley 1942, Butler 1954). Simple
arguments show that this disparity is primarily a consequence of
the finite length of the cone, which results in fundamentally differ-

ent experimental flow conditions ahead of the reflected shock,
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APPENDIX. Reflected Shock Propagating into Steady Subsonic Flow

An approximate analytical description of the reflected shock |
motion can be obtained by assuming a simplified model for the
flow of fluid initially outsidé the cone entrance. The Mach number
of the flow behind the Mach six and Mach ten initial shock waves
is 1.26 and 1.31, respectively, At these Mach numbers the super-
sonic flow near the shock tube wall cannot be turned through the
10° angle at the cone entrance by means of a stationary, oblique
shock. Consequently, as the initial shock enters the cone an
upstream-facing shock locally normal to the wall must form out-
side the entranceT. An unsteady sonic surface behind this shock
sepﬁrates subsonic flow adjacent to the wall from the central
supersonic stream. The subsonic region grows as the upstream-
facing shock propagates outward from the conve entrance; eventually
this region fills the chaﬁnel cross-sectional area if the sonic sur-
face reaches the axis. A simple, one-dimensional flow model
which assumes that a uniform subsonic region is created by a
plane upstream-facing shock is pictured in figure 13, The upstream
shock is assumed to propagate at constant velocity, resulting in a
subsonic flow which subsequently undergoes a steady, isentropic
compression in the convergence. The reflected shock is assumed
to start at some position upstream of the sonic point for this
flow with an initial velocity given by the velocity probe measure-

ments.

TThis shock is an extension of the third (reflected) shock formed
in the initial Mach reflection on the cone wall.
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The reflected shock motion is found using Whitham's sim-
plified characteristics method for one-dimensional shock propagation
into non-uniform media (Whitham 1958) in a manner suggested by
Chester (1960). The differential relation which holds along char-
acteristics overtaking the reflected shock trajectory is applied to
flow conditions immediately behind the shock. The Rankine-
Hugoniot relations are then used to couple l:hesé conditions to the
known distribution of flow variables in the steady compression
ahead of the shock, The result is a first-order, ordinary, non-
linear differential equation for shock Mach number (or velocity)
as a function of position that can be numerically integrated. The
curves shown in figure 13 were obtained by perférming the integra-
tion for several possible steady flow situations ahead of the

M, = 6.0 reflected shock. The upstream-facing shock was

0
required to be fairly strong (Mach number ~2) in order for the
predicted sonic point of the subsonic compression to be sufficiently
near the cone vertex. Although the theoretical curves show a
gradual deceleration of the reflected shock within the convergence,
the comparison with experimental results is still far better than
can be made with the similarity solutionT. It should be noted that
Whitham's method neglects modification of the shock motion by

re-reflected disturbances, and in the assumed flow model such

disturbances could be important,

TThe initial rise displayed by two of the curves results from
starting the reflected shock close to the sonic point,
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II.1 INTRODUCTION

The behavior of a shock wave propagating into a conical
convergence has been studied extensively at the GALCITT facilities
over the past few years (part I and Ref. 1-2). Both the theoreti-
cal investigation by the author, and the comprehensive experimental
work by Setchell discussed in part I, indicate that a ccnical conver-
geﬁce can produce a small region of very hot, highly compressed
fluid near the vertex. Setchell2 limited his investigation to the mea-
surement of centerline velocities in the 10° half-angle cone, but
estimates show that temperatures can be achieved that are well
above the typical range of pressure-driven shock tubes.

The shock behavior throughout the cone is dominated by
multiple shock diffraction processes initiated by the geometry
change at the cone entrance. Rapid increases in shock velocity
occur along the cone axis, corresponding to the intersection of
stemshocks formed by Mach reflection on the cone walls. The
use of a conical convergence as a tool in conventional high tem-
perature plasma research is therefore somewhat restricted, since
the thermodynamic conditions produced behind the incident shock
wave are nonuniform both as a function of time and position.

Near the vertex, the reflected shock wave will leave the test gas
in a high degree of excitation. The subsequent rapid expansion

is likely to produce a nonequilibrium state with a possible

+Graduate Aeronautical Laboratories California Institute of
Technology.
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population inversion in the higher atomic energy levels. Due to the
short optical path length available, it is unlikely that this inversion
could be used to produce a useful gas dynamic laser. It does offer,
however, an opportunity to study nonequilibrium gas dynamics and

nonequilibrium radiation phenomena.

II.1.1 The Strengthening of a Shock Wave in a 10° Half-Angle Cone

Since a complete account of the shock dynamics in a 10°
half-angle cone terminating a conventional pressure-driven shock
tube can be found in part I and reference 2, only a summary of
the aspects relevant to the present investigation will be given here.

Both the theoretical investigation and the shock velocity mea-
surements show that for initial Mach numbers > 3, the incident
shock behavior is dominated by the diffraction processes originating
at the cone entrance. The main features of the shock wave pattern
as it would appear at various times is indicated in figure 5, and
the resulting centerline shock velocity as a function of distance into
the cone is shown in figure 10. The constant centerline velocity for
x/L < 0.3, and the corresponding diffraction pattern is a result of
Mach reflection of the initially plane shock wave on the cone wall,
The first velocity jump shown in figure 10, indicates the arrival of
the three-shock intersection point on the cone axis. Mach reflection
of the stemshock on the cone axis then occurs and a center shock
progressively grows until at x/L = 0.48 it fills the cone, With the
exception of the slight curvature of the center shock, the shock
structure at this point is similar to the initial one, the only differ-

ence being a scale change. In the theoretical model this approxi-
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mation is made, and the center shock is assumed plane and uniform.
Subsequent diffraction cycles are then geometrically similar, and
continue until the shock wave reaches the cone vertex. The fairly
close agreement between theory and experiment seems to indicate
that this simplified geometrical model is a reasonable one.

As long as real gas effects can be neglected, the entire
process should scale with the initial Mach number. Figure 3
shows a comparison of shock velocity profiles for initial Mach
numbers of 6.0 and 10.2. The diffraction pattern is essentially
unchanged except for x/L past the 3rd stemshock intersectio;l point,
even though significant real gas effects (e.g., ionization in the case
of argon) would be expected beyond the first stemshock intersection
point in the Mo = 10.2 case. An examination of the local relax-
ation times, indicates that the scaling begins to break down when
relaxation times become less than a characteristic time given by
M/(dM/dt).

Reflected shock velocities were found to be nearly constantz,
indicating that the deceleration expected due to the divelzgent geo-

metry is balanced by the effects of the nonuniform, unsteady flow

generated by the incident shock.
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II.1.2 Thermodynamic Conditions Expected Near the Cone Vertex

The approach to equilibrium following the viscous shock
front, and the associated relaxation times in monatomic gases
has been studied extensively (Refs. 3-6), Although there is still
controversy concerning the theoretical treatment of the initial
phase of the relaxation process, there exists an abundance of ex-
perimental data on relaxation times. Treating the shock wave
as separating two regions of thermodynamic equilibrium, the prob-
lem of determining the state of the shock-heated plasma reduces
simply to solving the Rankine-Hugoniot relations allowing for the
effects of ionization and electronic excitation in the expression
for the thermodynamic quantities.

With the exception of boundary layer effects, the near homo-
geneity of shock-heated plasmas in a direction perpendicular to
the tube axis, is well known. vIn the case of the cone, where the
shock dynamics are dominated by the diffraction processes, the
situation is more complicated, In addition to variation of Mach
number as a function of distance into the cone, conditions
vary along the shock front itself. Excluding the immediate neigﬁ-
borhood of a stemshock intersection point, the value of the Mach
number on the centerline may be taken as a first approximation
to the Mach number averaged across the shock surface. If in
addition, the local relaxation times are less than the cone radius
(or some other measure of a typical diffraction length) divided by
the shock vélocity, then equilibrium calculations based on the

local centerline Mach number should give a first estimate of
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thermodynamic conditions immediately following the shock wave.
Taking an initial Mach number of 10,2 and a test gas of argon at
1.5 torr, and using relaxation times from reference 3, we find
from figure 3 that the above criterion is satisfied beyond the third
stemshock intersection point. Choosing x/I. = 0.9 as an example,
then immediately following the incident shock vﬁve we would
expect an equilibrium temperature of 14400°K, a degree of ioni-
zation of 0,47, an electron number density of 2. 92 x 101'7 cm™3 and
a pressure of 1335 torr, corresponding to equilibrji:ium conditions
behind a Mach 23. 7 shock wave.+ |

Unlike in a conventional shock tube where at any time the
fluid passing an observation point has been heated by a constant
Mach number shock wave, the thermodynamic conditions in the
cone will again be dominated by the diffraction processes. From
figure 3 we see that the fluid passing x/L =0.9 shortly after the
arrival of the incident shock, v;/ill have been processed by a shock
wave of Mach number less than 23,7, whereas the fluid originally
at x/L =0,84 (i.e., the location of the 3rd stemshock intersection
point) would have been heated by a shock wave of greater Mach
number. Allowing for compression resulting from the convergent
geometry, we would expect that at a given position near the vertex

the thermodynamic conditions as a function of time will experience

TAs part of the present investigation, a program was carried out
to compute the thermodynamic state of a shock-heated multiply-
ionized argon plasma. The details of the computational procedure
are found in Appendix A.
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a gradual increase in temperature, density, and pressure, upon
which will be superimposed the effects of nonuniformities due to
shock diffraction,

The arrival of the reflected shock wave increases the tem-
perature, density and pressure even more and raises the fluid to
a highly excited state. Since the fluid velocity: ahead of the
reflected .shc?_ck is not known, only rough estimates of expected
equilibrium conditions behind the reflected shock can be made,
but temperatures in excess of 50,000°K should beiobtainable.

The relevaﬂt relaxation time is now governed by the time needed

to establish‘f'equilibrimn in doubly ionized argon, and is less

than the relaxation time associated with single ionization behind

the incident shock wave. It is therefore quite plausible that the sub-
sequent expansion (due to the divergent geometry) following the
reflected shock will cause a rapid cooling of the plasma starting

from complete second ionization equilibrium,
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II.1.3 Measurement of Thermodynamic Properties in a High

Temperature Shock-Heated Plasma

The composition of a plasma in thermodynamic equilibrium
is uniquely determined once the temperature and electron number
density are known. Experimental and theoretical techniques in
plasma diagonostics have been discussed extensively in the literature
(see for example references 7 - 11); the monograph by Griem7
can perhaps be regarded as the standard textbook on plasma
spectroscopy for laboratory work.

For a shock-heated plasma, the desirability of non-
interference with the moving fluid gives preference to spectroscopic
techniques. This is especially true near the vertex of a conical,
convergent channel, where the physical dimensions become quite
small. In the present investigation the choice was narrowed down
even further, to emission spectroscopy. Emission spectroscopy
deals only with the actual emission of the plasma itself, and the
amount of information that can be deduced from a calibrated
spectrum is very large. The distribution of spectral intemsity in .
a line (bound-bound transitons) and its vicinity in theory supplies
the following information about a plasma in a state of local thermo-
dynamic equilibrium (the distinction between full and local thermo-
dynamic equilibrium will be dealt with in Section II. 2. 1):

1. The wave length gives information that a certain

element is present in a given stage of ionization.

2. The line profile can be used to determine the

density of perturbing particles (pressure broadening
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or the kinetic temperature of the emitting atom
(Doppler broadening). See sketch below.

3. The excitation temperature and particle density
can be deduced from the total energy emitted
1n the line.

4, Continuu:m intensity (free-bound and ifree-free
transitions) may be used to find the electron
number density and electron temperature.

Adding to this the fact that the emitted spectrum usually

has several lines over a large range of wave lengths, one can
easily understand the importance of emission spectros‘copy as a

tool in high temperature plasma diagnostics.

'AIV

Line Profile

e

b_ = half-width

2wb = base width

2Wy, Iy,continuum

[ -y
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II.1.4 Goals of the Present Investigation

The present investigation is a logical extension of the
previous work on shock dynamics in convergent channels (Ref. 1, 2).
The existence of high Mach numbers near the cone vertex had
been established, but measurements of thermodynamic properties
were needed in order to determine the possible uses of such a
geometry in high temperature plasma research. The choice of
emission spectroscopy as the experimental technique was discussed
in the previous section. This method has been used successfully
in connection with conventional shock tubes. In the present situa-
tion, however, large nonuniformities are presént due to the method
of shock intensification, so care must be taken in interpreting
‘the experimental data.

The main objective of this report is an investigation into
the possibility of using ‘well-known spectroscopic techniques to
determine the state of a shock-heated fluid near the vertex of a
10° half-angle cone. Emphasis is placed on establishing the
effect of shock diffraction on the thermodynamic properties
behind the incident shock wave. The possible existence of sus-
tained nonequilibrium conditions behind the reflected shock wave
is also investigated. Finally, it is hoped that the present report
is a step téwards a better understanding of the effectiveness and
accuracy of emission spectroscopy as a diagnostic tool in shock

tube work.
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II.2 EMISSION SPECTROSCOPY

II.2.1 Local Thermodynamic Equilibrium

A very powerful concept used in plasma spectroscopy is
that of local thermodynamic equilibrium (LTE). Whenever LTE
prevails, the resulting stationary state can be described by the
same laws which govern true thermodynamic equilibrium, with the
exception of the emitted radiation. As long as collisions are
dominant, LTE may even be reached in a plasma where self-
absorption effects are negligible, i.e., an optically thin plasma.
The relevant temperature is that which describes the distribution
function of the species dominating the reaction rates. In dense
laboratory plasmas, electrons play a dominant role, and the distri-
bution of particles among excited energy levels is given by
Boltzmann statistics, with the electron temperature as the appro-
priate parameter. Such a plasma is often referred to as a
collision-dominated plasma.

The importance of LTE enters critically into the equations
relating plasma parameters with observed spectral intensities.
For an optically thin plasma, the observed intensities are directly
related to the number of particles in a given excited state.
Reducing this to knowledge of total number densities and electron
temperature is only meaningful if LTE exists. When self-
absorption is important the presence of LTE is essential. The
ratio of emission and absorption coefficients, which must be known
if corrections of the observed intensities are to be made, is

equal to the Planck function only if LTE prevails.
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For an optically thin plasma, LTE can be expected orﬂy if
the electron collision rates greatly exceed the radiative decay
rates. Following McWhiri:er10 and Griem7, and demanding that
the collisional de-excitation rate (which, in equilibrium, is equal
to the excitation rate) between quantum levels n and m (n > m)
exceed the spontaneous emission rate b)} a factor of 10 we find

that, for hydrogen-like atoms, LTE is achieved, if for all levels

3
,kT E -E
17 7 e n m
Ne z 9,2 x 10 = EI - EI . (1)

Here Te is the electron temperature, En’ Em are the excitation

n and m

energies of level n and m respectively, EI is the ionization
energy of the atom (ion) and =z is the charge ''seen'" by the optical
electron (i.e.,z = 1 for neutral atoms, z = 2 for singly ionized
atoms, etc.). Assuming the collisional excitation from the ground
state to be the rate detefmining step in the chain of excitation processes
leading to LTE, we find the condition for complete LTE by setting
(En - Em) in equation (1) equal to the excitation energy of the first
excited level (the resonance level). For neutral argon an electron

density of

N_ 2 1.42 x 1017‘/Te x 1074 | (2)

with Te in °K, would thus be sufficient to obtain complete LTET.

+A1though Kolesnikov!? has reported LTEo in a free burnul'ng argon
arc at atmospheric pressure and 10,000 K for Ne > 10 cm-~3,
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If the plasma is optically thick with respect to the resonance line
radiation, the criterion of equation (2) may be relaxed by an order
of magnitude (Griem7).

It is also useful to consider partial LTE. This is defined
by the condition that Boltzmann statistics gives the correct
population densities for all energy levels above a certain value.
Since (En - Em) decreases rapidly with increasing quantum
number (for highly excited levels (En - Em)°= 2/n3) partial LTE
would be expected to exist for any n > m if equation (1) is

For neutral

satisfied with (En -»Em) "equal to (Em+1 - Em).

argon this implies that Boltzmann statistics with Te as the

relevant temperature would be valid down to, and including the first

N_ = 4.82 x 1014‘/ T x 107 (3)

When the condition given by equation (2) is satisfied, the

excited level if

with T_ in °k.

distribution of population number densities are given by the

Boltzmann and Saha equations in the following form

Nn i g, exp (-En/kT) (4)
m  Sm €XP (-Em/kT)
and
z-1 z-1

N N oz 2rm kT\>/2 E. - AE

- z_, _z2 [ & exp | - —L . (5)
N Z p) p kT
z-1 z=-1 h ;

Here Nn’ Nm and gn, are number densities and statistical

€m
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weights of state n and m , N , NZ are the total number

z-1

densities of atoms or ions in two subsequent ionization stages

(No signifying neutral atoms, N1 singly ionized atoms etc.) and
z-1

EI is the ionization energy of state z -1 . Z and AEI are

the partition function and the reduction of ionization energy respec-
tively and are discussed in appendix A. For complete LTE we
also have T = T, = Tion = Tatom .

In the absence of complete LTE equation (4) is only valid
for n, m > n* , where n* is lowest energy level that satisfies
the criterion (1), and Te must be substituted for T . The
Saha equation in the form given by Eq. (5) is also no longer appli-

cable. Instead, the following modified version (valid for n > n%)

must be used.

N_ N, z f[enm kT \/2 1
e il =] Ry exp (Ep ' /xT,). ()
n gn
Here EZI'I is the binding energy of the electron in state n .
z-1 z-1 ,_z-1 z-1\
(Enl ..EI -AEI -En )
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I1.2.2 Line Broadening and Line Shift

Broadening and shift of spectral lines in a plasma is a com-
plicated function of the plasma composition. The two major causes
for line broadening are the Doppler and Stark effects. Doppler
broadening is primarily a temperature effect, while Stark broaden-
ing is a special case of pressure broadening. Pressure broadening,
as the name suggests, is caused by interactions of the emitting
atom (ion) with surrounding particles. It is generally divided into
3 subclasses, resonance, Van der Waals and Stark broadening,
depending upon whether the broadening is caused by particles of
the same kind, particles of a different specie, or charged particles,
respectively.

As long as the electron concentration comprises at least 1%
of the total number density, Stark broadening is by far the domi-
nant type of pressure broadening. In plasmas with electron number
densities of about 1017 cm-3 and electron temperatures less than
4000O°K, line broadening by the Stark effect is also greater than
that due to Doppler broadening. . Since the conditions cited above
are precisely those encountered in the present investigation, the
remainder of this section deals with the Stark effect and its influ-
ence on measured quantities in emission spectroscopy. " For cases
in which Doppler broadening is the most important, or when the
two are of equal magnitude, the reader is referred to Unsélds.

As long as only natural line broadening (the effect of the
Heisenberg uncertainty principle) is present, the distribution of

energy in a spectral line is closely approximated by a delta
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function. All the energy can be said to be emitted at the line
frequency Vg - When other broadening mechanisms can no longer
be neglected, the distribution of energy over frequency, or the
line shape, must be taken into account. In the case of Stark
broadening, the line shape is closely approximated by the
Lorentzian or dispersion type profi1e7-lo

b _/m

I =1
v J (v-vo)z + bc

where IJ?, is the total integrated line intensity (i.e.,

o

Iz = Slv d(v-vo)) and bC is the Stark half-width defined as one
half of the frequency interval over which the inténsity has decreased
to one half of its maximum value. Measurements of total line
intensities IZ » comprise an important part of emission spectros-
copy. If the intensity is determined from photo-multiplier
measurements, inspection of (7) implies that even when the con-
tinuum intensity is properly accounted for, and the equivalent exit
slit width is many times bc , the measured intensity is still
considerébly less than the total intensity. Assumihg the frequency
range covered by the optical system to be v, t* w, a simple

integration of (7) shows that

(I,) measured ) L _ tan™ ! (w/b ) . ()
I, LT /2

For simple geometrical considerations, the following relationships

can also be dervied,
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(9)

and

(10)

where bI:l is measured half-width, and Wy is the base-width.
The base-width is the wave length (or frequency) interval between
two points on the experimentally determined profile where the
background intensity is assumed, as indicated in the sketch

on page 36. Equations (9) and (10) are plotted in figure 14.

Note that even for W/bi:rl = 10, about 6% of the total line intensity
is not included in the measured value. The correction to‘ the
measured half-width is less than the total line intensity correction,
but it must still be taken into account.

In addition to broadening of the profile (the linear Stark
effect), the interactions of the charged particles with the emitting
atom (ion) may also result in an asymmetric effect (the quadratic
Stark effect). This causes a net frequency sﬁift of the emitted

line radiation. For argon this effect is present, and the Stark

shift must in general be included in the function o(v).

b
c

2
bs + (v-vo)) + b

> (11)

(o4

¢ (v) =Tl\’(

This represents a dispersion profile with the center of the line
(Stark) shifted to v -b.. When using the line shape function o(v)

in the following sections, it will always be assumed that we have
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made a frequency transformation of the form Vo - bs - v'o , and
hence we will use @(v) as defined by equation (7).

The most important application of Stark broadening and Stark
shifts is in the determination of electron number densities. A
‘complete theoretical treatment can be found in Griern7. In this
brief discussion it is sufficient to note that both the half-w;dth
and line shift are almost directly proportional to the electron
number density, and only weakly dependent upon temperature.
Complete line profiles have been calculated by Griem7 for the most
common hydrogen lines, ionized helium, and many isolated lines of
heavier elements.‘ In most cases, however, the electron number
density can be determined accurately by measuring only the half -

width or the line shift. The appropriate equations and formulas

are found in reference 7.
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II. 2.3 Radiative Transfer in Collision-Dominated Plasmas

Under the assumption that the radiation field in a plasma
can be treated as quasi-steady at any instant of time*, following

reference 11, the radiative transfer equation can be written as

dI
i €, - x, I (12)
—

(9]

So N\-Slab of emitting plasma

where, referring to the figure above, Iv is the intensity of
electromagnetic radiation (erg/sec/ster-cm3-sec‘1) as a function
of the coordinate s along a ray in the direction a, €, is the
emission coefficient and K'v is the effective absorption coef-

ficientﬂ- The general solution to equation (12) is given by

S s S .
- - 1 1 1 o - ’
Iv(s) = /ev exp ( fxv ds') ds' + Iv exp ( f x"/ ds") (13)
S, s' s
o

o
where Iv is the intensity of external radiation incident upon the
' o
plasma. In the special case of a homogeneous plasma and Iv =0,

the solution of (13) is greatly simplified. Neglecting boundary

?True in general as long as the relevant fluid velocities are much
less than the speed of light.

ﬂ-Following the standard method of treating induced emission as
negative absorption.
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layer effects, this situation is very closely approximated by the
emission from a shock-heated plasma, when viewed at right angles
to the flow direction. Setting 8, = 0, s =L , where L is the
dimension of the plasma in the direction along the ray, and carry-
ing out the integration we find that the radiation intensity leaving

the plasma is equal to

€

I = —
. KV

(1 - exp (-« L)> . (14)

k; L is often referred to as the optical thickness. For the two
limiting cases x{} L << 1 (optically thin) and 'K;;L >>1 (optically

thick), equation (14) reduces to the well known

-— ]
Iv = evL for KVL << 1, (15a)
€
I == for « L > 1. (16a)
14 Kv v

If the plasma is in LTE, Kirchhoff's law relating the emission

coefficient to the effective absorption coefficient in the form

— Al »
€, = Ipv X, (17)
may be used to obtain

= } 1 '

Iv Ipv '(v‘ L for KV L <1 (15b)
and

= '

Iv Ipv for K L > 1 (16b)

where Ipv = 2hv3 (exp (hv/kT) -1)"1/c2 is the Planck function.
In general a plasma will emit a line spectrum (bound-bound

transitions) superimposed upon a continuous spectrum (free-free
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and free-bound transitions), refer to the figure on page 36. €,

and &'V must then be written as a sum of two contributions

€ T Sy cv v
where the subscripts £ and c¢ refer to line and continuum
respectively. In an experimental situation the emitted radiation is
often recorded over a frequency interval Vo T Av, Vo being the
central frequency of a spectral line. This measured intensity is

given by integration of (14) over said frequency interval,

M
. .
= = _a - - - .
Imeasured =1, = x;‘ (1 exp ( X, L)1 dv Vo) (17)
-Av

The process of interpreting this measured quantity in terms of the
local thermodynamic properties of the plasma is one of the funda-
mental functions of emission spectroscopy, and will be dealt with

in the following sections.



49

II. 2. 32  Emission and Absorption in Spectrél Lines

Let A , B I and B I represent the transition
nm nm’y mn’ v

probabilities per unit time for spontaneous emission, induced emis-

sion and absorption, respectively, of photons in the range v to v + dv

for transitions between quantum levels n and m (n > m),

where A _, B and B are the familiar Einstein coefficients.

nm nm mn

Similarly, let cpnm(v) , T]nm(v) and nmn(v) be the line shape

functions, or energy distribution functions.f for spontaneous emission

induced emission and absorption, respectively. If Nn and Nm

denote the population number densities of states n and m ,

then for bound-bound transitions the i‘ight hand side of equation

(12) will take on the form

1 , 1
4 hy N, nm(v) Anm- 4n hy (NmT}nn(v) an- Nn nnm(v)Bnm)Iv'

The emission coefficient and effective absorption coefficient for

bound-bound transitions are thus given by

-1
€ov = I hv Nn @ (V)A An (18)
and
N n__(v)B
. m 'mn mn
Kiv = 4m hy Nn nnm(v) Bnm (N n__{v) B - 1) - (19)
n ‘nm nm

Calculations of the transition probabilities using first-order per-

turbation theory by Griem7, lead to the relationships

+Pro erly normalized such that fo__ dy = dv = dv =1
P nm ®hm "mn
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Anm _ Zhv3 (20
B -2 )
nm c
and
g
nm _ °m ) (21)
B g
mn n

(v)

For collision-dominated plasmas, the line shape functions Mom
and nmn(i/) are equa19, and from reference 11 we have the
general result that the ratio of spontaneous to induced emission

must be equal to 2hv3/Ich . Combining this with equations (18) -

(21) results in the following equations

Pam () = 0) ’ (22)
3,2
. 2hv™/c .
R (N e /N g -1) (23)

Note that there have been no assumptions made concerning the
existence of equilibrium in the derivation of equation (23). We see
now that as long as partial LTE exists above the lower level m,
equation (23) is identical to equation (17) With the temperature in
the expression for the Planck function Ipv equal to Te . For
partial LTE above the lower level m , the effective absorption

coefficient is then

>
)

, . _nm c” ' )
Xgv T BT 2 Ny, \exp (hv/k TJ 1) opmv) (24)

If complete LTE prevails, Boltzmann statistics are usually

zZ z :
employed to replace N, by N, g, exp(-En/k.Te)/Zz(Te) .



Although in complete LTE T = Te = T, =T the choice of

ion atom’

Te as the relevant temperature in collision-dominated plasmas is

1-

customary’ ., Zz (Te),‘ the electronic partition of the atom (ion) is

given by
Z zZ
ZZ (Te) —z g; exp (-Ei/kTe) ,

i
where the usual care must be taken to truncate the sum at some
appropriate level to avoid the otherwise purely mathematical
singularity. ,

From equations (7), (15a) and (18) we find that, for an atom,
the total energy emitted in a spectral line from an optically thin
LTE plasma is given by

N

_ L - i |
IL T 4 Anm hvnm €n Zo(Te) exp ( En/kTe) ’ (25)

It is therefore in principle possible to determine the electron
temperature from the absolute measurement of total emitted
intensity in a single line, provided No is known. Measuring the
relative intensities of several lines of a single emitting species,
however, eliminates the need to know the number density and the

partition function. From (25) we find that for each line

1n (IJ?,/Anm g ) = -(En/kTe) + constant. (26)

14
. n nm
‘Plotting 1n (IL/Anm 8, Vom) V& En/k' therefore gives a straight

line of slope - 1/Te . When self-absorption effects become

+See discussion in section II. 2. 1.
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important, the measured intensities can in principle be ''corrected"
to what they would have been if the plasma were optically thin.
Note that this method is also valid for a plasma in partial LTE,
as long as the partial LTE extends down to the lowest energy
level of interest.

The electron temperature as determined by relative line
intensities from the same stage of ionization, is in general not
very accurate. The principal reason for this is the relatively
small separation between the upper energy levels of the two lines,
accentuating any uncertainty in either the transition probabilities
or the experimental measurements. Using lines from successive
stages of ionization results in principle in considerable improve-
ment of the accuracy. From (25) and the Saha equation (5), the
ratio of total line intensities from subsequent ionization stages

(e.g., ion and atom), is given by

3 3
1 = 2
1! (A g hv ) fanm k)2 T2 EC-AEC+E! - E°
4 n  nm e e 1 I n n
"o‘ = o ) N S¥P\- kT .
1, (A g hy ) h e e
nm “n nin

(27)
It is seen that EI is added to the difference in excitation
energies. This advantage is counterbalanced, however, by the
appearance of Ne and AEI in (27). Ne is a function of Te
and AEI is a function of both Te and Ne . The existance of

full Saha equilibrium, i.e., complete LTE, is also necessary to

obtain (27).
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II. 2. 3b Continuum Emission and Absorption

A continuous emission or absorption spectrum is always
formed when at least one of the respective quantum states is a
free state, with a continuum of permitted energy levels. The
most important continua for plasma spectroscopy are those caused
by recombination (free-bound transition) and bremsstrahlung (free-
free transitions). Following Zel'dovich and Raizerl the continuum
emission coefficient for hydrogen-like ions can be formulated by
deriving transition probabilities for free-bound and free-free
transitions with only one equilibrium assumption, namely that the
free electrons have a Maxwellian velocity distribution. Setting the
quantum-mechanical Gaunt factors equal to one and replacing the
sum over discrete energy levels by an integral-r, results in the

classical expression for the continuum emission coefficient
3

3 2

3 2 2 N_N
zZ e

) (z#me) e 2 (28)

(e ) _ 1 128n

According to Biberman et a.l.1 3, the approximate formula (28) can
be used for an exact representation of €y for more complicated
systems if it is multiplied by a correction factor §z_1 (v, Te),'
giving

N N 2

z e
e =C -z § (v, T ) (29)
Cy 1 > z-1 e’

Te

.'.

Equation (28) is therefore only applicable for frequencies v < v
for which the approximation Zn = Jdn is Xalid.. For neutral
argon, hv can be taken equal t& 3. 8evi0, corresponding

to A > 32604.
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Nlu

2.3

where G =i 13?/8-" (hc)

Using equation (17), the expression for the effective absorption coef-

1 _ -39 .
(—2—11—};;) 2 5.45 x 10 cgs units.

ficient is obtained as

2
. z e z
k. =C 38, (0T exp(hv/kTe)-l) , (30

where _?i
2

(Fc—:) (ZTTm > 2‘/1; = 3.69 x 108 cgs units.

In the literature §(v,Te) is known as the. Biberman factor, and

13’14. Values of E

can be calculated by the quantum defect method
for the neutral rare gases (with the exception of helium) have been
calculated by Biberman et a,l13 and Schl.ﬁter14. On the average the
value of £ . is close to unity. For argon in the visible region
(4000 & < A < 7000 &) E ~ 1.5 - 2.5 and shows a slight tempera-
ture dependence14. Exﬁeri.rnental determination of & for argon from
shock tube measurements by Coates and Gaydenls., and arc measure-

14. For

ments by Wende16 agree well with the calculations by Schliiter
a multiply ionized plasma, the total emission coefficient is obtained by

summing (29) over z, i.e.,

N
YN, 28, | (vT) (31)

€ = C1
/T,

For the case of a plasma consisting of neutral, singly and doubly ioni-

zed particles, equation (31) may be written as
2

N g (V’ T )
= e 286 1 e
€ =C Te %o (v, Te) (1-!-0' T 26 go OR Te)) ’ (32)
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where q and B represent the degree of single and double
ionization, respectively.

From (31) the continuum emission for a singly ionized
plasma (a >> B) is seen to be a sensitive function of electron
number density, while being relatively insensitive to the electron
temperature. An absolute measurement of continuum intensity
therefore yields the free electron number density as long as
an estimate of the electron temperature is available. Using the
Saha equation (5), an expression for the ratio of total neutral line
intensity to the intensity of an adjacent continuum band may be
obtained. With the exception of the dependence of AEI on both
Ne and 'I'e , this provides an additional equation for determining
Te . |

II. 2. 3¢ The Effect of Self-Absorption and Finite Frequency Interval

on Measured lLine Intensities.

As long as an LTE or partial LTE plasma is optically thin
to the emitted radiation, there is a one-to-one correspondence
between emission coefficients and observable intensities (e.g.,
equation 15a). If self-absorption is important, the measured
intensities must be related to the plasma properties through the
solution of (17).

The effective absorption coefficient for bound-bound transi-

tions is given by (24)+. (v) will in general be sharply peaked

anm

+For the remainder of I1I.2, unless otherwise stated, the plasma is
assumed to be in partial LTE down to the lowest energy level of
interest, ensuring the validity of equations (6), (17) and (24).
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at v =v o EV, falling rapidly to zero for |v - vo\ > line

Lo
half-width. It is therefore a good approximation to write

K, = K cpnm(v) (33)
where
Anm c2 )
Ko = B 3 | Nn (exp (hvo /kTe) -1) , (34)
v
o
and consequently
thv dv - v ) = K_ - (35)

The effective continuum absorption coefficient, on fhe other hand,
as given by equation (30) can obviously only be taken as a constant
evaluated at Vo if the frequency interval of interest is small.

In an experimental situation the wave length or frequency
interval is, of course, not infinite, but determined, for example,
by the combination of monochromator dispersion and exit slit width.
For a monochromator in which the detector looks at a frequency
interval of 2w at the exit slit, the measured intensity (ignoring

optical losses) would be given by

w
Im = flv d(v - vo) s (36) .
-w

with Iv found from (14).
Before we go on to evaluate (36) a great deal can be learned

by examining equation (14) more closely. Writing exp(- L)

which now is equal to exp (-K.'%vL) exp ("‘EVL) s

as (1 - (1 - exp (-%L)))(l - (1 - exp (-x'chn),
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we find that (14) can be expressed in the following form

Iv = Ipv (1 - exp (-xth)) + Ipv (1 - exp (-K;ZVL))

(37)

- Ipv (1 - exp ("‘l:vL)) (1 - exp (-K}LVL))

Inserting this expression into (36) we now see clearly that
the intensity measured by our gedanken detector is made up of:
1. Line emission with self-absorption included, as if
continuum emission were not present.
2. Continuum emission with self-absorption included, as
if line emission were not present.
3. A term which can be thought of as either
a) the effect of the continuum absorption coefficient
on the line emission, or
b) the effect of the line absorption coefficient on the
continuum emission.+
Determination of Te by the method described in section II. 2. 3a,
involves the measurement of the total relative line intensity.
Subtraction of the underlying continuum is, in practice, done by
making two intensity measurements, one with the frequency
interval of the measuring instrument centered at Vo and the
other far enough away to eliminate the effects of the line wings,

but close enough to v, 8o that the continuum emission coefficient

-'-Which demonstrates the power of adding and subtracting 1 to
make equations yield what previously has been '*hidden'.
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can be assumed constant. Subtracting two such measurements,

we find from (36) and (37)

IIMT'I:? &3 L)f(l-exp(-Kch (v-v)))d(v-v),

(38)
- ; - !
where Ipvo and exp ( KCVOL) are Ipv and’ exp ( xch)
evaluated at v = Vo and assumed constant over the range of

integration. This is a good approximation due to the fact that

exp (- KoL ®m (v - vo)) - 1 rapidly as |v - vo\ > the line

¥ half-width. From equation (38) the importance of including the

continuum absorption is clearly seen.

Deducing Te from line intensities using equations (25) and
(26) is based on the assumption that the plasma is 1) optically
- thin, and 2) the entire line emission is included. If these two

criteria are met, equation (38) reduces to

opt. thin
( im

W/bc""°° I

Iva IPVO o

In an actual plasma, however, the measured line intensity is

usually less than this, the ratio of the two being given by

I exp - K L)
fm _ (1 - exp (-K Lo, (v-v ) dv-v,)
I *P o~ Pnm o Yo"
(39)
8,9.

In general cpnm(v - vo) would be given by the Voigt profile
In this case, with w — o , the integral in (39) reduces to the

well known curves of growth8’9. Numerical integration of (39)
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for finite w should pose no problem, however, with modern com-
puters.
If Stark broadening is the dominant effect (as is the case
in the present experiment), cpnm(v) is given by equation (7).
Evaluation of (39) is now quite simple, and will be outlined below.

Combining (7) and (39) and making the change of variables

(39) can be written in the following form:

I g (w/b_, z)
fm . [
—I;—- = exp (— KchL) 2 (40)
with : W/bc
g (W/bc, z) =-2lﬁ / (1 - exp (-liz 2>>dx . (41)
x
—w/bc

Let us look at g(w/bc, z) in the limit as W/bc -+ o ., Then follow-

ing Ladenburg17, the integral can be written as

2-|1'_r [ (1 - exp (- I—iix—z ) dx = f(z) =z exp ('Z)<Jo (iz)-i J; (iz))
- (42)

where Jo (iz) and Jl(iz) are the Bessel functions of orders
zero and one, with complex arguments. Combining (40), (41),

and (42), we may now write

I g(w/b_,z)
fm _ £z) o (-, L) —fr— - (43)
(o]

Tz

)
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Here f(z)/z represents the self-absorption correction to the total
line intensity for W/bc - o , and is shown in figure 15. The
factor exp(-xév L) represents the added correction of emitted
line radiation due to absorption in the underlying continuum. The
ratio g(w/bc, z)/f(z) represents the effect of finite W/bC , and
is plotted in figure 16. When self-absorption effects are small
i.e., 'z < 0.1, say),

g (W/bc,z) tan-l (W/bc)

2) ® =73 (41a)

which is identical to the right hand side of (8). Equation (43) and
figures 15 - 18 show that the error caused by neglecting w/bc
and/or absorption due to continuum are not necessarily negligible.
If the continuum corrections can be neglected, and self-absorption
effects are small but not negligible (z = 0.4, say), then even for
W/bc = 10, 8% of the line radiation falls outside v, tw.
Previous authors (References 15 and 18) apparently did not include
this effect, even though the value of W/bc réported was of the

order of (or less than) 10.

II. 2. 3d [Evaluation of the Effects of Self Absorption and Finite W/bc

The effect of self-absorption on continuum emission can be
found by evaluating (14)+ with K:}L = Ké:vL , taking Kl:v from
equation (30). Since knowledge of §z(v,Te) {both theoretical and

experimental) is limited to neutral argon, only the case of a singly

+Having made use of equation (17) to replace ev/x{) by Ipv'
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ionized argon plasma (z = 1 only, g >> B) will be discussed here.
The value of Eo(v, Te) was found from the measurements by Coates
and Gaydonls, and L was taken as 1.5 cm (the diameter of the
cone at the window). Dividing (14) by Ko'::vL . results in an expres-
sion for the ratio of the actual emitted continuum radiation to the
emission expected for an optically thin plasma. This ratio is plot-

- ted as a function of Ne and Te in figures 17 and 18 for

A = 4000 A and 7000 A, It is seen that self-absorption effects
are important only for a combination of high electron number

density aﬁd moderate electron temperature. It is only for

18 (where the self-absorption

T, ? 26000°K and N, s 10
effects are small anyway) that the term

28 §1 (v,Te)
at2g & (v,Te)

should be included in the expression for the absorption coefficient.
When Stark broadening is the dominant effect, the non-

dimensional parameter z = KOL/ZWbc is of prime importance for

self-absorption in spectral lines. For a plasma in complete LTE,

equation (34) may be written as

2 N

K, = —am Z gy (1-exp(-hv /KT )) exp(-E_/KT,), (44)
v

o
where n and m denote the upper and lower states, respectively.
Note that in references 15, 18 and 19 the integrated absorption

coefficient is given incorrectly as

K =-amc _o’n (1 exp(- hv_/KT,)) exp(-E_/KT_),
v
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which by comparison with (44) has an extra factpr of llgm. Since g
can often be as large as 7, and Coates and Gaydon15 found that
large self-absorption corrections were necessary for some of their
measured line intensities, the estimated errors on some of their
transition probabilities must be accepted with some doubt. Figure
9 shows KOL/ZTT as a function of Te computed for the 6965. 4
and the 7067.2 A neutral argon 1ines+, with L taken as 1.5 cm.
Values of No (total neutral number density) and Zo (neutral
partition function) as a function of Te (electron temperature) and p
(pressure) s-were taken from the equilibrium calculations described
in Appendix A. Values of Anm’ g, and Em were taken from
reference 20,

The simplest way of obtaining the electron femperature in
an LTE plasma is the two line relative intensity technique. Letting
subscripts 1 and 2 denote the quantities associated with each line,

we see from a double application of (25) that

I!& (Anm nm n) E - E
1 nl n2
y:y xT (45)
( Vam n) e :
2
Since the quantities A s V y & and E are all known, a
nm nm n n

simple measurement of the emitted radiation at frequencies

(v ) and (v ) suffices” to determine T , provided:
nm nm/, e

1. the plasma is optically thin for the radiation at both

frequencies.

2. the entire line radiation is included in the measurements.

1-The curves for the two lines do not coincide, but the difference be-
tween them is less than the width of curve trace.
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From the discussion in the previous section, however, we know
that in an actual plasma, neither 1. nor 2. will in general be
satisfied.
Assuming that the measurements are performed by an
 instrument that accepts a frequency range of 2w, we see from a
double application of (43) that the intensity ratio we actually |

measure is given by

f(Z) ' g(W/bC:Z)
(Izm)l IZI <_—Z exp (—KCVOL) f(Z) ; ( .
= . 46)
I, ) I (w/b _,z)
Lem!, L2 <f(zz) exp (-xt L) 8 :’(Z)c z )
o 2

Equation (46) was solved for the ratio of the 6965.4A and the
4200. 7A neutral argon lines, the result is shown in figure 20.

The value for w was taken as 8.5 A, the effective monochromator
exit slit width in the present experiment. This was large enough
to necessitate the inclusion of radiation from the neighboring lines
of 6960.2A and 6951.5A for the 6965.4A line, and 4190.74, 4191.04
and 4198.84 for the 4200.7A line. For the 6965.44 line this
correction was almost negligible, whereas for the 4200. 7A line the
contribution from the three lines added almost 50% to the radiation
from 4200.7A line alone. The contribution of the neighboring lines
was simply found by successive applications of (43). Accounting
for the fact that the neighboring lines were not centered in the 2w
range was simply a matter of changing the limits of integration

of (41). Both for this and for the final evaluation of (46), the
values of bc are needed. For the 6965.4A line these were taken

as the experimental values discussed in section II. 4. The values of
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bc for the blue lines were found by taking the ratio of Stark half-
widths for the 6965. 4A line to that of the blue lines from Griem7,
and then scaling the experimental half-width accordingly.

Referring to figure 20, the effect of self-absorption and
finite w/bc is quite dramatic. Take a case of p = 1335 torr
and an experimentally measured intensity ratio of 2.5. Assuming
the gas to be optically thin and the entire line radiation to be
included gives a temperature of 17000°K. Correcting for self-
absorption only gives a temperature of 15000°K, whereas the true
temperature is 18800°K. The somewhat unexpected effect of
having the actual measured line intensity ratio greater than the
optically thin ratio is simply due to the fact that Stark broadening
of the blue lines is greater than the Stark broadening of the

6965. 4 A line.
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II.3 EXPERIMENT

II1 3,1 The GALCIT 6'' Shock Tube

The experiments were i)erformed in the GALCIT 6 inch
shock tubez_l, a facility designed for the production of strong
shock waves under very reproducible conditions., The basic shock
tube consistsb of a 6' long, 6.5'" diameter driver section, a dia-
phragm tran51t1on sectlon, and a 36' long 6" d1arnel:er test section

' (f1gure 12) The~fent1re tube is type 321 stamless steel w1th a

0 51t nommal walxl.b h1ckness and l:he 1nslde surface 1s honed to a

’m1rror finish., 'I‘he reproduc1b111ty of the shock waves is ach1e§ec
through a carefully designed diaphragm opening mechanism. A
hydraulic system clamps the diaphragm in the diaphragm transition
section, and a set of crossed knife blades mounted across the

- trans1t10n section cuts the d1aphragm as the drwer pressure is
ib'mcreased The various d1aphragm burstmg pressures a‘re re-‘-’

’ peatable to W1|:h1n a few ps1a, in general resull:mg in shock waves

V;sz‘w1th Mach nu.mbers reproduc:ble to w1th1n l%.

The vacuum system cons1sts‘of two mecha.mcal pumps s.nd ’s.

‘ liquid nitrogen cold-trapped oil diffusion pump. The test section
can be evacuated to a pressure of 2 x 10-5 torr in one half hour.

. With the shock tube isolated from the pumping system, the initial .
combined outgassing and leak rate is less than 2 x 10'4 torr per hous
A thermocouple gauge and a cold-cathode ionization gauge are used
to mo_nitbr the vacuum level. Initial test gas pressures are set using
a calibrated control volume (1/29 of the test section volume) con-

nected to a 0-50 torr, bellows-type Wallace and Tiernan gauge.
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Incident shock velocities are measured using two platinum thin film
heat transfer gauges mounted flush with the shock tube wall. The
time needed for the shock wave to traverse the distance between the
two gauges is recorded by a Beckman type 0.1 psec counter.

Terminating the 6'' shock tube is a 10° half-angle cone, con-
sisting of two sections. The first section (comprising 60% of the
convergence length) was made by electroplating nickel to a 3/8"'
thickness onto an aluminum mandrel. The second section was made
from 2024 aluminum bar stock, using conventional machining methods.
A 1/8'" diameter hole remains at the vertex of the cone to allow for
insertion of the probe used to measure centerline shock velocities
(discussed in part I).

In the present investigation room temperature hydrogen at
230 psia is used as driver gas to produce shock waves of an average
initial (prior to entering the cone) Mach number of 10,15 in argon.
Initial test gas pressure was 1.5 torr, The schematic shock tube’

configuration is shown in figure 21.
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II 3.2 Spectroscopic Investigation

Provisions were made for mounting windows at x/L = 0.90
in the cone. The necessity of easy removal for cleaning purposes
dictated the construction of two aluminum plugs, each with a ., 070"
diameter hole, ontoiwhich were epoxied (Resiweld 7004) two quartz
windows. The second section of the cone with one set of
windows inserted at x/L = 0,90 is shown in figure 22. A small
positioning pin on each '"plug ' aligning the inside window with the
cone wall, ensured identical repositioning after removal,

The choice of x/L = 0.90 for the window position was a
compromise involving several factors: getting as close to the
vertex as possible to maximize the Mach nmﬁber; having a reason-
able cone diameter to minimize the window interference with the
shock wave; obtaining sufficient time for a meaningful study of
the plasma behind the incident shock; and positioning the window
such that it did not coincide with a stemshock intersection point,.

The arrangement of the equipment associated with the
emission measurements is shown in figure 23, The components

and their special uses will be outlined in the following sections.

II 3.2a Time-Integrated Photographic Measurements

The initial phase of the experiment was to determine the
overall spectrum of the emitted radiation. The most convenient
way of doing this is photographically. Light passing through one
of the windows was focused on the entrance slit on a 1.5 meter

Jarrell-Ash model 78-090 spectrograph. The reciprocal dispersion



68

in the first order is 10,91 ;X/mm at 4000 A, Isolation of the
higher orders was achieved by color filters. The film used was

a very high speed Kodak recording film, type 2485, capable of
speeds up fo 10000 ASA with special handling, although the high
speed properties were not essential for the time integrated studies.
Even for an entrance slit width of 25, a neutral density filter of
0. 8 was necessary to avoid overexposure of the film, The spectro-
gfaph was calibrated using hydrogen, mercury and argon spectral
lamps. This allowed the small deviation from dispersion linearity
to be found, so that identification of the shock tube spectrum

could be performed quite accurately.

II.3.2b Time-Resolved Photographic Measurements

An attempt was made to produce a time-resolved spectrum
through the use of a 1 psec Kerr-cell shutter. Here, however,
even the 10000 ASA speed proved inadequate to produce a spec-
trum in one exposure. The main reason being the relatively poor
transmission of the combination Kerr-cell/polarizers, especially
at wave lengths close to 4000 A

Ten exposures were sufficient to produce a readable spec-
trum under certain conditions, but the original plan of using these
""'snapshots in time" as a means of gaining additional quantitative
information on the spectral intensity distribution was abandoned,
In the region around 4000 A, the number of runs necessary would
simply have been too impractical. Three Kerr-cell-shuttered

spectra were obtained, all at a time close to that of maximum
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luminosity, Beyond confirming that the spectra seen in the time
integrated studies were indeed due to emission behind the incident

shock wave, no further results were obtained,

II 3.2c Time-Resolved Photomultiplier Measurements

The advantages of a photomultiplier over photographic
techniques in quantitative spectroscopy are many. By its very‘
nature the photomnultiplier results in a time-resolved measure-
ment; its response is linear over an extremely large range of
intensities; the sensitivity to low light levels is generally greater
than that of photographic materials; and finally, it has a very
rapid time response. The rise time of any photoelectric detecting
system will almost never be limited by the photomultiplier. The
principal disadvantage is the limited spectral region that can be
monitered by a photomultiplier. One solution to this might be
the use of multichannel photoelectric systems. Another is to rely
upon the reproducibility of the shock tube (and the endurance of
the experimenter), as was the case in the present investigation.

Light from the shock-heated plasma was focused on the
entrance slit of a 1/2 meter Jarrell-Ash Ebert type monochro-
mator. The optical train was collimated by two 1 mm optical stops
to ensure good spatial resolution. To a good approximation, the
light admitted by the monochromator entrance slit originated from
a cylindrical slab of plasma less than 1mm in diameter located at
right angles to the cone axis, For a typical shock velocity of

8 mm/usec, this resulted in a shock tube /optical geometry rise
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time of less than 120 nsec. Neutral density filters were used to
avoid over-saturation of the photomultiplier (RCA type 8645 with
S-20 spectral response), and color filters provided separation of
the various orders of the monochromator. The entrance slit was
fixed at 20 p throughout the investigation, With an exit slit width
of 20 p (equivalent to 0, 32 A, and an actual instrument half-width
of 0.5 A), the profile of the 6965, 4 A neutral argon line was
investigated. An exit slit width of 1 mm (equivalent to 17 Z\) was
used for the relative line intensity measurements.

For the shock tube measurements, the photomultiplier
anode current was fed into a 500 2 load resistor across the input

.'.

of a home-made amplifier' with a gain of 60 and a frequency
response that was flat from 10 Hz to 2 MHz., The amplified signal
was then monitored by three Tektronix type 555 dual-beam oscillo-
scopes. The final rise time associated with the photo-electric
measurements was less than 130 nsec.

'Th‘e seemingly excessively large number of oscilloscope
traces was deemed necessary in order to gain the most informa-
tion possible per shock tube run. The traces were recorded at
a variety of sweep speeds and voltage settings to minimize the
reading errors. Since we Wefe limited to one photomultiplier,
this was also a safeguard against wasting a run when a new wave

length was monitored for the first time, and the expected photo-

multiplier output current was unknown.

TThe author is grateful to Dr. Steve Barker for his help in this
matter,
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11.3.3 Experimental Procedure

Making an accurate quantitative investigation of line inten-
sities and spectral line profiles in a shock-heated plasma when
only one photomultiplier is available demands a high degree of
reproducibility both of the shock tube and the optical system in
general, In\' the present investigation more than 80 shock tube
runs were used to monitor 15 different wave length regions for the
relative line intensities, and 34 runs were used to investigate the
6965, 4 A neutral argon line,

The GALCIT 6'"' shock tube was designed to produce shock
waves with Mach numbers reproducible to within less than 1%,
For the spectroscopic investigation this was even improved some-
what to give an initial Mach number of 10.15 with.a 0.3% rms
deviation. The necessary overall reproducibility was achieved by
adherence to a strict schedule prior to each run. The test sec-
tion was evacuated to 0,03 x 10-3, torr and allowed to outgas/leak
up to 0.05 x 10-3 torr before the test gas was‘ admitted. During
this period of outgassing/leaking, typically taking 10 minutes, a
final check on the optical alignment and wave length setting of the
monochromator was performed. Following this, the test gas was
admitted to the desired pressure and within minutes the shock
tube was fired.

Setting the monochromator at an‘y desired wave length was
achieved through the use of spectral lamps and a 6 inch diameter
protractor mounted on the grating adjustment knob, The central

line frequency was determined by monitoring the photomultiplier
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anode current as a function of frequency on a Leeds-Northrup type
8003 recorder. In this manner it was felt that even off-line fre-
quencies could be set to within 0,03 Ao

Soni,e_ early measurements of emitted radiation revealed an
abnormal drop in intensity after a few runs. Upon removing the
windows, it was found that they were almost covered with a "soot
like" substance. Measurements of the variation of Mach number
at x/L = O.‘;O using Sel:chell's2 velocity probej;_ also revgaled a
previously unobserved effect. This can be seen in figure 24,
which shows the effect on the shock velocities ofvzl__q_g cleaning the
cone, Afte{; 10 runs, the last 20% of the cone was also covered
by the samél;‘«i "soot like" substance. Obviously,f‘peither the coating
of the windows nor the drop in Mach number éould be tolerated
in the present investigation.

As a diaphragm bursts, small fragments of it are car-
ried along with the contact surface and eventually settle near the
end of the shock tube. In the present case, this meant that
small aluminum particles would gather near the vertex of the cone.
This was indeed observed, and the "coating” phenomenon was
apparently associated with these aluminum fragments, It was
found that simply removing the second section of the cone after
each run and blowing out the small aluminum particles with an air
hose completely eliminated the "coating"problem. As an added
precaution towards retaining an identical optical system from run

to run, the windows were also cleaned with a strong NaOH solution
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after each run, Taking these measures resulted in the necessary
reproducibility for spectroscopic measurements. It meant, how-
ever, that a complete realignment of the optical system was needed

after each run, bringing the total turn-around time up to a dis-

agreeable 21 hours,
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II. 3.4 Data Reduction

II. 3.4a Calibration of the Optical System

The emitted radiation is measured experimentally by a
photomultiplier monitoring the intensity at the exit slit of a mono-
chromator. The frequency or wave length range A\ ''seen' by the
detector is determined by the monochromator dispersion and the
exit sli; width. Let i()‘o) denote the photomultiplier output current

with the monochromator centered at a wave length A, - Then i(Xo)

is related to the shock tube luminous intensity I)\ by

i) = [X L on,0ut) - ()-8 A, (47)

or assuming A\ << A,

i) = n,At)-m()) - 8 - f L dx . (48)
AN
Here 91 accounts for the solid angle admitted by the entrance

slit; nw()‘o’t) accounts for the possibility that the transmission
of the window exposed to the plasma may vary as a function of
time; n()‘o) is a product of the transmissions of all the lenses
and filters, the losses associated with the mbnochromator, and the
sensitivity of the photomultiplier. The calibration of this optical
systemm was performed by removing the second section of the cone
and placing a calibrated tungsten strip lamp on the cone axis.
Viewing the tungsten filament through the identical optical system,
we may write

igfho) = Igglhg) « MG) = MG0ut) - 8, (49)
for the photomultiplier current associated with the lamp. Here 62

denotes the fact that even though the tungsten strip lamp was seen
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through the shock tube window, the geometry of the lamp meant
that the solid angle accepted was different. nw()\o,to) indicates
that the recording of the tungsten strip lamp current as a function
of A\ was done at one specific time. The intensity IS'L()\O) of the

tungsten strip lamp is given sufficiently accurately (AN << Xo) by
= . . . 50
ISL(}‘O) Ip)\()‘o’ Tsl) 7 €:s.f,()‘o’ TsL) AX (50)

Here Ip)\ is the Planck function in wave length notation, Ts!, is
the true temperatureZZ of the tungsten filament, and €ss is the emis-
sivity23 of the tungsten ribbon. The tungsten strip lamp was calibrated
with an optical pyrometer-‘-, giving the color temperature as a function
of lamp current. References 22 and 23 give the necessary relationships
between color temperature, true temperature, and the tungstén,
emissivity,  Taking the ratio of (47) and (48), we find
i(\,) N (Ag s t,)
I\) = /; xchdx = I,0) isiko)' n:u:,t;’ : g—? : (51)

The values of nw(xo, t) were found by measuring the photomultiplier

output at the wave length in question, first through the window, and
then through a durnfny window holder identical to the ones used in

the cone but without any window.- In principle any light

source could be used for this relative measurement, but in prac-
tice it was _found convenient to use the tungsten strip lamp. The
transmission of a new window exposed to the plasma was found

to decrease from typically 0.9 to 0.8 within a few runs, and there-

after experience a very gradual and slow decrease down to

+The assistance of Mr. O'Connor at the Standards Laboratory at
J.P.L. is gratefully acknowledged.
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typically 0.76. There were two probable reasons for this: 1) it was
not possible to completely eliminate the "coating" effect described in
the previous section, 2) the windows became slightly scratched as
time progressed, presumably due to the aluminum fragments from
the diaphragm.

Knowledge of 92/91 would now suffice to determine the absolute
intensity of the emitted radiation. In the present experiment, however,
relative measurements were used whenever possible. From (51) we
see that |

IN) IO i) i () oLt ) ()
0, “T,0,) " i0,) T 0 T R0t o L)

(52)

Here all the factors on the right hand side are either measured or, in
the case of Isf,’ found from knowledge of the Planck function and
tungsten emissivities. The factor on the left hand side can be related

to the plasma properties through the equations developed in section II. 2.

II. 3. 4b Treatment of Oscilloscope Traces

The experimental quantity measured as not the_ photomultiplier
anode current but the corresponding voltages recorded on oscillograms.
Rather than reading data directly from the traces, it was decided to
digitize the information by mounting the polaroid pictures on a Hewlett
Packard x-y recorder and follow the trace with a set of cross hairs.
The voltage inputs to the x-y recorder required to set the cross hairs
were digitized, stored on magnetic tape, and processed by an IBM

360/75 computer. A typical oscilloscope trace is shown in figure
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25. The y coordinates, corresponding to the emitted intensity,
were normalized according to the procedure outlined in the previous
section. The x coordinates, proportional to time, were first
corrected for variation in sweep speeds associated with the various
oscilloscopes, and then normalized with the initial shock velocity.
After this normalization and scaling, the oscilloscope traces were
essentially retraced by a CalComp plotter on a greatly expanded
scale, An example of the finished result is shown in the lower
portion of figure 26. The apparent double trace is the result of
treating two oscilloscope traces of different voltage sensitivity and
different time scale. It is included here only to show the accu-
racy and reproducibility of the digitizing technique. The upper
figures show the result of smoothing the recorded profile, in order
to reduce the quantum noise from the photomultiplier, and the
electronic noise associated with the amplifier, A common time
base for all the traces was found by taking the arrival of the re-
flected shock wave at the window position to coincide for all
profiles. This point is the almost vertical in¢rease of the intensity
at t = 30 psec. The discrepancy between the lower and upper
trace of run number 1657 is not real. An error in the initial data
reduction program caused 2 psec to be subtracted from .:;111 the
normalized times. This was later corrected, but the unsmoothed
profiles were not replotted.

Figure 16 also shows the noticeable effect of shifting the
observed wave length region from a position centered on a spectral

line to one where only continuum intensity was observed,
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II.4 EXPERIMENTAL RESULTS

I1.4.1 The Shock Wave

With initial conditions Py = 1.5 torr argon, Py = 230
psia hydrogen, and T1 = 298°K the shock Mach number measured

upstream of the entrance to the cone was 10.15, with a 0.3% rms
deviation. Using the velocity probe designed by Setchellz, the
Mach number at x/L = 0.9 was found to have increased to 23.7.
Equilibrium conditions behind a shock wave of this Mach number
were calculated (for details see appendix A). The resulting plasma
should be 47% singly ionized, with an electron number density of
2.92 x 1017 cm3 and electron temperature of 14400°K. Relaxation
times estimated from reference 3 were of the order of 0.3 psec.
As the reflected shock wave emerges from the cone and propagates
upstream, it collides with the approaching contact surface.

The resulting wave pattern consists of Ia transmitted shc;ck wave,
and a rereflected shock wave (followed by a new contact surface)
propagating back into the cone. The arrival of this shock wave at
x/L = 0.90 determines the available test time. Figure 27 shows
the emission from the Ha. line on a long time base. The first
light pulse is due to emission behind the incident and reflected
shock waves. The appearance of the second pulse signifies the
arrival of the rereflected shock wave at the window position. The
available test tirﬁe is seen to be of the order of 600 psec, clearly

sufficient to have no influence on the plasma parameters determined

during the first hundred microseconds.
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II.4.2 Time-Integrated Spectrum

A portion of a typical time-integrated spectrum is shown in
figure 28. Since the main purpose of the time-integrated study was
to determine what lines were sufficiently intense to warrant time-
resolved study, a detailed investigation of the spectrum was not
performed. Beyond the expected neutral argon lines, the spectrum
is largely cc:smprised of the typical shock tube ix’gj;purities of Ca, Cr,
Fe, Na and Al. Inspection of the neutral argon Flines revealed that
they were appreciably broadened and shifted. The strong continuum
radiation is primarily a result of the (later-determined) elevated
electron number densities just before and after the reflected shock
wave. The absence of ionized argon lines, or ;f';ther the inability
to detect them in the spectrum, was at first puzzling. Lines that
were initially thought to be from ionized argon ;1.1ad to be rejected
due to the presence of strong impurity lines at almost identical
and 4226.9 & A

wave lengths (e. g., 4226.7 A Ca When the vari-

ik

I

ations of electron températures and electron number densities as a
function of time were found by relative line measurements and

Stark broadening, it became clear that only for a short time interval
prior to and after the passage of the reflected shock wave would

the ion lines be sufficiently intense to dominate the emitted radiation+.
The time-integrated study served its purpose, however, as it enabled
1 determination of neutral argon lines sufficiently strong to stand

out against the background continuum intensity.

+A series of three runs were made monitoring the 4806.0 A AI.I
line, confirming this.
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I1I.4.3 A Study of the 6965.4 A Neutral Argon Line

Before relative line measurements were made, it was de-
cided to obtain the line profile of one neutral argon line. The
reasons for first undertaking this measurement were two-fold,
Since only one wave length would be monitored per shock tube run,
this measurement would be a severe test of the overall repeatability
of both the shock tube and the photoelectric/optical detection
system. Secondly, .the ratio of slit width to line half-width is a
critical factor in obtaining meaningful results in total line intensity
measurements. Measurements of the line half-width wouid there-
fore give an indication of the effective slit-width that should be
used in the line measurements,

The 6965, 4 A neutral argon line was chosen for this study
- on the basis of its brightness in the time-integrated spectrum,
and available theoretical information on its half -width and shift.

A total of 34 runs were made with the monochromator exit slit
set at 20 p. ‘Figure 29 shows oscilloscope traces with the mono-
chromator adjusted to (6965.4 + 0) A and (6965.4 - 2.0) A
respectively. The effect of Stark broadening on the spectral
intensity is evident. Figures 30-32 give the resulting line pro-
files at various times after the shock passes x/L = 0.90. The
data were reduced and normalized according to the procedure
described in section II 3,4, Figure 30 shows all the data at 25
and 70 psec, respectively. The equivalent width of the oscilloscope
trace is also indicated. The largest deviations from run to run

were anticipated close to the maximum intensity where the line
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profile is steepest. The fact that even here the run-to-run scatter
hardly exceeds the equivalent width of the oscilloscope trace is a
measure of the reproducibility of the shock tube and measuring
system as a whole. The curve labeled 'monochromator broadening'
was determined by scanning the 6965.4 A line emission from an
argon spectral lamp. The only broadening expected there would
be the natural broadening, which is of the order of 10°* X.  The
resuli:ing profile is therefore an adequate representation of the
monochromator /photomultiplier response to a delta- function inten-
sity input. Figures 31 and 32 show the data points averaged and
the continuum subtracted. .The arrows indicate the full half-widths.
Corrections due to instrument broadening, finite Wb/bin (refer to
bfigure 14), and self-absorption, and reduction of half-widths to
electron number densities are discussed in the following section.
Keeping in mind, however, that the half-width and line shift»are
only weakly dependent on temperature and almost directly propor-
tional to electron number densities, the general trend is clearly
seen. Figure 31 shows that the line broadens and shifts progres-
sively further into the red as a function of time behind the incident
shock wave. This process is reversed in figure 32, which gives
the line profiles at various times after the reflected shock wave

passes the window.
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II.4.4 Determination of Electron Number Density

II. 4. 4a Stark Broadening

The electron number density could in principle be found
from either the measured half -width (the linear Stark effect) or
the measured line shift (the quadratic Stark effect). Using the

line shift is the most appealing method from the experimental stand-
~ point, since the line profiles in figures 31 and 32 would not have to
be corrected for instrument broadening or sel;f-absorption. However,
the use of shifts in argon is only recommended if they are as large

or larger than the half-widths9

. The line profileé shown in figures
31 and 32 must be corrected before meaningful half-widths can be
determined. Since neither the measured line nor the monochro-

mator broadening have a Gaussian type distribution, unfolding of the.

convolution integral below is, in principle, required.

o

P, (v-v ) = fﬁpo(v'- vy) @y v-v ) -(v'-v ))d(v'-v ) . (53)

-0

Here ¢ _  is the measured line shape, P, the true line shape
and ®, the monochromator broadening. In practice, the solution
of (53) is usually done by matrix operation. Let Ly, Lm, and
Lo be the matrix representations of the true line profile, the
measured profile, and the monochromator broadening effect,

respectively. The matrix representation of (53) is then given by

L,=LL (54)
and LL is found by inversion of (54) to be
L, =L tL_ . ( 55)
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For the range of eléctron temperatures and electron number
densities expected in the present investigation, the dominant broad-
ening is due to the Stark effect. The true line shape is therefore,
to a2 good approximation, given by a Lorentzian profile. Performing
the matrix operation indicated in (54), the effect of the mono-
chromator broadening on a series of Lorentzian-type profiles were
computed. Three of these are shown in figure 33a, with the
increase in half-width due to the monochromator broadening indica- V
ted. The effect of self-absorption on a Lorentzian-type line profile
can be found by combining equations (7), (14) and (33), and is
shown in figure 33b. Part (i) of the figure represents K:’L for
a Lorentzian line profile for various z (z = KOL/ZTTbC), keeping
bc constant. Part (ii) is simply a graph of (l-exp(-KLL)) vs.

KLL , with the dashed line indicating the optically thin resuilt.

Part (iii) shows the resulting distribution of line intensity, normal-
ized by the Planck function Ipv . The effect of self-absorption on
both the line profile and apparent half-width is seen to increase |
with increasing value of z .

Since complete knowledge of the line profile is not necessary
for determining electron number densities, the matrix inversion
process indicated by equation (55) was not performed. The true
line profile was instead assumed to be Lorentzian, and the correc-
tion to the measured half-width was taken from the appropriate
curves, similar to the ones shown in figures 33a and 33b. Correc-
tions due to the finite value of Wb/bf:n (discussed in section

II. 2. 2) were also included in the final evaluation of half-widths.
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The values of 2z needed for the self-absorption corrections were
taken from the results of the temperature self-absorption correc-
tions discussed in section II. 4, 5c. Since these latter corrections
depend upon the half-width of the 6965. 4 A line, the process is an
iterative one. A complete account of the self-absorption iteration
scheme is given in section Il.4.5c. The electron temperatures,
which are needed before the half-widths can be converted into
electron number densities, were also taken from this section.

The resulting electron number density as a function of time
is shown in figure 34. The number densities were normalized by
the value of Ne at t = 5 pusec after the incident shoc}< passed
the window. The reason for this and estimates of the absolute

values of Ne will be discussed in section II. 4. 4c.

II. 4. 4b Continuum Intensity

In order to obtain electron number densities from continuum
emission, the absolute intensity must be measured. Since relative
measurements were used throughout the present investigation, 6n1y
relative values of the electron number densities are directly avail-
able. From equation (32) of section II.2 we see that although the
electron number density is only weakly dependent upon the temper-
ature, an estimate of Te is needed. Since the temperature
depends upon self-absorption corrections, which in turn depend
peripherally on Ne’ an iteration process involving both Ne and
Te must, in principle, be performed. This was done as a self-
consistency control of the self-absorption corrections described in

this chapter, and is discussed in Appendix B. The relative values
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of Ne shown in figures 34 and 38 were instead determined in the
manner described below.

Using measured intensities and Te from section II. 4. 5¢,
values of Ne/Ne (t = 5 psec) were found from equation (32) (with
a >> B). Absolute values of Ne were found using the 'results from
section II. 4.4c, and the continuum intensities were then corrected
for self-absorption using figures 17 and 18. These corrected
intensities were then employed to find corrected values of Né .
Repeating the process twice was found to give sufficient accuracy.
The resulting relative electron number densities based on continuum
emission at 4130 and 7000 A are shown in figures 34 and 37. As
~ will be mentioned in section II. 5. 2, experimentally determined
values of the electron temperatures during the first 10 pusec after
the reflected shock wave are not available. Since the temperature
appears as (Te)ll4 in equation (32), however, a straight line
extrapolation of the temperature vs. time curve on figure 37 was
felt to be sufficient to give an estimate of Ne during these 10
p.séc. The increasing difference between Ne/Ne(t = 5 psec) as
found from the continuum at 4130 and 7000 A will be discussed in
section II.5. A prominent feature of the electron number densities
as found from the continuum intensity measurement is the rapid
exponential decrease behind the reflected shock wave, apparently
followed by a second and a third exf:onential fall off, but with
different time constants. The significance of this will be discussed

further in section II. 5.
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1I. 4. 4c  Absolute Electron Number Densities

The accuracy of Griem's'7 theoretical expression for the
Stark half-width of the 6965.4 line is not known. Gericke’>
measured Stark half-widths of several argon lines around 4000 A
and found agreement to within 20% with Griem's theoretical values.
Unfortunately GerickeZ3 only measured the Stark shift of the 6965.4A
line. In comparison with his measurement, the theoretical predic-
tion was found to be too large by a factor of 1. 5. The.value of.
Ne at t = 2.5 psec (from the Stark width) was found to be

9.5 x 1016 cm-3, in contrast with the estimated value of

2.92 x 1017 cm-3 based on equilibrium conditions behind the inci-
dent shock wave. Even allowing for a coirrection similar to the
one C-‘rericke23 found for the line shift, there is still a large dis-
crepancy. Before any conclusions are drawn concerning the
accuracy of either the measurements or the theory, an additional
important point must be considered. The gas passing the window
at t = 2.5 psec was not processed by a shock wave of Mach
number 23.7 corresponding to the measured shock velocity at
x/L = 0.9. Extrapolating backwards in time, shows that it orig-
inated at x/L = 0. 88, where the centerline Mach number was
19.7. Equilibrium conditions based on this shock strength are
T, = 13100°K and N_ = 1.52 x 10'" cm’!

The presence of Ha radiation (seen in the time-integrated
spectrum) was used to obtain a profile of the Ha line. Since the
H_ emission prior to the contact surface is due to inherent

a
impurities in the test gas, the emitted radiation was measurably
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stronger than the continuum intensity only for the first few micro-
seconds. It was sufficiently strong to obtain a profile of the Ha
line at 2.5 psec, and the half-width was found to be 11 £ 1 A,

Converting this to electron number density yields the value 1.35 %
17

0.15 x 10'7 em™3.

The normalization procedure outlined in section IL. 3. 3
allows for absolute intensity measurements if the ratio of 92/01
-is known. This ratio was estimated from the geometrical con-
figuration, and the absolute continuum intensity at 7000 and 4000 A
at t = 2.5 psec was determined. Using values of & found
from the measurements by Coates and Gaydenls, and the electron
temperature determined from the relative Vline intensity measure-

ments (13350°K), results in a value of Ne = 1.30 x 1017 cm-3

from the continuum at 7000 A, and N, = 141 x 107 em™3 from
the continuum at 4000 A. |

In light of the above considerations it was decided that the
state of the gas passing the window at 2.5 psec corresponded
closely to gas shocked at x/L = 0. 88. The absolute value of N,
at 2.5 psec was taken as 1.4 x 1017 cm-3, the average of the
values mentioned above.

The reason for plotting normalized electron number densities
was mentioned in section IL 4.4b. It might appear more consistent
to normalize by the value of Ne at t = 2.5 pusec. The Stark

half-width at 2.5 psec, however, was not felt to be as accurate

as the ones at later times. Normalizing by Ne at t = 5 pusec.
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also gave better agreement between N, as determined by Stark
broadening and continuum intensities. Using an average value of
the ratib of Ne (5 psec)/Ne(Z. 5 wsec) from continuum measure-
ments giveg a value of Ne (5 p‘sec)‘ = 1.98 x 1017 cm-3, which

should be used in converting values from figures 34 and 37 to

absolute electron number densities.
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II. 4.5 Determination of Electron Temperature Using Relative Line

Intensities of Neutral Argon Lines.

II. 4. 5a Line Intensity Measurements

The theoretical background for determining electron temper-
atures from relative line intensities was discussed in section II. 2. 3.
In principle, one need only measure the intensity of two lines to
infer the electron temperature. However, in order to minimize -
errors associafed with experimental scatter and uncertainties in
transition probabilities, it is advisable to use se;reral lines and find
an average temperature. In the present investigation a series of
85 shock tube runs were made, and with the monochromator exit
slit opened up to lmm (equivalent to 17A)  the radiated emission
from 7 strong neutral argon lines were monitored as a function of
time behind the incident shock wave. The choice of an effective
slit width of 17A was a compromise between having w/bc as large
as possible and still avoiding superimposing the radiation from too
many neighboring lines. The choice of lines monitored were
dictated by:1) their presence in the time-integrated spectrum, 2)
available data on transition probabilities, and 3) the importance of
having a large difference in the upper energy levels of the lines.

In the red we used the 6965.4 A and 7067.2 A lines with
the upper energy level in the ’107000 cm-1 range. With the mono-
chromator set at 7000 A and 6918 A, the corresponding continuum
intensity was monitored. In the blue we used the 4200.7 A,
4198.3 A and 4158.6 A lines with upper energy levels in the

118000 cm-l range. The corresponding settings for continuum
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intensities were 4240, 4130, 4105 and 4000 A . In addition, two
lines in the red but with upper energy levels in the 118000 em™1
range were also measured. These were the 6871.3 and 6752.8A
lines with continuum at 6785 and 6730 A. The effect of weak
neighboring lines were accounted for in all the measurements by
the method described in section II. 2. 3d.

Figure 25 gives ‘typical oscilloscope traces. Each picture
shows the photomultiplier output with the monochromator set at
the indicated wave length. The only difference in the upper and
lower beam is the voltage sensitivity. The upper and middle
pictures are from the same run, showing the effect of different
time scales. The importance of having a variety of voltage
sensitivities and time scales is obvious. In the tbp two pictures,
for example, the upper beam in the upper picture would be used
for times after the incident shock passed the window (the incident
shock arrival is seen as the first small 'glitch' in the trace).
The lower beam of the middle picture would be used for times
~ shortly after the reflected shock wave, while the upper beam on the
same picture would be used for later times. Figure 35 gives
two examples of the traces from the third oscilloscope. Here the
lower beams show the photomultiplier output when displayed at
1 psec/cm. The two small, vertical ''discontinuities' at approx-
imately 2 and 2.5 psec in the 7067.2 A case, and approximately
3.2 and 3.7 psec in the 4158.6 A case were taken to be associated
with the stemshock and the center shock passing the window.

Referring to figure 11 we see that a stationary observer sitting to
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the left of a stemshock intersection point would first see the stem-
shock and then a short time later, the center shock. The two
initial discontinuities occurred distinctly in all the traces, and were
well correlated with the arrival of the shock wave at x/L = 0.90

found by using the velocity probe from reference 2.

II.4.5b The Optically Thin Case

A minimum of 3 and a maximum of 7 runs were made at
each wave length. Grouping the runs at one wave length, the
oscilloscope traces were reduced and normalized as described in
section II, 3. 4. Values were then, taken from the CalComp plots
every 2.5 psec up to 40 psec,and every 5 psec from then on with
additional readings at 3.75, 16.25, 18.75, 31.25, 33.75, 42.5, 52.5
and 57.5 pusec, and a simple averaging performed at each time.
The electron temperature as a function of time was first deter-
mined under the assumptions that 1) the gas was optically thin,
and 2) the entire line emission was measured by the effective exit
slit width of 2w = 17 &,

The effect of weak neighboring lines was included by assum-
ing their line shape to be Lorentzian, and compute the fraction of
their radiation ''seen' by the exit slit (half-widths of these lines
were appropriately scaled by the method described in section
II. 2. 3c). Following the method outlined in section II. 2. 3a, the
¢)+ were plotted versus En/k .

values of In ( IZm/A g

: v
nm n nm

+Values of g, En and A were taken from reference 20, and
V. is the correction factor accounting for neighboring lines.
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A least-squares straight line was fitted through the points, and the

slope was taken as -1/(Te)optica11y thin'

II. 4. 5¢  Correction Due to Self-Absorption and Finite w/bc.

Assuming full LTE, the optically thin temperatures_defined
above and electron number densities from Stark broadening and
continuum intensities determine a first estimate of the complete
thermodynamic conditions. In principle, a series of curves similar
to those of figure 20 could then be prepared, one for each poss.ible
relative line intensity combination, and an iterative process of self-
absorption corrections could be carried out. Besides being a rather
formidable project, this method also has the disadvantage of requir-
ing full LTE to relate total neutral number density, Stark half-
width and pressure. to electron number density and temperature.
Instead, an absorption correction scheme was developed that essen-
tially eliminated the use of the full equilibrium equations relating Te,f
Ne’ No andwp . lThis method relies almost entirely upon the mea-
sured quantities,and the only equilibrium restriction is that partial
LTE exists above the lowest energy level of interest to ensure the
validity of equations (6), (17) and (24). For the present experiment,
this meant partial. LTE above the 1st excited level.

Let the ratio of absolute measured intensity (Izm) to normal-
ized relative intensity (V) be denoted by (¢ . The normalization
procedure outlined in section II 4. 3c allows { to be determined if
the ratio of 62/91 is known. Using the same value of 6,/8;
employed to find absolute continuum intensities, the absolute mea-

sured intensity of the 6965.4 A line at t = 2.5 psec was determined
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to be 1.56 x 10'7 (cgs units). The final value of electron tempera-
ture at 2.5 psec found by the self-absorption corrections discussed

17 em™3 (from

in Appendix B was 13300°K. Using N_ = 1.4 x 10

section II. 4, 3c), the measured value of Stark half-width and equa-

tions (25) and (43), the value of emitted radiation that should have
been measured was computed to be 1.59 x 107, (cgs units). The
relatively small difference between prediction and experiment lent
credibility to the experimentally determined value of ¢ and the
self-absorption correction scheme given below.

1. "Correct'" the measured relative intensities of the 6965.4 and
4200.7 A lines to fall on the least-squares straight line fit
to all the measured intensities.

2. Find the absolute intensity of the lines I}?,m = VIC , I!Lx%n = Vzc,
where superscripts 1 and 2 stand for the 6965.4 and the
4200.7 A lines, respectively. ‘

3. Using bc from Stark measurements (corrected for finite
wb/bt:n and instrument broadening), determine w/bc.’ For
times when bc was not measured, the good agreement
between Ne {continuum) and Ne (Stark) was relied upon to
interpolate for bc. The first time through, the self-

absorption correction to bc was neglected.

4, Solve

v, (Anm hy gn)l E,-E_, (.‘;(W/bc,Z)/f(z'z)>1
\-G = (Anm hvnm gn)z exp <' kTe ) (g(w/bc,z)/f(z))2

for Te . This amounts to finding the correction to electron

temperature due to finite w/bc , still assuming the gas to
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be optically thin.
From equation (43), the intensity that should be measured for
) = (Ipv (Te) KoL)l x

opt. thin
(g(w/bc, z)/f(z))l. Solve this for (KoL)l using equation (4la)

1
an optically thin gas is (Il,m

for g(w/bc, z)/f(z) for an optically thin gas (the first time

1
through the iteration use (I = V. {).
g 'e'm)opt. thin 1
Knowing KoL’ find the corrected value bc and (f(z)/z)1

from figures 15, 16 and 33a.
I{f the temperature determined in step 4 and the values of
KoL’ f(z) /z and g(w/bc, z) /f(z) found from steps 5 and 6

are correct, the equation below should be satisfied:

. £(z)\ (B(W/bor2
(Actual measured intensity), = V { = (I K L) ( ) ( .
1 1 pv o/ z 4 f(z) 1

. 1 ' ,
If not, determine (Ilm)opt. thin = (Ipv KOL)1 (g(w/bc, z)/{( z))l ’

.which is the new estimate for the intensity we would have

measured in an optically thin gas (including the effects of W/bc).
From this find the corresponding value of the relative line

intensity V?Pt' thin

1 .
=(1/{) (I.%m)opt. thin and substitute this new
value into the equation in step 4.

Repeat steps 4 - 7 until the equation for the actual measured

intensity in step 7 is satisfied.

The iteration process was found to converge adequately after 3-4

cycles, and the resulting values of electron temperatures as a

TThe correction scheme in this form assumes that self-absorption
for the 4200.7 A line is negligible, which is the case in the present
investigation. Including self-absorption for the 4200.7 A line
would only mean a few more steps.
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function of time after the incident shock passes the window are
shown in figure 36.

As a self-consistency check a more traditional self-
absorption correction process' was carried out, and is described
in appendix B. The difference in the two schémes afnounted to
less than 200°K in most cases, and never more than 500°K (at

times shortly after the reflected shock wave).
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II.4.6 Determination of Electron Temperature Using Relative

Line to Continuum Intensities

As discussed in section II. 2.3 this involves the assumption
of complete LTE, knowledge of the quantum mechanical correction
factor E(v, Te) and the reduction in ionization energies before
temperatures can be determined. Consequently, this method was
felt to be less accurate than using relative line intensities. Never-
theless, the ratio of the 6965.4 A line to the adjacent continuum
were determined at a few time intervals behind the incident shock
wave. With the exception of values for t = 40, 42.5 and 45 psec, the
temperatures were found to lie well within the experimental uncer-
tainty of T_  as found by the relati’vg line intensity method

described in the previous section.
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II.5 DISCUSSION

II.5.1 Validity of LTE

The existence of LTE, or at least partial LTE above the
fi rst excited level is crucial if meaningful interpretation of the
‘measured radiation is to be made in the present experiment.
Theoreti cal conditions for full and partial LTE were discussed in
section II.2.1. Substituting the experimentally determined values
of Ne and Te into equations (2)and ( 3) offers a self consistency
check on the assumption of full or partial LTE. With the excep-
tion of t =2. 5 psec, the criterion of equation (2) is é,mply satisfied
at all times. However, since the resonance line is strongly self-
absorbed at t = 2.5 psec the criterion (2) may be relaxed by an
order of magnitude7, resulting in a sufficient electron number den-
sity for full LTE at this particular time as well. The criterion
(2), however, is necessary but not sufficient for full LTE. A more
stringent verification of LTE involves comparing temperatures and
electron number densities as determined by different methods.
One such comparison might be between Te and Ne as found
from relative and total line intensities, assuming full LTE, and Ne
from continuum intensity and Stark broadening, both of which are
practically independent of LTE. Another would be between Te
from relative line intensities (requiring only partial LTE) and Te from
relative line to continuum intensities (requiring full LTE). The
good agreement between computed and measured absolute intensities
of the 6965.4 A line at 2.5 psec supports the existence of full

LTE at this time. Similar comparisons at later times, combined
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with the results from the two self-absorption correction schemes
and Te from relative line and relative line to continuum intensi-
ties, indicate the existence of full LTE up until the arrival of the
reflected shock and during the later stages of the expansion
(t 2 45 psec). The rapid expansion following the reflected shock
appears to result in a progression starting from full equilibrium
immediately following the reflected shock, to a period of population
inversion among the energy levels of the neutral argon atoms (to be
discussed further in section II. 5.5), then relaxing to a state of
partial LTE by ¢~ 40 psec, and finally back to full LTE for

t 2 45 psec.
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I1I. 5.2 Electron Temperature vs. Time at x/L = 0.90

The shock velocity profiles in figures 4 and 6 show that the
shock behavior is dominated by the multiple shock diffraction pro-
cesses originating at the cone entrance. In a similar manner the
temperature vs. time profile in figures 36 and 37, and the electron
number density profile in figure 34 show that the thermodynamic
conditions near the cone vertex are dominated by similar effects.

As the incident shock wave propagates tawards the cone
vertex, it produces localized regions of gas distinguished by con-
siderably higher temperatures and electron number concentrations
than the surrounding fluid. These regions originate as point dis-
continuities at the locations where the center shock collapses and
the stemshock intersects the cone axis; subsequently, the regions
propagate towards the vertex with the local fluid velocity. Effects
of diffusion and convection gradually produce the localized regions
of hot gas mentioned above.

The centerline Mach number at the stemshock intersection
points are found from figure 3. Using the equilibrium calculations
described in appendix A, the correspoﬁding values of the equili-
brium velocity of the shock-heated fluid, u, , can be found.
Assuming that the gas originally at the intersection point propagates
up the cone with constant velocity along stream lines, gives one
estimate of the arrival time of this gas at x/L = 0.90. Another
estimate can be found by assuming the gas behind the incident
shock wave to behave according to the similarity solution for an

imploding shock wave. An account of this is given in reference 2.
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Combining these estimates gives a probable upper and lower
bound on the times when the gas regions, originally located at the
stemshock intersection points on the cone axis, pass the
window. These times are indicated in figure 36. At, is the time
associated with the gas originally at x/L =0.89, and is seen to be
within the relaxation time expected at these conditions. Atz and‘

At, are the times associated with the gas originally at x/L = 0,825

3
and x/L = 0.64 respectively. The gas originally at the first
stemshock intersection point, =x/L = 0.30, does not reach the
window prior to the arrival of the reflected shock wave. The
appearance of peaks in the temperature profile coinciding closely
with the time intervals at, and At3 lends c?edibility to the
concept of localized regions of gas with thermodynamic conditions
exceeding that of _the surrounding fluid.

Immediately following the stemshock intersection point at
x/L = 0.825 there is a region where the centerline shock velocity
experiences a rapid deceleration, and consequently there is a
rapid decrease in the temperature of the shock-heated gas. For a
stationary observer sitting at x/L = 0.90 this is seen as
an increase of gas temperature in time, approaching a maximum
when the gas originally at x/L = 0. 825 passes the window; these
features are indeed seen betweent =.2.5and t = 5 psec in figure 36.
The gradual increase in centerline Mach number from approximately
17 at x/L. = 0.7 to 18 at x/L = 0.825, and the sudden jump to a
value of 24.9 at the intersection point would be seen as a continu-

ing decrease in temperature by our stationary observer. This
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is presumably the reason for the decrease in temperature between
t =5 and t = 15 psec. From figure 3, the variation of Mach
number in the region prior to and after the stemshock intersection
point at x/L = 0. 64 should produce another cycle of, first, increase
and then decrease in temperature as a function of time at the win-
dow position. The second peak in the temperature profile of figure
36 between t = 15 and t = 20 psec is probably this region.

Superimposed upon these detailed features is seen to be a
gradual heating of the fluid, presumably caused by the compressive
effect of the convergent geometry. This can be seen by comparing
the equilibrium temperatures of the gas produced at the stemshock
intersection points with the measured values at the time when this gas
should pass the window. At x/L = 0.825 the centeriine Mach number
was 24. 9 giving an equilibrium temperature of 14900°K. The corres-
ponding values at x/L = 0. 64 are 19 and 13000°K. The temperatures
from figure 36 are 19230 and 19980°K, respectively. In view of the fact
that the measured temperature is averaged across the cone, it can be
concluded that these results clearly show the effect of compressive
heating. The gradual rise of temperature from t = 22.5 psec until the
arrival of the reflected shock is most likely associated with com-
pressive effects on the gas originally in the region between
x/L, = 0.40 and x/L = 0.55. Gas heated by the incident shock
wave prior to this would not reach the window before the reflected
shock.

The reflected shock wave leaves the gas in a highly excited

state. The appropriate relaxation time is now dictated by
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the time needed to reach equilibrium among electrons, singly and
doubly ionized argon atoms. Using expressions from reference 11,

one concludes that this relaxation time is of the order of 10'7

seconds or less.

From the relative line intensity method, the electron temper-
ature varied from -106 °K to 105 °K during the first 8 psec after
the reflected shock wave. Since the temperatures were in principle
determined by least squares fitting a straight line to measured
relative intensities (see section II. 4. 4b), the negative temperature
has two possible explanations: 1) the assumption of Boltzmann
statistics used in relating line intensities to temperature is invalid
(i. e., the plasma is in a nonequilibrium state), or 2) large amounts of
scatter and/or uncertainties exist in the measured intensities. These
possibilities are discussed in section II 5. 5.

Following this 8 psec interval the temperature is seen to drop
dramatically. This behavior is best seen in figure 37, which
shows temperature vs. time on a semilog plot. The temperature
appears to fall exponentially with a time constant of 14.8 psec.

At t = 55 psec there is a sudden jump in temperature (thié will
be discussed in the next section), apparently followed by a second
exponential drop in temperature. On the same figure is shown
the relative electron number densities from the continuum intensity
measurements,‘indicating a similar behavior. Some recent mea-
surements with a piezoelectric pressure probe mounted in the wall
of the cone at x/L = 0.90 have produced pressure vs. time

2
curves, also of a similar na,tu.re.9 Following the reflected shock,



103
the pressure appears to decay with three distinct time constants of
21.6, 14.5 and 33.0 psec over time intervals coinciding closely

with the ones identifiable on figure 37.

9

From figure 37 we find a cooling rate of 2 x 10 oK/sec
from t = 40 to t = 55 psec, and 6 x 108°K/sec from t = 55 to
t = 80 psec. Cooling rates of this order should be rapid enough to

offer a possible application in producing prolonged population

inversion between vibrational energy levels in molecular gases.
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II.5.3 Electron Number Density as a Function of Time at

x/L = 0.90

The comments made in section II. 5.2 concerning the effects
of diffraction and convergent geometry are directly applicable to the
electron number density profiles of figures 34 and:37. However,
since the electron number density varies as the % power of tempera-
ture the dramatic peaks seen in figure 36 are not evident. A change of
slope in the curve seems to have taken their place e.g., the change of
slope at t = 55 psec and the plateaus at t = 10 and 20 psec. Compres-
sive effects are clearly seen. Using the absolute scaling from section
IT. 4. 4c, the electron number density of the gas pa-ssing the window at
t = 25 psec is found to be 7.1 x 1017 cm-3, whereas the equilibrium
value of Ne at the time this gas was shocked was of the order of
8 x 1016 cm-3.

In the reduction of continuum intensities to Ne discussed in
section II. 4. 4, the Biberman factor & (vl Te) was assumed indepen-
dent of Te' Following Schlﬁter14, however, there is a slight temper-
ature dependence for & in the case of argon. Specifically,

SO TP/B0, Ty) > 8y, Ty)/E(N,, T,) for T, > T, (A, =4130 4,
)\2 = 7000 A), with the difference increasing with increasing tempera-
ture. This is most likely the explanation for the growing discrepancy
between N_ as found from I_ (7000 A) and IC‘ (4130 A) shortly after
the reflected shock.

The recent pressure measurements (mentioned in section
II. 5. 2) produced a pressure vs. time history that agreed well both

quantitatively and qualitatively with the values of Te and Ne shown

in figures 34, 36 and 37. |
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II. 5.4 Conditions Shortly After the Reflected Shock

As indicated in figure 36, direct computation of electron
temperature based on relative line intensities for short times fol-
lowing the reflected shock wave yields temperatures ranging from
-106 to 105 °K. The obvious question is whether this is due to
~experimental scatter, or to a possible population inversion in the
upper excited levels of the neutral argon atoms.

The line intensities were found by subtracting the measure-
ments of continuum alone from the measurements of line and under-
lying continuum. Shortly after the reflected shock, the normalized
intensities were both large numbers, differing only slightly. Typical
numbers are 15.36 for the 6865.4 A line and continuum, and 12. 95
for the continuum alone. This indicates a greater ‘possible experi-
mental error than for the remainder of the data, where a typical
set of values is 3.354 and 1.026 for the same line. On the basis
of the reproducibility of the measured values, however, it is felt
that experimental scatter alone is not sufficient to change the above

mentioned temperatures to reasonable values.

Population inversion is said to exist if

L o> G>3j . (56)

If partial LTE exists above the level j ,

E, - E
N, 7e; - exP(' KT, ) :

+In this expression it has been assumed that the line shape profiles

Prm’ Mnm and Mmn 2Te equal, see section II. 2.2.
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Since self-absorption in the neutral argon lines is negligible at the
high temperatures existing shortly after the reflected shock wave,
equation (56) can be rewritten in the form
e - et e Ko )
i'%j Il.m (4 nm ~nm gn)i Y Ew/be, z)i

(57)

Here wij accounts for the effect of neighboring lines as discussed
in section II. 2.3, In writing this equation, use has been made of
the fact that even in a nonequilibrium situation, the amount of
energy emitted in a spectral line is directly proportional to the
number density of the upper level. Using the measured line inten-
sities of the 6965.4 A, and the 6871.3 and 6752.8 A lines, the
values of #ij for the upper levels of each line were evaluated at
several time intervals shortly following the reflected shock wave.
The result is given in the table below, which indicates that there
is indeed a possibility for population inversion shortly after the
reflected shock wave. To see whether a population inversion is
realistic we follow Hurle and Hertzberg25., they investigated
rapid expansions as a means of producing population inversion
between two electronic energy states. The two states must be
optically connected, and the upper state must have a radiative life-
time that is considerably longer+ than the lifetime of the lower
state. Hurle and Hertzberg concluded that in the case of two
electronic states in xenon having radiative lifetimes of 10'6 and

9 o

10-9, respectively, a cooling rate of 10’ "K/sec would be

+Preferab1y several orders of magnitude.
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sufficient to preserve the initial population in the upper state while
the lower state decays by emission. Experimental efforts to verify
the inversion, however, were unsuccessful.

In the present case, while the condition on radiative life-
times is only marginally satiesfied-r, the cooling rate is of the
order of 2 x 109 °K/sec during the exponential fall at t > 40 psec,
and presumably even greater in the immediate region behind the
reflected shock. A linear extrapolation of the temperature vs. time
curve showni in figure 37 gives a cooling rate of 4.5 x 109 °K/sec
during the first 10 pusec after the reflected shock.

The population inversion thus comes about as a result of
radiative depopulation of the lower energy levels, while collisional
excitations keep the upper states in equilibrium with the electrons.
As the temperature falls the increasing effect of self-absorption
reduces the effective depopulation rate of the lower levels, and in
particular the first excited level. The transition from a nonequili-
brium state to a state of partial LTE above the first excited level

for t # 40 psec is most likely a result of this.

TSee the table on page 108
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TABLE 1

Population index pu as a function of time.

t (nsec) 30 33.75 35 37.5 40
u"r)‘z 1.8 | 1.7 1.4 1.1 0.70
Ex o 2.1 1.4 1.6 0.90 0. 68

Optical Connections and Lifetimes

Ay = 6965.4 A, E_=107496 cm™! ; A, = 6871.3 A,E_ = 118651 cm™!

Optical connection is the 8962.2 A line, with
- 118651 em™!, E 107496 cm™ !

upper lower

Life time of 107496 level is ~ 5 x 10-8 sec

Life time of 118651 level is ~ 2 x 10~7 sec

Ay = 6965.4 & E_ = 107496 con”! Ay =6752.8 4, E_ = 118907 cm"!

Optical connection is the 8605. 8 A line, with

= 118907 em™!, E 107496 cm™!

Euppe r lower

Life time of 107496 level is ~ 5 x 10°8 sec

Life time of 118907 level is ~ 2 x 10~7 sec
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II. 5.5 The Second Reflected Wave

In the measurements of reflected shock velocities in the 10°
half-angle cone mentioned in part I, Setchell noticed the appearance
of a second reflected shoick wave. Figure 12 shows this in the
x - t diagram reconstructed from the‘velocity measurements.
The second reflected shock was only detected in Mo = 6 case.
Recent pressure measurements (mentioned vin section II. 5.2), also
failed to detect a second reflected shock at x/Lv = 0.90 in the
M0 = 10.2 ;:ase. However, they did show a defix;ite change of
slope in the pressure vs. time profile at t = 55 psec, analogous
to the behavior of both the electron number density and electron
temperature profiles as shown in figures 36 and 37. The absence
of a pressure increase (at t = 55 psec), coupled with the definite
jump in temperature_v may be indicative of a contact surface,
rather = than a shock wave, passing the window at this time.

In his thesis, Setc:hell2 speculated that the second reflected
shock in the Mo = 6 case was a result of interactions between
sharp gradients in the degree of ionization, and the first reflected
shock wave near the vertex. Although the region of ionized gas
near the vertex is much larger in the M0 = 10.2 casez,, inter-
actions between the reflected shock and ionization gradients might
still produce waves that propagate to the vertex and reflect.

The behavior of Te’ Ne and P at t = 55 usec; is more
likely due to the localized regions of gradients in Te and Ne

produced at the previous stemshock intersection points (discussed

in section II. 5.2). The peak in Te at t =15 psec is associated
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with the passing of the localized gradient produced at the stem-
shock intersection point at =x/L = 0.64. This hot ''slug" of gas
then moves towards the vertex, interacts with the reflected shock,
and subsequently propagates upstream. The only slightly longer
time delay (40 psec) between the ''second reflected wave' and the
peak in 'I‘e at 15 psec, and the time interval (30 psec) between
the incident and reflected shock suggests that the '"second reflected
wave'' is indeed a result of the stemshock intersection point at
x/L = 0; 64. Further experimentation is needed before any con-
clusive decision can be reached. It is quite clear, however, that
the '"second reflected wave" is yet another examples of the fact -
that the entire flow situation in the cone is dominated by the shock

diffraction effects initiated at the cone entrance.
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II.6 CONCLUDING REMARKS

The successful use of emission spectroscopy as a diagnostic
tool towards a better understanding of the shock dynamics in a con-
vergent channel has been demonstrated. Relative line intensities
of several ﬁeutral argon lines were monitored to determine elec-
tron temperatures as a function of time. The Stark broadened
profile of the 6965. 4 A neutral argon line was used to determine
electron number densities. Confinuum intensity measurements
provided an added check on these quantities. A condition of full
LTE behind the incident shock was indicated at most times.

Previous theoretical and experixhental work had provided
a comprehensive description of the motion of the incident shock
wave. The theoretical prediction by the author, of a cyclic shock
~diffraction pattern initiated at the convergence entrance was veri-
fied experimentally. Estimates of thermodynamic conditions close
to the vertex base’d on centerline Mach numbers indicated that one
might expect electron number densities and temperatures well in
excess of standard shock tube performance. Measurements of
reflected shock velocities close to the vertex indicated the impor-
tance of previous nonuniformities produced by the incident shock
wave. Since the expected rapid expansion behind the reflected
shock wave could not be measured, estimates of cooling rates
were uncertain.

The present investigation confirmed the expectation of a
highly compressed, high temperature plasma near the vertex of

the 10° half-angle cone. Electron temperatures measured as a



112
function of time showed a temperature profile dominated by the
incident shock diffraction processes. Compressive heating caused by
the convergent geometry was a superimposed effect. In the region
immediately following the reflected shock wave temperatures found
by relative line intensities were meaningless. Comparing inten-
sities of two.: selected lines, a possibility of population inversion
was indicated. An exponential decrease in temperature, confirmed
by a similar drop in electron number densities, indicated cooling
rates in excess of 2 x 109 K®/sec at later times. A'second re-
flected wave'was observed, and a qualitative explanation was
discussed.. Electron number density measurements confirmed the
results discussed above.

A comprehensive study of self-absorption effects for Stark
broadened spectral lines was undertaken, and a simple method for
separating individual correction effects was demonstrated.

The nonuniformities (both in temperature and electron
number densities) caused by the conical convergence limits its
applicability in conventional high temperature plasma research.

The rapid cooling associated with the reflected shock wave offers
a definite possibility for the study of nonequilibrium plasmas. A
final conclusion and recommendation that can be drawn from the
present investigation. is the need for a multichannel optical system,
capable of wave length separations of less than one Angstrom, if
further spectroscopic investigation is considered. A one channel

system is sufficient but comparatively time consuming.
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APPENDIX A

Equilibrium Conditions in a Multiply Ionized Argon Plasma Pro-

duced by a Strong Shock Wave

Equilibrium conditions behind a strong shock wave in xenon
have been computed by Zhurin and the authorzé. Following a
similar approachT, we calculate equilibrium parameters of a
multiply (singly, doubly and triply) ionized argon plasma, We
present first the assumptions, and necessary approximations,
This is followed by a presentation and discussion of the govern-

ing equations, and a few points on the computational procedure,.

Assumptions and Approximations

1. Thermodynamic. equilibrium will exist in the gas;
i.e., the temperatures of the free electrons, atoms, ions and
bound electrons in an excited state are all equal, from which it
* follows that,

2. The distribution of particles behind the shock wave
is taken to be described accurately by the Boltzmann distribution
function. |

3. The thickness of the viscous shock and non-equilibrium
zone is less than the shock-heated gas region,

4. In the energy balance calculations radiation is necessar-

ily neglected, because the inclusion of radiation would require not

TWith two main differences, in the present investigation the effect

of reduction in ionization energy is included and the computations
are carried out continuously as a function of equilibrium tempera-
ture.
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only knowledge of the functions that accurately characterize the
radiation, but also exact knowledge of the size of the éhock-

heated gas region.

5. The tendency of Coulomb interactions to lower the
ionization potential has been included. The formulation derived
by Ecker and VVeizel27 was used to relate the lowering of the
ionizatibn potentia_l to the plasma parameters. |

6. The inconsistency in the mathematical singularity of
the diverging series representation of the electronic partion
function Z(T) is avoided by truncating the series at values of
n where the binding energy of the electron is equal to the reduc-

tion of the ionization potential.

Equations
We represent the multiply ionized atom by

A 2 A te Gi=1,2,...) (1)

(i =1 for neutral atoms, i =1 for singly ionized,...) The

common law of mass action is given by

N,N_
N, NP =K, (T) (2)
1—

Here Ne’ Ni’ p, T, Ki stand for electron number density, the
number density of the ith specie, pressure, temperature and

the equilibrium constant for the ith specie respectively, and



N =N_+ Y, N, - (3)
From the condition of quasi-neutrality, we have
N_.= ), iN, . " (4)
i
Let X; represent the degree of the ith step of ionization, then
X; = NN, (5)
where

N, = )N, (6)

is the total number of atoms and ions, The common form of the

Saha equation for a multiply ionized gas is given by
Xi i 1X;
i

X;_y(1+ 2, ix;)
i

p = KJ(T) , (7)

where Xo = 1- é X3 and £ is the highest step of ionization,
The equation of ;tate for a multiply ionized gas will take on the

form

. R
P+ Jix) 7T (8)

1

where p, R and p are the density, universal gas constant and
atomic weight, The conservation equations for mass, momentum
and energy across a normal shock wave propagating into a gas at

rest, are the usual
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P U, = py(U_-u,) (9)
+ p U2 =p_ 4 p (U -u ) (10)
Pp T P1Yy =Py 7 pp(Ug-uy
2
H, +1 U, = H, + %(Us-us)z (11)

Here US is the shock velocity, u, is the flow velocity behind the
shock and H is the specific enthalpy. Subscript 1 and 2 refer to
conditions ahead of and behind the shock respectively,

The system of equations (9)-(11) consists of ¢ + 4 equa-
tions, and has ¢ + 4 unknowns: TZ’ Pys Py, Uy, X1 XZ"‘XL‘
Making use of standard expressions for the electronic partition

functions Z(T), the law of mass action (2) may be written as

3
2rm \2 Z. €..-AE..
_ e i 5/2 A 1
Ki(TZ) =2 > > (sz) exp | - 5T (12)
k -1 2
where €L and Aeﬁ are the ionization and the reduction of

ionization energy, respectively.

The general expressions for the enthalpy as a function of
T2’~ where the excitation of the electronic levels is included, can
now bé written as

5
Hy(Xps Xgoeee X 2 T,) = 3(14+ é1x)——T + = lesh

i
L gjieji exp(-eji/sz)
+ = Z X; (13)

jmax

where N is the Loschmidt number, and jmax is defined as
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discussed in point 6. In this expression the first term gives the
energy of the translational degrees of freedom, the second term
denotes the energy of the multiply ionized states, and the third
term expresses the energy which goes into the excited states of

the neutral and multiply ionized atoms.,

Computation

Let £ = 3, 1i.e,, the highest stage of ionization consid-
ered will be triply jonized particles, If we also denote X1» Xpo
and X3 by .u., B and 7y respectively, the three Saha equations

will take on the form

a(at 2p+3y)

(I-a-p-v)(1tatzpiay) P2 = Ki(T)) (14)
(a+2p+3y) _ "
€(1+a+26+3y) Py = K,(T,) , (15)
y (at2p+3y) -
B(Irat2pray) Pz = ¥p(T3) (16)
Combining (14) and (15) we find
Z2.2
o -rp + V: B ;41»[5(1-5-7) (17)
or
2
2 a
B (1-a-v) - Jz(l-aoz) - 4 - ’ (18)
where

r = K (T,)/Ky(T,)
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Equations (15) and (16) yield

- L2 K (T,) ‘
g 3'%2
Y = a KZ(TZ ' - (19)

Combining (9), (10), and (11) results in the familiar Hugoniot

relation
[Hzm.p,v,rz) - H1<T1)] - %{pz(a.ﬁ,v,Tz)—pJ [;11-+ Elz(a,a,v,'rz)]

(20)

Where H,(a,B,7,T,) is found from (13) using £ = 3. With the

use of the equation of state, now in the form
= p,(l+at+2p+3y) R (21)
Py = Py L2

and equations (14) (19), the Hugoniot relation can be expressed as
an equation for either a, B or y with the equilibrium temperature
T, as a parameterT. Once a (or B or y)is found, appropriate
use of equations (17) - (19) and (14) - (16) will yield Py- Equa-
tion (21) can then be solved for Pos which together with P, and
(9) and (10), will determine u, and U,. From Py TZ’ p, and
a, B and v, any other equilibrium quantities can be computed,
The process described above was carried out for a test

gas of argon at 293°K and a series of initial pressures from 0,1

to 100 torr. At the same time, a series of cross correlations

T

Assuming, of course, that the conditions ahead of the shock, Py»
Py and T1 are known,
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were carried out, to produce tables of Ne’ No’ Nl’ N2 and

N3 as a function of pressure and temperature. Starting with

T2 = 5000°K (increasing in steps of 100°K), the equations were
solved for a. Since equations (18) and (19) (which were iterated

to find p and y {from a)depend upon the reduction of jonization
energy (which depends upon T2 and Ne), the solution is a doubly
iterative process., It was found convenient to change to p as the
unknown when a reached a maximum, In this case (15) was used
to substitute for P, in (20) and (21), and (17) and (19) were used
to find a and vy as a function of B. The computations were
stopped before it became necessary to switch to y as the main
unknown,

The computations were carried out on the Caltech IBM

360/75 system, with heavy use of the CalComp plotter. Values

e . and ¢, were taken from the compilation by

for .
gm ’ ni Ii

Moore.

A sample of the calculations are shown in figures 38-39.
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APPENDIX B

Additional Correction Scheme for Self-absorption and Finite W/bC

The optically thin temperature from section II. 4. 5b, and
electron number densities from Stark broadening and continuum
intensities (not corrected for self -absorption) determine a first
estimate of the complete thermodynamic conditions. In principle,
a series of curves similar to figure 20 could then be prepared, one
- for each posasible relative line intensity combination, and an itera-
tive process of self—absérption corrections carried out. This
formidable project was not undertaken. The simplified process
used instead can be described as an idealized two -line intensity
correction and is outlined below.

1. Determine the pressure using the optically fhin temperature
(from II. 4. 5b), Ne (from II. 4. 4) and the ’equilibrimn calcula~
tions from appendix A,

2. With the "corrected'" (used here in the same sense as in
point 1. in section II. 4. 5c) measured intensity ratio of the
6965.4 and 4200.7 A lines, and the pressure from 1. or 4.,
use figure 20 to find an improved value of Te .

3. Use this Te and equations from section IL. 2 to find self-
absorption corrections to Ne (Stark) and Ne (continuum).

4. Use these values of Ne and Te to find a new improved
value of the pressure p .

5. Repeat steps 2., 3. and 4. until the values of 'I'e, Ne and
P converge.

This iteration process also converged adequately after 3 - 4 cycles.



10.

11.

12.

13.

14.

15.

16.
17.
18.

121

REFERENCES FOR PART 1II

Storm, E., Paper presented at AIAA 20th Annual Region VI
Student Conference, San Luis Obispo, California (May, 1970).

Setchell, R.E., Ph.D., Thesis, California Institute of
Technology (1971).

- Petscheck, H., and Byron, S.R., Ann. Phys., 1, 270 (1957).

Wong, H., -and Bershader, D., J. Fluid Mech, 26, 459 (1966).
Chapin, C.E., Purdue University Report, AA & ES 67-9.

Biberman, L.M., and Yakubov, I.T., Sov. Phys. Tech. Phys.,

8, 1002 (1964).

Griem, H.R., Plasma Spectroscopy, McGraw-Hill, New York
(1964). ‘ ,

Unséld, A., Physik Der Sternatmosphfiren, Springer Verlag,
Berlin (1955).

Lochte-Holtgreven, W. (ed.), Plasma Dijagnostics, North-
Holland Publishing Co., Amsterdam (1968).

Huddlestone, R.H., and Leonard, S.L. (eds.), Plasma
Diagnostic Techniques, Academic Press, New York (1965).

Zel'dovich, Ya. B., and Raizer, Yu, P., Physics of Shock
Waves and High-Temperature Hydrodynamic Phenomena, Vols.
I & II, English Translation edited by W.O. Hayes and

R.F. Probstein, Academic Press, New York (1966).

Kolesnikov, V.M., Tr. Fiz. Lust. Akad., Nauk SSSR, 30,
66 (1964).

Biberman, L.M., and Norman, G.E., J. Quant. Spectrosc.
Rad. Transfer, 3, 221 (1963).

Schliiter, D., Z. Astrophysik, 61, 67, (1965).

Coates, P.B., and Gaydon, A.G., Proc. Royal Society, A293
452 (1966).

Wende, B., Z. Physik, 198, 4 (1967).
Ladenburg, R., and Reiche, F., Ann. Physik, 42, 181 (1913).

Levy, A., UTIAS Tech. Note No. 119 (1967).



19.

20.

21.

22.
23.
24.
25.
26.
217.
28.

29.

122

REFERENCES FOR PART II (cont.)

Olsen, H.N., J. Quant. Spectrosc. Rad. Transfer, 3, 59
(1963).

""Atomic Transition Probabilities," Vol. II (avcritical compila-
tion for the elements sodium through calcium), NSRDC-NBS

(1969).

Smith, J.A., Ph.D. Thesis, California Institute of Technology
(1967).

deVos, J.C., Physica, 20, 690 (1954).

Rutgers, G.A.W., and deVos, J.C., Physica 20, 715 (1954).
Gericke, W.E., Z. Astrophys., 53, 68 (1961).

Hurle, I.R., and Hertzberg, A., Phys. Fluids, 8, 1601 (1965).

Zhurin, V.V., and Storm, E., GALCIT Internal Report (1968).

‘Ecker, G., and Weizel, W., Ann. Physik, 17, 126 (1956).

Moore, C.E., Atomic Energy Levels, National Bureau of
Standards, Circular N467 (1949).

Setchell R. E., Private Communication.



123
d Reflection Of

Normal Shock From\\
A Plane End Wall \

Reflected
Shock >
| -
~
~
/
=
Incident
Shock

FIG.1 INITIALLY PLANE, STRONG SHOCK PROPAGATING
INTO A CONICAL CONVERGENCE



SNL1V8VddV TTVIN3WIN3dX3 2 914

\mnea K}190]8A %o0yg

aouabaanuoy |poIUOY 81buy-3J10H .01

8qn] o0ys Jejawoiqg ‘wH ¢°Gl



125

38048d ALIDOT3A MOOHS € 914

TV1ISAHO 3801 9NIOVdS OITON3Hd

214103730z31d ~w \

\\\\ VAP OO DE AL L L
XX AN WA Y

AASANINIEYNYN AN

LA

1
|

AAAZ3N TSRS Y

N/ 77777770

38N1 1¥0ddns
1331S SS3TNIVLS

LINA TV1SAHO -2 OIsve

Savan

1voIy12313

X ¥ E \\\\N
N s %

N

LI

. _ o STIVLSAND
w2l 21¥1937130Z31d HOLOINNOD
T ONIgNl JHUNLVININ
| D170N3IHd
4 —A-
— YA A 7 A Y/ X/ AV A A \
_ ONISNL NVI17109
WANIANTY

dil WNNIANTY 1331S SS3TINIVLS



126

'P
3.0} ’ 4
i
|
{”“N
|
|
2.5} ! -
. i
- !
: Vs/Vi TEST GAS = 1.5 TORR ARGON :\& o
Mo =6.0 : P
i
20 | -
'
A ]
! 1
| % Y. v4
f
|
I
15 | t ! -
% !
: J
3
!
1.0 b= bt Ba A - A= AL J
i i 1 i 1 L

i i 1 i
00 01 02 03 04 05 06 07 08 09 .0
) 74 .

FIG. 4 CENTERLINE SHOCK VELOCITIES IN THE |O°
HALF-ANGLE CONE



127

mzoo V NI NH31lvd NOILOVY44Ia YO0HS G '914

3JAVM XOOHS TVILINI

MOOHSWILS

ADOHS YH3IIN3D

3710AD NOILOVH44IQ
ADOHS ANOD3S 40 1MVviS



128

3NOD ITONV-4IVH 601 3IHL NI S3IILIDOTIA MOOHS 3NITY3IN3D 9914
/X

ol mro 80 N.-o w_.o m.do 0 €0 20 10 00

] i 1 1 1 1

%A /A

VivQ 0'9=°"W S3ILVIIONI 3NIT Q3HSVa _ S2

20l=°N
NOSYVY HHOL S'1=SVv9 1S3L

e, —————————



129

34NSS3¥d ANV Y3BWNN HOVW VILINI 40 NOILVIYVA h.o_m.

Ol L 9
l I 1
g 3 v v ¥ v
110} GO = l9 sjoqwAg paso|)
101G =!d  sjoquikg usdg
uobiay ‘sp9 ysaj
a
Mu Dw O T g m <
2980 aa
¢v.’0 mo
08G0 wvw
/X%
A
A 53 A
A

>3

O°l

Z’|

02

2'¢




130

AYL13INO039 NOILOVH44IQ JIYLIWNASIXY 894

y/4
$I\|P
>>® o._
Apy

£10408[D4] %o0yg-yoOyg — — — / \ 480
VL

< W
X O_>_‘||= 170

| \ i

ot N 12°0

\ e LIC72)

1 | |
V* =55 50 £0  F 20 0 0



131

NOILNT0S NOILOVYYHA4Ia DINLIWWASIXY 6 914

o0l

0}

-

oOv -

90200 ="y /1) .
0L1°01="g |,
¢/G=4 /

8l




132

00

AN3IWIY3IdX3 ANV AHO3HL ‘371308d ALIDOTIA NOOHS AN3QIONI Ol *9i4

900 800 10 20 0 90

(V/%-1)

1

) ~ { ] i _ i _ 4

— v § Ty

€00°0= """(4,/1) yim uoynjog uonobiQ

SNIpDY 8qoid =i y4im uolnjos uoioba41Qg

SiUl0d UO!}098SJaju| ¥O0YsSWalS O U0I4Isod Ul Kjuipjiaoun
. SJUI0d UOI}08SIaju| }O0YSWa}S painspa

uobuy oy = 'd 0'9 =Ony ‘juswiaadx ]

1 | 1 1 1 { 1 i X

a--1

°N!

oy

o'e
O> \
00 2
09

0’8

S

A



133

SINIW3YNSVYIN ALIDOT3IA MOOHS Q31931434 1 '9old

(/%-1)
P00 9S00 mnw.o 'O N_.O v_.o mmo mwo Ol 02
1 _ I i — 1 1 1 I ¥ — T
_ “ T eo
|
_ I —t'0
_ qu
i v Vyv IR vV 7
| YV v TV v, e T W, 9B — | 490
~ | a)
I | ~ [ .
| ~ | o —80 A
- - 4 Eu_u%.._h - O>
B £ Temr —Ho'l
uonnjos o Lo | |
£}14p] jwing 3:88./ |
g 1S°|
5 lIoM Pu3 aup|d 0 Joy Op /SIA o) spuodsaiion qip 1oz
. o 200 o _
g ~ uobuy Jio} G| ='d |
| v G 0’9 uOS_ o |
. | I T | ] ] 1 ] L | I B | L o'ge

mm>



134

0.5 v Reflection Point
— Mpy= 6.0
’ o Mg= '0.2} p,=1.5 torr Argon
——--_ Particle Paths from Similarity
Or . Solution
i 1 i 1 1 1 1 | 1
0.2 . 04 0.6 0.8

x/L

FI1G. 12 INCIDENT AND REFLECTED SHOCK TRAJECTORI&S



135

MO DOINOSENS ‘AQVY3lS
V OLNI ONILVYOVHONd MOOHS Q310371434 €¢I 914

ol 80 90 WX 4o .20 0
_ ; , _ 2°0
61 €800 102 8SH0 8090 b
i 99'l €800 102 8EH'0 2260 ¢ dvo
6.1 8600 661 G260 2250 2
86" €10 161 2P0 2260 _
i (°X)¥W  Sw "W %,n 5% arano . 1°°
u Vivd 0'9:=W v g~ ¢ 80
OA
wm>

NOISS3HAWOO (5] ol

v W 9INOSENS AQV3ILS
v _ MOT4 2INOSENS WYO4INN‘'AQY3LS
wo ¥ MOT3 DINOSHIANS WHOSINN'AGYILSR) 31
v
€/G = A wm> ~— o ]

92°1 =W ® © @ 7!




136

. 3713048d NVIZIN3INO1T V ¥04 S3IILIINVND Q3ANIWNI13Q .
ATTIVIN3WIY3dX3 NO H1QIM 3SV8 3AILD3343 NV M1GIM 111S HOLVANOYHOONOW 40 193443 3HL bl 914

o)
EQQ\QS EQ\? .
02 8! 9l 1 2 ot 8 9 b 2 o0
v ] L  § 1 1 1 1 v O
4s0
81101d UDIZJuB.0 D 403(,0d) UIPIM}IDH
P84NSDAIN Ol (M) YIpPIM}IIS 10}DWOIYIOUO( JO O1JON
A 490
(1) Kiisuejuy ena) o (W) Kjisusyui peunspapy 3o 0130y H\EH
. puy <440
.o_:oi UDI2}UBI0N 5
q, 9q
D 40y ( 2q) uiptmjioH paunsoely ol (Om) yipimesog jo ooy 60V
w -
SA
(°3) WiPIMJIDH BnJL 01 (29) UIPIMJIDK PBinsDaj JO 01D
_ 460
..‘III!UD\ UD
w
Joi



137

1.0
0.9
0.8
I/I'
or o-?
£(2)/2
0.6
0.5 Ratio of true intensity
to the intensity for an optically
: thin line vs. Kol/27rp,
0.9 _
03 1 [ [ ||4L|111-| PR 1 M lllllLIol i lljl
[o] o
Z=Kol/2wb, 0 10

FIG.I5 EFFECT OF ABSORPTION ON SPECTRAL LINES
DOMINATED BY STARK BROADENING



138

1.O
— 100
0.9
ool
0.7
9(2)/¢(2)
0.6
w
0.5 IV“I’IO d(”-"o)
g(z) -w
flz) (@
f Iyline d(v-v,)
0.4 ~®
’ In the limit of optically thin plasma
g(z) _ tan'(W/bc)
= 7
0.3 fay ™2 1 ' 1
102 o™ 10° 10

KL
Z= °72wbe

FIG.1I6 THE EFFECT OF MONOCHROMATOR SLIT WIDTH ON SELF ABSORPTION
~AS A FUNCTION OF KoL/ 27 bg



139

lols
Ne |
cm™
|o|8 |
f,, Actual Continuum Emission '
i Iyt Continuum Emission For No Absorption
Iog, = (1-¢ M)/ KL (L=1.5cm)
X = 4000 &
IOW 1 i i i i 1 i 1 i
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
IV/ny

FiG. 17 EFFECT OF ABSORPTION ON CONTINUUM INTENSITY



140

10'°
0o
I 2 Qe
Ooo°
20 K
/ OOOo
eOOo, ¢
) /600 S K
Ne 140000 ¥
e o Ieooool(k
| L009.,
lOIB |
L . Actual Continuum Emission
It Continuum Emission For No Absorption
Iv/I”=(|—e"<v'-)/K;,L (L=1.5cm)
-4
A =7000 A
|0I7 1 i i i i i i i 1 ]
0 O.1 0.2 0.3 0.4 0.5 0.6 _0.7 0.8 - 0.9 1.0
Iu/I,,f

FiG.I8 EFFECT OF ABSORPTION ON CONTINUUM INTENSITY



|0|2

141

p = 18000 torr
7600
4870
- 1000
109 |— '
- 1335 |
_ 2000
2500
3500
I08 I I i 1 1 i J
| 1.4 1.8 2.2 2.6 3.0 3.4 3.8
Te 1074 | °K
FiG.19 INTEGRATED ABSORPTION FOR L=1.5 cm.VS. TEMPERATURE

FOR THE 6965.4 AND 7067.2 NEUTRAL ARGON LINES



142

0 @ - 1,(6965.4)/1,(4200.7), Optically thin case, w/bg— o

@ =@ corrected for self- absorption at p = 760 torr
w/bc -— 0

@ = As @ with p = 1335 torr
@ = @ corrected for finite w
w=85R4

® =@ corrected for finite w
w=8.5A

Ti(a)
"1,(;2)4 i

(1/Te)e 10% o k!
FIG.20 RATIO OF INTEGRATED LINE INTENSITIES VS Te



143

38N1L MOO0HS , 9 ._.._o.._<o e ‘914

NOSYYV

$39NVY9 W4 NIHL —A~—

39nv9

3YNSS3yd 280 oA

“TOY1NOD

WNIT3H
N3O0HAAH

woge woQg
wo gl W — _
[y =) * | WOVYHHJVIQ

(,9 H19N3T)
.9 (,9€ HLON3T) NO1LD3S
\ * NOILO3S 1S31 38N1 MJ0HS H3AING
3NOD , _I_L
3IONV-3TVHOl @ @ R
39nv9 39nY9 as_:a

.®l dind
37dNOOONWN3HL NOILVZINOI NOiIsSnddia IVOINVHIO3NW




144




W31SAS VvOIlldO €2 914

) :
ydoibousjoadg
000-8. 18pOY
-ysy jessop
v9
Fe———— ===
1 118D 448} ]
|, pa S
£y 8uo0) 81buy JIDH L0l 3
0 €4 _\
)
_w ||._J
1y 4 _HUPN
g —|— 0joyd
€g IAVWJ

gl R
Ja111dwy

40}DWOIYI0UOW

Lpjaq

o)

101

o—b
O
i

101

0028 12po

ysy ja4ipp

sebnog wilg uiyy

\7#

Jsjuno) sas |’

OLcl 18pONN
ubwyo8g

53d02S0)}1950
-GGG |9pOW

X1U0J %8|

8qn| ¥ooug Jejewolq 9



146

060 ="I/X 1V >.COOJM> ADOHS
3HL NO 3NO0D ,d31v09,80 NV3ITD V 4O 103443 3HIL +2 9ld

N Ol - 8 9 v 2 o
— 1 ] _ ] 0e
o
o
° g 412
P pipQg
| ° T.__mc_smm
o
10449 Buippas ‘XDW uH
(8U02 UD3|9<« O =N) voc_om_o
SDM 9U0D J43}}D N SNOIJIDA —~v'e

103 06'0=Vx 10 =9

¢ °N/n



147

A = 6752.8 A
Upper beam: 0.2 v/div,
5 psec/div

Lower beam: 0.5 v/div,
5 psec/div

\ = 6752.8 A

Upper beam: 0.1 v/div,
10 psec/div

Lower beam: 0.5 v/div,
10 psec/div

A = 4200.7 A

Upper beam: 0.1 v/div,
10 psec/div

Lower beam: 1 v/div.
10 psec/div

Fig. 25 Photomultiplier Output for Line
: Intensity Measurements.
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v o= 6562.8 A (H )
o8

Upper Beam: 0.5 v/div; 0.1 psec/div

Lower Beam: 0.5 v/div; 0.5 psec/div

Fig, 27 Emission from the HOL Line
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1.0

o o o
H (o)) (o )

Intensity (Arbitrary Scale)

O
N

—-——— Monochromator Broadening

Lorentzian Profile
Ay, =1,2and 4 A

— -=— Convolution Of The Monochromator And
Lorentzian Profiles

d,d,,d3 = Increase Of Halfwidth Due To Monochromator

Broadening
F1G.33a EFFECT OF MONOCHROMATOR BROADENING

ON LORENTZIAN PROFILES
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20—
10 |—
] E @ Reflected Shock
38
Ne/ Bg A
Ng(t<Spusec) °]
- 3
g o)
)
o
I~ &
a
_ A . °
8 o From Continuum ot 7000 A
[0}
o From Continuum at 4130 A
Incident Shock & From Stark Broadening of the 6965.4 A line
oL L | ] ] ] | ] J
0 10 20 30 40 50 60 70 80

M sec
t (time after shock passes X/L =0.9

FIG.34 NORMALIZED ELECTRON NUMBER DENSITY AS DETERMINED BY
STARK BROADENING AND RELATIVE CONTINUUM INTENSITY

AT X/L=0.9IN THE 10° CONE
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20

Time Constant
=22.2 u sec

10 A Tgfrom relative line intensities

B Ne/Ne(Su sec)fromI,at4000A
o Ne/Ng(5usec)fromIcat 7O00A

8
Ne/Ne(t=5p sec)
6 5

Tex 1074k

=14.8pu sec

\— Reflected 4
Shock é'(a"d Reflected

Wave"
I i 1 i i

40 50 60 70 80 msec 90
t(time after shock passes x/L = 0.90)

DO S TS N NS SRR ]S

O
@]

FIG. 37 NORMALIZED ELECTRON NUMBER DENSITY AND ELECTRON
TEMPERATURE VS TIME AT X/L=0.90 IN THE 10° CONE



161

VWSVId NOSYY
Q3ZINOI ATdILINW ¥V HO4 34NIVYH3IJWIL SA NOILVZINOI 40 334930 8¢ '9I4

(01 =404904 3|D2G) M, U] 84njpiadwa)
G'¢ 0°¢ §'¢ 02 Sl 0l

G0

uoBay paziuo| K|di4)

Aloo?q paziuo| Ajqnog

~——uobuy peaziuoj £|buig

NoE€62
10) G°|

uoyoziuo| 30 eeubeg



162

VNSV 1d NO9HY Q3ZINO
ATdILINW ¥V 8O3 3MNLIVEI4WIL SA 9 720 anvy ¥IgWAN HOVIN 6€°'914

(0l =104904 8|D25) M, U] 8injDIOdWS)

s¢ oe g2 02 S| 0l S0
b I : T T T T <= S
9 -8l
8 —- 62
oo
~
)
ol ~s¢
2l -Gt
No€62= 4
1101 G'1= Y
I L - gg

isquiny ysopw



