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Abstract 

The results of accurate quantum dynamical calculations on one, 

two and three dimensional atom plus diatomic molecule electronically 

adiabatic chemical reactions are presented. 

In papers 1 and 2, comparisons.between quantum, quasi-classical 

and semi-clas,sical results fo~ the collinee\_r F + H2 and F + n2 reactions, 

are examined.,·· Paper 3 discusses the· role·; of reactive 

and nonreactive collisions in producing vibrational deactivation in the 

collinear H + FH, D + FD, H + FD and D + FH systems. 

The extension of reactive scattering calculational methods to 

atom diatom collisions on a plane and in three dimensions is presented 

in papers 4 and 6, respectively .. In both applications, the Schrodinger 

equation is solved by a coupled equation method in each of the three 

arrangement channel regionso This is followed by a matching procedure 

in which the wave function is made smooth and continuous at the 

boundaries of these regions~ In the three dimensional case, the use 

of body fixed coordinates is crucial to obtaining an efficient coordinate 

transformation between arrangement channels .. 

Applications of these 2D and 3D methods to the H + H2 exchange 

reaction are presented in papers 5 and '7.. Integral and differential 

cross sections 5 reaction probabilities~ product and reagent state 

rotational distributions, and other dynamical information are discussed 

in the papers, and these results are extensively compared with those 

of previous quasi .... classical, semi-classical and approximate quantum 

calculationse The results of a very simple angular momentum decoupling 

approximation are considered in paper 7 .. 
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In papers 8 and 9 the relative importance of direct versus 

resonant (shape or Feshbach) mechanisms for several atom diatom 

reactions is examinedo A number of techniques for characterizing 

both mechanisms are discussed, including time delays, eigenphase 

shifts, Argand diagrams and the collision lifetime matrix~ Extension 

of these lD resonances to the 2D and 3D reactions is examined in 

paper 10 for the simple case of H + H2 .. 
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Introduction 

In the 10 papers which comprise this thesis, we are interested 

in the dynamics of electronically adiabatic atom plus diatom chemical 

reactions., We shall concentrate almost exclusively on a quantum 

description of the collision processes as obtained from the Schrodinger 

equation., Only very recently has it become possible to solve this 

equation accurately for three~ dimensional reactions~ Therefore, ·fully 

2/3 of this thesis is devoted to the study of the considerably simpler 

dynamical models which are obtained by accurately solving the 

Schrodinger equation for an atom diatom system of reduced collision 

dimensionality.. Although the results of these lD and 2D calculations 

cannot be directly compared with experiment~ we can compare them 

with the results of approximate dynamical methods such as the quasi­

classical and semi-classical methods. These comparisons should 

give us some indication of how accurate the approximate theories 

should be when applied to three dimensional reactions~ In addition, 

the use of 1D and 2D models enables us to characterize the nature 

and importance of quantum dynamical effects such as tunnelling,. 

interferences and resonances.. In papers l and 2 we examine the 

collinear F + H2 and F + n2 reactions within the context of the above 

considerations. These strongly exothermic reactions produce highly 

inverted product vibrational distributions, so the primary emphasis of 

these two papers is: towards characterizing the distributions obtained 

from accurate quantum, quasi-classical and semi-classical methods. 

In paper 3, the role of reactive and nonreactive collisions in producing 

vibrational deactivation in the collinear H + FH, D + FD, H + FD and 
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D + FH systems is examined. For many of the reactions studied 

in papers 1 - 3, 3D classical trajectory results are available for 

comparison, and these comparisons reveal both similarities and 

differences between comparable results with different collision dimen­

sionality., 

Papers 4 and 5 are concerned with the theory and results for 

the coplanar (2D) atom diatom reaction dynamics. In many respects, 

the 2D and 3D worlds are very closely related for ato~m diatom 

collisions, In both cases 9 the full interaction potential is sampled, 

and the concept of reaction path bifurcation, which is so crucial to an 

application to H + H2~ is common to both calculations (but not to the 

1D calculation)., This makes the 2D application a very realistic 

attempt to describe the reaction dynamics~ and the 2D.,.3D comparisons 

given in paper 7 support this contention. 

Papers 6 and 7 deal with the three dimensional collision dynamics~ 

l:laper 6 describes the theoretical procedurE' used for accurately 

solving the Schrodinger equationG The internal variables are treated 

in a manner very analogous to the 2D treatment of paper 4 while the 

external variables are treated th.rough the use of a rotating body fixed 

coordinate system., In the application of this theoretical method to 

3D H + H2 (paper 7)) -We examine the dynamical information (cross 

sections, transition probabilities> rotational distributions) from a 

nu:mber of different -viewpoints in an attempt to characterize the results 

as completely as possible, Comparisons are made between our accurate 

quantum results and those of a number of earlier approximate calcula= 

tions, and many of the strengths and weaknesses of the approximate 
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theories are revealed. 

Finally, in papers 8 - 10, we concentrate on the role of direct 

and resonant processes in atom diatom chemical reactions. Papers 

8 and 9 include studies of collinear systems, using such quantities 

and time delays, Argand diagrams, eigenphase shifts and the lifetime 

matrix to characterize the resonant and direct mechanisms and their 

interferences., Paper 10 includes an extension to the 2D and 3D reactions 

using the methods of papers 4 and 6, and presents the important 

discovery of a resonance in 3D H + H2, 
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lo EXACT QUANTUM~ QUASI-CLASSICAL, AND SEMI-CI~ASSICAL 

REACTION PROBABILITIES FOR THE COLLINEAR F + H2 ~ 

* FH + H REACTION ::· 

* This paper appeared in the Journal of Chemical Physics 63 1 674 (1975)., 
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Exact Quantum, Quasi-Classical and Semi-Classical reaction 
~ ~ 

* Probabilities for the Collinear F + H2 - FH + H Reaction. 

George C$ Schatz,t Joel M., Bowmant§,and Aron Kupperrnann . 

Arthur Amos Noyes Laboratory of CheE1ical Physics** 

California Institute of Technology, Pasadena, California 91125 

(Received 

Exact quantum, quasi-class_ical and semi~"classical reaction 

probabilities and rate constants for the collinear reaction: F + H2 -

1'"1! + H are presented and compared., The exact quantum results 

indicate a large degree of population inversion in the FH product with 

P0~ and P0~ being the dominant reaction prob~bil:ltiesc. The energy 

dependence of these two probabilities at low translational ener¥ies are 

. quite different. P0~ shows an effective thresh9ld of 0. 005eV which 

can largely oe interpreted as resulting from tunnelltng through a 

vibrationally adiabatic barrier.. P0~ has a much larger effective 

threshold (0., 045eV) apparently resulting from dynamical effects" 

Quasi- classical probabilities for the collinear _F + H2 reaction were 

· calc?Iated by both the forward (initial conditions ·chosen for reagent 

F + H2 ) and reverse (initia('conditions for product H-+ FH) trajectory 

* . . 
Work supported in part by the United States Air Force Office of 

Scientific Research .. 

twork performed in partial fulfullment of the requirements for the 

Ph .. D ... degree in Chemis~ry at the California Institute of Technology .. 

. §Present address: Department of Chemistry$ Ulinois Institute of 

Technology, Chicago, Ill.. 60616 

** Contribution No~ 4988 .. 



7 

methods. The results of both calculations correctly indicate that 

P0~ and P0~ should be the dominant reaction probabilities .. However~ 
the threshold behavior of the quasi-classical forward P 0~ disagrees. 

strongly with the corresponding exact quantun1 threshold energy 

dependence c By contrast, there is good agreement between the re­

versed trajectory results and the exact quantum ones., The uniform 

semi=classical results also agree well with the corresponding exact 

quanturn ones indicating the quasi~~classical reverse and the 

semi""classical methods are preferable to the quasi..,,classical forward 

method for this reaction., The :hnportant differences between the 

threshold behavior of the exact quantum and quasirnelassical forward 

reaction probabilities are manif est~d in the corresponding rate con"" 

stants primarily as large differences in their acUvation energies. 

Additional exact quantum results at higher total energies indicate that 

threshold effects are no longer important for reactions ·with vibra-= 

tionally excited H2 .., Resonances play an hnportant role in certain 

reaction probabilities primarily at higher relative translational 

energies .. 



1. Introduction 
~~ 

The reactions F + H2 (D2 , DH) - FH (FD) + H (D) have recently 

been the subject of several e.x--perimental studies in which very detailed 

:rate constants and cross sections for these reactions have been 

measured., Relative rate constants into specific vibrational (and 

sometimes vibrational..,,rotational} states. of the products have been 

measured by both. infrared .chem.Uuminescence1 a.nd chemical laser2 

techniques and, quite recently, both methods have been used to study 
. lg 2d 

the temperature dependences of these relative ratesc 1
' Angular 

distributions for specnic product vibrational states of the F + D~ 

reaction have been studied at several incident energies by a crossed 
·3 

molecular beam apparatus.,"" In addition}' there exist several (usually 

indirect) determinations of the overall bulk rate constants for the 

F + H2 reaction 4 and more recently studies of isotope effects 

for the F + H2 j F + D2 ~ F + HD and '.F + DH series. 5 A very 

:hnportant application these reactions has been to the fluorine~· 

hydrogen chemical lasers2a~o)l where F + H3 ~'* FH + H serves as the 

· main pumping reaction .. 

Con1plernenting these experimental studies have been several 

quasf· .. classical trajectory studies on F + H2 t
1>819, F + D

2
7,lo,ll and~ 

F +DH (HD)7' 9 and 0ne recent s.emi-classical study on collinear 

F + D2 ~ 12 The results of the quasi-classical studies have generally 

been in reasonably good agreement with the detaUed rate constants 

obtained by infrared chemilur.clir1:escence and chemical laser experi.,,. 

ments but in much poorer agreement with the ang;ular distributions 

obtained by the m.olecular bea1n experin1.ents t There also exists some 
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disagreement between experiment and the classical calculations on the 

rotational distribution of the detailed rate' constants, 7b and on isotope 

effectse 5 Additional theoretical developments have been the character­

ization of the product state distributions by temperature-Uke para--~ 

meters, 13 and the establishment of a relationship between these pa.ra­

meters and certain details· of the potential energy surface .14 All of 

the classical theoretical studies have employed semi empirical poten ... : 

tial energy surfaces o 
7 ~-1 l An ab initio potential energy surface has 

also been calculatect15 and the semi-empirical surfaces are in reason..,, 

able agreement with it. 

Aside from possible defects in tlH:7 potential energy surface 

used, the most important sources of disagreement between the quasi­

cl~ssical trajectory calculations and experiment are: (a) electronically 

non-adiabatic effects, and (b) quantum dynamical effects. The first 

problem" has been discussed by various investigators16
J l 7, 18 but its 

im~portance is not completely understood at present and we shall not 

consider it here~ 

In this paper,. we study the :importance of quantum dynamical 

effects in the F + H2 -- FH + H reaction by comparing the results of 

accurate quantum mechanical solutions to the Schr&Unger equation for 

the collinear collisions to the results of the corresponding quasi­

classi~ and semi-classical calculations~ In the fallowing paper 

(hereafter referred to as II), we make the analogous study for the 

F + D2 reaction and also examine exact quantum results for F + HD(DH). 

Results of our preliminary studies191 20indieated that quantum effects 

were quite important in the collinear :F' + H2 reaction19 .and, in fact, 
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the disagreement between the quasi-classical and exact quantum 

reaction probabilities at low reagent relative translational energies 

was quite large., In the present paper, we give a more detailed 

analysis of the reaction probabilities for F + H2 as calculated by four 

different methods: an exact quantum mechanical solution, the quasi­

classical forward and quasi-classical reverse trajectory methods and 

~he uniform semi-·classical method,; We also present and compare 

the corresponding rate constants obtained from the 1~esults of these 

four m.ethods., In addition, we examine resonances,_ tunnelling and 

energy partitioning in this reaction, and exan1i.ne the results of exact 

quantum calculations at total energies for which b.vo vibrational states 

~f the reagent H2 are accessible~ 

In all cases, we restrict our considerations to collinear colli­

sions of a fluorine atom with a hydrogen molecule where the two 

hydrogen atoms are considered to be distinguishable'" The resulting 

cross sections are in the form of dimensionless probabilities of 

:reaction between specific vibrational states of the reagents to forn1 

products in specific ~tates and. are not directly c~orn.parable with 

experiment (although certain other quantities such as final state 

distributions can, with caution, be subject to such a comparison)~. Our 

justification for studying collinear dynamics lies mainly in its use as 

a predictive model for the energy release behavior in actual three 

dimensibnal collisions21 and as a testing ground for approximate 

theories of chemical dynamics. 22 Exact quantun1 dynamics is cur­

rently feasible for many types of collinear reactions and thus the. 

importance of quanttun effects in chemical reactions can readily be 
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established within the collinear restrictiqn. How these quantum 

effects will be modified in two or three dimensional systems has not 

yet been fully established but some progress has been m.ade towards 

obtaining exact quantum solutions to these problem~23 and quite 

recently accurate converged results have been obtained for the H + H2 

24. 
coplanar and 3-D exchange reaction .. 

In section 2 the potential energy surface used in our caleu1a~, 

tions is described., In section 3 we con1pare the quantum,~. quasi~· 

classical and semi-classical reaction probabilities for F + H2 a.nd. in 

section 4 we compare the corresponding rate constants., Reaction 

probabilities for F + H2 in the higher total energy range where two 

reagent vibrational states are open are discussed in section 5. and i.n 

section 6 is a short summary. 
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We used the semi-empirical LEPS potential energy surface 

of Muckerman 12·~ 25 (his surface 5)." This surface is intermediate in 

character between his surfaces 2 and 3 of ref ere nee 7b and was 

chosen to optimize agreement between his three dimensional 

trajectory results and experiment. 7bj 12 ~sing Muckerman's notation, 

the parameters describing the· extended LEPS surface are D
0 

(HF) =~ 

6.,1229eVJ ~e (HF)= 2"2187 A 1 
Re (B~F) = ~91'l0 X., L~. (HF);;; 

0., 167) De (H2 ) ::: 4,, 7462eVY /3e (H2 ) == L 9420 A\ H8 
(H2 ) = 0., 749 A 

and A (H2) = 0., 106., The exothermicity is L 3''16'7eV (3L 76 kcal/mole) 

and the barrier height 0461eV "06 kcal/m.ole), Fig~. l shows an 

equipotential contour plot of the collineai: surface along with the 

minjmum energy path., The coordinate system for the plot (and for 

all calculations) is chosen to diagonalize the kinetic energy with a 

single reduced mass and is defined by~ 26 

(
T· . + ~!11! 
~HE"' . m.

1
:.:r 
.:t 

r~:rH )· .l.t . , 

( rHH) 

where :rHF is the shorter of the two HF' bond distances in the H ~· H - F 

linear geometry.. iThe analogous coordinate systern appropriate for 

the product arrangement channel (Ff! + H) is: 
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1 

. I ( µH, FH) 
4 

Z1 = 
\ µFH 

( 
µFH 

rHH +-·-
. mH 

1 

(µHF ) 
4 

z f 
2 = 

µH FH 
'· 

These coordinate systems have the advantage over others27 tn that 

the transfonnation between the '~ x./) coordinate syste1n appro.,. 

priate for reagents and the (z1u , z 2f) system appropriate for the 

products, is orthogonaL 

Since the vibrational spacing in H2 is about 12 kcal/lr1ole and 

that in HF is 11 kcal/mole, four vibrational states of HF are nor­

mally accessible for thermal distributions of reagent H2 due to the 

exothermicity of the reaction., 
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Quasi-Classical and Semi-.Ciassical Reaction 

We used the close coupling propagation method of 

Kuppermann28 to solve the Schrodinger equation for the collinear 

system F + H2 ., The method· involves divid_ing the configuration 

space depicted in Fig., 1 into different region.s and then propagating 

. though a given region in a coordinate system appraprlate to that . 

region" In particular, rectangular coordinates were used in the 

near asymptotic regions appropriate to reagents and products and 

polar coordinates in the strong interaction region with the origin of 

the coordinate system chosen in the clas~iically fr1accessible plateau 

area corresponding to dissociation .. A basis set of pseudo vibra­

tional eigenfunctions describing motion transverse to the direction of 

propagation was used for expanding the wave functions" These 

eigenfunctio~_s were calculated by a finite difference procedure~ 29 

and the basis set was changed often during the propagati.on to insure 

an efficient representation of the wave function" Contributions frorr1 

continuum vibrational channels are not included in this method, The 

integration of the coupled Schrodinger equation was done with an 

Adams-Moulton 4th order predictor -- 4th or.der corrector method 

(with a 4th order Runge-Kutta-GiU initiator). The procedure for 

extracting the probability matrices from the asyrnptotic ·solutions is 

similar to that used by Truhlar and Kuppern1ann<' 22 Convergence 

of the final reaction probabilities was carefully checked by observing 

effect of varying the location of the origin of the polar coordinate 
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system, location of the end point o.f the integration, 30 number of 

closed vibrational channels, number of integration steps, and 

number of grid points in the finite difference eigenfunction deter­

mination" Using 12 to 15 vibrational channels throughout the inte.,.. 

gration, we obtained a scattering matrix for which unitarity and 

symmetry were deemed adequate (flux conservation to 0. 5% and 

symmetry to 5% or better) in the rea.gent translational energy range 

(relative to v = O) E0 = 0.,0 to L10eV,, The cornputa.tlon time for_ a 

13 channel calculation on an IBM 370-158 computer was approxL.-nately 

32 min .. for the initial calculation in whi~h a large amount of energy 

independent information was stored on disk for subsequent u.se and 

5 min .. per energy thereafter .. 

30 1.. 2.. Results 
~ 

We define the probability of reaction from., an initial state v 

(of the reagent H2 ) to a final state v' (of the product HF) by the 

symbol P R,., (This symbol will also be ~sed as a shorthand notation vv 
for the phrase Hv-v!l reactive collision.") The total reaction 

pr'?bability P vR from a given incident state v is tlv~ sum. of P1,~' over· 

all accessible v~ The.·exact quantum (EQ) reaction probabilities 

P0~, P0~ and P!' for F + H2 in the translational energy range 

E0 = O. 0 to 0 .. 4eV are presented in Fig .. 2.. 'fhe reaction pro'J?­

abilities for the transitions P0~ and P~ ~which are also allowed in 

this E0 :range, are pl~tted in Fig .. 3., W'e see that P0~ and P0~ have 

an energy dependence very similar to P 0~ , but with m.uch s1:naller 

.. · . . R 1 -
5 

. R R "'"' .. ·. -z R . . values (P00 ~ 6x-O P021 P01 , ~ lx10 P02)., As a result, only 

P 0~ and P 0~ contribute appreciably to ·1?0R in tlrn energy range con«~ 
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sidered. As was pointed out previously, . P~ and P;! have remarkably 

different threshold behaviors .. We shall define the effective threshold 

energy ET for the v-v' transition as the difference between the (lowest) 

energy for which the corresponding PR, is equal to~ say 5 1% of the vv 
maxhnum value attained by this quanti~y and the energy at which the 11--v' 

process becomes. energetically possible .. With this definition, P 0~ has an 

effective threshold of 0., 005eV whlle for P 0~ (t.vhicli is energetically for·-~ 

bidden until E0 :::O" 013eV) ET is 0., 045 Note that whUe the barrier 

height is 0 .. 0461eV) the zero point energy of H2 is 0.,268eV, so the 

transition P 0~ is classically allowed even at zero translational energy,. 

Ljkewise the 0..-3 reactive transition is classi.cally allov.red a.s the 

HF (3) channel opens up at E0 = 0., 013eV., . One possible explanation 

· for W:hY the effective threshold of P 0~ is greater than zero is that 

&.he excnange of energy between motion transverse to the reaction 

coordinate and that along the reaction coordinate is not efficient 

(at least in the entrance channel region of configuration space. where 

the saddle point lies).. Truhlar and Kuppermann have shown22 that 

a :tn?re realistic estLrnate of the effectivE? barrie:e height in H + H2 

Js obtained from vibrationally adiabatic theory~&' The vibrationally 

adiabatic barrier (for zero curvature and using the harmonic approxi­

mation) for F + H2 is 0 .. 26eV which is still appreciably larger than 

the effective quantum threshold energy for PJ~ (04 005eV) although it 

is quite close to the P0~ quasi-classical threshold energy (., 025eV) 

(see section 3 .. 2 .:2) .. This difference .between the quantum_ and quasi-= 

classical threshold energies could in part be due to tunnelling 

through the one dirr.ensional adiabatic barrier,, within the frarnework 

of an adiabatic description of the quantum dynan1ics in the neighbor-· 
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hood of the saddle point. In II we shall see that the results for 

F + D2 ~ F+ HD and F +DH support this conclusion. The high 

threshold energy for P0~ is not easily explained as resulting f;om 

one dimensional adiabatic barrier tunnelling and is probably due 

to a dynamical effect as will be discussed in section 3. 2 .. 2~ 

The _sharp spike in the P0~ curve at energies slightly above 

threshhold is reminiscent of the Feshbach type internal excitation 

resonances observed in the collinear H +Hz reaction., 31 A dis 

cuss ion of other resonances in the F + H2 reaction is presented in 

section 5., 

Simultaneously with the reactive transition probabilities, we· 

have calculated the nonreactive ones corresponding to the collisions 

F + H2 (0) ~ F + H2 (0) and FH ( v) + H - FH(v') +He The probabilities 

:for the first of these nonreactive processes are simply the difference 

between unity and 'lhe total reaction probability ]? 0R (as long as v =. 1 

of H2 is closed)., The transition probabUities for the H + HFi(v-') 

inelastic (v' :f: v) processes are all quite s111all (generally less than 

up to :::: 4eV and vary relatively slowly with energy., 

· Unitarity of the scattering matrix then forces the elastic probabilities 

. for H + HF(v) collisions to be roughly equal to the difference between 

unity and the probability for the F + H2 (O)-FH(v) + H reactive 

process., The behavior of the inelastic transition probabilities for 

nonreactive H + HF collisions contrasts strongly with the corres~ 

ponding inelastic transition probabilities for collinear H + FH 

collisions .. 32 . In the latter case we find that the probability of an 

inelastic collision is comparable in :magnitude to the elastic transition 
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probabilities and, in addition, the probabilities of multiquantum 

jump transitions are often greater than the probabilities of single 

quantum jump transitions., A more complete discussion of the 

results for collinear H + FH will be given in ref., 32 ~ 
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.uasi-Classical Reaction Probabilities 

3. 2. 1 Method 
~ 

The classical trajectory calculations were carded out in the· 

• 0 H H t d 33' 34 Tl . ·t· J t-. J same way as 1n a prev10us + 2 s u y ,, . 1e .lnl 1a, p11ase ang ,e 

variable for the vibration of the ground state of H2 was varied uniform"" 

ly over a grid of typically 100 points in the interval 0 to 21T.. The final 

action number of the product HF was computed for each reactive tra--. 

jectory and assig·ned a quantum number by rounding off: thf; action nur:n·· 
r): 

ber to the nearest integer., Thus !V the transition probability P 0 ·~,. was 

defined as the fraction of reactive trajectories with fin.al crLmntur11 

nun1ber 

When this procedure is carried out in the direction 

F + n2 · (v=O)~ FH (v') + H we term the quasi-classical transition 

probabilities 1fQuasi-Classical Forward1 v (QCF)<. For the reverse 

reaction the quasi"""classical transition probabilJties are termed · 

nQuasi-Classical Reversen (QCR)., Quanhm1 m.echanically 5 the 

forward and reverse probabilities are rigorously equal at the sa.n1e 

f t l ,,.., t · . I · " 11 tl . t ~O rr-- f' ro·a energy j ou, quas1=c ass1ca ·1y 1ey are no·. · n1ere~ore} 

either of the t\:\ro quasi-classical :results} QCI~1 or QCRr could be 

used to represent t.h.e probabilities for the (forward) reactive 

collisions~ Since there is presently no a.. p~iori _way of deciding 

\Vhich of these two procedures will give results closer to the EQ 

ones, we have used them both and corresponding results are 

presented below e 
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3. 2. 2 Results 
~ 

In Fig. 4 we plot the QCF and EQ reaction probabilities 

P0~7 P0~ and P~ versus the translational energy E0 , as well as 

the corresponding exact quantum ones given in. Fig.,,_ 2 c. Out of the 

100 trajectories, none yielded HF with v = 0 or 1 (Le .. , P0~ ;:; P0~ = 0 

probably to within Oo 01 or less)~·. There are two important points 

to be noted in comparing the EQ and QCF results., First, both the 

exact quantum and the quasi-classical results predict roughly the 

same amount of vibrational excitation in the HI!' product on the 

average" Indeedy if we define fv as the fraction of the total ene:rgy 

w·hich ends .up as ·vibrational energy in the p1~oduet HF, then in. f.'ig .. 5 

we see that f is roughly 0., 81 and nearly independent of E 0 in the v -
QCF results, and fluctuates between 0.,66 and 0~89 with an average 

·value of 0., 79 in the EQ results.. From this> we conclude that the 

quantum and quasi--classical dynamics agree {on the average) with 

respect to partitioning of product energy between translational and 

vibrational degrees of freedom., Second, despite this average 

agreement~ there are very· signific~tnt di.ff erm1ces between the EQ 

and QCF reaction probabilities particularly with respect to the P /; 

threshold and. the P(5~ / P0~ ratio.. In Fig. 6 this ratio is displayed 

as a function of E 0 for both the EQ a.nd'. QCF results. As has been 

pointed out pre-viously, 19 the lack of agreement between the individual 

transition probabilities P0~ and P0~ can be partially ·explained as 

arising from the reasonable but nevertheless arbitrary way of 

assigning a discrete quantum number to a continuous product vibra -=· 

tional tmergy '° Howeve·r '1 the large differc~nces in the energy 
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dependence of the EQ and QCF P!;,(v = 2, 3) suggests that this is 

probably not the whole explanation and that other significant 

differences exist between the classical and quantum dynamics in this 

system 0 In addition, this arbitrariness in the definition of a product 

q~antum number i~ not present in the total reaction probabilities P J1, 
yet the differences in magnitude an~ energy ~ependence of the EQ and 

QC F results are still very significanL 

It is also of interest to analyze the EQ and QC F reaction proba·,, 

bilities by an information theoretic approach. 13 In order to include a 

study of isotope effects in this analysis, we def er a discussion of this 

paper II ... 

In Fig~ 7 are plotted the QCR and EQ reaction probabilities 

P0~, P0~ and PJi versus E 0 • The transition probability P0~ is non 

zero at zero reagent translational energies. This can occur because 

of the convention of rounding classical vibrational quantum numbers 
. . 20 33 34 

to the nearest integer,, ' ' 

The QCR results in Fig .. 7 are in much better agre.ement with 

the quantum probabilities than are the QCF results in Fig. 4. This is 

true not only of the total reaction probabilities P ;1, but also of the indi­

vidual transition probabilities especially P0~., The fact that the threshold 

behavior of the P0~ transition can be described correctly by a quasi­

classical method suggests that the Q. 045 eV effective threshold energy 

in P 0~(EQ) is a dynamical effect related to motion through c lassie ally 

accessible regions of configuration spacee The fact that the reverse 

rather than the forward trajectory method produces the best agreement . 

with the exact quantum results must be regarded as an empirical obser-
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vation at present. It would be interesting to further analyze the quasi-

classical results from the viewpoint of what regions of configuration 

space are being sampled by the QCR and QC F trajectories and with 

what velocities, and how well the current density fields derived from 

these trajectories agree with the corresponding exact quantum current 
.. -

densities. 35 The good agreement between the QCR and EQ results 

suggests that the QCR procedure should be applied to a three dimensional 

trajectory calculationo If the differences between the one dimensional 

QCR and QCF results are also found in three dimensional calculations,. 

this could be indicative of the presence of important quantum dynam,ical 

ff t th tl d . · l t• nr·]J · 36 l - t d e · ·ec s · e lree imens10na reac ion" vv L nns ias comple e ·. a 

three dimensional QCF study of the reaction FH (v) + H --H2 (v') + F 

(v varying from 1 through 6).. His results can be considered to be QCR 

calculations for the reaction F + H2 {v') ·- FH (11) + H~ He has also 

published QC F rate constant calculations9a for the latter reaction with 

v' = O~ It would be very interesting to compare the corresponding 

3'"t (QCR and QCF) cross sections. Perry et al have recently pubUshed 

a tlu~ee dimensional comparison of the QCR and QCF cross sections for 

the endothermic I + H2 -- HI + I reaction at one total energy 6 They found 

that microscopic reversibility was approximately obeyed at this energy 

but made no detailed study of the energy dependence of the cross sections 

and did not investigate threshold effectsc 
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3. 3 Semi-Classical Reaction Probabilities 

3. 3. 1 Method 
~~ 

For most energiesj uniform semi-classical reaction prob--

abilities were calculated according to the procedure described in 

reference 34.. However, for translational energies E 0 greater than 

0.10 eV the transition P~ \~las computed by a simple analytical con-

9 v · t· · " hn° 3 8 . 0 1... ~ ~ ~ t t t·h t f· '/\ !i' ll 3 g Th, ' · ' unua ion tee_ ique, s1m1.1.ar in sp1r1 .. o , . a o" J.vn er., , JB was · 

necessary in order obtain a non=vanishh1g value of this transHi.on 

probability since in the above energy range, although energetically 

allowed, it is dynamically ·forbidden., 34, 39 In addilton, it was found 

P~ was ill~determined near threshold in that a plot of final FfI 

vibrational action number mf versus initial H2 vibrational phase angle 

(q0) revealed nraggedness 0 (Le.,, very rapid variation of mf \vith q0 ) 

for mf near.the value 3" 40 Raggedness was also observed over a ra11ge 

of energies for the F + D2 = O) ----,} FD (/ = 4) + D reaction by us (see 

follo-wing paper II) and by Whitlock and Iv1uckerrna1i .. 12 Vile r.nana.ged to 

overcome this difficulty at several energies by doing the semi-classical 
It j ar13lysis for reverse reaction~ Le" 5 H + IIF (v = 3) ~} H2 (v 0) + F\ .. , , 

For this reaction.r the :results were considerably less ~ 1ragged0 for m1 
approximately equal to 0 than they were for the forward reaction around 

mf = 3., A more complete discussion of this procedure is given in 

paper II for the F + D2 reaction. 



24 

The semi-classical reaction probabilities P0~ and P0~ for 

F + H2 are presented in Fig., 8 along- with the corresponding exact 

quantum probabilities.. In the absence of considering complex··· 

valued trajectories (in complex phase space at complex times), 

vanishing quasi-classical reaction probabilities implies that the 

corresponding semi-classical ones also vanish., Therefore, 

P0~ (USC) = P0~ (US = 0., From the appearance of the reaction 

probabilities in Fig., 8, we see that the qualitative agreement betineen 

the EQ and USC results is quite goodv There are large dJiferences 

between the magnitudes of the use and :EQ probabilities at certain 

energies, but such differences are not usually too important for the 

resulting collinear rate constants (see section 4)., Of more serious 

consequence for such rate constants is the s1nall duference between 

the threshold energies of the P 0~ curves~, As J;lOinted out in section· 

3@ 2., 1.,, this threshold difference of about 0 .. 020eV could be partly 

due to an adiabatic tunnelling effect and it inay be possible to improve 

th~ agreement behveen the EQ and USC results by using com.plex 

trajectories~42' 43 
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~~Q, QCF QCR and USC Reaction Probabilities 

In Figs. 9 and 10 we compare the exact quantum, quasi­

classical fonvard, quasi-classical reverse and semi-classical reactiol.1 

probabilities P0~, P0~ and P~ .for F + H2 as a function of the reagent 

translational energy. Note that the QCR results resemble the USC 

ones much more than the QCF results doc Obviously, the USC threshold 

energy must be larger than or equal to both the QCF and QCR threshold 

energieso However, we cannot presently put forward an a priori reason 

that would have permitted us to predict which of the latter two energies 

is greater nor which of the quasi~classical reaction probabilities should 

be closer to the USC ones. It is also very interesting to note that thE~ 

QCR results resemble the EQ ones more than the USC ones do .. One 

should} however, be cautious not to generalize this observation, As 

shown in paper II, the reverse behavior is found for the F + D2 reaction. 
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4. EQ, QCF, QCR and USC Rate Constants for F + H2 

The detailed v-v' rate constant for a one-dimensional bi-

molecular reaction such as F + H2 (v)- FH (1/) + H is defined as 

00 

= f fT (V ) v pH I (Vl,) dVV ' 0 v l) vv 

where Vv is the initial relative velocity of the reagents F + H2 (1J) 

and fT (V ) is the one-dimensional Boltzmann relative velocity . v 
distribution function. Changing the integration_variable from:~ 

V to the initial relative rea~rnnt transl atfona.J e1w:ro:y F. this v - . ---- 1l 
. . 22 

expression becomes 

k,~,, (T) = 1 . 
.,.,,, -· 1 

(2trµ F HHkT} 2 
~ 
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Note that for one-dimensional systems, munber densities are ex-

pressed in molecule/ cm so that a bi.molecular rate constant has 

the units cm/ (molecule · sec.). 

Using the reaction probabilities presented in Fig. 7, we 

have calculated the rate constants k~ -and k0~ from the EQ, QCF > 

QCR and USC reaction probabilities. Arrh~nius plots of these rate 

constants are presented in Fig. 11. We see that fork[! all plots 

are nearly linear at high temperatures. Because of the extremely 

small effective threshold energies of P 0~, the Arrhenius plots of 

k0~ are only linear at low temperature ( < 500 K). At high tempera­

ture, the temperature dependence of k0~ approaches Ti which is 

characteristic of a reaction with zero activation energy. Arrhenius 

activation energies E;
2 

and Ea
03 

and pre-exponential factors A 02 and 

A03 , which were determined by a least squares fit to the 200~400 K 

results and to the 900-1200 K results 1 are given in Table L It is 

clear from Fig. 11 and Table I that k~3 (QCF) has an activa.tton 

energy which is significantly lower than the activation en_ergies of 

k!; (EQ, QCR or USC). This is an obvious consequence of the 

· different effective threshold energies of the reaction probabilities _ 

{Fig. 9) and illustrates how these threshold differences can affect 

the detailed rate constants. As might be expected from Fig. 9, 

k0~ (QCR) and k!; (USC) are in quite good agreement with k~ (EQ}. 

The relative agreement among the corresponding three k0~ 
:rate constants is much less satisfactory at low temperatures, the 
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difference between ~ (EQ) and l~ (US.C) is mainly determined by 

the 0. 02 eV difference in the threshold energies of the ~ reaction 

probabilities. Since P~ (QCR) has its effective threshold at zero 

translational energy, ~ (QCR) has a smaller activation energy 

than koi; (EQ) which in turn has a smaller activation energy than ko~ 

(QCF or USC). The total rate constant koR which is essentially due 

to the contributions of ko°f} and ~ does not exhibit simple Arrhenius 

behavior because it is the sum of two Arrhenius expressions which 

are of equal magnitude near T = 1000 K, but which have quite 

different activation energies. Note that the experimental activation 

energy {which is 1. 71 kcal/mole)44 seems to represent an average 
02 03 

of the present EQ values of Ea and Ea. 

In Fig. 10 we plot the ratio ko~ /~as a function of tempera­

ture. :-1·he large difference between the temperature variation of the 

QCF ratio and that of the EQ, QCR or USC ratios is again a conse­

quence of the difference in the reaction probabilities in Fig. 9. It is· 

interesting to note that the three dimensional quasi-classical forward 

trajectory method yields a rate constant ratio which is nearly 

independent of temperature, 9a in agreement with the one dimensional 

QCF results presented here. An experilnental measurernent of the 
2e 

temperature dependence of ko~ / ~ seems to agree reasonably well 

with the three dimensional QCF result9a. and consequently disagrees 

With our EQ result. This may indicate that the strong difference 

between the activation energies of ~ and ~ observed here is 

largely averaged out in three dimensions. On the other handt for the 

F + D2 reaction, the agreement between experiment and the quasi-
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classical results is not as consistent as it is for F +·H2 (to be discuss­

ed in paper II), so it is possible that the averaging process in three 

dimensions does not completely destroy the important differences 

between the results of quantum and classical mechanics as reported 

in this pa per. 

In contrast to the k0~ I k0~ ratio, k0~ (EQ) I k0~ (EQ) is nearly 

constant in the temperature range considered here. This agrees with 

the t~mperature variations of both the experimenta12d and three 

dime~sional QCF9a results, although the absolute magnitudes of the 

ratios are quite different (,.,., 90 for 1-D versus,...., 3 for 3-D) .. We also 

found that k0~ (EQ) / k0~ (EQ) is nearly independent of temperature 

with a value of roughly 210. The ref ore k0~ (EQ) and k!! (EQ) are 

respectively about 2 and,4 orders of magnitude smaller than k0~ {EQ) .. 
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5. Exact Quantum Reaction Probabilities for Vibrationally Excited 

~ 
In order to observe the effect of vibrational excitation of the· 

reagent H2 on the resulting reaction probabilities, we eh.'tended the 

range of our exact quantum calculations to total energies of 1. 4 eV. 

In Fig. 13 we plot P0~, P0'f} and P1~} the three largest reaction 

probabilities for F + H2 in this energy range, as a function of energy. 

IJ:'here are several important points to note a.bout this figure. 

First, the transition P1~ has virtually zero effective threshold 

energy but otherwise has a similar translational energy dependence 

to that P0~' (which has the sa:me / = v value as Pf;). The absence 

of a significant threshold energy in P11; indicates that the dynamical 

effects responsible for the appearance of a significant effective 

energy threshold in P0'IJ are no longer significant in P11;. 
This will lead to lower activation energies and higher rates of reaction 

for reagents which are initially vibrationally excited. The similarity 

between P 11; and P0~ implies that for the most significant reaction 

probabilities~ an increase in the vibrational cmer~:y of the reagent 

results in a corresponding :increase in the vibrational energy of the 

product. This agrees with experimental observations for F + D2 • 1f 

Second, the reaction probabilities PJ; and P1~ have sharp 

peaks at E0 = 0. 425eV and 0. 823eV respectively~ An analysis of the 

energy dependence of the scattering matrix elements corresponding 

to similarly shaped reaction probability curves j_n the H + H2 

lli t . 3i, 45 d . l th d 1 t• 46 co near reac ion an m sever a· o. er mo e reae ions 

sho\.ved that narrow peaks (or dips) in the reaction prob~ 

abilities were the result of the presence of internal excitation 



.31 

(Feshbach) resonances. These resonances are associated with 

excitations of virtual states of the intermediate triatomic complex 

(FHH in the present case). From Fig. 13 we see that the contri­

butions of the direct processes seem to be rather small in regions 

of energy where the resonance processes are important. This 

results in only small :interference effects between direct and com­

pound state cmtributicns to the scattering amplitude and the resulting 

reaction probabilities have nearly symmetrical peaks as a functioi1 

of energy near the resonance energies. The resonance widths are 

about . 01eV and only one non-negligible reaction probability seems 

to show resonan.t behavior at either of the two resonance energies. 

There seems to be a correlation between the appearance of ap 

internal excitation resonance and the opening of a specific vibrational 

state of the product (as in the resonance at 0. 823eV, which is close 

to the opening of the v = 5 channel in HF at 0. 839eV). This indicates 

a correlation of the resonance state with the reaction products rather 

than with the reagents or with the transition state. We shall analyze 

this phenomenon further in paper Il when we examine the high energy 

F + D2 reaction probabilities. 

Although the total E in Figure 13 extends to 1.16eV only> we 

have done calculations up to E = 1. 4eV but found all reaction proba­

bilities in this higher energy range to be less than 0. 01. This 

behavior seems to be related to "centrifugal" effects associated to 

the angle between the x'1 , and z~ axes (i.e. l' the skew angle between 

the asymptotic portions of the min:ilnun1 energy path for the potential 

of Fig. 1) and i.vill be further .discussed in paper IL 
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6. Summary 
~ 

1\1any of the dynamical effects presented in this paper will 

be further examined in paper II to where we will relegate a more 

eA.i:ensive summary of quantum effects in the F + H2 reaction. In 

this paper we have seen that there are very serious dilferences 

between the results of quantum and standard quasi- classical mechanics 

for collinear F + H2 ~ most notably in the energy dependence of the 

reaction probability P0~ near threshold. 'l11ese differences in the 

behavior of the reaction probabilities result in important differences in 

the detailed thermal rate constants. The fact that the quasi-classical 

forward reaction probabiUties and rate constants disagree quite strongly 

with the exact quantum results is of great significance since nearly all 

the trajectory studies done to date on this reaction have been of the quasi­

classical forward type. For the present reaction, both the quasi-classical 

reverse and uniform semi-classical methods provide us with more 

accurate ways of approximating the exact quaJ1tum results. This sug­

gests that it 1night be of interest to use these methods in three dimensions. 

Indeed, it may be possible to use the results of cc:linear calculations 

such as the ones presented here as a guide line when choosing an 

approximate method for doing three dimensional calculations. 

Additional exact quantum results for F + H2 show that 

threshold effects are no longer important when the reagent H2 is 

initially vibrationally excited. The dorninant transitions appear to 

be those which channel additional vibrational energy in the reagents 

into additional vibrational energy in the products. Internal excitation 

resonances are found to play an important role in the reaction prob-
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abilities at certain tra.nsiational en.ergies. There seems to be a one 

to one correspondence between the energy at which a resonance 

occurs and the energy at which a related product vibrational channei 

opens. 
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T4BLE I. Arrhenius Rate Constant Parameters for F + H2 - FH + H(a) 

'remp. 
Range EQ QCF QCR USC 

02 200-
E a 400 K . 411 . "791 ,230 .766 

200- ,-' 

02 

Ea 400 2.279 .853 2.596 2.495 

200~ 

Ao2 400 L620x10
4 

2.424x10 
4 4 

L669x10 1~486xl0 
4 

200= 
Aoo 400 

4 
2.667x10 2.492x10 

4 
3.377x10 

4 
4. 621x10

4 

02 900-
E 1200 .223 • [750 6086 .390 a 

03 900-
Ea 1200 2.628 1.444 2.869 2.368 

900~ 

Ao2 1200 L 459x10 
4 

2.,558x10 
4 

1. 628x10
4 

1.182x10
4 

900~. 

Aos 1200 4. 433x10
4 

4.464x10 
2 4 

4.689x10 4.499x10 
4 

(a) k . {T) = A . exp(~ Eoi /RT) where 
01 01 a 

Eaoi is in kcal/mole and A
0
i is in 

em/ (mo lee · sec). 
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Figure Captions 

1. Equipotential contour plot of the FH2 • collinear potential energy 

surface used in all calculations reported here. Energies given 

are relative to the min:ilnum. in the H2 diatomic potential cu,rve, 

Coordinate system is defined in text. Heavy line denotes the 

minimum energy path with saddle point indicated by a cross. 

2~ Exact quantum reaction probabilities for collinear F + H2 as a 

function of relative translational energy E0 and total energy E 

(relative to minimum in H2 diatomic potential energy curve). 

(a) Total reaction probability P! from v = 0 of H2 (b) Reaction 

probabilities P0~ and P0~ (defined in text). Vertical arrow in 

abscissa indicates the energy at which v = 3 of HF becomes 

accessible. 

3G Exact quantum reaction probabilities P0~ and P0~ (similar to 

Fig. 2). 

4.. Quasi-classical forward and exact quanturn reaction probabilities 

for F + H2 : (a) P~, , (b) P0~ and P0~ ~ Dashed line indicates QCF 

results with their associated statistical errors indicated by 

vertical bars. Solid line indicates EQ results (as in F:ig. 2). 

5., Fraction (fv) of the total reagent energy (in excess of product zero 

point energy) which ends ·up as vibrational energy in the product 

HF as a function of the :reagent translational energy E
0 

and total 

energy E. Solid line indicates EQ results and dashed line QCF 

results. Other notation analogous to Fig. 2. 
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6. Hatio of reaction probabilities P0~ I P0~ versus translational 

energy E
0 

and total energy E. 'Solid ll.ne indicates EQ results 

and dashed line QCF results. Other notation analogous to Fig. 2. 

7. Quasi-classical reverse and exact quantum reaction probabilities 

for F + H2 : (a) P0R, (b) .P0~ and P0~. Dashed line indicates QCR 

results with their associated statistical errors indicated by 

vertical bars. Solid line indicates EQ results (as in Fi.g. 2) ~ 

8. Unliorm semi-classical and exact quantum reaction probabilities 

for F + H2 : (a) P.0R, (b) P0~ and P0~. Dashed line indicates USC 

results, solid line EQ results as in Fig. 2. 

9. EQ (solid), QCF (short dash), QCR (dash dot) and USC (long dash) 

reaction probabilities P0~ (a) and P0~ (b) for F + H2 (from 

Figs. 2, 4, 7-8). 

10. EQ (solid}, QCF (short dash), QCR (dash dot) and USC (long dash) 

total reaction probability P 0R for F + H2 (from Figs. 2, 4, 7-8). 

11. Arrhenius plot of EQ (solid), QCF (short dash), QCR {dash dot) 

and USC (long dash) rate constants for F + H2 : (a) k0~, (b) k0~ ~ 
12. Ratios of rate constants k0~ / k0~ for F + H2 as a function of 

temperature. EQ (solid), QCF {short dash}, QCR (dash dot), and 

use (long dash). 

13. Exact quantum reaction probabilities P0~'" P0~ and P1~ for F + H2 

at translational energies higher than those in Fig. 2. Arrows near 

E0 = 0.44eV and 0. 84eV indicate the opening of v = 4 and 5 respec­

tively of HF while that at 0. 51eV indicates the energy E0 at which 

v = 1 of H2 becomes accessible. 
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Figure 12 
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2" EY.i.ACT QUAl~TUMY QUASI-Cl,ASSICAl~,. AND SEMI~CLASSICAL 

REACTION PROBABILITIES Ji'"OH 1'HE' COLLINEAR F + D2 ·-~ 

* F'D + D REACTION 

* 'This paper appeared in the Journal of Chemical J?hysics 63t 685 (1975),, 
•""·• .. /'v. 
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UANTUM, QUASI-CLASSICAL AND SEMI-CLASSICAL 

REACTION PROBABILITIES FOR THE COLLINEAR 

* 

George C. Schatz t, Joel M. Bowman t § and Aron Kuppermann 

(Received ) 

Exact quantum, quasi-classical and semi-classical reaction 

probabilities and rate constants for the collinear reaction F +. D2 -­

FD+ Dare presented. In all calculations, a high degree of popula­

tion inversioll' is predicted with P0~ and PJ being the dominant 

reaction probabilities. In analogy with the F + H2 reaction (ref. 1, 

preceding paper), the exact quantum 0 -3 and 0 .-4 probabilities 

show markedly different energy dependence with P0~ having a much 

smaller effective threshhold energy (ET = 0. 014 eV) than P0~ 
(0.055 eV). The corresponding quasi-classical forward probabilities 

P 0 ~ and P0~ are in poor agreement with the exact quantum ones, 

while their quasi-classical reverse and semi-classical counterparts 

provide much better approximations to the exact results. Similar 

* Work supported in part by the United States Air Force Office of 
Scientific Research. 

t Work performed in partial fulfillment of the requirements for the 
Ph.D. degree in Chemistry at the California Institute of Technology. 

§Present address: Department of Chemistry, Illinois Institute of 
Technology, Chicago, Ill. 60616. · 

**Contribution No. 4989. 
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comparisons are also made in the analysis·of the corresponding EQ, 

QCF, QCR and USC rate constants. An information theoretic analysis 

of the EQ and QCF reaction probaqilities indicates non-linear surprisal 

behavior as well as a significant isotope dependence. Additional quantum 

results at higher energies are presented and discussed in terms of . 

threshold behavior and resonances. Exact quantum reaction probabilittes 

for the related F + HD ..--. FH + D and F + DH ..--. FD + H reactions are 

given and an attempt to explain the observed isotope effects is made. 
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1. Introduction 
~~ 

1 . 
In the preceding paper (hereafter referred to as I) we 

compared the exact quantum (EQ), quasi-classical forward (QCF), 

quasi-classical reverse ( QCR) and uniform semi-classical (USC) 

reaction probabilities for the collinear F + ~ - FH + H reaction. 

The results of all four methods agreed in their prediction of a high 

degree of population inversion in the products of this exothermic reaction. 

However, the QC F probabilities were found to dHf er substantially from 

the corresponding EQ results in threshold behavior and energy depen-
- ' 

dence. This could have important consequences regarding the validity 

of the standard three=dimensional quasi-classical method which has been 
Iii 

used on F + H2 (D2) and which is the three-dimensional version of the 

QCF method. We found much better agreement between the exact 

quantum probabilities and both the quasi-classical reverse and the uni­

form semi-classical results thus indicating that either of the last two 

methods might be preferred to the quasi-classical forward one in 

three-dimensional calculations. 

In this paper we present the analogous EQ, QCF, QCR and 

USC results for the collinear F + D2 reaction over roughly the same 

range of translational energies as was used in L ·We shall also make 

an analysis of the surprisal function for the EQ and QCF results for 

F + D2 (and F + Hz) to determine if an information theoret~c description 

of the product state distributions can be useful. In addition~ exact 

quantum probabilities for the reactions F + HD (DH) -> FH ( FD) + H (D) 

are given. We also study the importance of tunnelling and resonances 

in F + D2 ~ F + HD a..nd F + DH. ·These calculations were done in order 
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. 
to assess the effect of isotopic substitution on the magnitude of the 

• 
quantum effects and on the validity of the approximate methods. 

The potential energy surface used in the_se calculations is 

identical to that described in I. 2 In addition, most of the numerical 

techniques are the same as was used in I and will not be described 

again here except to note changes made. 

In Section 2 we discuss the EQ, QCF, QCR and USC reaction 

probabilities for F + D2 and the corresponding collinear rate constants 

are presented in Section 3. Section 4 contains a study of the behavior of 

the reaction probabilities at energies sufficiently high to excite the first 

two vibrational states of reagent D2 • In addition, we discuss resonances 

in this re3ction, giving specific comparisons between the results of the 

exact quantum, and approximate methods in the vicinity of these reso­

nances. Section 5 contains a description of the EQ reaction probabili-· 

ties for F + HD (DH) and in Section 6 we present a summary of conclusions~ 

2. Quantum, Quasi-Classical and Semi-Classical Reaction Probabilities 
~ "-"""~ .... 

' . 

2.1 Exact auantum reaction robabilities 
~ .... 

Since the vibrational spacing in D2 is roughly 9 kcal/mole and 

that in FD is about 8 kcal/mole, and the reaction is exothermic by 

32 kcal/mole approximately, at least five vibrational leve.ls of DF are 

accessible when D2 has an initial quantum number v = 0. By coincidence, 

the v = 3 and 4 vibrational levels of DF have nearly the same total 

energies as the v = 2 and 3 vibrational levels of HF, respectively. This 

results in remarkable similarities between these two reactions despite 

the significant difference in the c.orrespo11ding reduced masses 
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(µF,H2 /JLF,D2 = 0.548). As in I, we will designate by Pv~' the 

reaction probability for a reagent initially in state v to form pro­

duct in state v' , and by PR the total reaction pr.obability from v 

initial state v (i.e.,\' P R,). In Figure 1 we present the exact . L. v v 

q~antum reaction prgbabilities P0~, P0~ and P~ for F + D2 at 

relative translational energies (E 0 ) in the range 0.0 to 0. 25 eV. The 

corresponding probabilities P0~, P0~ and P0~ are plotted in 

Figure 2. It is apparent from these figures that P0~ and P0~ are the 

most significant contributors to P~ in this E 0 range. The P0~, P0~ 
and P0~ curves are all very similar in appearance to the P0~ one, but 

with greatly reduced magnitudes (P0~ - 6._8 x 10-2 P0~, P0~ - 5 x 10-4 

. P0~,. P0~ ~ 6 x 10- 6 P0~). There is a very significant difference 
n n 

between the threshold behavior of P0 ... 3l and that of P0~'- quite analogous 

to what was observed in I for the reaction probabilities P0~ and P0~ 
of F + H2 • As in I, it is convenient to define an effective threshold 

energy ET for the v -+ v' reaction as the difference between the 

(lowest) energy for which the corresponding P v~ is equai, say, to 1% 

-of the maximum value attained by this quantity and the energy at 

which the v-+ v' process becomes energetically possible. Table I 

contains the values of ET for several important reaction probabilities 

for the reactions of F with ~' D2 , _HD and DH as well as the correspond­

ing vibrationally adiabatic zero curvature barrier heights Ev AZC 

(described in I). From it we see that for F + D2 the value of ET for 

P0~(EQ), 0. 014 eV, is appreciably lower than the EVAZC value of 

0. 032 eV. This can be interpreted as an indication of the extent of 
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vibrationally adiabatic one·-dimensionaJ tunnelling (see paper I) in 

this system. The value of ET for P0~ (QCF) of 0. 030 eV is very 

close to EVAZC. This suggests that the chemical motion for this 

system is nearly vibrationally adiabatic in the approach coordinate 

in the sense that the local action number for the motion transverse 

to the reaction coordinate should vary relatively little behveen the 

separated reagent region and the saddle point region. The correspond­

ing values of ET and EVAZC for P0~ (EQ) of F + H2 are 0. 005 eV and 

0. 026 eV, indicating sornewhat more tunnelling in this system than 

in F + D2 , as expected. The effective threshold energy of P0~ 
(F + D2)(ET = 0. 055 eV)is similar to that of P0~ (F + H2) (O. 04~ eV). 

The near coincidence in energy between the v = 3 and 4 vibrational 

levels of FD and v == 2 and 3 of FH is probably responsible for the 

very similar appearance of the corresponding EQ reaction probabili­

ties. (Compare Figure 2 of I with Figure 1 of the present paper.) 

There are, however, differences in the maximum values of certain 

analogous reaction probabilities especially P0~ (F + D2) and P0~ 
(F + H2) (which have maximum values of 0. 66 and 0.44 respectively). 

\Ve shall see in Section 4 that the differences between analogous reac-

ti on probabilities for the two reactions become even more important 

for E 0 > 0. 25 eV. 

~asi-classical reaction 

In Figure 3 are plotted the QC F and EQ reaction probabilities 

P0~~ P0~ and Pf for F + D2 , No reactive trajectories yield DF with 

v' = 0 or 1 but there is a small probability of reactiop to 11' = 2 (always 
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< 0.1 and vanishing for E 0 > 0. 12 eV). The corresponding QCR 

reaction probabilities for the same energy range (0. 0 < E 0 < 0. 12 e.V). 

are plotted in Figure 4. In Figure 3 we see that there is a very large 

difference between the thresh~ld behavior of P0~ (EQ) and P0~ (QCF). 

fa analogy with the F + ~ P0~ behavior, 1 we find that the quasi­

classical reverse P0~ of F + D2 (Figure 4) has a tlu'eshold behavior 

which is much closer to the exact quantum one than is the QCF 

threshold. Unlilrn P0~ (F + H2), the energy dependence of P0~ (F + D2) 

is predicted somewhat more accurately by the QC F method than by 

the QCR method. The EQ and QCF total reaction probabilities Pf 
(Figure 3) are in somewhat better average agreement than are the 

EQ and QC F total reaction probabilities "in F + H2 (Figure 4 of I). 

Tnis seems to indicate i:hai the differences between quantum and 

classical dynamics are less severe for F + D2 than for F + H2 • 

However} at least for collinear reactions, these differences are 

still quite significant. 

In Figure 5 we plot as a function of E0 the fraction fv of the 

total energy which appears as vibrational energy of the DF product 

for the EQ and QCF calculations. It can be seen that fv{QCF) is 

:nearly independent of E 0 and has an average value of O. 79. The 

corresponding EQ curve has a more pronounced E 0 dependence but 

about the same average value over the E0 range considered. We find 

that the average value of fv is almost the same for both F + H2 and 

F + D2 • 'rhis independence of isotopic substit\1tion agrees with the 

con."esponding experimental result2 and with the prt:dictions of 
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three-dimensional trajectory calculations 4 although our value of 

fv (0. 79) which ignores rotational degrees of freedom is somewhat 

higher than the experimental result (0. 66) 3·. This general average 

agreement between the EQ and QCF fv versus E 0 curves indicates 

that the dynamic processes governing the average energy disposal 

between vibrational and translational degrees of freedom of the 
~ 

products can be well approximated by the classical trajectory method. 

However, one should keep in mind that this is not so for the distribu­

tion of this vibrational energy among the available vibrational states, 

i.e.} that large differences between product state population ratios 

obtained from the EQ and QC F methods do exist, as indiCated in 

Figure 6. 

2.3 

Figure 7 shows the uniform semi-classical reaction probabilities 

P!; and P~ along with the corresponding EQ results. The USC results 

are similar to the ones obtained independently by Whitlock and 

Muckerman in an analogous calculation. 2b It was noted in paper I 

(Section 3.3) that nraggedness" (i.e., very rapid variation of mf with q0) 

in the final action number mjq0 ; v, E) as a function of initial 

vibrational phase q0 caused difficulties in calculating USC transition 

probabilities at the threshold of the F + H2 (0) -- FH(3) + (H) reaction. 

The same problem occurred for the 0 - 4 transition in the F + D2 reaction, 

and was also encountered by Whitlock and Mucker1nan. We were able to 

overcome this difficulty by using the reverse final action number function, 

n(q0 ; m, E), which was found to be smooth for m = 4 and n around 0. 

The .justification for using this procedure was given in L The 

curves for the forward and reverse values ?f mf for this 

0 ~ 4 transition at an energy E = 0. 3107 eV (E0 = 0.12 eV) are given 
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in Figure 8. When all the relevant semi-classical quantities 

are well-behaved ("non-ragged") functions of q0 , the USC transition 

probabilities obey microscopic reversibility5 and it is not necessary 

to calculate both the forward and reverse results. However, as the 

example above demonstrates, when ttraggedness" exists, it is advis-

able to consider the forward and the revers~ results. fu our example, 

the reverse results are the preferred ones since there is no ragged­

ness in the region corresponding to D + DF(4) ---+ D2(0) + F. These 

were the ones used in calculating P0~ (and P0~ for the F.+ H2 reaction) 

in its threshold region. The USC P0~ transition probabilities at 

E 0 = 0. 08 eV and O. 085 eV were calculated in the statistical approxi­

matfon. 6 At these energies the reverse reaction showed that the 

4 -+ -0 transition was dynamically forbidden. However~ since statis­

tical (i.e. , ragged) behavior was evident in the forward reaction we 

did calculate a non-zero value for P0~ at the two energies just 

mentioned. 

The USC probabilities in Figure 7 are in much better agree­

ment with the corresponding EQ results than are the quasi-classical 

· ones. As was the case with the QC F P0~ threshold,. there is a small 

difference between the P0~ (USC) and P0~ (EQ) threshold energies, 

but the USC result may be improved by using complex trajectories. 7 

The oscillations in PJ; (USC) in the E 0 range 0.10 eV - 0. 25 eV do 

not have any analog in the quantum results. These oscillations are due 

to phase interferences arising from a relatively rapid variation ·with 

energy of the differences in phases associated with the two contributing 

trajectories. One might expect that the raggedness in the plot of final 

action versus initial phase (see Figure 8a) could be an indication of 
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resonant behavior in this energy range, but the quantum results of 

FigUre 1 do not substantiate tltls. In Section 4 we discuss the possible 

relationship between resonances in the EQ results and 11raggediJ.ess 11 
• 

in the USC ones. 

One significant aspect of the comparison between the USC and 

EQ results in Figure 7 is that the maximum values of the EQ and USC 

reaction probabilities P0~ and P0~ are nearly identical. This con­

trasts with the results of both the QCF and QCR calculations which 

generally tend to underestimate the maximum values of the probabilities 

(Figures 3 and 4). The significant improvement in the quality of the 

results obtained in going from the ·quasi-classical to the semi­

classical approximation suggests that an equivalent improvement may 

occur for the three-dimensional F + D2 reaction and that the semi- . 

classical results may be quite reliable for this case. However, we 

must stress that the utilization of uniform rather than primitive semi­

classical techniques is essential to the success of this method for the 

collinear reaction and thus it seems likely that an analogous uniform 

procedure will be required in the three-dimension~ l problem. 8 

2. 4 Com arison of E , QCF QCR and USC reaction robabilities 

In Figure 9 we compare the reaction probabilities P0~ and P0~ 
of F+ D2 as calculated by all four methods EQ, QCF, QCR and USC. 

Figure 10 presents the analogous comparison for the total reaction 

probability ~. It is apparent from both figures that the USC method 

gives the best agreement with the EQ reaction probabilities for this 

reaction. 
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It is also of interest to perform an information- ~heoretic analysis 

of the EQ and QCF results. In this section, we shall consider both the 

F + D2 reaction probabilities discussed above and the. F + H2 probabili­

ties described in I. 

In analogy with the e9.~ations used in three-diniensi.onal studies, 9 

we have used a one-dimensional form of the surprisal for a vibrational 

distribution given by~ 

P(f
11
,) is the normalized reaction probability to product vibrational 

state 11' expressed as a function of the fraction of the total energy which 

becomes vibrational energy in the product DF or HF (exclusive of pro-
o 

duct zero point energy)~ P (fv,) is the statistical reaction probability 

to state il and is given by: 

where the sum is over all accessible product vibrational states. Note 
0 

that this expression_ for P (fv,) predicts inverted statistica_l vibrational 

population distributions. This rather surprising result for such a dis­

tribution is a straightforward consequence of the use of a one-dimensional 
l 

density of states function {which varies as (E
11

, )-2· where Ev, is the 

translational energy relative to vibrational state 11
1

) rather than the 
l 

corresponding three-dimensional density (which varies as E
11

, 2). 
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Figure 11 depicts the EQ and QCF surprisal functions I(fv,) 

versus f , for F + D2 and F + ~at three different relative translational 
v 

energies. We see that none of the EQ or QCF plots has the straight 

line dependence on f , required if the distribution is to be characterized 
v 

by a single inform~tion theoretic temperature parameter. The most 

, severe deviations of the EQ results from linearity occur at the lowest 

energies and are a direct consequence of the unusual threshold behavior 

of P0~ in F + D2 and P0~ in F + ~- This threshold effect is not present 
' 

in the QCF results and yet the surprisal functions associated with these 

probabilities show strong deviations froll,1 linearity. The curves in 

Fig. 11 indicate th-.t at least in this case, the information-theoretic 

analysis has limited usefulness as a predictive tool for estimating 
' 

· unknown reaction probabilities from known ones .. For example, if we 

assumed a linear surprisal function and used the results of the two 

largest EQ probabilities to· predict the third largest by linear extrapola­

tion, we would be in error by at least one order of magnitude in most 

of the examples depicted in Fig. 11. 

Figure 11 also indicates that in many situations, the surprisal 

function is not independent of isotopic substitution. This is especially 

true of the EQ results with v p = 0, 1 where the difference~ between the 

surprisal iunctions for F + D 2 and F + H2 are quite large. However, at 
. . . 

higher energies (Fig. 11a especially) and for higher vibrational quantum 

numbers (1/ = 2-4), the EQ points for both F + D2 and F + ~fall on 

ess~ntially the same curve. In addition~ the QCF results for F + D2 

and F + H2 in both Figs. lla and llb seem to form a single curve and 
. . 

for this reason} only one dashed line was drawn through the points. 
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·This indicates that at certain energies and for certain ranges off , , 

. v 

the surprisal function is independent of isotopic substitution, but this 

property is not generally valid. 

The behaviqr of the surprisal functions (non-linearity and dependence 

on isotopic substitution) observed·in these collinear results contrasts 

strongly with the shape of the corresponding surprisal functions 

obtained from three-dimensional trajectory calculations and experi­

ments on the same reactions. 9 
In the three-dimensional case, linear 

surprisal functions which are nearly independent of isotopic substitution 

were obtained in an analysis of the detailed rate-constants (rather than 

reaction probabilities) from both quasiclassical trajectory calculations 

and from infrared chemiluminescence experiments (which are, of course, 

quantum mechanical). We have analyzed the surprisal functions for 

our collinear EQ rate constants for both F + H2 and F + D2 (Section 3) 

and find no marked change from the results depicted in Fig. 11, the 

non-linearity and dependence on isotopic substitution being essentially 

as pronounced as for the reaction probabilities. 

Recently, the relationship between the one- and three-dimensional 

classical surprisal functi~ns was computationally investigated, lOa 

and it was proposed1 Ob that the surprisal function should be approximately 

dimensionally invariant. Our comparison of the one- and three-dimensional 

surprisal functions for F + H2 and F + D2 indicates that this dilnensional 

invariance does not hold for these reactions. Although the validity of 

our conclusion depends in part on the accuracy of the potential energy 

surface used in our calculations, we would not expect it to be qualitatively 

changed if a more accurate potential energy surface were used. In 

addition, we note that three-dimensional quasiclassical results for 

F + H2 and F + D2 on similar approximate surfaces 4 agree with 
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experiment in their prediction of a linear surprisal function. 9 The 

computational comparison of one- a~d three-dimensional surprisal 

functions of Ref. 10a involved several model potential energy surfaces 

but none of these similated the attractive nature of the F + H2 

jnteraction. We conclude that the invariance of the surprisal function 

with respect to the dimensionality of the collision may depend significantly 

on the characteristics of the potential energy surface being considered. 

Therefore, caution must be exercised in attempting to obtain 3-D 

ti t . f 11" t• b bil•t• lOb reac on cross sec 10ns rom co inear reac ion pro a .1 ies . 

._, F, QCR and USC Rate Constants for F + D 

The rate constants k~ and k~ obtained from the EQ, QCF, 

QCR and USC reaction probabilities P~ and PJ; for F + D2 are 

. plotted in Figure 12. The expression for these rate constants -is the 

same as the one given in I. 1 The corresponding Arrhenius parameters 

obtained from fits to the rate constants in-the 200 to 400 Kand 

900to 1200 K temperature ranges are listed in Table II. The 

difference between k~ (QCF) and k0~ (EQ) (which results from the 

different threshold properties of the P0~'s in Figure 9) is quite 

noticeable and leads to a 0. 8 kcal difference betwe ·n the correspond­

ing high temperature activation energies in Table IL In analogy 

with our F + H2 study, 1 the QCR and USC rate constants k0~ and 

corresponding activation energies E0~ agree with the EQ ones b~tter 

than do the QCF quantities. The similar comparison for the rate-­

constants kJ; is much less satisfactory. The low temperature differ­

ences between the various k0~'s are determined to a large extent by 

the different threshold energies of the corresponding reaction proba­

bilities P0~. The transition probability Pc!; (~)CR) has zero threshold 
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energy and thus the largest rate constant at low temperatures, while 

the EQ, USC and QCF P0~'s have successively higher threshold 

energies and therefore successively lower rate constants. (See 

Figure 9b.) This illustrates that the low energy(< 0.03 eV) 

behavior of the reaction probabilities (or cross sections) can be 

exceedingly important in determining the low temperature(< 300 K) 

behavior of the corresponding rate. constants for t.hese reactions. 

The ratios k!; /k0~ are plotted as a function of temperature in 

Figure 13. vVe see that the QCF ratio is nearly temperature inde­

pendent while the EQ, QCR and USC ratios increase monotonicaHy 

with increasing temperature, approaching the QCF ratio at high 

temperatures. These k0~ /kl; ratios qre quite similar in appearance 

. to the k~ /k~ ratios for the F + Hz reaction given in Figure 12 of I, 

but the F + D2 ratios actually increase somewhat more Rlowly witl! 

temperature than do the F + H2 ones. 

The QCF ratio k0~ /k0~ is 0. 63 at 300 Kin approximate 

agreement with the experimental va1ue
11

of 0. 66. The results of 

three-dimensional classical trajectory calculations indicate that this 

ratio is not strongly temperature dependent. 12 If this is also true 

experimentally then, in analogy \vith F + H2 , we would have evidence 

that the collinear model overestimates the effects of threshold differ-

ences on reaction rates to different product vibrational states. \Ve ·-
. . 12 13 might note, however, that Lee and coworkers ' ·have measured the 

ratio of cross sections rr 04 /iJ 03 at three different energies and they find 

that it increases rapidly with increasing energy from 0. 75 at 

E 0 :::: 0. 034 eV to 3. 5 at E 0 := 0.11 eV. If we consider the analogous 

collinear ratio P0~ /P0~ (Figure 6} we find that it also increases rapidly 

with increasing energy (much more rapidly than Lee's cross section 
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ratio) from near zero at zero translational energy to roughly a value 

of 4. 3 for E 0 ~ 0.12 eV. The ratios of .cross sections from three-
. 

dimensional QCF trajectory calculations over a family of several 

potential energy surfaces do not reproduce this energy dependence 

(Ref. 12, Table VI). This may indicate that the differences between 

quantum and quasi-classical results are still significant jn three 

dimensions and, indeed, are observable in experiments which are at 

least partially state selected such as cross section measurements. 

4. 

Figure 14 shows the higher energy exact quantum reaction 

probabilities P0~, P0~, P0~, P1~ and P1~ for F + D2 in the transla­

tional energy range E 0 = 0. 25 to 0. 70 eV. Those transition' probabi­

lities not plotted are all small (usually< 0. 02). P0~ (QCR) is also 

plotted in Figure 14 in the energy range O. 25 to 0. 42 eV for reasons 

to be discussed in detail below. This figure is analogous in many 

ways to Figure 13 of I, although the close correlation between the 

reaction probabilities of F + Hz and the related F + D2 ones (see 

end of Section 2.1) beco~es less important as the energy is increased . 

. Nevertheless, many uf our remarks concerning the F + H2 reaction 

probabilities described in I are also applicable here. We note that 

the transition probabilities P1~ in Figure 14 and P0~ in Figure 1 have 

similar translational energy dependences except near threshold. This._ 

confirms our statement in I that reaction probabilities for reagents 

. initially in v = 1 are virtually insensitive to the presence of a barrier 

in the F + Hi (D2) reagent channel. . In addition,. P1~ is signifi.cantly 

larger than the other P1~ with v1 < 5 over the energy range considered. 

This implies that the additional vibrational energy in the reagents is 

being predominantly channelled into additional vibrational energy in 

the products. 14 
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The transition probability P0~ exhibits a rather unusual energy 

dependence. As shown in Figure 14, it remains quite small(< 0.01)., 

even though energetically allowed, until the total energy becomes 

high enough to excite v = 1 of D2 at which point it rises suddenly to a 

peak value of 0. 34 before finally levelling off at about 0.13. It is 

not obvious how simple resonance or threshold theories can explain 

this unusual behavior since the effective threshold is apparently 

related to the opening of a vibrational state not involved in the transi- · 

tion asymptotically. One possible explanation for the influence of the 

v = 1 state of D2 on this transition probability. can be formulated by 

observing that the inelastic 0 -t 1 transition probability for F + Dz 

is quite appreciable15 (0.10 to 0. 25) and, as noted above, P1~· is q~ite 
iarge. This suggesis ihai ine 0 ~ 5 reactive transition occurs almost 

exclusively with v :::: 1 as an intermediate state. It is also significant 

that it is not sufficient for this state to be accessible via virtual transi-

tions but rather it must be open asymptotically. This seems to indi­

cate that a higf! degree of vibrational excitation must be maintained . 

over a considerable region in configuration space. This would only 

be possible if the v = 1 vibrational state is open and hence there is no 

enhancement of P0~ when the state is closed. 

For the transitions PJ; at E 0 = 0. 32rl eV and P1~ at E0 = O~ 599 ev·· 
we see peaks in the reaction probabilities suggestive of internal excita­

tio'n resonances. 16 In contrast to the resonances observed in I in 
I 

F + H2 , the direct processes in F + Dz still se~m to be quite important 

in the vicinity of the resonances. The resultant interference between 



the direct and resonant contributions to the scattering amplitude leads 

to characteristic oscillations in the reaction probabilities in the 

vicinities of the resonance energies quite similar to what was ob­

served in the H + ~ reaction~ 6 ' 17 As in the F + H2 reaction, we see 

an approximate correspondence between the appearance of a resonance 

and the opening of a specific vibrational state of the product DF. 

(v == 5 at E0 == 0. 29 eV and v = 6 at E0 = 0. 59 eV). This implies that 

the virtual states of the triatomic . complex may have energy levels 

resembling product states more than reagent states. The relatton is 

probably complicated, however, since the correspondence between 

the resonance energy and the energy of the associated product vibra-

. tional level is not always in the same direction (i.e., the resonance· 

energy is sometimes greater and sometimes smaller than the corre­

sponding vibrational energy as can be seen in Figure 13 of I and 

Figure 14; in the present paper). 

It is interesting to note that the QCR reaction probability PJ; 

depicted in Figure 14 seems to naverage outn the quantum oscillations 

in P0~ (EQ) in the vicinity of the E0 == 0.327 eV r.esonance. It is also of 

interest to examine the semi-classical results at this energy. Rankin 

and Miller have reported extensive statistical behavior in the final 

action number function, mf' for the H + C~2 collision. 6 From tlii_s 

behavior, they inferred that a converged quantum treatm~nt of that 

reaction would yield internal excitation resonances. However, as 

Figure 15 shows, mf, at the resonance energy, is a reasonably smooth 

function of q0 v;lith about the same degree of ttraggedness" (i.e., very 

rapid variation of mf with q0) as· seen previously away from resonance 
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in Figure 8b. A11 accurate EQ study of the collinear H + H2 reaction has 

shown that P~ has a broad resonance at 0. 90 eV total energy and a narrow 

one at 1. 28 eV, and that both are due to interference effects between direct 

and co:mpound-state mechanisms. 16 Recently, &'tine and Niarcus18 · 

searched for and found snarled (i.e., multiple collision) trajectories in 

the narrow region of q0 between the reactive and nonreactive branches of 

the mf (q0 ; v, E) curve. They showed that the broad resonance at 0. 90 eV 

could be generated semi-classically if interference effects between direct 

and snarled trajectories are included, a result consistent wlth the life­

time analysis of the accurate quantum calculations~ 16 Were it not for 

the knowledge of the existence of this resonance derived from the EQ 

calculations, it would be easy to miss such snarled trajectories in a 

semi-classical calculation in which the density of the q 0 grid w~re not 

high enough.5' 19 Inclusion of a search of these trajectories and of their 

effects on the reaction probabilities significantly increases the compu­

tational effort involved in the semi-classical approach. Narrow resonances, 

such as the one occurring at 1. 28 eV in collinear H + H2, may be even 

more difficult to calculate semi-classically, since its long life-time16 

suggests that it may correspond to extren1ely snarl·Jd trajectories, 

requiring inclusion of n1ultiple collisions of high order18 and use of 

an extremely high density q0 grid. In the present paper, we have only 

included the effect of direct (i.e.> non-snarled) trajectories in the semi­

classical calculations. It would be interesting to add the effect of 

snarled ones, in order to verify whether they could reproduce th.e 

resonant behavior of P~ at E0 = 0. 327 eV,, 
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\Ve conclude that "raggedness" in the inf (q0 ; v, E) curves could 

perhaps be a necessary condition for the existence of quantum mecha:i:iical 

Liternal excitation resonances, but it is certainly not a sufficient one, 

as shovm by the presence of raggedness in Figure Sb, calculated at a 

non-resonant energy. 

5. Exact Quantum Reaction Probabilities for the Reactions F + HD-4: 
. -
FH + D and F + DH _, FD + H 

We have also calculated the exact quantum reaction probabili­

ties for F + HD _, FH + D and F + DH _, FD + H hereafter designated 

F + HD and F + DH respectively. In three diinensions, these two 

reactions represent different product arrangement channels of the 

sa:rr.e collision system. fa collinear collisions, however, they mu.st 

be considered entirely separately. This implies that coupling between 

these two product arrangement channels is ignored in our collinear 

calculations. 

The largest reaction probabilities for the two reactions are 

plotted in Figure 1620 as a function of the reagent 1..ranslational 

energy E0 (relative to v = 0 of HD) in the range O_ to 0. 25 eV. For 

F + HD, the only reaction probability greater than 0. 025 in the energy 

range studied is P0~ while P0~, P0~ and P0~ are·t.he major contribu~ 
tors to the total reaction probability in F + DH (P~~ is always less than 
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O. 10). From Figure 16 it is apparent that the reaction probabilities 

P0~ and P0~ of F + DH are very similar in shape to the corresponding 

probabilities Pf} and P0~ of F + D2 (Figure 10), although the sharp 

differences between th~ threshold energies of P0~ and P0~ (F + D2) 

are reduced considerably for P0~ and P0~ (F +DH). In contrast, the 

results for F + HD do not show a strong resemblance to those for 

F + H2 (Figure 2 of I). Instead, we see that P0~ (Figure 16) consists 

of one very sharp (width - 0. 0005 eV) spike near 0. 012 eV and then 

remains quite small ( < 0. 02) for the remainder of the energy range 

studied. P0~, which is energetically forbidden until ~ = 0. 039 eV 

is quite small throughout the energy range considered here. The 

rather dramatic differences between the results for F + HD and 

.I:'' + DH can probably be explained as resulting irom the difference in 

the mass of the atom being exchanged i.n the collinear triatomic colli-

sion system. The small mass of the H atom in F + HD in comparison 

with that of the D atom in F + DH results in much more important 

pseudo-centrifugal barriers in "turning the corner 11 in the former 

reaction than in the latter. That this should be the case is apparent 

frOD;1 a comparison of the skew angles (defined i.n I) for these two 

systems. For F + HD, this angle is 37. 3 ° while for F + DH it is 56. 7 ~ 

thus indicating that the curvature along the reaction path should be 

much larger for F + HD than for F + DH. Only at low translational 

energies do the centrifugal effects become small enough to render 

F +HD dynamically allowed. For F +DH, on ~he other hand, the 

centrifugal effects are not important in the energy range studied and 
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thus we observed very large reaction probabilities throughout that 

energy range. 

From Figure 16, we can also conclude that the rate constant 

for formation o~ DF is predicted to be greater than that for formation 

of HF (except at very low temperatures (< 150 °) where the slightly 

smaller effective threshold of F + HD becomes important). This 

disagrees with the e.h."})erimental result
21 

that the rate of H atom 

transfer is a factor of 1. 45 faster than that for D atom transfer 

at 298 K. The disagreement can probably be explained by noting 

that the distance of the H atom from the center of mass of HD is ' 

about twice that of the D atom from the same center of mass. TMs 

means that H sweeps through a larger volume of space than D when 

.HD rotates and thus is more ;;visible;; i:o the attacking J:I. aiom. Since i.he 

barrier height is quite low (except near the "perpendicularrr orientation12), 

one would expect that H should be preferentially abstracted. For 

collinear reactions, this three-dimensional effect is ignored and we 

find 1 instead, that dynamical effects such as pseudo-centrifugal 

barriers are important in the reaction. These centrifugal effects 

favor reaction with the D atom and thus explain why the collinear 

results differ from the experimental ones. A similar argument has 

been used to explain the J dependence of three-dimensional quasi­

classical cross sections for the ~ame reactions 4a .. · One might add 

that for a reaction with a high barrier 1 which simultaneously favors 

reaction through collinear geometries} the three dimensional effect 

should be less important and the collinear results should be more 
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representative of the experimental results. This has indeed been 

observed for the Cl + HD (DH) reactions. 22 

6. Discussion . 
~~ 

We shall now summarize the differences between the results 

of the exact quantum, quasi-classical and semi-classical methods 

for studying the F + H2 (paper I) and F + D2 reactions" The most 

important of these differences may be categorized into three divisions: 

vibrationally adiabatic tunnelling, resonances and threshold dynamical 

effects" These effects may~ however, be coupled to one another to a 

lesser or greater extent. 

Vibrationally adiabatic tunnelling seems to be most significant 

at w~ry low energies especially for F + H2 and for those transitions for 

which ai i:hreshoid there are no strongly restrictive dynamical effects 

(of the type occurring in P0~ for F + H2). Such tunnelling appears 

to be responsible for important differences between EQ and QCF rate 

constants at low temperatures (Figures lla in I and also 12a m this 

pap_er). The semi-classical complex trajectory method (which was not 

. studied here) may be able to describe tunnelling quantitatively?' 7 Internal 

excitation. resonances seem to be very important at higher translational 

energies and will therefore not be significant in thermal experiments. 

They may be important in beam and hot atom experiments if these reso~ 

nance effects carry over without strong attenuation into three dimensions. 

The current semi-classical theories do not seem to furnish a computa­

tionally practical description of the interference effects associated with 
20 these resonances~ Threshold dynamical effects are very significant 



80 

for collinear F + H2 and F + D2 and this leads to important differences 

bet\veen exact quantum and quasi-classical reaction probabilities and 

rate constants for thermal distributions of reagents. These threshold 

effects are partially classical in nature since we found that the QCR 

method was capable of describing roughly the proper threshold 

behavior within a completely classical framework. An important 

result of this paper was the demonstration that the uniform semi­

classical method provides a greatly improved description of threshold 

behavior of the quantum results in comparison with the QCF method. 

How important these threshold effects will be in three dimensions is 

not entirely clear from an analysis of existing experimental and 

theoretical studies, but it appears that the effects are at least 

partially attenuated by the averaging that inevitably occurs in experi­

mental measurements. They may, however, still be important for 

experiments which are sufficiently state selected. 
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Table I. Effective threshold energies (ET) for the most significant 

reaction probabilities in the F + H2 , F + D2 , F + DH and . 

F + HD reactions. a 

F + H2 F+ HD 

ET(P0~(EQ)) 0.005 0.010 
- R 

ET(P02 (QCF)) 0.025 N.C.b 

ET(P0~(:EQ)) 0.045 0.071 

ET(P0~(QCF)) 0.012 N.C. b 

EvA.zc 0.026 0.028 

F + D~ F+DH 

, R 
ET(P03 (EQ)) 0.014 0.011 

ET(P0~(QCF)) 0.030 N.C.b 
R ET(P04 (EQ)) 0.055 0.022 
R ET(P04 (QCF)) 0.030 N.C. b 

EVAZC 0.032 0.028 

a All energies are in eV. 

b No QC F calculations were done for this transition. 
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Table II. Arrhenius rate constant par.an}eters for F + D2 ~FD+ D. a 

Temp. Range EQ QCF QCR USC 

03 

Ea 200 - 400 K 0.676 0.935 0.266 0. 852 
04 

200 - 400 2.167 0.990 2.576 2 .. 471 Ea 
4 4 4 4 

Ao3 200 - 400 2. 551x10 2.443x10 1.884x10 2.340"x1.0 
4 4 4 4 

Ao4 200 ~ 400 2. 775xl0 l, 686xl0 2. 502x10 3. 269x10 
03 

900 - 1200 0.361 0.912 0.416 0~611 Ea 
04 

900 - 1200 2.108 1.343 2. '742 2.344 Ea .. .. - . . ( 

Ao3 900 - 1200 2.104x10 
4 

2.674xl0 
4 

2.402xl0 
4 

2. 082x10
4 

.. 
4 4 4 4 

Ao4 900 ~ 1200 3.240x10 2.604xl0 3.261xl0 3.365x10 

a () l 
is in kcal/mole and A " is in cm/(molec ~sec). Ea 

01 
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~ 
Figure 1: Exact quantum reaction probabilities for F + D2 as a 

function of relative translational energy E0 and total 

energy E (relative to minimum in D2 diatomic potential 

curve). (a) Total reaction probability P0R. (b) Reaction 

probabilities P~~ and P0~. 
Figure 2: Exact quantum reaction probabilities P0~, P0~ and P0~ 

for F + D2 (similar to Figure 1). 

Figure 3: Quasi-classical forward (dashed curve) and exact quantum 
' 

(solid curve) reaction probabilities for F + D2 : (a) Pf, 
R . R 

(b) P03 and P04 • 

Figure 4: Quasi-classical reverse (dashed curve) and exact quantum 

(solid curve) reaction probabilities for F +D2 : (a) P0R, 
R R (b) P03 and P04 • 

Figure 5: Fraction (fv) of the total reagent energy (exclusive of 

product zero point energy) which ends up as vibrational 

energy in the product DF plotted as a function of the reagent 

- translational energy E0 and total energy E. Solid line 

indicates EQ results and dashed line QCF ones. Other 

notation analogous to Figure 1. 

Figure 6: Ratio of reaction probabilities P0~ /P0~ versus translatiol)al 

energy E0 and total energy E. Solid line indicates EQ 

results and dashed line QCF ones. Other notation analo~ 

gous to Figure 1. 
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Fig11re 7: Uniform semi-classical (dashed curve) and exact quantum 

(solid curve) reaction p~obabil_ities for F + D2 : (a) P~, 
R R (b) P03 and Pw. 

Figure 8: (a) mf versus q0 for the forward F + D 2 (0) - FD(mf) + D; 

at a total energy E of O. 3107 eV; (b) mf versus q0 for the 

reverse reaction D + DF(4) - D2 (mf) + F, at the same total 

energy E. The solid curves represent the majority of the 

reactive trajectories computed. The dots and crosses 

represent, respectively, reactive and non-reactive tra­

jectories in regions of "ra~gedness, 11 for which mf varies very 

:rapidly with q0 • Since the values of mf for non-reactive 

trajectories correspond to a different range of variation than 

the reactive ones, the crosses were placed at an ?Ibitrary 

ordinate, and are only meant to indicate the values of q0 for 

which such trajectories occur. 

Figure 9: EQ (solid), QCF (short dash), QeR (dash dot) and use (long 

dash) reaction probabilities P~ (a) and P~ (b)., (Frmn 

Figures 1~ 3-4, 7.) 

Figure 10: EQ (solid), QCF (short dash), QeR (d!=l_sh dot) and use (long 

dash) total reaction probabilities P~ for F + D2 • (From 

Figures 11 3-4, 7.) 

Figure 11: Surprisal function I(f 1) ver.sus fraction f , of the total v v 
product energy which is in product vibrational state z/ 

(exclusive of zero point energy). Symbols plotted have the 

following meanings~ circles - EQ results for F + D2 , tri­

angles -EQ results for F + H2 , squares - QeF results for 
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F + D2, and crosses - QCF results for F + H2 • (a) E0 = 

0.12 eV, (b) E0 = 0. 03 eV, (c) E0 = 0. 005 eV. The F + D2 

(EQ) results are connected by a solid line while a dashed-
. 

dotted line connects the F + H2 (EQ) results. A dashed line 

approximately connects both F + H2 and F + D2 (QCF} results. 

Note that at the lowest energy considered (Fig. lOc), only 

v' = 0-2 of HF are energetically accessible and all QCF 

reaction probabilities are zero. 

Figure 12: Arrhenius plot of EQ (solid), QC F (short dash), QCR (dash 

dot) and USC (long dash) rate, constants for F + D2 : (a) k0~, 
R (b) ko4. 

Figure 13: Ratios of rate constants k0~ /k.0~ for F + D2 ; EQ (solid), 

QCF (short dash), QCR (dash dotL USC (long dash). 

Figure 14: Exact quantum reaction probabilities at translational 

energies higher than those in Figure 1. {a) P0~ 1 P0~ and 

P0~ (b) P1~ and P1~. Also shown in (a) is the QCR P0~ 
curve (dashed). Arrows near E 0 = 0.29 eV and 0. 59 eV 

indicate the opening of v = 5 and 6 respectively of DF while 
' 

that at 0. 37 eV indicates the energy E 0 at which v = 1 of 

D2 becomes accessible. 

Figure 15: mf versus q0 for the reverse reaction D + DF ( 4) -

D2 (mf) + Fat the resonance eri~rgy 0. 5107 eV (corresponding 

to E 0 = 0. 32 eV). See Figure 8 for explanation of dots and crosses., 

Figure 16: Exact quantum reaction probabilities P /; for F + HD, and 

P0~ and P0~ for F +DH as a function of relative transla­

tional energy E 0 and total energy E (relative to minimum 

in HD diatomic potential curve). Arrow near 0. 04 eV 

indicates the energy at which v = 3 of HF becomes accessible. 
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3. AN EXACT QUANTUM STUDY OF VIBRATIONAL DEACTIVATION 

BY REACTIVE AND NONREACTIVE COLLISIONS IN COLLINEAR 

H + FH, D + FD, H + FD AND D + FH. 
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~m stud of vibrationa~~~~~ 

nonreactive collisions in collinear H + FH, D + FD, H + FD and 
~~~~~~·-·,,·.~.-....-.. 

* D+ FH 
~ 

George C. Schatz t and Aron Kuppermann 

Arthur Amos Noyes Laboratory of Chemi~_~.lPhysics, t 
California Institute of Technology, Pasadena, California 91125 

(Received ) 

Accurate quantum mechanical transition probabilities and rate 

constants for vibrational deactivation via reactive and nonreactive 

collisions in collinear H + FH( v), D + FD( v), H + FD( v) and D + FH(v) 

.are presented. In all cases, the reactive inelastic rate constants are 

larger than the nonreactive ones for the same initial and final vibra­

tional states, but the ratios of these reactive and nonreactive rate 

constants depend strongly on the vibrational quantum number v and on 

isotopic composition of the reagents. Nonreactive and reactive 

transition probabilities for multiquantum jump transitions are generally 

comparable to those for single quantum tramritions. This vibrationally 

non~diabatic beha~ior is a direct .consequence of the severe distortion 

of the diatomic that occurs in a collision on a reactive potential 

surface, and makes Hor D more efficient deactivators of HF or DF 

than are nonreactive collision partners. Most conclusions are in 

qualitative and even quantitative agreement with those of Wilkins' three 

dimensional quasi-classical trajectory study on the same systems. 
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1. INTRODUCTION 
~~ 

The success of the HF chemical laser depends to a large extent 

on the relative rates of (a) the F + H2 pumping reaction which produces 

vibrationally excited HF, and (b) deactivation of HF(v) by collisions 

with Hv F, H, buffer gas and HF itself. Although the deactivation of 

HF by H2, 1 F 2 and HF 3 has been both experimentally and theoretically 

well characterized with generally good agreement between experiment 

and theory, the situation is far less satisfactory for H + FH and its 

isotopic counterparts D + FD, H + FD and D + FH. The three experi­

mental determinations of the H + FH (v = 1) deactivation rate2a, 4, 5 

give rate constants at 300 K of < (7 ± 4)x 10
11 4, < 9 x 10 

9 
Za and 

(L 4 ± 0. 4)x 10
11 5 cm 

3 
/mole sec, thus disagreeing with one another 

by amounts well outside their respective error limits. Agreement 

with the results of a theoretical (classical trajectory) calculation of 
6 u this rate constant is no better with a predicted value of 2. 2 x 10 

3 
cm /mole sec at 300 K. Similar experimental and theoretical com~ 

parisons of the rate constants for the deactivation of D + FD(v = 1), 

D + FH (v = 1) and H + FD (v = 1) are also poor. 5 

There are two important approximations in the quasi-classical 

method, either of which could be important in the above mentioned 

disagreement between theoretical and experimental deactivation rates. 

First, the electronic potential surface could be in error, either 

because of nonadiabatic effects or because of an inaccurate determina-

tion of that surface. Second; the use of classical rather than quantum 

mechanics could be a poor approximation. In the trajectory studies 

of both Vi1lkins
6 and Thompson7 on H + FH and its isotopic counter-
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parts, the potential surfaces used were of the LEPS type and were 

optimized for only F + H2 configurations. The use of these same 

surfaces for H + FH configurations is certainly questionable8 although 

this same procedure has been quite successful for F + HF. 2b, 9 ' lO 

Recently, Bender et ai.11 has shown that the barrier to reaction in 

H + FH can be very seriously in error if this procedure is used 

(1. 4 kcal/mole for Wilkins LEPS surface6 versus 49. 0 kcal/mole for 

Bender's ab initio CI resuu11). The Bender result seems to be too 

high to explain the experimental rate constants adequately, 5 but it 

certainly indicates that the LEPS surfaces are probably not too 

accurate. The approximation of classical dynamics has been analyzed 

in detail for the F + H2 
12 and F + n·2 

13 reactions and its most 

important consequences for reactive collisions were found to be 

(a) an inadequate description of resonances, (b) neglect of tunnelling 

and (c) dynamical threshold effects. In considering vibrational 

deactivation processes, we must also examine the validity of the 

quasi-classical prediction6 that multiquantum jump transitions are 

extremely important in deactivating collisions (both nonreactive and 

reactive) for H + FH. If true, it could be important, for it would mean 

that H atoms can be very efficient deactivators of HF. In addition, much 

of the theoretical analysis is predicated on the assumption of the 

dominance of single quantum jump transitions. 7 

In this paper, we examine the dynamics of reactive and non­

reactive H + FH and its isotopic counterparts using accurate quantum 

mechanical methods. In all calculations, we restrict our considerations 

to collinear collisions, an approximation which renders the quantum 
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mechanical problem tractable while still retaining many of the 

important dynamical features. l 4, 15 The specific systems we will 

investigate are: 

H + FH (v = 0 - 3) - HF (v' = 0 - 2) + H 

- H + FH (v' = 0 - 2) 

D + FD ( v = 0 - 1) - D F ( v' = O) + D 

- D + FD (v' = 0) 

D + FH (v = 0, 1) - DF (v' = 0) + H 

---+ D + FH (v' = 0) 

H + FD (v = 0, 1) - HF (vt = 0) + H 

---+ H + FD (v' = 0) 

(R.1) 

(R. 2) 

(R. 3) 

(R. 4) 

Reactions R. 3 and :i:L 4 are actually considered in the same calculation, 

since transitions between all possible open states of both reagents and 

products are determined simultaneously. In all the above reactions, 

the linear collision complex has the F atom between the hydrogens 

·or deuteriums. The actual three dimensional collision includes other 

configurations~ such as H + HF where the F atom is on one end of the 

3-atom system~ We will show that nonreactive collisions such as 

H + HF (v = 1) - H + HF (v' = O) (R. 5) 

are unimportant in comparison to R. 1 above, and that R. 1 is more 

representative of the actual 3D situation. 

The purpose of these collinear calculations was to examine the 

nature of deactivation processes on a chemically reactive surface. We 

will examine the significance of the multiquantum jump transitions 



110 

mentioned above, and we will analyze the relative importance of 

reactive and nonreactive mechanisms of collisional deactivation 

(Section 3). The validity of the potential surface (described in Section 

2) will not be examined, although the influence of that surface on the 

collision dynamics will. A summary of the conclusions of this paper 

is presanted in Section 4. 

2. THE CALCULATION 

A close coupling propagation technique16 was used to solve the 

Schrodinger equation for the collinear reactive and nonreactive 

collisions. This method has been previously applied to H + H2' 17 

F + H2
12 , 18 and F + n2

13 and is more thoroughly described in Ref. 12. 

Between 10 and 12 channels were included in the vibrational basis sets 

with 1 to 4 open and the rest closed. Convergence of the transition 

probabilities with respect to the addition of closed channels was 

tested, and this, together with tests of flux conservation and micro­

scopic reversibility indicate that the results presented are accurate 

to 1% or better. The potential surface used was Muckerman's Surface 

5, 19, 20 the LEPS parameters of which are given in Ref. 12. 21 

Fig. 1 depicts equipotential contours of this surface. The barrier 

height is 1.23 kcal/mole (0.054 eV) which is quite similar to that of 

WUkins (1.4 kcal/mole6). No wells or hollows are apparent in the 

surface. The vibrational energy levels (including zero point energy) 

of HF are 5. 8, 17 .1} 27. 8 and 38.1 kcal/mole for v = O, 1, 2 and 3, 

respectively. For DF, they are 4.2, 12.5, 20.5 and 28.1 kcal/mole 

for these same levels. 

The primary results of the calculation are the transition 
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probabilities (which are analogous to the 3D cross sections) and the 

one dimensional thermal rate constants. These results cannot be 

directly compared with those of 3D calculations or with experiment 

without additional assumptions such as the assignment of an impact 

parameter dependence to the reaction probability. 15 Alternatively, 

ratios of rate constants can be compared. This is a dangerous 

procedure if no allowance for rotational states is made (as is done 

in Ref. 22:, for example) but often gives qualitatively useful compari­

sons as will be apparent in Section 3. 2. 

3. RESULTS 
_,.,.~ 

3 .1 Transition Probabilities 

We denote the transition probability from vibrational state v 

of the reagent to state v' of the product by the symbol P vvt· If the 

collision is reactive, we use the superscript R (i.e. P v~~ and if 

nonreactive, the superscript V (P V:,). To identify the different 

reactions R.1 - R. 4 above, we specify the reagents in parenthesis 

after the transition probability. Thus, P 1~ (H + FD) means the 

reaction probability for H + FD (v = 1) ~ HF (v' = 0) + D whi.le 

P1X (H + FD) implies the nonreactive probability for H + FD (v = 1) -

H + FD (vt = 0). 

We first consider the ground vibrational state reaction proba­

bilities P0~ (H + FHL Po~ (D + FD) and P0~ (D + FH). These are 

plotted in Fig. 2 as a function of the reagent relative translational 

energy E0 • (More generally, we let Ev be t~e translational energy 

relative to vibrational state v of the reagent diatomic molecule.) 

P0~ (H + FD) can be obtained from P0~ (D + FH) by shifting the latter 
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curve in Fig. 2 upwards in energy by 0. 069 eV (which is the difference 

between the HF and DF zero point energies). The P0~ curves are 

quite similar in shape to the analogous reaction probability P 0~ (H + H2) 

which has been analyzed previously in detail. 23 , 24 At low energies 

(E0 < 0. 05 eV) the reaction probabilities are small. This is the 

expected behavior when barrier tunnelling (in an adiabatic sense) is 

occurring. The P0~ curves then show a sudden rise to nearly unit 

probability. The energies at which P 0~ equals 0. 01 are E0 = 0. 04 e V 

for H + FH, 0. 050 eV for D + FD, 0. 030 eV for D + FH and 0. 099 eV 

for H + FD. These effective threshold energies may be explained 

by examining the vibrationally adiabatic barriers as was done for 

F + H2 and F + D2 in Refs. 12 and 13, and for the isotopically related 

series H + H2' D + H2, H + n2 and D + D2 in Ref. 25. , At higher 

energies, the P0~ curves show sudden dips due to internal excitation 

resonances. 17 These resonances are at 0. 412 eV for H + FH, 

0. 302 ev for D + FD and D + FH and O. 371 eV for H + FD. We shall 

present a more complete analysis of the H + FH resonance in a 
26 separate paper. The effect of the resonances on thermal rate 

constants is small so we shall not be concerned with them here. 

The vibrationally inelastic transition probabilities P1~ and 

P1X for H + FH are presented in Fig. 3. E1 in that figure is the 

translational energy relative to v = 1 of HF. We see that both P1~ 
and P1~ have very small effective threshold energies(< 0. 01 eV). 

Above threshold, the reactive probability is significantly larger than 

the nonreactive one over much of the energy range scanned. Only in 

the vicinity of resonances (at E1 "'O. 3 eV, 0. 9 eV and 1. 2 eV) do the 
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two curves cross. In regions where the two curves are smooth 

(where the direct processes dominate) P1~ is usually 5 to 10 times 

v larger than P10 . This indicates that reactive collisions are more 

important than nonreactive ones in producing vibrational deactivation 

in H + FH (v = 1) collisions. The same conclusion is usually also 

true for H + FH (v = 2, 3), as is shown in Figs. 4 - 8. In Fig. 4 we 

plot P2~ and P2~ while P2~ and P2'f are depicted in Fig. 5. In both 

figures, there is essentially zero effective threshold energy for the 

deactivation processes. Above threshold, we find that P2~ is 2 to 20 

times larger than P2~. P2~ is also significantly larger than P 2y, 
but only for the important range of energies below E2 = 0.15 eV. If 

the probabilities in Figs. 4 and 5 are compared, we find that the 2 ~ 0 

and 2 -i- 1 transition probabilities are generally comparable in magni­

tude. This contrasts with the dominance of the vt = v - 1 probability 

which is often obtained (or assumed) in purely nonreactive systems. 27 

As might be expected, the relative strength of the individual P ~or vv 
P v'~ for fixed v and varying v' is usually dependent on the strength 

and nature of the interaction potential. For many nonreactive systems, 

the interaction potential is weak so that all inelastic transition proba..,. 

bilities are small with the v' = v - 1 being the largest (similar to 

transitions in a perturbed harmonic oscillator). For a reactive surface 

such as exists for H + FH (Fig. 1), severe distortion of the reagent 

diatomic can occur during the collision so that all inelastic transition 

probabilities become comparable (and large as well). In Figs, 6 - 9 

we plot the inelastic transition probabilities from v = 3 of HF, Again 

we see the dominance of the reactive over the nonreactive probabilities 
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(for the same v --+ v' process). In addition, the probabilities for 

multiquantum jump transitions are comparable to (or larger than) 

those for single jump transitions. Both the preceding conclusions 

are in agreement with the analogous 3D results of Wilkins. 6 

In Ref. 12, the collinear H + HF probabilities analogous to 

those for H + FH in Figs. 2 - 8 were calculated. Over the range of 

E1 from 0. 0 to 0. 4 eV (important for thermal rate constants) we find 

that P1b (H + HF) < 10-2 P1X (H + FH) so that the deactivation proba­

bilities are strongly dependent on the orientation of H with respect to 

HF during a collision. Similar conclusions are valid for the inelastic 

probabilities from v = 2 and 3 of HF as well. Also of interest is the 

fact that for H +HF collisions, P 2i is usually over 1,000 times larger 

than P2~, and P3~ C:,! 100 P 3'f ~ 10
4 

P 3'¥;. This indicates the dominance 

of the v' == v - 1 transition probabilities for H + HF, in contrast to 

the behavior of the same probabilities for H + FH. Such behavior is 

most easily understood by examining the potential energy surfaces 

involved. The H + HF surface (see Ref. 12) has a largely repulsive 

nonreactive appearance. (The reactive channel is closed for E 0 (HF) 

~ 1. 4 eV.) This implies that the HF is not significantly stretched or 

compressed in linear H + HF collisions whereas it clearly will be 

significantly stretched in H + FH (Fig. 1), thus explaining the different 

behavior of the two sets of transition probabilities. Finally we should 

remark that the behavior to be expected in three dimensional collisions 

depends on the orientation dependence of the interaction potential. 

For most orientations of H with respect to HF, we find potentials 

similar to the H + FH one in Fig. 1. 28 Only a small range of orienta-
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tions gives a potential similar to the H + HF linear potential thus 

indicating that the H + FH system should be representative of the 

majority of collisions. That this conclusion is correct is evident 

from the qualitative agreement between our lD and Wilkins' 3D 

results mentioned at the end of the previous paragraph. 

We now consider the v = 1 to v' = 0 inelastic probabilities for 

D + FD, D + FH and H + FD. These are shown in FigE1. 9 and 10. 

In Fig. 10 we have plotted the D + FH and H + FD results on an absolute 

energy scale so as to show the important relationships of the proba­

bilities to one another. Both Figs. 9 and 10 indicate that the reactive 

probabilities dominate over the nonreactive ones for analogous transi­

tions. However, at low collision energies, P1~ (H +FD) is only 

slightly smaller than P1~ (H + FD) so the corresponding rate constants 

should be quite similar in magnitude. This will be examined in the 

next section. 

3. 2 Rate Constants 

The one dimensional thermal rate constants kvv' are obtained -

from the appropriate Boltzman average of reagent velocity times 

transition probability. As shown in Ref. 12, we can write this 

relationship as 

:t 00 

kvvt(T) = (21T µ.kT)- 2 f0 
-Ev/kT 

P v,(E ) e dE v v v (3.1) 

where µ is the relative motion reduced mass and k has units of 

cm/(molec x sec). Note that while a Boltzman velocity distribution 

has been assumed, a Boltzman distribution of vibrational states has not, 

for we are interested in reagents initially in a single vibrational state v. 
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Using the above expression, rate constants for all of the transitions 

~·· considered in Figs. 2 - 10 have been calculated. The resulting 

Arrhenius type plots are given in Figs. 11 - 16 and we shall now 

examine these plots individually. 

Fig. 11 depicts the vibrationally elastic rate constants ko~ 

for H + FH, D + FD, H + FD and D + FH. The curves are all reasonably 

linear with activation energies of 1. 8, 1. 8> 3.1 and 1. 5 kcal/mole 

at 300 K for H + FH, D + FD, H + FD and D + FH, respectively; and 

2. 5, 2.2, 3. 6 and 2. 0 kcal/mole at 1, 100 K for these same reactions. 

These activation energies are all somewhat higher than the effective 

threshold energies (Section 3.1). This probably occurs because the 

latter energies are so low that the peaks in P0~ x exp(~Ev/kT) (and 

hence the dominant contributions to the integral in Eq. 3.1) occur for 

Ev well above the effective thresholds. 

Figs. 12 and 13 depict the H + FH rate constants k1~, k1~, 
R V R V R V R V R V 

k20' k20' k21' ~1' k30' k30' k31' k31' k32 and k32. Many of the 
curves in these two figures are nonlinear. This results from the 

fact that the corresponding transition, probabilitie.s have essentially zero 

threshold energies and often oscillatory behavior above threshold. As the 

temperature changes, the largest contributions to the integral in 

Eq. 3.1 come from gradually changing energies and this results in the 

changing of the slopes in the Arrhenius plots. To examine the degree 

of dominance of reactive over nonreactive deactivation mechanisms, 

let us consider the ratio Rvv' = k~ /kv~ at 300 K. We find that 

R10 = 8.3, R~m = 10.4, R21=7.lJ R30 = 5.3, R31=2.83 and R32 = 
1. 89. This implies that the reactive and nonreactive rate constants 
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approach each other as v approaches v'. The total inelastic rate 

constants k~ and k~, obtained by summing kv~ and kv~ over all 

v' ~ v are plotted in Fig. 14. Here, the ratio Rv = k~ /k~ has the 
-

value 8. 3 for v = 1, 8. 5 for v = 2 and 3. 5 for v = 3 so there is no 

systematic variation of Rv with increasing v. The total deactivation 

rate constant k = kR +kV is plotted in Fig. 15. The k 's all have v v v v 
similar temperature dependence with differences in magnitude pri-

marily determined by differences in the total inelastic transition 

probabilities (obtained by summing the probabilities in Figs. 3, 

4 - 5 and 6 - 8). The ratio ~/k1 _has the value 2.1 at 300 K while 

k3/~ = 0. 94 at the same temperature. In his classical trajectory 

study, 6 Wilkins found k2/k1 c:,t 3. 9} and k3/k2 ~ 1. 8 so his numbers 

(using a different potential surface) are somewhat higher than ours. 

In Fig. 16 we plot the rate constants k1~ and kib for H + FH, 

D + FD, H + FD and D + FH. If we calculate the ratio R10 = k1~/k1"'g", 
at 300 K we get 8. 3 for H + FH and D + FD, 1. 4 for H + FD and 12. 0 

for D + FH. The low value for H + FD is clearly a consequence of the 

great similarity of P1~ (H + FD) and P1~ (H + FD) in Fig. 10. The 

corresponding ratio R10 calculated from Wilkins' results (see Ref. 5) 

are 3. 2 for H + FH, 9.0 for D + FD, L 3 for H + FD and 9. 0 for 

D +HF. These numbers are in reasonable agreement with ours 

indicating that the isotopic dependence of the deactivation processes 

is correctly described classically. 
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4. SUMMARY 

We now summarize the important results of this paper. First, 

for all transition pro}?abilities and rate constants, the reactive 

mechanism dominates over the nonreactive one,_ in producing vibra­

tional excitation. This result is apparently of general validity over a 

wide range of impact parameters since the same conclusions (even 

the same ratios of rate constants) were obtained by Wilkins in his 3D 

classical calculations. Second, multiquantum jump transition proba­

bilities are comparable in magnitude to single quantum jump transi­

tion probabilities. This is clearly a consequence of the use of a 

reactive potential energy surface since the analogous H + HF results 

(for a surface which is nonreactive at the energies considered) 

indicate that single quantum jump transition probabilities are orders 

of magnitude larger than all others. 

We should add that none of our results for H + FH or D +FD 

explicitly include for the effects of indistinguishability of particles. 

Such considerations are really meaningless for collinear collisions 

since the particles are actually spatially distinguishable29 whereas 

in 2D and 3D they are not. For D + FH and H + FD, the reactive and 

nonreactive collisions may be experimentally distinguished and the 

measurement of k1~ and k1~ (or their ratio) for these reactions would 

provide a sensitive test of the nature of the potential surface. 

Finally we should again state that the potential surface used in 

this study is of questionable validity. Nevertheless, even if it is 

seriously in error for H + FH, there are a large -number of similar 

chemically reactive systems which could be important in vibrational . 
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deactivation to which the surface used might be applicable. The 

present results should be a useful guide to understanding them. 
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FIG. 1. Equipotential contours for the collinear H + FH surface as 

a function of the two HF diatomic internuclear distances rHF and 

rHF. 

FIG. 2. Reaction probability P0~ for H + FH (solid curve and circles), 

D + FD (dashed curve and squares) and D + FH (dash-dotted curve and 

triangles) as a function of the reagent relative translational energy 

Eq appropriate for each collision system. 

FIG. 3. Transition probabilities P1~ (circles) and P1~ (squares) for 

H + FH as a function of the reagent relative translational energy E1 • 

Arrows in abscissa i.ndicate the energies at which v = 2 and v = 3 of 

HF open (E1 = 0. 466 e V and E1 = 0. 909 e V, respectively). 

FIG" 4. Transition probabilities P2~ (circles) and P~io (squares) 

for H + FH as a function of the reagent relative translational energy E2 • 

Arrow at E2 = 0. 444 eV indicates the energy at which v = 3 of HF opens. 

FIG, 5. Transition probabilities P2~ (circles) and P ~-(squares) for 

H + FH analogous to Fig. 4. 

FIG. 6. Transition probabilities P3~ (circles) and P3~ (squares) for 

H + FH as a function of the reagent relative translational energy E 3 • 

FIG. 7. Transition probabilities P3~ (circles) and P 3i (squares) for 

H + FH analogous to Fig. 6. 

FIG. 8. Transition probabilities P3~ (ci:i:-cles) and P 3i (squares) for 

H + FH analogous to Fig. 6. 



124 

FIG. 9. Transition probabilities P1~ (circles) and P1~ (squares) 

for D + FD as a function of E1 • Arrow at E1 = 0. 345 eV indicates the 

energy at which v = 2 of DF opens. 

FIG. 10. Transition probabilities P1~ (H + FD) (circles), P 1X 
(H + FD) (triangles), P1~ (D + FH) (squares) and P1~ (D + FH) 

(triangles and dashed curve) as a function of E1 (H + FD) (lower scale) 

and E1 (D + FH) (upper scale). The v = 1 state of HF opens at E1 

(H + FD) = 0.199 eV so the H + FD and D + FH scales have been 

displaced by that amount. 

FIG. 11. Arrhenius plot of the rate constants k0~ for H + FH (solid), 

D + FD (long dashed), D + FH (short dashes) and H + FD (dash-dotted). 

FIG" 12. Arrhenius plot of the rate constants k1~, k1X (solid curves), 
R V R V k20 , k20 (dashed) and k21 , k21 (dash-dotted). 

FIG. 13. Arrhenius plot of the rate constants k3~, k3X (solid curves), 
R V R V k31 , k31 (dashedL and k32 , k32 (dash-dotted). 

FIG. 14. Arrhenius plot of the total inelastic rate constants kf, kf 
(solid curves}, k~, k¥ (dashed) and k~, k¥ (dash-dotted). 

FIG. 15. Arrhenius plot of the total inelastic rate constants k1 (solid," 

curve), k2 (dash-dotted), and k3 (dashed}. 

FIG. 16. Arrhenius plot of the rate constants k1~ and k1°6 for H + FH 

(solid curves), D + FD (long dashes}, D + FH (short dashes) and 

H + FD (dash-dotted). 
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4. QUANTUM MECHANICAL REACTIVE SCATTERING: THEORY 

FOR PLANAR ATOM PLUS DIATOM SYSTEMS 
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Quantum mechanical reactive scattering: Theory for 
~,,,....,V'>J"....,....,..,.,.__,...,..__,..'-""'-".r-.r....._,,""-'"',,....,...,.,,,.."""'"""~"""~""'~'""""""""'" 

by A. KUPPERMANN, G. C. SCHATZt and M. BAERt 

Arthur A. Noyes Laboratory of Chemical Physics§ 

California Institute of Technology, Pasade11°a, Ca.Jifornia 91125 

(Received ) 

A method is presented for accurately solving the 

Schrodinget- equation for the reactive collision of an a.tom 

with a diatomic molecule on a space fixed plane. The 

procedure consists primarily of two sequential steps. 

First, the l::>chroamger equation in each of the three 

arrangement channel regions is transformed into a 

set of coupled differential equations and numerically 

integrated in each of these regions to generate primitive 

solutions. 'The rotational part of the vibration rotation 

basis functions involved is not changed from its asymptotic 

form during this propagation, but the vibrational eigen­

functions as well as the integration variable are changed 

periodically so as to follow the vibrational motions in a 

nearly adiabatic manner. In the second step, the primitive 

solutions generated in each of the three arrangement 

channels are smoothly matched to each other on a set of 

appropriately chosen matching surfaces. The resulting 
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solutions are then linearly combined to satisfy the proper 

asymptotic boundary conditions, and the scattering matrix, 

scattering amplitudes and cross sections are determined. 

Application of this procedure to the special case of the 

H + H2 reaction is discussed in detail including simplifi­

cations arising from the additional symmetries involved, 

and the inclusion of effects resulting from indistinguishability 

of identical particles. 
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1. INTRODUCTION 

In recent years, much interest has developed in the ab initio 

calculation of bimolecular reaction cross sections on realistic 

potential energy surfaces by accurate quantum mechanical techniques. 

The motivation for such calculations has been to interpret the results 

of crossed molecular beam experiments> to understand the effect of · 

the relative translational energy of the reactants and of their internal 

state on such cross sections and on the disposal of energy among the 

reaction products, to elucidate the role of direct and compound state 

dynamical mechanisms, to test the range and degree of validity of 

approximate reaction mode ls (such as the adiabatic and statistical 

ones), to develop new physical models of known reliability, to examine 

the correctness of the dynamical assumptions of transition state 

theory, to establish the conditions of applicability of the quasi­

classical trajectory calculations and of semi-classical improvements 

thereof and last, but not least, to make detailed qualitative and 
' 

quantitative predictio.n.s from first principles about reactions difficult 

to investigate experhnenta.lly. 

Due in part to the lack of appropriate numerical techniques and 

to limitations of the memory size and computational speed and cost of 

present-day large computers, most of these quantum cal~ulations so 

far have been performed for collinear atom-diatom reactions [1-13]. 

In recent years 1 several attempts have been made to do calculations 

for non-linear triatomic systems. Saxon arid Light' (14] and Alten~ 

berger-Siczek and Light [ 15] have investigated the coplanar H + H2 
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exchange reactron by a close-coupling technique which excluded closed 

vibrational channels. \Volken and Karplus_ (16] have made a study of this 

same reaction in three dimensions, also ignoring closed vibrational 

channels. \Vyatt and coworkers [17] have developed techniques which 

include closed vibrations in calculations on one and two reaction path 

atom plus diatom reactions, and Elkowitz and \Vyatt [ 17a] have applied 

these methods to the three-dimensional H + H 2 reaction. Baer and 

Kouri (18] have done fully converged calculations in three dimensions 

on a model (one reaction path) triatomic systen1 in which one of the 

atoms was assumed infinitely heavy and in which the simple potential 

used allowed a partially analytic treatment. 

In an earlier communication [19] we presented preliminary 

results of the first fully converged quantum mechanical calculation for 

a coplanar reaction on a realistic electronically adiabatic potential 

energy surface, that for H + H2 • These results indicated that the 

quantitative differences between calculations in which closed vibrations 

are included and those for which they are not can be quite serious. 

In this paper, we will present a detailed description of the method 

used to perform such calculations. We will formulate the method for 

a general atom plus diatomic molecule collision on a single reactive 

potential energy surface using H + H2 as a specific example. A 

detailed description of the results of our extensive calculations on 

coplanar H + H2 will be given elsewhere [20). 

The method is based on an earlier close .. coupling propagation 

technique [5] which has been extensively applied to the collinear H + H2 
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and F + H2 reactions [10). The spirit of the collinear method is to 

choose different variables and different pseudo vibrational basis 

functions for expansion of the solutions of the Schrodinger equation 

in different local regions of the (collinear) configuration space so as 

to minimize the number of terms needed for accurate convergence 

of the expansions. This concept is retained for the vibrational motion 

in our application of the method to coplanar collisions~ . However 1 the. 

variables and basis functions describing rotational motion are not 

changed (and hence retain their asymptotic meanings) during the 

integration into the interaction region from each of the three separated 

arrangement channel regions of internal configuration space. As a 

result, an additional step is required at the completion of the inte­

gration in which the primitive s<;>lutions in each of the three arrange­

ment channel regions are smoothly matched to each other on a set of 

three appropriately chosen surfaces which separate these three regions 

[ 21] 0 The restriction that the three atoms shoi1ld be confined 

to a space-fixed plane was introduced for computational convenience 

to test out the effectiveness of the method without excessive expendi­

ture of compution time. Extension to reactions in three-dimensional 

space is reasonably straightforward and has recently been imple1nented 

by Kuppermann and Schatz [22] for 3-D H t H2 . ih the first fully con­

verged quantum 1nechanical treatment of a chemical reaction on a 

re:alistic potential energy surface 6 

In Section 2 of this paper we formulate the Schrodinger equation 

for the pro~lem and describe the partial wave expansion used to obtain 
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the partial differential equations in internal configuration coordinates 

which must be solved. The method used to integrate these equations 

in the different regions of configuration space is described in 

Section 3, and in Section 4 we describe how we smoothly match the 

solutions obtained from these integrations. The asymptotic analysis 

is developed in Section 5 including the methods of calculating the 

reactance and scattering matrices, the scattering amplitudes and the 

cross sections. Finally, in Section 6 we describe the simplifications 

and changes involved in an application of the method to the H + H
2 

exchange reaction due to the identicity of the three atoms, including a 

discussion of the technique of anti-symmetrizing the scattering wave 

function (post antisymm etrization). 

2e FORMULATION OF THE PROBLEM 

201. General considerations 

We are interested in calculating cross sections for the exchange 

reaction A + BC in which the three atoms A> B and C are confined to 

remain on a space fixed plane. We assume that thJ Born-Oppenheimer 

separation approximation between the electron and nuclear motions is 

valid and that the resulting ground electronic state potential energy 

surface V is known. We further assume that all higher potential 

energy functions are sufficiently greater than the total energy E of 

the system everywhere in configuration space for us to be able to 

neglect their influence. 1This ttsingle potential energy surfacen model 

is applicable to a high degree of accuracy to rnany triatomic reactions. 

We also assume that E is sufficiently low for the existence and effect 
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of break-up collisions of the type A + BC-+ A + B + C to be negligible. 

Finally we assume that the interactions between the nuclear spin and 

nuclear orbital angular momenta are negligible: 

Let "!:.A, !B and !.c be the position vectors of nuclei A, B and C, 

respectively, with respect to their center of mass. \Ve wish to obtain 

a solution to the time independent ·schrodinger equation for the inotion 

of the nuclei which satisfies the following three conditions; 

(a) In configuration space £A, !B' !.c it is everywhere single 

valued and continuous and has gradients which are everywhere 

continuous (except at points where two of the three atoms coincide). 

(b) It is antisymmetric (symmetric) with respect to exchange of 

the space and spin coordinates of any two identical nuclei of half odd-

integral (integral) nuclear spin. 

(c} It satisfies the asymptotic conditions describing the collision 

phenomenon under consideration, Le., the collision of A and BC with 

a given relative kinetic energy and a given initial internal quantum 

state of BC, to produce receding product A+ BC, AB + C, or AC+ B 

. in all possible internal states of the diatom compatible with the total 

energy of the system G 

If we can find a sufficient number of independent solutions 

satisfying condition (a), it is possible to obtain linear combinations 

of them which, in addition, satisfy conditions (b) (by post-anti­

symmetrization methods [23]) and (c) (by reactance or scattering 

matrix analysis techniques [24]). 
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2. 2~ The Schrodinger equation 

Let .!3a be the position vector of A with respect to the center 

of mass of BC and !.a the position vector of C with respect to B, 

as indicated in Fig~ 10 A~ Ra ~ oo with r a finite, we denote the 

corresponding configuration as arrangement channel a = (A, BC). 

Let (ra, Ba) and (Ra, Xa) be respectively the planar polar 

coordinates of r and R with respect to a fixed systen1 of 
~ .,.,,a 

reference attached to the plane (all angles being measured from the 

x axis of Fig~ 1). The reduced mass associated to the motion of B 

with respect to C is denoted µ~ and that associated to atom A 
,..,y -

with respect to molecule BC is µa,f3y. We define analogous 

vectors r r .. R'"' and r . R (Fig., 1) and associated coordinates 
""P" """P "'Y. ~y 

and reduced masses so that as R/3 ~ oo or R
1
, ~ oo with r f3 or r

1
, 

finite> we obtain the arrangement channels fJ = {B, CA) and 

y = (C, AB)> respectively. Note that the directions of vectors in 

Fig. 1 are defined in a cyclic manner in the indices a{3y . 

Finally, let A.VK rep:cesent any one of the three possible cyclic 

permutations a{3y1 {3ya and yaf3~ 

In the system of coordinates characterized by index 

~ (=a) {3 or y }, the Schrodinger equation describing the internal 

n1otion of the three particle system is 
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a 1 . a
2 J r -- +·--

"A ar _z a 
A rA. OA 

az _') 
ax~) 

(2.1) 

where v"- is the potential energy function of the system expressed 

in It coordinates and E its total energy. y A. is by definition the 

angle in the range -rr/2 :s 'YA. s 3rr/2 equal to ex - XX n1odulo 27i;· 

and is related to the angle between R and r [25] . In the absence 
""A "A 

of external fields, the potential function depends only on the internal 

x- -variables RA.' r A.' yA and satisfies the relation V (RA, r A.' YA.) = 
A. - -

V (R~\' r .A' 211 - "x ). 
Let us now introduce a set of coordinates \!Sed previously by 

Delves [26] andbyJepsenandHirschfelder[27]. They have the advantage 

of leading to an equation containing an effective ma.ss independent of. 

the arrangement channel .A, which simplifies many of the equations 

presented below. These coordinates are=. 

-! 

!A. = a A £A 

BA = aA. ~A. 

where a.A is a dilnensionless scaling constant defined by 

(2. 2a) 

(2. 2b) 
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1 

aA = (µ>.., vK I llvK) 
4 (2. 3) 

Substitution into Eq. 2.1 leads to: 

{ 
n 2 

[ 1 a a 1 a2 1 a a 1 a2 
) -

- 2µ rx ar:x r_A arA + r{ ae~ + RA. oRA. RA. oRA. + Rx ax~ 

+ 0crA,RA,yA) - E} w'Y(rA,R~,eA,XA) ~ 0 (2.4) 

where the circular polar angles of J!.11., £x. are the same as those of 

!3x~ !A.Y and µ. is the effective mass alluded to above and defined by 

l 

µ = (µ,VK µA, VK )"2 = (2. 5) 

where 

h1: =-= m.ru + mR + m_" 
~ ,.- J' 

is the total mass of the system and m , m,..,, and m are the masses 
a P 'Y 

of atoms A, B and C respectively. We now change from the angular 

variables B"Jt, XX to YA.$ XA.' obtaining the following expression 

from Eq. 2. 5: 

This is called the body-fixed Schrodinger equation because y.A is the 
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angle of !:A with respect to !31\.' and !.A. is attached to the triatom 

instead of to the laboratory fixed x axis. Similarly, RA.' XA.' r A., y A. 

are called the body-fixed A. coordinates. The independence of y'A 

on X in the above equation introduces very convenient simplifications 

as is shown in the next section. 

2.3. Partial Wave Expansion 

The total angular momentum J of the triatomic system (with 
"" 

respect to its center of mass) is a constant of the motion which 

commutes with the Hamiltonian H. The solution of the Schrodinger 

equation we are seeking, satisfying conditions (a), (b), and (c) above, 

is not an eigenfunction of J [28]. It .is how~ver convenientto perform the 
I .,...,, ' • 

coplanar analog of partial wave analysis by expanding '1fA. in terms of 

the simultaneous eigenfunctions w~ of H and !!· 
In the system of coordinates rA, RA, e'A, XJ\ the operator if_ is 

given by 

(2. 7) 

A.=a,(3,Y 

.... 
where z is the unit vector perpendicular to the fixed plane of motion ..... 

of the three particles. We recognize from Eq. 2. 7 that J is the 
. ..... 

algebraic sum of the rotational angular momentum j, = ~ ( 3~ ) z 
- o ;_/\ 1 v A. XA 

and the orbital angular momentum 1, .... = ~ (-'.) -)0 z. 
; A l u XA A 

Transforming :!_ to the angular variables XA, YA., we get 



153 

A 

z }t:::;a,{3,i' (2. 8) 

which may be physically interpreted as indicating that li YA is 

maintained constant, a variation of the angular coordinate XA of Bt... 
produces a rotation of the ·entire triatomic system. 

The orthonormal eigenfunctions of J are given by [ 29 J ,,,... . 

J = 0' ±1, ±2' < • ~ (2. 9} 

The simultaneous eigenfunctions of H with energy E and of J with ....,. 

total angular momentum Jil are of the form 

where 

{ n [ 1 a a 1 a2 1 a a 
- 2µ rA or~ rA arA + r~ oY~ + RA aRA RA oRA 

+_ ; 2 (-i~ - 2 iJ a~. + a~: ) J + vi\ (rA.,RiV Yx) 
X '" A. 

- E} l/Jl (rlt,R/l) YA) = 0. 

Any solution -q,X of the Schrodinger equation, which is not 

necessarily an eigenfunction of J can be written as 
"""" 

The constant coefficients a; appropriate for the problem being 

(2.10) 

(2.11) 

(2.12) 
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considered will be determined by the asymptotic conditions specified 

in requirement (c) of Section 2.1 and will be .discussed in Section 

5.2. 

We now simplify Eq. 2.11 by defining a new function F; by 

.i\. . _1. 
F J (r .i\.' RA, Y.?t) = (r :A RA) ~ tf;J (r i\.' Ri\., Y)_). 

Substituting this into Eq. 2 .11, we obtain 

{ 
ti: 2 

[ a2 
· a2 1 a2 1 a a2 

} 
-- -+-+--+-(-J

2 -2iJ-+-.) 
2µ ar 2 oR2 r 2 oy2 R2 . oY, ay,2 

. It .A .A i\. .A I\ /\. 

+ VA. - E} ~ (r i\, R.i\., Y .i\. ) = 0 • 

This equation is solved numerically by the method described in 

Sections 3 and 4. -

3. INTEGRATION OF THE SCHRODINGER EQUATION 
. - . -

(2.13) 

(2.14) 

-3 .1. The partitioning of, configuration space· into .arrangement 
. - - 0( • ... • 

channel regions ' 

We now wish to expand F~ (r i\' Rlt, y A.) in terms of sets of two 

• variable internal state basis functions in order to reduce the partial 

differential Eq. 2 .12 to a system of coupled ordinary differential 

equations. Our choice for the internal state basis functions and the 

corresponding variables will be different in duferent regions of the 

thr~e-dimensional internal configuration space r A.' RA, 'i\ and will 

be largely determined by the local shape of the potential energy 

function 0{rA;RA' y.A ). This is doi1e in order to represent solutions 
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to the full Schrodinger equation in an efficient manner in all regions 

of configuration space so as to reduce computation time as much as 

possible. A useful conceptualiza~ion of the nature of the problem can 

be gained by noting the appearance of the potential energy function 

yX (ri\,RA, yi\ ). This function is most conveniently displayed with the 

aid of a mapping procedure previously developed for this purpose [30]. 

In this mapping we consider a space OXA YA Z.A. in which a point P 

has spherical polar coordinates ~, w.A' yi\ where the .radial variable ~ 

is defined by 

(3. la) 

and is independent of A. as shown in Eq. A. 6 of Appendix A, and the 

pola1· ar,g;le w._ is defined by 
!\ 

The azimuthal angle YA. has been defined after Eq. 2.1. Using the 

example of the H + H2 r~action, the resulting contour plot of the 

Porter Karplus [31] p0tential for six different values of y>!.. is depicted 

in Fig. 20 This representation has the advantage of treating all three 

arrangement channels equivalently in that a change from coordinates 

.A to coordinates 11 produces a clockwise rotation without distortion 

of Fig~ 2 around the OYA. axis by an angle of 120° [27]. ·\Ve see from 

the Figure that the accessible areas of configuration space are in the 
I 

forn1 of three tube-like regions wh'ose mutual intersection defines the 

three particle interaction region. For less symmetric potentials 
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Fig. 2 would be less symmetric, but the considerations below have 

general validity. 

Our approach for solving the Schrodinger equation consists of 

dividing the configuration space depicted in Fig. 2 into three sub­

spaces called arrangement channel regions and labelled by the indices 

A, v, K. Each of these three arrangement channel regions includes 

one of the three tubes corresponding to a separated atom plus diatom, 

along with that part of the interaction region which retains the 

"general appearance" of that particular tube. For the H + H2 system, 

a very natural separation of the three arrangement channel regions is 

obtained by the use of the three half planes rr i\' rr and rr, whose v Kv· AK 

common edge is the YA. axis and which il}tersect the OXi\ ZA. plane in 

the symmetrical positions depicted in Fig. 2a. A general definition 

of these three half-planes which is also applicable to reactions other 

than H +H2 is 

1TVA: 
r = r 1T 

~ 
. 1T 

-2 y ~ -
A v X 2 

(3. 2a) 

1t KV: 
r r 1T 

~ y. 1T = -- ~-
11 K 2 v 2 

(3. 2b) 

1TAK: 
r = r - .Jff_ ~ YK 

1T 
~--

K A 2 2 
(3. 2c) 

A proof that these equations do indeed define half-planes whose edge 

is the YA. ax~, as graphically indicated in Fig. 2a,. is given in 

Appendix A,' along with the equations describing the :x to v coordinate 

transformation. For some reactions, the half-planes defined above 

may be inadequate as they may not separate the three arrangement 
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channel regions into physically intuitive ones as determined by the 

shape of. the potential functions. In these cases, alternative surfaces 

may then be chosen and treated by a straightforward e:x.iension of the 

theory presented in this paper. For the reactions H + H2 , D + H2 , 

H + D2 , etc., the half-planes of Eqs. 3.1 are quite satisfactory, so 

we shall proceed to formulate our theory using the arrangement 

channel regions into which they divide internal configuration space. 

With these arrangement channel regions thus defined, we 

organize the work involved in solving Eq. 2.14 :into two sequential 

steps. First, within each of the three arra.ngement channel regions, 

we integrate the Schrodinger equation using rotational _coordinates and 

basis functions appropriate to the asymptotic part of that arrangement 

channel but changing vibrational coordinates and basis functions in a 

way which transrorms "smoothly" from one arrangement channel to 

another. Then> we match the resulting three sets of solutions to one 

another on the three half-planes rrVA' 1T KV' 1f A.K described above (and 

hereafter called the matching surfaces). Since the vibrational 

coordinates are designed'to transform smoothly from one arrangement 

channel to the others, it is primarily the rotational parts of the wave 

functions which must be considered in the matching procedure. Our 

rot.ational expansion is simil_ar to that of Saxon and Lighf[14] but not 
. . 

to that of \V'yatt and coworkers"[l 7] who a.How both their vibrational and 

rotational coordinates to transform smoothly in going from one 

arran~em ent channel to the next 

In the remainder of this section~ we will detail the method used 
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for integrating the Schrodinger equation in each of the arrangement 

channel regions. The crucial smooth matching procedure is outlined 

in Section 4. 

3. 2 The rotationally coupled Schrodinger equations 

We now consider the solutio~1 of Eq. 2 .. 14 in each of the three 

arrangement channel regions It = a, {3, y. 

The body-fixed rotational angular momentum operator JA. 
associated with ;:A ,is defined as 

and its eigenfunctions are 

l. 

<p.j (YA.) = (211f2 exp (ij/1. 'YA.) 
A. 

The expansion of F;, defined by Eq. 2.13, in terms of these 

eigenfunctions is 

(3. 3) 

(3. 4) 

(3. 5) 

Substituting this into Eq. 2 .14 and taking the scalar product of both 

sides by <Pj , we obtain the follO\~ing set of coupled partial differential 
A. 

equations_ in the two scaled distances r A.' RA.: 



where 

oR2 
A. 

• 2 1 
JA. - 4 

rz 
:.\ 

(3. 6) 

J, j A = 0, ± 1, ±2, ••. 

Since y'A (rA,RA,YA) = y'A (rA,RA,2rr-yAL we can expand the :potential 

in terms of a cosine Fourier series 

(3. 8a) 

where 

(3. 8b) 

Substituting Eqe 3~ 8 into 3. 7 and integrating, we find that 
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Equation 3. 9 shows that v?t ., depends o.n j/\., and j: only through 
JAJA 11. 

ljA. - j;J . We can write Eq. 3. 6 in a condensed matrix notation by 

;\ 
regarding gJ (r A.' RA.) as a column vector whose elements are the 

G}j (rA.,RA.). Vie get 
A. 

(3 .10) 

where TA is the kinetic energy operator 

, T"- == - n
2 (L + L ) 

2µ oR 2 ar 2 

A .A 
(3 .11) 

and the X}e (r .A' R.A) is an effective potential energy matrix defined by 

(3 .12) 

v'A is the J-independent interaction potential matrix whose elements 
~ 

are the v~ •f defined by Eq. 3. 9 while Y}c is the diagonal centri-
JAJA "" 

fugal potential matrix defined by 

{3 .13) 

From Eqs. 3. 6 and 3. 9 we conclude that the GJ\ for different j are 
l.A A 

coupled through the V~ (r A.' RA.) functions with k: > 0, V~ representing 

a non-coupling potential. 
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- 3. 3. The division of rA.' RA si)ace into regions and the choice 

of variables in each region 

\Ve now consider the expansion of the function G}jA. (r A.' RA.) in 

terms of a set of single-variable functions which describe a vibration­

like motion. To pick this vibration variable and the corresponding 

vibrational basis set it is convenient to examine the behavior of 

v0'A (r A., R;) since) as one can conclude from the re1nark at the end of 

Section 3. 2 > this function together with the centrifugal potential 

(n2/2µ) G~, - 1/4)/r~, determines the rA -dependence of G~A. in the 

absence of j (i.e. , rotational) coupling. For the H + H2 reaction, 
A -

equipotentials of vl• (r/t,RI\.) are represented in Fig. 3, together with 

the corresponding line L of steepest ascents and descents. Cuts of 

V0A normal to L look like diatomic internuclear potential energy 

functions} di_splaying a minimum on L, a dissociation plateau in the 

direction away from the coordinate axes and a steep repulsive point in 

the opposite direction. These characteristics are analogous to those 

presented by collinear triatomic potential energy f11.1ctions > and 

suggest that we divide the rA.' R.A space in regions in a inanner analo­

gous to that ·employed for collinear reactions [5, 10], using different 

coordinates and/or vibration basis functions in each region. The 

corresponding vibration, coordinates will be a distance along the lines 

which are more or less transverse to L. In each region, in addition 

to such vibration coordinates} there will be a "propagation11 coordinate 

in terms of :Vhich Eq. 3, 6 will be expressed as ·a system of coupled 

ordinary differential equations" For H + Ha we indicate a convenient 
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choice for these regions in Fig. 3. 'They are denoted as: I - the 

asymptotic region, II - the weak interaction region, II! - the strong 

interaction region, and IV - the matching region. The boundary points 

P~, P 0 and P1 in Fig. 3 are chosen as follows. The abscissa rA
0 

of P~ and P 0 
is chosen so that these points lie in the classically 

forbidden plateau area where the wave function may be assmned to 

vanisfi. The ordinate R~0 of P~ is picked large enough so that the 

potential Vt (r A,> RA) is independent of RA. for RA ~ H~0 • RA.
0 

is 

detennined by the requirement that P 0 lie on the line whose equation 

is obtained from A.11 of Appendix A by setting Yx. = 0, i.e., 

(3 .14) 

P 1 (r" , R, ) also lies high in the pla~eau region. on the line determined 
"·l '~l 

from Eq. A.11 by setting YA = rr/2, i.e., 

The reasons for the nece~sity of imposing Eqs. 3. 14 and 3. 15 on the 

positions of P 0 and 1\ will be explained subsequently. 

The coordinate systems used in each of these four regions are 

as follows. In the asymptotic region (I) and in the weak interaction 

region (II)~ we use the Cartesian coordinates r:>"' RA as vibration and 

propagation coordinates respectively. In the strong interaction region 

(~I) we switch to the polar coordinates PA> <Px (as depicted in Fig. 4) 

with P 0 (rA.
0

, RAo) as origin and related to r 1'.' HA by 
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(3.16a) 

(3 .16b) 

pA is the vibration and <f\_ the propagation coordinate for this region. 

In the matching region (IV), we use another set of polar coordinates 

(~,'1}11.) which have their origin at Q (Fig. 4) and which are related to 

rA, RA by 

(3. l 7a) 

(3 .17b) 

~ (~ 0) and 17/... (in range 0 to 1T /2) are respectively the vibratio·n and 

propagation variables for region IV. V./e note th,at the ~ defined here 

is identical to that given by Eq. 3. la while the angles w1~ and 71 >~ are 

related~ as can be seen from Eqs. 3.17 and 3.16> by 

(3.18) 

Once we know the G} functions for a fixed 71.,. aud variable ~ , 
JA . A 

Eq. 3. 5 furnishes the wavefunction F; on a cone of consfant wA (= 217
11

_) 

in the OXfl. Y'AZ"A coordinate system, as depicted in Fig. 5a. 

We actually want to determine this wave fm1ction on the matching 

surfaces 1T VA. and rr 'l\K rather than on the w A = constant cones since 

it is on these surfaces that we ·will smoothly match the solutions 
I 

obtained from the integration of the Schrodinger equation in the three 

arrangement channels It.= a~{3,, Y. However, for a given wl\. (within 

a certain range) we do have the wave functions on the lines of inter-
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section of the constant wit cone with the l~alf-planes rr VA and rr AK (See 

Fig. 5a). The relation between wi\ and y~ at the lines of inter­

section with 1Tv"A is given by Eq .. A.14 of Appendix A. As wi\ is 

scanned from wA.o = 217>..
0 

to wi\.
1 

= 217>..
1 

(Figs. 3 and 5), these 

intersection lines scan the_ entire 11vA. n:atching half-plane and thus we 

can obtain the desired wave function F~ on it from a knowledge of the 

G} (~, 71.J for 1J-. in the range 71.,. to 17.,. • The angles w.... and w ... 
J A A I\ l\Q l\l ''«> Al 

correspond to the intersection of 1TVA with the YA= 0 and YA.= 7T/2 

half-plane respectively (in OX/l Yi\ ZA internal configuration space). 

From Eq. A.14 we find that wA.
0 

= 1T - a
11

i\ and wA.
1 

= rr/2. These 

values determine the values of 1J)t
0 

and 1J);.
1 

of Fig. 3 through Eq. 3 .18 

and cor:e~.x;.:!ently tha positions of P0 and P1 [32]. Indeed, by using Eqs. 
n -t"""' 'Ii! n 4 " f •'Q ... ... ... ... #!;. ... ... .. 

..:>~J., / anu .:> • .1-0 toge1..ner wun tne vaiueo 01 wA.
0 

anu wi\.
1 

given aoove, 

we obtain the Eqs. 3.14 and 3.15 that were previously used in locating 

P0 and P1 • One additional complication in this procedure arises when 

mv >rl mK (for the integration in arrangement channel i\.). In that case, 

the _angles a;_,A and a.AK, are different (see Eq. A. 3) so that the value 

of WAo for 1T Vi\. (i.e.' WAo = 1T - avi) is different from w~o for 

1f'AK (w~0 = 1T - a~K). In order to obtain the wavefunction on both of the 

matching surfaces 1Tv.A and Tf'AK we modify our definition of wA.
0 

to 

(3.19) 

wi\.
1

, on the!' other hand> is mass-independent and always equal to rr/2 

for the choice of matching surfaces given by Eq. 3. 2. 

Having defined the four regions of each ri\., ~-A space (/\ = a, (3, y) 
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and their associated vibration-propagation coordinate systems, we 

are ready to introduce a vibrational expansion into the Schrodinger 

equations Eq. 3. 6 (or their matrix counterpart Eq. 3. 9), thus 

obtaining the actual ordinary coupled differential equations to be inte­

grated. \Ve shall do this for each region separately starting with the 

asymptotic region. 

3. 4. The coupled Schrodinger equations in the propagation variab~e 

3.4.1. The asymptotic region 

As mentioned above, the vibration and propagation variables for 

this region are r:fl. and RA., respectively. The function v"-(1\,RJ\;rJ\) 

becomes the isolated diatomic potential vA(rA.) for R1'" ~ ·R~ _and the 

potential matrix yX appearing in the right hand side of Eq. 3 .12 ....., 

becomes diagonal: 

(3. 20) 

where l is the identity matrix. This leads to a total decoupling of ,...., . 

Eqs. 3. 6 and 3.10. For a given J and jA, we obta:.n: 

(.2 1) (J • )2 1 ] -. o2 - JA-4 + -JA -4 

oR 2 r 2 R 2 

A A A . 

(3 •. 21) 

where the superscript (a) refers to the asymptotic region. This 

equation may be solved by separation of variables. The solution 

can be expanded as 



166 

;,\(a) E ;,\(a) x(a) 
GJJ. (r,, R.J == gJv J. (RJ <f>v 1. (r J · 

A. "· /\. VA. A. A. /\. "}., :.\ I\. 

(3. 22) 

where cf> A. ~a) is a vibrational eigenfunction with vibrational energy 
Vi\JA. 

E /\.(~) satisfying the equation 
VAJA . 

(3. 23) 

describes the translational motion associated with the propagation 

. variable, RA. and satisfies the equation 

(3. 24) 

This equation is closely related to the Bessel equation and its general 

solution can be written as 

A3 < J J . (k'A(~) R ) + Bi\ . Y . (kA.(~)R ) 
VA.~A -~A VA.Ji\ - ~ JV.AJA J ~Jlt VAJi\ A 

for EA.(<:-) < E 
VA.JA. 

(open channels) 

AA . I . (jk!t(~)IR) +BA . K . (!1/1.(~)IR) 
JvA.JA. J-JA - v A.1.tt i\. Jv A.Ji\ J-Ji\ VA.JA. A. 

for EA.(C:) > E 
Vi\JA. 

(closed channels) 

(3. 25) 
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where 

(3. 26) 

is the wavenumber for the vibration rotation state with quantum 

numbers vAjA. The funct~ons J 1 and Y£. are respectively the regular 

and irregular ordinary Bessel functions [ 33] of order f.. and have the 

asymptotic behavior 

1 1 

x2J1 (x) ,..., (2/rr)2 cos (x - f 1T/2 - 7T/4) 
x--oo 

(3. 27a) 

1 I 

x2 Y 1 (x) f'.J (2/rr)2 sin (x - i.7T/2 - n/4) 
x-co 

(3. 27b) 

whereas I 1 and K £ are the modified BesJsel functions [33] and have 

the asymptotic behavior 

1 1 

X2 I J.. (x) ,.... (21r )-2 exp (x) 
x-co 

(3. 28a) 

l 1 

x2 Kl (x) ,.., (rr/2)2 exp (-x) • 
. x-oo 

(3. 28b) 

In Section 5 we will consider scattering asymptotic conditions which 

will determine the constants AJ)l. . and BJ~. . 
VAJA VAJA 

Let us rewrite Eqs. 3. 24 and 3. 2 5 in matrix notation, which 

will appreciably simplify the equations in the rest of the paper. Let 
i\(a) . !J (R/i.) be the column vector. whose elements, labeled by the v X j A. 

index pair> are given by Eq. 3. 25. \V11en replaced into Eqs ,. 3. 22, 

3.5 and 2.13} it furnishes a single tf!](Rxyr"A~·y-), corresponding to a 
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single ~~' ~~ column vector pair, the e~ements of which are the 

AJ~ . and BJA. • ofEq. 3.25. Jn order to satisfy condition (c) 
VA.J.A VAJA 

of Section 2. 1, we will need all qf the possible linearly independent 

solutions to the Schrodinger equation. The number of such solutions 

is twice the number of v>)A. channels included in the expansions of 

Eqs. 3.22 and 3.5. We can assemble the corresponding g;(a) . 

vectors to form two square matrices which we shall label ·'i~(a)+(R ) and 

gJ'(a)-(Rll). In each of these two matrices, the rows will be labelled by 
~ 

(vA,j~) pairs and the columns by (v~,j~) pairs. In the course of our 

integration~ we will obtain the solutions labelled (+}by a propagation 

from region I to IV and those labelled (-) by a propagation in the 
± ± opposite direction. If we similarly form the matrices AT and Brr 

~v .~u 

from the corresponding ~~ and ~~ vectors, we can rewrite 

Eqs. 3.24 and 3. 25 as: 

d2 ~}(a)± 
dR 2 . 

A 
(3. 29) 

and 

where, 

(3. 31) 

(3 .. 32) 
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<E 

(3. 33) 

< E 

(3. 34) 

In Eqs. 3. 31 through 3. 34 the subscripts in a matrix element represents 

its row label} and the superscript its column label. Note that the 

centrifugal potential matrix V~A in Eq. 3. 31 is ~ot.. the same as the 

v}c in Eq. 3.13. Equations~analogous to Eq. 3. 29 will be developed 
::;:: 

for each of the other three subregions. Equation 3. 30 and similar 

equations will be used in the reactance matrix analysis (Section 5). 
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3. 4. 2. The weak interaction region 

In this region, we retain the vibration-propagation variables 

rA.,R.A.. However, since VA(r.A,R.A.,Y.A.) and ~.A.(rA.,RA.) do vary with 
rv 

RA.' the asymptotic ".ibrational eigenfunctions <P~(j) are not 
. A.A 

necessarily the best basis for expanding the G1j · (r A' RA.).. To optimize 

a choice of basis functions, we divide region II i;to I~~ subregions 

IL (i = 1, 2, • • • nA) by constant R... lines having 
l II A 

RA. = (R~ , R~ , ... , R~ A = RA ). The range of RA for the lh sub~ 
o i. .nu o 

region is R~. :::::; RA.:::::; R~.. Let R~. be a selected value of RA. in 
1-1 l l . . 

this. range, such as its midpoint. We choose as a basis set for 

expansion in this subregion the functions ¢>.. ('Y) (r ... ;R~ ) which satisfy 
VAJA A llj 

the eigenvalue equation 

{ - 2n2 ddr: + f V ;ef (r A ;R~) + (j~ - t;li, ] } <PA.('Y) 
µ .A l 1 2µr"A V)}A. 

(3. 35) 

with boundary conditions <PA(Vf) (O;R0 ) = q/•.('Y) (r ;R0 
) = O. The 

Vll.J.A 1'-i VAh1. Ao A.i 

superscript (w) refers to the weak interaction region. V~ef(r A.;R~) 
1 

is a reference potential for vibrational motion which is, in principle, 

arbitrary but which} in practice, must be chosen so that the 

vibrational basis functions cp:A('!') serve as an efficient representation 
VA.JA. 

of the rA. dependence of the functions G~j (~\_,RA.). Examples of 
A 
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possible reference potentials are (a) the first coefficient in the Fourier 

expansion (Eq. 3. 8) V~ (r I\.' RA.), and (b) the exact potential 

yX (RA., r A., YA.) for a fixed YA. One important t~st of vibrational 

convergence in our method is the invariance of the final results to the 

choice of VA. f• E1q. 3. 35 is the radial Schrodinger equation of a re 

pseudo molecule whose interatomic potential is v;ef (r A ;R~. ), 
. 1 

characteristic of subregion IIi' rather than 0 (r A) which characterizes 

the asymptotic region. (Its centrifugal potential is however not the 

normal j"\ (j.._ + l)ti 2/2µ r~ one). The q;~('J~) and E~('Y) are obtained 
.!\, A It AA "h" 

by numerically solving Eq. 3. 35, subject to the boundary conditions 

just mentioned . 

. We now expand G~j (r ,;\'RA) in terms of the above vibrational 
)\_ 

basis functions: 

(3. 36) 

Substituting this into Eq. 3.6, multiplying by <Pv'j (rA;R~.) ind 
. ~A 1 

. integrating over r A' then interchanging v!t and v~ and expressing 

the resulting coupled equations in the matrix form of the previous 

section we get 

(3 < 37) 
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where the effective potential matrix veA.(w) is defined by 
::::;J 

v;>.(w\R, ;R~.) -- y>.(w) (R ;R0 ) + yC.A (R ) - V~~~v) (R0 ) 
::::; A ''1 ~ A Ai ;::;:J )._ ~ l Aj 

(3. 38) 

The diagonal matrices V~A and 0 A.(w) are defined by Eqs. 3. 31 and 
::::: ~ 

3.32, respectively, with the superscript (a) replaced by (w) in Eq. 3.32. 

The potential matrix yA. (w) (R ; R0 ) is given by 
~ A. Ai 

v' j' 
[ /\(w)( o )] A>. (A-.A(w) ( o) I J\. ( ) lri-.A.(w) (· o )) v R ;R . = 't'v J. rA;RA· lvJ. J·' rA,RA 't'V'J. r,;R .... ::::; i\ .Ai v~.hl .A A 1 A. .A· · A. A. I\ A1 

= (cpj~ (YA) <P~ ,j, (r ), ; R~) ! v>.. (r .A, R:,vY A.) I ¢~[j? (r>,; R~,) <p~" (Y1)) 
0\,. l'"'O>Ot. - l\,,I\ ,,,., I\. 

(3. 39) 

and the reference potential matrix yA.(w) (R0 
) is given by 

.... ref .A· ...,, l 

(3. 40) 

As long as the anisotropy of the potential remains small and the 

reference potential provides an efficient vibrational basis set for 

· expanding the functions c}3 (r A.; RA.) within each s~bregion, the 
II. . 

potential matrix J~A (w) should be nearly diagonal a1~d Eqs. 3. 37 are 



173 

only weakly coupled. The number and size of the subregions into 

which region II is divided depends on the steepness of the variation 

of the potential matrix ~A.(w) with RA: This number is generally 

small (i.e., less than 3). 

As we propagate the solutions of Eq. 3. 3 7 through region II 

towards regions I or IIIJ the wavefunctions ·t/J}(ri,R'A;>\) must 

remain continuous and smooth during the change of basis functions 

that occurs at the boundaries of neighboring subregions. This 

requirement leads to the following relations between the functions 

X (w) ( . o ) . A (w) ( . o gJv j RA.,Ri\. and gJv j RX,RA.· ) and their derivatives at the 
A A. l A. .A 1+1 

boundary of subregions i and i+l : 

where the overlap matrL'C S~ (w) is given by 
~l 

0 (..+.11.(W) ( • o )!..+.A.(W) ( • 0 ) 
j j' 'VV j r.A,R.i'v . 'f'V'J., r;\,RA_.) 
A A. .i\ .A l+i .A .A l 

(3. 41a) 

(3. 41b) 

(3. 42) 

An important criterion for the choice of the size of the subregions is 

that the S~(w) should be nearly orthogonal matrices. Lack of ortho­
::;:: l 
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,+.A.(w_) , gonality i1nplies lack of completeness <?f the basis sets 'f' and 

VA.JA. 
results in the loss of information about th'e wavefunction 

as a result of the transformation of Eqs. 3. 41. The relations at the 

boundary separating regions I and II is achieved by setting i = 0 in 

Eqs. 3. 41 and ·interpreting R~ to mean R' and <P.A.(:V) (r ... ; R~ ) to 
Ao Ao v AJA A "'o 

inean <PA.(~) (r ). 
VA.Ji'. A. 

3. 4. 3. The strong interaction regi01i 

In this region we use the polar coordinates p'A' <pA regarding 

<p"A. as the propagation variable." If we transform Eq. 3.10 to these 

polar coordinates with the aid of Eq. 3.16, we obtain the vector 

equation 

Tx(s) GA.(s) (p cp ) + yA.e(s) GA.(s) = E Gx(s) 
,,.J A.' A. :::::J _,,_J .--..J 

where the superscript s refers to nstrong interaction region. ti 

TA.(s) is given by 

(3. 43) 

(3. 44) 

d t1 . t . _...Ae(s) ( ) . . 1 _Y_.Jx_e ( R } d an .11e ma rix Xi pA. if.PA is s1mp y ::;:; r "A' A expresse 

in the coordinates pl.., q; A. 

For a typical reference potential V~ef such as the. V~(rA, R.~) 

defined by Eq. 3. Sb and plotted in Fig. 3 for H + H2 , the shape of the 

potential as a function of p'A for a fixed <fix (0:::; <pA. :::; ·q>A.
0

) is very 

much like that for a diatomic molecule. The deep potential well 
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character of these cuts at constant cp /... · p~rmits one to use their bound 

state eigenfunctions to efficiently represent the Px dependence of the 

wavefunction in this region. Accordingly, we divide region III into 

ntr subregions Illi (i = 1, 2, · · ·. r{II) by lines of constant 

cp'A (<PA = OJ qJ~1 .9 «P~2,- • • <p~nfu == 'PA.
0 

). For each such subregion, 

we choose a cut at a specific value <tJx.0 of <{>,... (\vhere 
i- A 

irf"J < mO < 
..,../l.i-1 - "t'fl.i -

cp,X(s) (p ;· <p.o ) 
vi\ A )'i 

<pil.·) to define our vibrational basis functions 
l 

and energy eigenvalues Ex(s) ( cp0 ) as the solutions 
VA , Ai 

of the Schrodinger equation: 

(3 . .45). 

satisfying the boundary conditions 4/1.(s) (p ::: 0) = <Px(s) ( P = p' ) = O 
VX A. . VA. .A ll°i 

where P~. is the value of pA. at the intersection of the line <pA. = <P~. 
1 l 

with the RA. axis (Fig~ 3). The potential v;ef (px, <P) is one of the 

reference potentials v;ef (r A.' R>..) defined in Section 3~ 4. 2 

expressed in pA, cp"A coordinates. Note that we have not included any 

jA dependent centrifugal terms in the Hamiltonian of Eq .. 3. 45 (all of 

these terms being included in the v'propagation part" of the Hamiltonian}, 

and hence our eigenvalues and eigenfunctions depend only on the 

vibrational quantum number vA, This is done for computational 

convenience and does not seriously hinder the rate of convergence of 

our close coupling expansion. 

\Ve now expand the solutions 9}(s) of Eq. 3. 43 in terms of the 



vibrational functions ¢~ (s) 
A 

1?6 

. /,(s) ) -! I; u~\(S) ( • o ) r1-.'A(S) ( . o ) 
G JJ. (p'A, cp>.. = PA. t:>Jv j cp'A' <p>v 'f'v · PA.' <pi\· 

i\ VA. >._ i\ l .\. l 

The counterpart of Eq. 3. 37 becomes 

(3. 46) 

. (3. 4 17) 

where the effective "potential" matrix (which has physical dimensions 

of an energy times the square of a distance) is partitioned as 

-

(3 . .48) 

with the matrix p~ given by 
~ 

(3. 49) 

The potential matrix v'A (s) and reference potential matrix vX (sf) are 
::::: ~re 

quite similar to those in Eqs. 3.39 and 3.40 and are given by 

(3. 50) 

(3. 51) 
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respectively, but the centrifugal potential matrix is now defined as 

(J - ji\)2 - -! 
+---~---

(RAo - PA sin cp'A )2 
(3 ~ 52) 

where the first term in the curled bracket in Eq. 3. 52 arises frorr1 the 

rotation of the diatom, the second from rotation of the atom-diatom 

system and the third is a pseudo-centrifugal potential arising from the 

use of the pA, cpA coordinates and associated with the non-physical 

swinging motion around the point P 0 of Fig. 3 as cp"A is changed .. 

The matrix {x(s) is equal to the product of g~_ and a diagon8J. matrix 

G )t(S) which is analogous to £.A of Eq. 3. 32 with the superscript (s) 
~ ~ 

replacing (a). The matrices yell.(~) and g~~is) are diagonal in 
,.., ....., 

j/I., j~ but not in v
1
'-, v { . In addition to the usual potential coupling 

resulting from the off-diagonal terms of vx(s) we also have coupling 
:;;;; 

arising from the nondiagonal £~ matrix which app~ars in Eq. 3. 48 

as a result of the swinging motion around P0 • The neglect of this 

latter coupling could introduce serious errors since fl~ has large 

off-diagonal elements. Such an approximation has nevertheless often 

been used [14) 15L since it is one of the consequences of the one 

vibrational basis function approximation .. Note also that the effective 

potential matrix ~~>-(s} is not symn1etric, but is the product of two 

symmetric matrices as can be seen from Eq~ 3~48. In Section 3 .. 5 we 
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discuss the Gordon method [35] used to integrate Eq. 3.47, and the 

modifications of it which are required when dealing with matrices of 

this type. 

The smooth matching across the boundary separating any two 

neighboring subregions rn. is achieved through expressions analogous 
l 

to Eqs. 3. 41 in which the overlap matrix §~ is given by 
,...., ~ 

(3. 53) 

and has elements which are independent of j>..' j~. Since the general 

characteristics of the p:A dependence of the reference potential 

V~ef' ( pA., cp~_) usually change quite rapidly as cp" is changed; the 

number of subregions in region Ill required to keep S~ nearly ortho-
:::: l 

gonal for a truncated vibrational basis set is generally large (on the 

order of 20 to 30). 

The s1nooth matching of the wavefunction 1/IJ across the 

boundary between regions II and III is achieved by the relations 

and 

dgx(s)± 
~J 

where 

(R · R0 
) A. , .. 

o >..n>i. 
II 

(3 .. 54a) 

(3. 54b) 
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== (q'.>~(s) (pi\;<p~)IP~l1>~~~v)°(r;\. - pA.;R: A. ))oj j' 
i\ i\ i\ o nu A. A. 

{3. 55) 

b=!,~ 

3. 4. 4. 111e matching region 

As described in Section 3. 3, the coordinates used in this region 

are the polar variables ~ J 'r/x depicted in Fig. 4 with ?JA being the . 

propagation variable. The Schrodinger equation in region IV is very 

_similar to that in region III (see Eqs. 3.43 to 3. 52) with p>..' <pft.. 

replaced by ~, TJA. From Eqs. 3.17 in Eq. 3.10 we obtain the 

counterpart to Eq. 3. 43: 

TA.(m) G~(m) (~ TJ ) + V~e(m) (~ Tl ) G!t(m) = E GX(m) 
""l ' A ~J ' i\ .,.,.J .,...,.J 

(3. 56) 

where 

TA. (m) :::'.'. ~ n 2 
( a 2 

1 a 1 a 2 
) 

2µ W +T a-f +-p- 07)~ (3. 57) 

The superscript (m) den~tes nmatching region" and }I}e(m) (~, 11>) is 

obtained from ~}e (r.A,R/.) by· using Eq. 3.17. The division of region 

IV into subregions is analogous to that for regions II and III, and the 

vibrational basis functions cpA.(m) (s;'1] 0 ) with eigenvalue EA.(m) (71°) 
vii. "-"i VA. Ai . 

satisfy the equation 

{ 'ff2 d2 + y"A (~no)} ,r,.A.(m) == EA(m)(no ,.,.,!t(m))· (3.58) 
· - 2n dl"2 ref ':>>''A.· 't'v v "'A.i 't'v 

t"" ':. l .A ... A .. "A 

with boundary conditions ¢~(m) (0) = cp;(rn) (~ = ~0 ) = 0, The potential 
A X · 
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v;ef (s, 'fl>) is one of the reference potentials V~ef defined in Sections. 

3. 42 and 3. 43 but expressed in s, 111.. coordinates. Writing 

(3. 59) 

the counterpart of Eq. 3.47 becom,es 

where the effective '.'potential'~ matrix (again having physical dim.ensions 

of energy tim.es square of distance) is 

eA.(m) _ 2 { cx(m) ( . 0 ) i\(m) ( . ..,,. 0 ) i\(m) ( 0 ) } vT -- i; vT fJ"),,1h + v Ti"l'·'h ~ v ... ~-r 11.., (3.61) 
;;.,;..."'-· ~ ;._,;u a\,, a"'-i . ~ $\. ""'i r::,.---- ''"l 

(3. 62) 

;;A(m) and y~Zf) are given by Eqs. 3. 50 and 3. 51, respectively, 

with (m) replacing (s), while the centrifugal potential matrix is given by 

(3. 63) 
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? a·A.(m) · -;:;;A_(m) 

The- energy mah'L"'{ is equal to ~~ c, where C. is defined by 
~ ~ 

Eq. 3. 32 (without the bar) with (m) substituted for {a). 

Smooth transformation between subregions in region IV involves 

Eqs. 3. 41 with the overlap matrix 2~ given by 

(3" 64) 

and the transformation between regions III and IV is achieved with 

equations 

and 

where 

l s b:::: -z,2 

3. 5. Integration of the Schrodinger equation 

(3. 65a) 

(3. 65b) 

(3. 66) 

\Ve generate solutions g1+ and lheir derivatives with respect 

to the propagation variable by choosing at H~ :::: H~0 . arbitrary initial 
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values for these two matrices and integrating numerically Eqs. 3. 37, 

3. 4 7 and 3. 60 from the beginning of region II to the end of region IV. 

Similarly, we generate the z}- solutions and their derivatives by 

choosing arbitrary initial values for these two matrices at 'l}A. = 7JA.
1 

and integrating numerically these equations from the end of region IV 

to the beginning of region II. 

Any appropriate numerical procedure may be employed to 

integrate the coupled equations. The one we used, which is well suited 

to equations of the type of Eqs. 3.37, 3,47 and 3. 60, is the one 

developed by Gordon [30]. In region II, it can be applied without 

modification [36], but in regions ID and IV, the non-symmetric nature 

of the effective interaction potential matrices (Eqs. 3. 48 and 3. 61) 

requires a short modification of the method. As formulated by 

Gordon [35], in propagating a system of coupled equations, a trans­

formation to a representation in which the effective pote1itial matrjx 

(say U) becomes diagonal is required. This necessitates finding the 
::::::: 

eigenvalues of U . In the special case where U is symmetric, these 
~ ~ 

eigenvalues are real .~.nd the eigenvector matrix is orthogonal. This 

simplifies the calculation and allows for an efficient program. The 

effective potential matrices of Regions III and IV as given by Eqs. 3. 48 

and 3. 61 are real but non-symmetric and thus could have complex 

eigenvalues and eigenvectors. These potential matrices are, however, 

equal to the product of two symmetric matrices> one of which (~ for 

Region III and s 2 for region IV) is the matrix representation of a 
~ 

positive definite operator (p~ or ~ 2 ) and hence has positive definite 
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eigenvalues. By using these special properties to define the "square 

rootn of p2 and ~ 2 
, it is shown in Appendix B that both the eigen-

::::A ~ 
vaiues and eigenvectors of the effective potential matrix are always 

real but the eigenvector matrix is not generally orthogonal. This 

allows us to use real variables throughout the integration with the only 

major program changes from the usual Gordon method being in the 

::routines needed to find the eigenvalues and eigenvectors of the effective 

potential matrix, and in the manipulation of the ee.genvector n1atrices. 

3. 6. Restrictions and lin1itations 

We should at this point summarize the possible J.inljtations and 

restrictions on the method other than those inherent in the numerical 

procedures involved or those arising from computer limitations. 

First, the choice of matching surfaces in Eqs. 3. 2 is largely 

determined by the shape of the potential energy surface in Fig. 2 and 

for inany reactions, an. efficient choice will require smnewhat 

different matching planes. A change in.the exact mathen1atical form 

of the matching surfaces can significantly affect the detans of the 

integration in region IV and in the matching procedure although the 

basic concepts will be preserved. In choosing the n1atching surfaces 

for a given reaction> primary consideration should be given to obtaining 

an efficient representation of the wavefunction in the vicinity of the 

matching surfaces< This requires us to avoid too large a potential 

anisotropy in the matching region, for in that case, our close coupling 

solution will require many closed rotational channels for convergence. 

At the same tin1e} too small a potential anisotropy (resulting in 



considerable flux ·"leakage" through y i\ = 1T /2 configurations in the 

matching region can result in poor convergence of the matching 

procedure (as will be discussed in Section 4). One therefore needs 

to be clever in choosing these surfaces and it is possible that 

for certain reactions, ·no choice satisfies all of the above criteria 

and simultaneously leads to a mathematically tractable m.atching 

procedure. 

One case where the choice of surfaces specified ~y Eqs. 3. a 

leads to a set of coupled equations in the matching region (Eqs. 3. 60), 

. which is not easily solved without including a large number of closed 

rotational channels, is when a , (or a, ) > 37T/4. The reason for 
. VA AK 

this is that when this ine9uality is satisfied, integration in the matching 

region will extend into those regions o{ configuration space for which 

r
11 

(or r K) = O; and hence will sample the very high potential energy 

in those configurations [for which YA= 0 .(or 7r)} while possibly 

sampling low potential energy for other configurations (near Yi\ = 1T /2). 

That this is the case can be verified by noting that during the 

integration in the matching region, '!]A must scan the range from 

(tr - oin)/2 to i/4 (from Eqs. 3.14, 3.15 and 3.17) and that Eq. A. 5 

yields r
11 

= 0 when y'A = O_ and avi\ > 37T/4 at some TJi\ within this 

range. FJ.·om Eqs. A. 3 we note that a , ;:::- 311'/4 implies v /\, 
m (m: + m + m ) < m._ m so that this restriction applies primarily 

KI\. v K Av 

to reactions with one atom of the triatomic system considerably lighter 

than the other two~ We should also point out that this problem can be 

eliminated by the use of a different coordinate system in the matching 
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region or by the use of 11rotationally adiabatic" rotational basis 

functions [rather than cpj (Y It)]. 
. A. 

\Vhen one of the three arrangement channels is closed, the method 

inust be somewhat modified [21], but this is not"a complication. Other 

practical lin1itations to the method occur for reactions where break-up 

collisions are allowed or for which virtual excitations to closed 

dissociative channels influence the other reactive and non-reactive 

processes significantly. The present method ~s not capable of treating 

any dissociation process, but this is not a serious limitation for many 

reactions at energies of chemical interest. A n1ore general method 

which utilizes generalized hyperspherical functions 1s currently being 

developed in these laboratories for the pu_rpose of treating both break~ 

up and rearrangernent collisions. 

4~ THE MATCHING 

4., L 1. Projection of the wavefunction onto the matching surface basis 

functions 

At the completion of the integration in arrangement channel 

region A., we have generated solutions which satisfy the Schrodinger 

equation in that region, but which do not, in general, match smoothly 

with the corresponding wavefunctions obtained from the integrations. 

in the other arrangement channel regions v and K. In this section 

we describe the procedure for accomplishing this smooth matching. 

This procedure may conveniently be broken up into two parts. First, 

we consider the projection of the full wavefunction and its normal 

derivative to the matching surface onto a set of orthonormal basis 
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functions which span the two-dimensiop.al matching surfaces. Second, 

we take linear combinations of the wavefci.nctions in each arrangement 

channel region and match them to linear combinations of the corre-

sponding wavefunctions in the other arrangement channel regions. 

The resulting matrix equations can be solved to yield a set of smoothly 

matched solutions which can subsequently (see Section 5. 1) be used to 

form the scattering solutions. 

Let us consider the projection procedure for the matching 

surface 1T v'A (Fig. 2a). The analogous equations for 1f KV and 1f A.JC are 

obtained from those derived below by cyclic permutation of the indices 

'AVK. \~re first consider the wavefunction on 11V'A obtained from the 

integration in arrangement channel 1\.. Using Eqs. 3. 59, 3. 5, 2.13 and 

2.10, we get the following expression for the wavefunction in region IV 

(subregion i): 

(4.1) 

Throughout Section 4 we will consider superscript (m) of Section 3. 4. 4 

to be present implicitly and will omit writing it explicitly. We have, 

however, added the indices v ~j~ to denote different linearly indepen­

dent solutions obtained 'by using different initial conditions in the 

nuinerical solution of the Schrodinger equation. As e},,,-plained in 
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Section 3. 4.1, if we truncate the close c~mpling expansion after N 

vibration-rotation basis functions, there will be N sets of indices 

v{~{ in Eq. 4.1. 

Tiie expression in brackets in Eq. 4 .1 is expanded in terms of 

a different set of vibrational functions q/'· (~; 'fJ ~ ) for each subregion 
. VA /l.i 

i of region !Vo We now transform to a representation in terms of a 

single set of vibration rotation basis functions cpj ('>\) ¢~ (~) for all: 
A. A. 

of region IV. 'The actual functions rpvA. (~) to be used are arbitrary 
. A. 

but for reactions such as H + H2 which favor reaction through collinear 

geometries, the most efficient set for this purpose (as will be explained 

in more detail below) are the functions <P~ (~; 17A. ) defined along the 
A. o 

cut 'rl;. = f/Ao ~ and which will be denoted by <f\~ (~) simply._ 
A. 

The transformation equations associated with the changR in the 

vibrational basis set are given by equations sin1ilar to Eqs. 3. 41 and 

3. 53 where a different overlap matrix will be generated for each 

subregion i. Vie will denote the new ng11 function thus obtained by 

)..v'j'± 
g A A (ri ) (we will omit the parametric ·ri....

0 
) • JV j 'I)., . •tA 

AA 
of vibrational basis, we can write a single_ expression for 

With this change 
AV,j '± 

'1! A.A. 
J 

valid throughout all of Region IV~ 

(4. 2) 

where 

(4. 3) 
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On the matching surface 1T , 1], and Y, are related to each other VA I\ A . 

by the equation (from Eqs. A.14 and 3.18): 

(4. 4) 

Hence if we substitute 'fJx (YA.) as obtained from Eq. 4. 4 into Eqs. 

4. 2 and 4. 3 we obtain the desired wave function on 1T , • . VA 

In order to insure a smooth matching of the wave functions, we 

need also to match the derivative of the wave function of Eqs. 4. 2 and 

4. 3 at the matching surfaces. Although rnany types of derivatives are 

possible, the normal derivative a/anv!t to the matching half plane 

possesses many useful mathematical properties (some of which are 

seen below), and for this reason we will consider it in the following 

discUssion. Expressions for 3/on__, in terrns of Y, . t and rL are 
" VA A" - 'A 

derived in Appendix A (Eq. A.18). Since this derivative is defined in 

terms of the internal variables TJA.' ~''YA. we are free to choose one 

external variable (such as XA. or Xv) to hold constant during the 

differentiation process. We must, however, use this same choice in 

deriving all equations concerning the derivative matching on 11' • 
llA. 

Choosing X:\. as this external variable and introducing Eq. A.18 into 

Eqs. 4. 2 and 4. 3,. and then using Eq. 4.4 to express everything on the 

matching surface 5 we obtain: 

(4. 5) 

where 



(4. 6) 

Note that the symbol X' does not mean that it is a derivative of X · 

(Eq. 4. 3). The derivative dg/d17A must be evaluated by allowing 7}1\. 

to be independent of y A before the expression T/'A = 'f}'A (y A.) is used. 

"V 'J· t I. t 
A A A I i\.VA]A 

We now wish to expand the functions XJ · and XJ 

on the 1natching surface 'rr vx. in terms of a set of basis functions 

TvA.. which span that surface j ~ and y, being the independent 
VAJX A 

variables. We choose the Till\.. to be 
VAJA 

(4. 7) 

where the ¢~ rs were defined above (in the paragraph preceding Eq. 
It 

4. 2), and the n!'it (Y.,, ) are a set of rotational functions which we shall 
J A. I\. 

require to be orthonormal and complete on the domain _ J!.... < y"\ :::; _rr ., 
2 A 2 

For convenience> we will also impose the condition that 

n?A. (Y "\ ) be real and that 
]A_ A 

(4. 8) 

This is not a significantly restrictive assumption, and will lead to 
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matching equations involving only real quantities. 

The crucial characteristic in our choice of basis functions in 

Eq. 4. 7 is the use of a set of rotational basis functions which is 

complete for the domain of y A from - 1T/2 to 77/2. This contrasts 

with the -rr/2 to 37r/2 interval over which the asymptotic rotational 

functionscp. (Y. .. ) are complete. What we have actually done is to 
J)\., A 

divide the domain of YA into two equal subdomains: (a) (-7T/2, rr/2) 

on which we choose the 1Tvx rotational functions D~A (YA.)' and (b) 

(u/2, 3rr/2) where we use the analogous functions. · . Df: (yA.) 

which span 1l'..,, • The union D.A (Y..,, ) of the two sets of functions 
AK l)t A 

{n!''\ nJ.>..K} forms a set of rotational functiond which spans 
JA A. -

(-rr /2, 37r /2) and this allows us to establish a one-to-one correspondence 
• 

between the rotational functions D.A which span the matching surfaces, 
. lA. . . 

and the asymptotic functions '+'fx (A.,,). More specifically, if we have 

N vibration rotation basis:'functions asymptotically in arrangement · · 

channel A, the sum of the number of T11X and TAK functions must be 

N. For a symmetric reaction (i.e., ~me~ in which channels v and K 

are equivalent}> we must use N/2 functions in each of these two sets. 

In this case, the rotational quantum numbers 

T~/\.. (for each vibrational quantum nmnber 
A~ . . 

jA spanned by the 

vi\.) include~. only one 

half of those spanned by the asymptotil: functions <pj • The number of 
.. A. 

the latter should in such cases be even, 'which is not a severe · 

constraint. 

We now discuss possible choices for the functions n!'A. ~ Two 
Jx 

sets of functions which are both orthonormal and complete over the 
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1 1 

rano-e -'" 12 < -v < 7T/2 b "· _,/\_ are (7rf2 exp2iji\Yi\ and (7Tf2 exp(2jA+1)iYA. 

for j.A = 0,±1,±2~ · ·. These do not satisfy the condition of Eq. 4. 8, 
1 

but certain linear combinatioP.s of them do such as (a) (rrf2, 
. 1 1 1 1 

(2/rr )2cos2y
1
_, (2/ 1T )2 sin 2 Yi\.' (2/rr )2 cos 4 YA.' (2/rr)2 sin 4 y A.' • • • •. and 

1 · l 1 I 

(b) (2/ 1T )"i sin y A., (2/7T )2 cosy I\' (2/JT )2 sin 3 y A.' (2/7T)2 cos 3 y A. • •••• 

\Ve can also choose mixtures of (a) and (b) above such as (c) 
1 l 1 

(2/rr)2 cosy.A' (2/rr)2 sin2 YA.' (2/1T)2 cos 3 ·yA, • • • •• This last set of 

functions has the property that all its members vanish at YA= ±tT/2. 

This makes these functions very efficient for expanding the wave­

functions for certain reactions, as described below. An alternative 

to analytical functions would be a numerically determined set such as 

the rotational eigenfunctions for some approximate potential on the 

matching surface" To see what these functions Jnight iook iike ior 

H + H2 , in Fig,. 6 we plot contours of the exact potential V(rA,RA, Yi\.) 

on the two-dimensional matching half plane 1T '\. The lines converging 
Vil 

at the origin are intersectioriS of 1T in.. with YA = constant planes and 

correspond therefore to constant values of ri'A also. The figure 

. indicates that only the region of the matching surface for which /'A. is 

in the range -60° to 60° (and 71A in the range T/'A = 30° to 36.9 °) has a 
0 

a low enough potential energy to contribute significantly to the reaction 

at energies less than leV. This implies that we should choose a basis 

set TV/t which describes the wavefunction: best near YA== 0, i.e., 

near 1/A. = 71A.
0

: For this reason, we previously chose the vibrational 

eigenfunctions ¢~ (~) to be solutions to Eq. 3. 5 for 11; == 71>..
0

• 

(See paragraph preceding Eq. 4. 2.) Although there is no single 
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y A. -dependent rotational potential which describes the rotational motion 

on the matching surface correctly for all ~' it should be clear from 

Fig. 6 that rotational functions which are numerically determined 

from the potential on the matching surface for a fixed ~ {such as the 

~ for which this potential, at yA == 0, has a minimum) will be localized 

near y A. = 0 and must be very nearly z.ero near y i\ = ± rr /2. For this 

reason, the analytical set {c) should be efficient for expanding the 

wavefunction on 1( v>... Finally, we should mention that an important 

test of the correctness of the method is to demonstrate the invariance 

of the final converged results to our choice of. n?· . 
A,V 1j' ± JA 1 A.V~j~± 

We now expand the functions XJ A. A and XJ 

(defined by Eqs. 4. 3 and 4. 6), in terms of the matching surface 
-·' 

functions Tv A. as follows: 
VAJA 

A. v'j '± 
X AA 

J 
(4. 9) 

(4~ 10) 

Whereas the indices v~j~" asswne N values~ vA.j/\. assume fewer 

values than that. In view of our previous discussion, N/2 is a 

convenient choice for this number for the highly symmetric H3 system. 
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_;..v~j~± _ 1 Av;)~± The· coefficients hJ . and h Jv J. may be found by equating Eq. 4. 3 

VAJA A A 

on nvA. ·with Eq. Ll9, and Eq. 4. 6 with Eq. 4.10, multiplying the 

resulting expressions by T*v~ and integrating them over ~ and Y"\ 
' VAJA . II. 

using the orthonormality of the TVi\. functions on the matching 
v)lh .. 

surface and Eq. 4. 8. We get 

(4.11) 

. cos j" y } { cos (j" + 1) y } 
x A A. + cot a . (jn + 1.) A. A. 

{ isinj~ YJI. VA ( A 
2 isin (j~ + 1) YA 

{ 
cos (j II - 1) Y. } . Av I j I± J ' 

= (j', = l.) It ~ ) g A A. (11 .... (YJ) 
"'!- 2 

.. isin (j~ - l)y)t Jv)_j~ I\ 11. 

(4.12) 

where the upper term in the curled brackets is to be used for even jA.' 

and the lower for odd ji\.." 

We now must consider the expansion of the wave function obtained 

from the integration in channel v, in the same matching surface basis 

functions T~A.. of Eq. 4. 7. To do this we first express the wave-
.AJA 

function and its normal derivative in a form analogous to Eqs, 4. 2, 
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4. 3, 4. 4, 4. 5 and 4. 6. For the wavefunction we get 

vv'j '± 
~ v v 
'l'J 

where 

/2 cpJ (X ) 
lJ 

3 1 

~2 (sin 27] )2 
v 

(4.13) 

(4.14) 

The vibrational basis function cp~ (~) is defined in a manner similar 
v 

to </>~ (~) and,. in fact, ~ay be identical to it (for vv =v.;\) if the reference 
A . 

potentials a:re defined appropi:-iately .. In. terms of the v ar~angement 

channel coordinates, the relation between 

surface 1TvA. is given by: 

TJ and y_ on the matching 
ll v 

311' 
2 

(4.15) 

This is easily derived from Eq. 4.4, using the relations A.12 and 

A.15 ofthe Appendix and Eq. 3.18. 

In calculating the normal der!vative of the wavefunction of Eq. 

4.13 on the matching surface 1T ... , we must remember that x.. inust 
VA 11. 

be held constant during the differentiation. It is therefore desirable 

to express X
11 

in Eq. 4.13 in terms of Xi\ 
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(4.16) 

where AX
11

A. is a function of the .internal variables RA, r A.' YA only 

as seen in Eqs. A. 9 of the Appendix. If we express those two 

equations in terms of the '~ariables TJA, ~ and 'YA, then find the normal 

derivative of aX
11

/\. using Eq. A. 18 and finally use Eq. 4. 4 to express 

all quantities on the matching surface rr VA, we obtain the very useful 

equation valid only on this surface: 

(4.17) 

Ae a consequence of this simplification7 we can express the normal 

derivative of the wavefunction in arrangement channel v on 11'11.A by: 

:::: 

where 

iJ.6.X 
f 2 <P. · (X ) e ZJi\ J A. , 

5 3 
'r ~( · . 2 )2 
':> sin 11i1 

(4.18) 

(4. 19) 



VVvjv± I VVvjv± 
Vie now expand the functions X J ang XJ in terms of the 

matching surface functions T~A. (s, Y'\ ). Note that we use the fl. 
vJv A 

arrangement channel variables to express the v arrangement channel 

wave function, using the transformation equations A.12, A.14 and 3.18 

to relate the .A and JJ sets of coordinate systems. The resulting 

expansions are 

(4. 20) 

(4. 21) 

where the expansion coefficients are given by: 

I• I rr/2 , ]•II 
-. VVv] v± n "' A f - - J d 'Y. L1 (-1) ll svv.Av" n!' . (Y. ) Jv:vj v - A V 11 J. 11 J A. 

0 v ll v v ll 

(4. 22) 
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. I• I 1!'/2 •II 
_, V.VvJv± 1 

d '}~ ;_;;.,, 
J Vi\ VA 

f J . :::: 
-; {~- f (-1) v 8v v" D. (Yx_) 

vv1v 
0 VVJV vv lv 

{ 
cos (j

11 
+l)y'\ } 

v A - G'P-f) 
~isin (j" + 1) y, 11 

v .A 

where 

A'ci ue.iure, foe upper i:ern1 ini:he curled brackets is use(t for even 

jv and the lower for odd j
11

• 

4 c 2. The matching e_quations 

(4. 23) 

(4. 24) 

\Vith the wavefunctions from the integrations in both channels v 

and A. expressed in terms of the basis set T~h. (~, 'Y;,) on 7T vA.' we can 

now take the appropriate linear corobinations of these solutions to yield 

solutions to the full Schrodinger equation which a.re continuous and 

smooth throughout all of configuration space. Let us denote the fully 

matched solutions thus obtained by <I>f)vj. There are N set of indices 

vj and the superscript (i) can have the values 1 > 2 or 3. The full set 

of indices (i)vj thus scans 3N values and v.re V?ill therefore obtain· 3N 

linearly independent solutions to the Schrodinger equation [37) .. 
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(i)vj 

We now write <PJ 
AVAfX 

in terms of the solutions '1'J ' and also 

vvz,jv 
in terms of the 'W J 

(i)vj+ 
,., { ,., 

} z:; vVvJv+ VVvJv- c(i)vj-= wJ CJvv'j' + wJ J I ·1 (4. 25) 
v'f VVVJV 
vv v v 

and 
l•f f•f 

(J©(i)vj A.VAJA + 
(i)vj+ · 

.AV/\}.A-

L { a'l!J ow ,(i)vj- 1 -~J J = CJAV~j~ + CT i-1 ol\i.A v~j: ' onVA onVA •. 7JVVJV j 
J\, ;~ 

vv'j' + I •I 

~' { 
lJV J ·-ow v v 

c(i)vj+ 
. o'I! v v 

(i)vj- } J + J (4. 26) = J I •I CJvv'j' 
anVA, vvz,lv onVA 11' v vv 

(i)vj± c(i)vj± 
· The coefficients C 

3
, v ,

3
., and J , ., are to be detern1ined by 

/\, i\ .A vv VJ l' 

applying these two sets of equations on 1T vx. (and similar equations 

on 11 and 1T, ), and by imposing the scattering solution boundary 
KV "-K 

conditions as explained in Section 5.1. Equations 4. 25 and 4. 26> when 

evaluated on 1f VA.' comprise the smooth matching conditions .. 

By substituting Eqs. 4. 2, 4.13 and 4.16 into Eqs. 4. 25, we 

obtain the following expression 
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i\.V'j' -· 
+ x i\.i\ 

J 

(4.2'l) 

The analogous expression for the normal derivatives is obtained from 

Eq. 4. 27 by replacing nxn by 11 X'~t in that equation. If we now 

substitute the expansions given by Eqs. 4. 9, 4. 10, 4. 20 and 4. 21 into 

Eq. 4. 27 and its equivalent for the normal derivatives then multiply 

through by T~A. j (s, YA), use the relations between the A. and v 
) .. ;-._ 

coordinates given bv Eqs. A.1Z~ A.14 and 3.18 and integrate over 

~ and YA, we obtain the following system of linear algebraic equations: 

with the analogous equation for derivatives obtained by using h' and 

f' instead of h and f above. The matrix s J is defined by 
i::! llA 
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I 
'if /2. 

2 j D. D. cos J A X .A d 'Y>.. 
o JA. lv v 

for j.A + jv = even 
x 

ri/2 
2 i J D. DJ. sinJ AX '\ d y'\ 

JA v V11. A 
0 

(4. 29) 

or, by the expression (which is only equivalent to it for a complete set: 

of functions Tv.i\) 

(4 .. 30) 

· where 

(4.31) 

As should be evident from Eqs. 4.30 and 4.31, the matrix ;t"A iS 

unitary, s'ince A. Xv A. is real and therefore (tvA. is hermitian. 

By examining the definitions given in Eqs. 4.11, 4.12, 4. 22, 

4.23 and 4.29 for the various symbols used in Eq.· 4.28 and its 

equivalent for the derivatives, we find that the latter set of equations 

involve either purely real terms or purely imaginary terms. Let us 

omit the factor i appearing inEqs. 4.11, 4.12, 4.22 and4 .. 23, and 
j 

replace it in Eq. 4.29 by (-l)Y. We denote all of the real coefficients 

thus obtained by removing the bars which previously appeared above 

their sy111bols. Eq, 4. 28 and its normal derivative counterpart 
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continue to be valid for the unbarred quantities, which permits all of 

the calculations associated with the matching to be performed p.sing 

real number arithmetic, a considerable computational simplification. 

Regarding the real coefficients appearing in these equations as elements 

of matrices, we can rewrite them as 

(4. 32) 

a..'1d 

where s·J is orthogonal if the TVA. form a complete set. As shown 
~VA. .. )/"\ 

in the previous section) the number of basis functions Tv"j used to 
A.A. 

expand the wavefunction on rr VA is N/2 where N is the total nun1ber of 

vibration-rotation functions used in the close coupling expansion. This 

implies that there should only be N/2 rows in the matrices JJ.1±. 
'There are, however~ N c'olmnns because the different columns denote 

the N linearly independent solutions propagated in either the forward 

(+}or backwards (-)integrations. Summarizing, the dimensions of 

the various matrices in Eqs. 4. 32 or 4. 33 are symbolically represen­

ted as follows: 

(N/2 X N) (Nx N) + (N/2 X N) (NX N) 

= (N/2 X N/2) { (N/2 x N) (N x :N) + (N/2 x 1't) {N x N)} 

(4. 34) 
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\Ve can combine Eqs. 4. 32 and 4. 33 into a.single expression which 

contains only square N x N matrices by defining the augmented N x N 

matrices EJA.±, f'± and ;J as 
;~ ;J" ;::;VA_ 

(4. 35) 

111± = (~r) (4. 36) ~J 
f'V± 
~ 

.~J (SJ ~TI 'S = ;::;VA (4. 37) ;::;1JI\. 
I 

\ 0 ~~A) ~ 
~ 

where O denotes an· (N/2 x- N/2) matrix of zeros. The resulting 
;::;; 

:i;natching equation on 1rvA. becomes 

(4. 38) 

In order to solve for the unknown matrix of coefficients c
3
(i)±, c

3
(i)± 

~ A ~ v 
(and r;J(i)±), we must couple Eq. 4.38 with the correspo~ing eq~ations 

~ K . 

obtained from the matching on 1T and 1r.,, • Using the same notation · KV AK 

as in Eq. 4, 38, the matching equations on these two additional 

surfaces are 
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(4. 39) 

and 

(4. 40) 

We can now combine Eqs. 4. 3 8, 4·. 3 9 and 4. 40 into the following single 

matrix equation which involves matrices of dimension 3N x 3N 

where 

I 
I 

..i:. c-
J --

~ 

"'A.± h ;..;J 

0 

(1)± 

~JA 
c<P± 
:;::JV 

c(I)± 
~JK 

.... J .f'V± 
- S __ ~ .._T 
~VI\.~ 

... v± 
h 
~J 

0 
~ 

(2)± 

~J). 

c~2>± 
~JIJ 

cc;·~±. 
:.::;JK 

0 \ 

.... J "'IC± 
.- s fJ 

~KlJ:::: 

(3>± 

Cj· 
;::l A 

bl± c-
:::;JV 

c<i>± 
:::::JK 

(4. 41) 

(4. 42) 

(4.4 3) 

and the 9 stands for-a: matrix of zeros of the appropriate dim.ens ionality . ...., 

Let us rearrange Eq. 4, 41 to the form 
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(4. 44) 

Equation 4.44 is the essential result of the smooth matching procedure. 

It expresses the unknown coefficients £f in terms of the known IJJ 
. ~ ~ 

and thus determines which linear combination of the solutions obtained 

from the integrations in each arrangement channel region will produce 

smoothly matched wavefunctions. Of course, Equation 4.44 supplies 

only one 3N x 3N matrix equation for the two 3N x 3N unknown 

matrices ~f · This tells us that our matched solutions are not com:... 

pletely unique which is not unexpected since we have not yet specified 

the asymptotic conditions which our matcJ:.ed wavefunctions must 

satisfy. We will do so in the next section, and when these additional 

conditions are combined with Eq. 4. 43, we will obtain unique 

expressions for the co~fficient matrices ~S . 

5. ASYMPTOTIC ANALYSIS 

5.1. The reactance and scattering matrices 

We will now describe how to obtain the reactance (f}J) and 

scattering (~J) matrices from the.asymptotic values of the primitive 

(but smoothly matched) solutions q;}i)jv described in the previous 

section. These functions are defi~ed in the entire configuration space. 

Then· asymptotic behavior in each of the three arrangement channels: 

A= a>{3,y can be obtained from Eqs. 3.22, 3.5, 2.13 and 4.25, 

and is 
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(5.1) 

A.=a,{3,Y 

where we have dropped the superscript (a) as it will be implicit 
1 

throughout Section 5" The product functions r ; 2 <pjl\ (t~_) <P~A.jA. (YI') 

. 

are 

the asymptotic vibration-rotation wavefunctioi1s of the diatomic mole ... 

cule corresponding to the A arrangement channel. We note that 

~~ 1 (r) vanishes in the asymptotic regions of arrangement channels 
A~A -~ 

v and K because r.A ~ co in these regions. As a result, Eq. 5.1 

can be rewritten as 

(') . 
<:PJ1 VJ ,.., 2J <pJ (X } l.J_ 

A I\ v J AA 

(i)vj 
e°!'"V 1· (R._) 

•·11. It.A. 1t 

(5. 2) 

where 

(5. 3) 

and A. summation extends over arrangement c.Iumnels ex, {3 and y. 
1 0 1 (.) • 

The analogous eA11ression for the function H~2 °CJR~ .(Hi <P} VJ) is 
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").:v',' 1·" I\. I\. obtained from Eqs. 5. 2 and 5. 3 by replacing g . . by 
JVi\JI\. 

in the latter. 

We now define the reactance and scattering matrix solution for 

each partial wave J. In analogy with their corresponding three­

dimensional multichannel definitions [ 34], and using the asymptotic 

behavior of the coplanar solutions ·given in Eqs. 3.. 25, we define the 

reactance and scattering solutions and the corresponding 1natrices as 

follows 

I • 

i\ VA.'h .. ' 
'1!R SJ 

' 
(5. 4) 

where, for the RT. matrix solution, 
:;:::; u . 

' ! ' -

I 
"- I . l\.Vl\.jl\. , : . - xvA.ji\. 

IJ-j ( kv.j RA)ox'v:,j r +KJ-j dkv.3· IR)RJ"'v J' 
A. A. A. X X .A I\. .A I\ f. X 

(for the closed channels) 

(5. 5) 

and for the ~J matrix solution 
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{fm: the closed channels) 

and the Hankel functions H; are related to the Bessel functions 

J£., Yi by 

(1, 2} 
Hl = JI. ± i Y£ 

(5. 6) 

(5. 7) 

The ~J and gJ matrices defined in Eqs. 5.5 and 5. 6 have din1ensions 

3N x 3N and include both open and closed channel initial and final 

states. Only the open - open transitions have direct physical signifi~ 

cance and we will label these by the symbols ~J and ~J-· It is these 
..., ..., 

open channel matrices ~~ and g~ which obey the usual properties 

that ~~ is real and symmetric and ~~ is unitary and symmetric [24], 

as a result of the time reversal invariance and conservation of flux 

properties of the Schrodinger equation. Actually, Eqs. 5. 4 through 

5~ '1 are expressed in terms of the mass scaled variables .!:;..'~A. of 

Eqs. 2. 2a and 2. 2b, whereas the reactive and scattering matrices 

we are interested in~ are defined in terms of equivalent expressions 
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involving the unscaled 1\, R'\. Howeve1~, Eq. 5. 4 and its unscaled 
,,,,...../\ "'''-

variable counterpart are proportional to one another and as a result 

~J and ~J are invariant under th~ .£i\' ~i\ ~ ;:i\.' ~i\ transformation; 

this permits us to use directly the unbarred variable results to 

calculate them. Using Eqs. 5. 7 in Eqs. 5. 5 and 5. 6, we can relate 

the open channel subblocks of the reactance and scattering matrices 

by the following expression [39] 

S0 = (I-iR0 )(I+iR0 f 1 

~J ~ ~J ~ ~J (5 .• 8) 

where J is the identity matrix. We will discuss the physical sig­

nificance of the scattering matrix at the end of this section. 

Let us indicate how R ~ 
~.J 

determined solutions <P (i)vj 
J 

3N x 3 N matrix form as 

and 

where 

can be obtained from thP. n11meri~::ii1v .,, 

We rewrite Eqs. 5. 3 and 5. 5 in 

(5. 9) 

(5.10) 

(5 .. 11) 

(5.12a) 
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(5.12b) 

i\ 
J J-,j (kv j Bi\) 

i\ A. i\ 

(open channels) 

I J -j ( I k~ j I RA) 
A. i\ A. 

(closed channels) 

(5.13) 

(open channels) 

l KJ-J. Clkv 1- I Ri\) 
. A. i\'i\ 

(closed channels) 

(5.14) 

,,,,,. 
and. ~J is the transpose·of ~J· The elements of the ~J and J?J 
- 00tj: 00~ 

matrices are the eJ•v l. and bJ, , . , respectively. In all these 
A Av /\.'AJA 

matrix elements, the subscripts other than J denote the row and the 

superscripts the column to which they belong. 'The reactance matrix 
t • 

;\. Y f] t 

solution wRJ X A. can be obtained from our numerically determined 

. (i)vj 
solution,s Cf> J by taking linear combinations of the latter: 
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3 

= ~ I; 
i=l vj 

I • • 

;i;(i)vj A vA.1 ]A.' 
"4' J DJ (i)vj (5 .15) 

As was mentioned at the end of Section 4, the matching equation· 

1(Eq. 4.44) determines C~ { ~'j-)- 1 
but not '2~ or '2'J individ~ally. To 

~ ,"OJ ~ x /•/ -
complete their evaluation we choose DT == o ·v~A.J.\ in Eq. 5.15 and re--

., l J 

quire that the ~~ produce not only the correctly matched solutions, 

but also the correct asymptotic solutions as well. We then substitute 

Eqs. 5.2 and 5.4 into Eq. 5.15 and equate coefficients of terms having 

the same arrano-ement channel A. and vibration rotation basis functions 
-·· --·-----·- -··· ·---···· ···- .. b. --···· ... -·-··-··-····· .. -·- --·- - . --·--. ·----· .. - -· •· ··-·- ... ··-------·--·---·-·---------

r ~~ <pjA (YA) </J~)JX (r A.). Expressing the resulting equations in matrix 

form and using Eqs. 5. 9 and 5.10, we obtain 

(5. l 6) 

The analogous equation for the derivatives (RA.)-~ a~ [(R>)t wRJ] 
. A _.l a 1. , 

and (R ) 2 -- ( R 2 (~· ] is 
A. oRA. I\ - J 

- I + o· 
~J = (5.17) 

where prime denotes differentiation with respect to RA} with 

A. = a, f3, "Y as appropriate. Thes~e last two equations and Eq. 4. 44 can 
"' then be si.>nultaneously solved to yield the following expression for ;;3 , 
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I - -1)] [(Y' + Y-.J·· _J~.+J') (~ __ +J)-1 NJ-~- (~J ~J - ~J ~J ~J ~J ;;; ~ ~ 

where 

(5. l 9) 

Transposition of Eq. 5.18 gives "!;J' and Eqs. 5.18 and 4. 44 when 
' substituted into Eqs. 5.16 or 5.17 will yield expressions for _;;j and 

fj· ,_ __ 

The procedure just described furnishes the full ~J matrix. 

Its closed channel parts may now be discarded, and the open channel 

part of the scattering matrix _g:J calculated from Eq. 3. 8. gJ- may 

·X,
1 v 1 j 1 

then be used to calculate PJ.,,;. A , the probability [40] of transition 
I\. AJ .A 

from a given initial arrangement channel A. and internal state vA.jA. 

to final arrangement channel A.1 and internal state v A.' j A.' (for a given 

total angular momentum quantum nun1ber J) through the relation 



212 

(5. 20) 

Note that this is a distinguishable atmn transition probability. Effects 

of indistinguishability of particles will not be considered until Section 

6. 2. As mentioned in Section 2. 3, the total angular momentun1 is 

simply equal to the algebraic sum of the rotational and orbital angular 

momenta, i.e.) J = j~ + £.A. This allows us to reexpress 
f • 

·pA VA1_Jl\.1 in terms of initial and final orbital angular momenta .Q ... 
JA.VA)A A 

and §_>..' • This has a useful semiclassical interpretation since the 

initial orbital angular momentum quantun1 nurnber LA is related to 

the classical impact parameter b.A through the relation 

(5. 21} 

where kA. . is the wave number in the R ... , r... coordinate system 
. v x111. I\. "-

(defined in Section 2. 2) 

(5. 22) 
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. 
5. 2. Disting11ishable atom scattering amplitudes and cross sections 

In this section we define the "physical" scattering solution, and 

the distinguishable atom scattering amplitudes and cross sections. 

In addition, we derive a relation between the coplanar scattering 

amplitudes and scattering matrix analogous to that of the usual three­

d:imensional partial wave theory. 

Let us consider a collision between atom AA. and molecule 

Av AK. Let the latter be in internal vibrational- rotational state v A.jA. 

and let the relative initial velocity of the colliding partners be 

V~ j e In addition, we choose the direction of relative approach to be 
XA 

- A.V.j" 
the x axis of Fig. 1. The "physicar 1 wavefunction '11" P A A which 

describes the outcome of such a collision is the solution of the 

Schrodinger .equation (Eq. 2.1) which behaves asymptotically at large 

RA., Rv or RK as 

-'A 
ikvA.jA. RA cos XA. __ l.. -A. -

"' e cpjX (9A.) ~ A.2 <f>vA.jA. (rA.) 

(5. 23) 

The summation e11."i:ends over open and closed channels. For closed 

i.k A.' R 
VXjX X 

is a pure imaginary and e is an 
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exponentially decreasing function of RA.': The f corresponding to 

open channels are the scattering amplitudes for the i\.V~}x ~ X vx_ j.X 

scattering processes. The first .exponential factor in the righthand 

side of Eq. 5. 23 represents the incident relative motion line wave 

(the 2-D equivalent of the 3-D plane wave) whereas for the open . 
1 I 

channels the R-f exp (ik; . Rx') represent the scattered circular. 
A. x_Jx_ 

non-reactive (A.' = i\.) and reactive (A.' * A.) waves. The 

-r--! i:p,, (8.,) <P.; 
3
. ( rx') are the planar motion vibrational-rotational 

A. J.A' I\. 'X X . 

wavefunctions of the isolated Av,AK. molecule in state v'A, ,jA.' and 

differ from the corresponding unbarred function only by the proportion­

ality facto:i:- (1/aJ:) (see Eq. 2. 3). 

The differential cross section for the i\.V.AjA. - A.'vA.' ji\., process 

(assuming that both these states are open at the total energy E · -· 

considered) is defined as the ratio of the outgoing radial flux per unit 

XA.' angle to the inciden~ line wave flux. In the 2-D world being 

considered it has dimE.:1sions of a length per unit angle. For the case 

in which all three atoms are distinguishable, it is related to the 

corresponding scattering amplitude by 

(5. 24) 

For either reactive or non-reactive collisions xA., is the angle 

between the initial and final velocity vectors of the atom with respect 
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to the diatom (i.e. , between the initial and final directions of motion 

of the atom in the center of mass system--the Gxy system of Fig. 1.). 

The integral cross section for the same process is 

(5. 25) 

It has the dimensions of a length. 
)tVAjA 

We define the unbarred "IJ!p as a solution to the Schrodinger 

Eq. 2.4 (involving the mass-scaled coordiliates ;:A'~A.) which behaves 

asymptotically at large RA, Rv or RK as given by Eq. 5. 23) but with 

all bars removed. It is straightforward to prove that 

and as a result that 

A 

If we now define the dimensionless scattering amplitude f by 

) 

expression 5.24 becomes simply 

l 
2 

(5. 26) 

(5. 27) 

(5,. 28) 
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(5. 29) 

Therefore, once the open channel dhnensionless scattering amplitudes 
.... 
f are known, the differential and total distinguishable atom scattering 

cross sections are easily calcuiated from Eqs, 5 .. 29 and 5. 25, 

respectively. 

""' In terms of the f the unbarred version of Eq. 5. 23 can be 

written as 

(5. 30) 

We now relate the scattering amplitudes to the scattering matrix. 

To do this> we expand the physical solution Eq. 5. 30 in terms of the 

scattering matrix solution (Eqs. 5. 4 and 5. 6) using an equati.on 

analogous to 2.12 
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{5. 31) 

A.VA.jA. 
To find expres~ion_s for the coefficients aSJ and the scattering 

..,A_ V 1) I 

amplitudes f., ?-- A. , we first expand the x,, -dependent portions 
11..VAJA A 

of Eq. 5, 30 in terms of the eigenfunctions q;J (XA.' )) then express the 

RJl.1 -dependent portions of Eqs. 5. 30 and 5~ 6 in their asymptotic forms 

(Eqs. 3. 25 and 3. 26) involving exponentials. We finally equate the 

coefficients of the corresponding RA.1 exponentials, cpJ (XA.t) and 

rotation-vibration basis functions in both sides of Eq. 5. 31 and solve 
l\.VAj~ 

the resulting equ~tion"s for a8J · · and for the coefficients of the 
... .A V.A'].A' 

expression of f).. VJ.).\ {x>..') in the cp J (X;..' ). 

The expansion for the line wave is [ 41] 

~- A.' 
ik.., i R'\, f cos x ... f 00 . • iJ"X I • I -

e 
.,,,,h,f A .II. ""' J '\' A 

11. /I. ==LI. i e 11._J (k .c·.R1) 
J=·~lX> ' J . VA.' JA.' A. 

1 

(5. 32) 
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As a result of the relation between YA.' XA. and ()A given after 

Eq. 2.1, and of Eq. 2. 9 we have 

(5. 33) 

Using Eqs. 5. 30 through 5. 33 and following the procedure outlined 

above we get 

ll 

= ( !i 1T )2 exp [ i(J - j ) lE.. J 
2 µ A. 2 

(5. 34) 

and, for the dimensionless scattering amplitudes to open channels, 

(5. 35) 

Eq. 5.35 differs from that obtained by Walker and Wyatt [40] only by 

the phase factor exp(-ij.A., XAt ). Substitution of Eq. 5.35 into (5. 29) 

and of the result into Eq. 5. 25 leads to the following rather simple 

expression for the integral cross section: 

(5. 36) 
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Eqs .. 5. 35 and 5. 36 may be written in ternis of a surn over J from 

0 to co by using the relation 

(5. 37) 

'Tl1is expression is a consequence of the symmetry of the Hamiltonian. 

with respect to reflection through the plane of motion. Additional 

symmetry relations which follow from Eq. 5. 3 7 are 

{5. 38) 

and 

(5. 39) 

Eqs., 5. 3 7, through 5. 3 9 are valid for any planar a~om plus diatomic 

molecule collision process. For reactions of higher symmetry such 

as H + H2 , there exist additional relationships smne of which will be 

discussed in the next section. 
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6. APPLICATION TO PLANAR H + H2 

6.1. The integration, matching and distinguishable atom asymptotic 

analysis · 

In the application of the methods described in Sections 3 and 4 

to the H + H2 exchange reaction, a considerable reduction in cmnpu- · 

tation time can be realized by utilizing two :important symmetry 

properties of this collision system. The first is the invariance of the 

collision system and associated coordinate systems with respect to a 

cyclic permutation of the three atoms. Mathen1atically this means that 

all equations derived in Sections 3 ~ 4 and 5 are invariant to a cyclic 

permutation of the indices /\VK, which implies (1) that we need to 

integrate the Schrodinger equation in only one of the three arrangen1ent 

channel regions depicted in Fig. 2, (2) that we need only calculate the 

projection coefficients h, h', I and f'' defined in Eqs. 4.11, 4.12, 

4. 22 and 4. 23 on one of the three matching surfaces (such as 1TvA. ), 

and (3) that the ;>.. -+ Ji, v - K and K --1 ft. distinguishable atom 

scattering amplitudes are all identical ·as are TJ - A. , 

A. - K, K--+ v, and ;x - i\, v - v, K -i. K so we may restrict ourselves 

to a calculation of the i\ -3> A., .A -+ v and i\. - K scattering amplitudes 

only. The second symmetry property is related to the invariance of 

the collision system (but not the associated coordinate systems) with 

respect to an interchange of any two of the three atoms. This results 

in a potential function yA. (r .A, RA., YA) which is syinmetric about 

'Yx_ = ±11/2 
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(6.1) 

To a large extent, the consequences of this property depend on the 

coordinate system being used, for while Eq. 6.1 is valid in all regions 

of configuration space, the .A arrangement channel coordinates, 

r.A' RI\., y.A are not the most conv·enient coordinates to use in all three 

arrangement channel regions. In arrangement channel region A., 

Eq. 6.1 has the immediate effect of decoupling rotational states of 

even and odd quantum numbers jA.. This means that the integration in 

arrangement channel region A. can be done in two separate steps, one 

. for even jfl. and one for odd jA. In each of these steps the total 

number of basis functions required is only about half of that needed i.n 

the absence of this decoupling" Since the computation time varies , 

where N is the number of states being integrated, and a is 

2 for N < 10 and 3 for N > 30 [20}, we see that a saving of factors 

of 2 to 4 in computation time may be realized by this decoupling. 

In a similar manner~ the· calculation of the matching surface coefficients 

of Eqs., 4.11, 4.12, 4.22 and 4.23 may be done in two separate steps~ 

one for even JA and one for odd l1t.i and the coefficient matrices 

!~± and !iv± may be obtained from _!:~± and ~1;'A± by using the 
,._ """" r...;. ,,...., 

simple relations 

(6. 2a) 
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(G. 2b) 

Vie must notE), however, that the number of matching surface functions 

T Vi\ is still N/2 where N is the total number of even plus odd j, 
VAJA A 

states. The matching procedure ultimately couples the even and odd 

rotational states jA (through Eq. 4. 44) so that decoupling beyond that 

point is lost. However, symmetry of the system about y:A. = ±1T/2 

(Eq. 6.1) may be used to relate the A -7 v and .A __, K scattering 

arnplitudes according to: 

"'vv'j' 
f;,\VJ 

• •I 

= (-l)]+J (6. 3) 

as is shown in Appendix C. Equation 6. 3 may be used to reduce the 

work involved in the asymptotic analysis to the calculation of only the 

.A-) i\. and A.--) v scattering amplitudes. An additional consequence 

of Eq. 6.1 valid only for the i\.---) A. scattering am;_11itudes (i.e., the 

non-reactive transitions) is the familiar relation (also derived in 

Appendix: C) 

f"A. v.' j'._ -
A VJ - 0 for j - j' = odd (6. 4) 

and the incorporation of this relation into the asymptotic analysis ca.n 

also result in a reduction of cornputational effort. \Ve should note, 

however, that the two syn1metries given by Eqs. 6. 3 and 6. 4 depend on 
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mir·use of a complete basis set TvvA_ for expanding the wave function 
xh .. 

on the matching surface and therefore may be used as a test of the con-

vergence of the method provided these symmetries are not Luilt in to 

the calculations. 

6. 2. Post antisymmetrization 

Up to this point, we have considered the threEJ atoms to be 

distinguishable. However, to calculate physically measurable 

quantities such as cross sections for reactions like H + H2 , we must 

include for effects due to indistinguishability of the three atoms and the 

Pauli principle. Since the three hydrogen nuclei each have a spin of 

-i, it is necessary to antisymmetrize our wa vefunctions with .respect 

to interchange of any two nuclei. This can be done by the well known 

procedure of post antisymmetrization (23]. The application of this 

procedure to the hydrogen exchange raaction is given in Appendix D 

and the results, which were previously given by, . Doll, George and 

Miller [ 42] are summarized below (where the direct and exchange 
""l "'l ""A. ::z.; amplitudes f1 and f 2 of that Appendix are relabellPd as fA. and f)t 

respectively). 

(a) para ~ para 

f •f 

aPV.J (X) 
PVJ 

(b) para --> ortho 

== 
1 I fA v)' (X) - f' v~j' (X) !·2 

-A_ A VJ A VJ 
kvj 

(6. 5a) 

(6. 5b) 



(c) ortho - para 

l•f 

aPV) (X) 
OVJ 

(d) ortho -+ ortho 

f., 
UOV) (X) 

OVJ 
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1 ! ... /\. v'j' "V v'j' j 2 
== - A { f)t vj (X) + fA. vj (X) 

k. 
VJ 

(6.5c) 

(6. 5d} 

Note that there is no reference to arrangement channel on the left 

sides of Eqs. 6. 5 since this distinction has no meaning after the effect 

of the Pauli principle is included. The corresponding integral cross 

sections are: 

(a) para--+ para 
00 

pv'j' 1 I) 1s·c).v:j" - v'j' So vv:j' I 2 (6. 6a} ~vj = -x ovj 
kvj J=' - oo J/lVJ J/\.VJ -

(b) para - ortho 

ov''' 3 E I o Av.' j'_ l 2 (6~ 6b) ~ J -vj - -A J= -oo SJA. VJ 
kvj 

(c) ortho - para 

00 

pv'j' 1 6 I ~ o vv_'j, I z (6 .. 6c) Qovj = -1i. i;.; JX.VJ 
kvj J=- 00 
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(d) ortho -> ortho 

v' j' ~·vv' j' 12 

ovj + SJA.vj 

(6. 6d) 

As expected~ the para - ortho and ortho-+ para cross sections are 

simply proportional to the distinguishable atom reactive cross sections 

since only exchange scattering amplitudes contribute to the111. These 

cross sections furnish direct information on the reactive process alone. 

The para -- para and ortho --+ ortho cross sections will show ef fee ts 

due to the interference between the reactiye and non-reactive (i. e:, 

direct and exchange) scattering amplitudes. The interference effects 

should be most important when these two amplitudes have comparable 

magnitudes. We will discuss this interference phenomenon in n1ore 

detail when presenting our results for planar H + H2 [20]. 
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APPENDIX A. THE A.-> 11 TRAl'TSFORMATION EQUATIONS 

AND RELATIONS ON THE MATCHING SURFACES 

In this Appendix we derive the important relations between the 

mass-scaled coordinates BA.'!A. (A.=a,{3,Y) defined by Eqs. 2.2. 

They permit us to change from coordinates appropriate for one 

arrangement channel to those appropriate for another one. We also 

examine the simplifications that occur when these relationships are 
' . 

evaluated on the matching surfaces defined by Eq. 3. 2. This will allow 

us to prove that these surfaces are half-planes whose edge is the YA. 

axis in the OXA YA. ZA. space introduced in Section 3o 1. We will 

consider only the relationships between the arrangement channel 

coordinates ~A.' !A. and ~v·· !v explicitly. The corresponding 

relations between R , r and R , r , and between R , r and 
.,.... V ,,...V .,.... K ""1{ " K -"K 

~A.' !1t may be obtained by cyclic pern1utation of the indices >..vK. 

The following relations between the vectors R'\ ~ r '\ and R , r , 
......,. A ''A r. IJ ,,.... 1J 

valid for any configuration of the three a.toms, follows from Fig. 1 

m 
R = -r - i\ r -----
"""1J "'A mi\+ mK .,...,z; 

m 
r R -

v 
!i\ ::::' 

"""v --A mv+mK 

From these and Eqs. 2.2 we get 



l
R ....... v 

r .,..,v 
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= 

where M is the 2 x 2 orthogonal matrix 
$::;: 

M 

aV!t being the angle between rr/2 and 1T determined by 

r ·1 1 

m) m •. 2 

cosa: A = - l (m,_ + mK)(m: + mK) J v . 

and 
1 

( mKM J 2 

sina~X = 
(m:\ + m K) (m" + m1) 

(A.1) 

(A. 2) 

(A. 3a) 

(A~3b) 

From these expressions we can get the equations for the XI\, RA, r A.' 'f~ -

X ,.R ~r ,'l' transformation. Indeed, from Eqs~ A.1 and A.2 and 
Il l·'. ll 11 

footnote 25 we get 

(A.4) 



and therefore 

R
2 2 

+ r = v ll R~ + r~ 
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(A. 5) 

(A. 6) 

which is a manifestation of the orthogonality of 1V1. In addition, it 
~ 

follows from Eqs. A.1 and A. 2 that the cross products BA x ;:A and 

R x r are equal and therefore that 
,....V AV 

(A. 7a) 

Since Yi, is in the range 0 to 2rr, in order to have it completely 

specified we should obtain its cosine. From footnote 25 and Eqs. A. 4 

and A. 5 we get 

cosyv = 

(A. 7b) 

Eqs. A. 4, A. 5 and A. 7 completely describe the RA, rA 1 YA - Rv, r v> ~) 

transformation. To complete the A. - v transformation we define the 

{A. 8) 

and e}...-press it in terms of the A. coordinates. We can write 
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..... "' 
~A.= RA. (cos XA. ~ + sin XA.~) 

.£/\. = rJ\ [cos (XJ\ + Y)~ + sin(XA.+ YA.)f] 

"' .... where x and y are the unit vectors along the laboratory-fixed axis ,,.... 

depicted in Fig. 1. From these eX:pressions? their v counterpart a.nd 

Eqs. A. 1 and A. 2 we can easily obtain the following expressions 

which determine A.XvA. modulo 2r.: 

{A. 9a) 

R sin.ax ... = -r ... sin a. siny" 
ll lll\, /'\. V)\ A 

(A. 9b) 

We see that h.XvA. is independent of XA and a function of RA» r A. and 

y"- only. This is due to the fact that these three variables uniquely 

determine the internal configuration of the triatomic system and hence 

the angle AX , between R . and R,. (see Fig. 1)~ 
V11. ~v ~A . 

Equations A.4, A. 5 and A. 7 through A. 9 completely describe 

the A. ~ z; transformation. It is useful to obtain the expressions they 

reduce to on the "lfYA surface defined by Eq .. 3. 2a. In view of this 

definition and of Eq~ A. 6 we have, onthis surface, 

r = r v A 
(A. lOa) 

R = R v A (A~ lOb) 

From these and Eq. A. 4 we get the very useful relation 
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(A.11) 

between R
1
/r A. and y A on this surface. Other important relations 

among the internal variables are obtained by substituting Eqs. A.10 

and A.11 into A. 7. We find 

and, after some algebraic effort, 

which imply that 

(A.1Z) 

S. 1T ~ :5: JI_ th t 1T ~ '\I 
311' ince -2 ...,. yl\. ~ 

2 
, we see a 2 ....., 'A. .::::; 2 on 1T

11 A.. 

From Eqs. A.10 through A.12 plus the expressions resulting 

from replacing those equations in A. 9, the >t - v transformation 

equations on the 1TvA. matching surface are completely specified. 

In addition, since from Eqs. A. 9 and A.10 

r 
cos AX =cos O! - sin a cos')' (i) 

VA. VA llA. i\ RA. 
(A.13a) 

and 

- r 
sin AX '- = - ( ~ ) sin a "' sin 'X 

llr. R V-rt A. 
It 

(A.13b) 
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and. since from Eq. A. 11, r'A /RA. is a function of YA. only (on 'lT VA), 

so is AXv>..: 

We shall now show that Eq. A.11 when evaluated over the 

range - J!.... ~ 'Y. ~ }!_ represents a half plane whose edge is the Y, 
2 .A 2 A 

axis in the OXA. Y /l.Z/I. space defined in Section 3 .1 and illustrated in 

Fig. 2. From Eqs. 3. 1 and A.11, we obtain the simple eArpression 

1f 1T 
--~Y- ~-

2 A 2 
(A.14) 

for the equation of 1i , in spherical polar coordinates. In addition} 
VA . 

from Eqs. 3. lb and A.10 we have, on nvfl.' 

w = (~ 
. ~- 11 

(.A., 15) 

To display the geometrical character of rr vA. we switch from polar 

coordinates ~,w.AJ YA. to cartesian ones XA.' Y'A, ZA. Equation A.14 

then becomes 

(A.16) 

This is the equation of a half plane whose edge is the YA. axis and 

which makes an angle of TC ~ av).. with respect to the ZA. axis 

(measured counter-clockwise from OZA to 1TVA as viewed from OYA.). 

Another quantity of considerable importance in the matching 

procedure is the derivative operator o/o n ... normal to the surface 1f 
ll /\. lJA. 

in the direction of increasing wl (Section 4.1). Since this surface is 
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a half plane, this operator is easily found by using the.standard 

expression 

(A.17) 

.... 
where n is a unit vector normal to rr,,..., in the direction of increasing ...-..vA. v 11. 

wA. and ~ is the gradient operator in XA Y~ ZA. coordinates. Expressing 

Eq. A.17 in the spherical polar coordinates ~, wA and yA we find 

(A.18) 

and the indicated differentiations must be done on the full wa vefunction 

with ~, wA. (or T/A) and 'YA. considered as independent variables before 

the relation between wA. (or 'fl·>) and y.A describing 1T
11

.A is used. 

The third line of Eq. A.18 results from the use of Tl.A rather than wi\ 

as discussed in Section 3. 2. Equation A. 17 can also be evaluated in 

terms of v arrangement channel coordinates in which case we find 



a ---
0llvA 

1 = --
~ 

sin av A. 

sinwv 
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1 . 2 2 2 ).! { a ) = -· - (sm a , + cos a , cos Y, 2 (--
"' JJ A JJ A I\. OW '\/ J" 
'.:>A v 111' '.:> 

. 1 . sin a VA 1 o . o 
= ~ - . 2 {-2 (~a ) - cot a "\ s1nY, (-a-) } 

Y' S lil Tl 1J )" ll A 11. Y 'n p 
':> '11.._ v y v' '.:> 11 ., v' '.:. 

(A. l 9) 
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APPENDIX B. EIGENVALUES OF A MATRIX OF THE FORM U = p2 V 
~ ~ ~ 

In this Appendix we show that the potential matrices in the strong 

interaction and matching regions (Eqs. 3.48 and 3. 61) always have real 

eigenvalues even though they are not symmetric. These matrices have 

the general form: 

u = p2 v 
~ z ~ 

(B.1) 

where the real matrix g2 is the matrix representation of a positive 

definitive operator (Eq. 3. 49) and therefore has positive real eigen­

values.- V is a real symmetric matrix whose eigenvalues may be 
::::: 

nositive. nefrative or zero. 
~ , -

The first step in finding the eigenvalues of J-J involves a 

diagonalization of p 2 

:;;:: 

K p2 K = A 
-~ ~ :::i ~ 

(B. 2) 

where A is a diagonal matrix whose elements are the various (positive) 
~ 

eigenvalues of p2
, and K is the real orthogonal inatrix of eigenvalues. --

We now form the real matrix g by: 

,...., 1. 
p = K A2 K (B~3) 

1 

where the diagonal matrix A2 has diagonal elements which are the 
:::;; 

square roots of those of A. p behaves as if it were the nsquare roott' 

of p2 in many applications> since, from Eqs. B. 2 and B. 3, 
:.::: 
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P P = f! __ 2 
;:::;: :::::: =~ 

(B.4) 

Next, we define the real matrix Yf as: 

(B. 5) 

where the second equality in Eq. B. 5 follows from Eq. B.1. From 

Eq" B. 5 ~ it is obvious that W is real symmetric, and it n1ay therefore 
:::::: 

be diagonalized by a real orthogonal n1atrix which we denote by T: 

_,..., 
TWT = E (B. 6) 

The diagonal matrix ~ contains the real eigenvalues of ~. 

Finally, if we define the nonorthogonal, but real matrix ~ by: 

s - {B. 7) 

we obtain, from Eqs. B. 5 and B. 6 

(B. 8) 

which proves that the matrix S diagonalizes U with the resulting 
t.:::: ~ 

real eigenvalues contained in E. 
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APPENDIX C. RELATIONS BETWEEN DISTINGUISHABLE ATOl\1 

S.CATTERING AMPLITUDES FOR ATOM DIATOM REACTIONS 

INVOLVING HOMONUCLEAR DIA TOrvnc 1'10LECULES 

In this Appendix we investigate the consequences of two-atom per­

mutational symmetry (as discussed in Sectio_n 6.1) on the distinguishable 

atom scattering amplitudes. We show that in collisions for which Eq. 

6.1 is valid (i.e., collisions of an atom with a homonuclear diatomic 
l•I • /•I 

molecule), the resultant scattering amplitudes r{;.J and f~~/ are 
v·! J 

related by Eq. 6. 3 and that r{vj J obeys Eq. 6. 4. The circumflex on 

f of Eq. 5. 28 will be omitted hi this Appendix.) 

We first rewrite the scattering solution Eq. 5. 30 for collisions 

with incident linewave in channel A : 

.... -~ 

R -->oo 
ll 

ikA R 
v'j' A. 

e A."A 

x 

..(ff 
i\ 

~ e 

\,lv 

i.kv . 
V TJJ JI 

.fRlJ 

R v 
.l/V j 

f v. v (\,) <Pj. (8) 
.AVAJA . v 



x 

x 

../r v 
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cf;: j (r K) 
KK 

,( r K 

l 

( Ii ) 2 

1.d v~ j I 
IC K 

(C .. 1) 

If the diatomic target in the incident channel is homonuclear, the 

physical system should be invariant to the operator P
11

K whic}1. inter­

changes the two identical atoms A and A involved. If we perform 
' 1J J{ 

this interchange, the coordinates which define the system j_n each 

arrangement channel become (by inspection of Fig. 1): 

(RA.} X~_) ~ (RA, XA.) 

{rA,6>) ~ (~A.' 81t + 1T) 

(Rv' Xv) ~ (RK; XK) 
(C.2) 

(rl,; e 1J) ~ (rK~eK + rr) 

(RK, XK) ~ (RV$ Xv) 

(r K~ lJK) --!- (rv,ev + 1T) 

If we make these substitutions into Eq. C.1 realizing that 

"\,, (8A + ir) = (-l)iA q>jA {BA)' and appropriately relabel quantum numbers 
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which serve as summation indices, we obtain: 

:..J/V. 

R ._oo 
K 

q.., 

R -t cio 
v 

:E 
v j 

ll v 

11 
ef>v j (r K) 

x KK 

.(iK 

j 
ik~ j RV 

(-1) v 
e v v 

.fR..,,, 

1 

li 2 
( l ) lv1

' µ " -
VKJIC 

KV j· 
f ti V_ ( ) ( ) 
A.v· j xv <pj 9v 

AA v 

1 

( ti ) 2 

µIv~ 3 ! 11 11 

(C.3) 
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. j 
The line wave part of C. 3 differs only by a factor of (-1) A from 

the corresponding part of C .1. Since the scattering solutions are 

unique, this implies that the corresponding circular wave parts must 

be related by the same proportionality constant, i.e., 

Replacement of Eqs. C .1 and C. 3 into C. 4 and identliication of the 

corresponding outgoing wave parts in channel ;\ im.irediately yields 

(C. 5) 

which is identical to Eq. 6.4. In order to compare the outgoing wave 

solutions in channels v and K, we first must realize that the 

<P~ 
1
. (r ) (and k~ J. ) of Eq. C. 3, and the cp~ . (r ) (and kit . ) of 

K K K K K KJ K K VK] K 

Eq. C.1 are identical sin~e these represent vibrational wavefunctions 

in the two product arr;:ngement channels both of which are the same for 

a homonuclear target. This allows us to compare the outgoing wave 

solutions in channels v and K in Eq. C. 4 1 obtaining 

(C~6) 

in both cases. Eq. C. 6 is identical to Eq. 6. 3. 
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APPENDIX D: POST ANTISYMTvlETRIZATION 

FOR 'IBE H + H2 EXCHANGE REACTION 

A~though correct expressions for the indistinguishable (anti­

symmetrized) cross sections in terms of the distinguishable atom , 

reactive and nonreactive amplitudes have been listed by Doll, George . 

and Miller [42], who have obtained their results using the integro­

differential equation approach described by Miller [43 J s there seems 

to be some confusion in the use of these expressions so we shall de:rive 

them here in order to clarify their meanings. \Ve will follow the post~ 

antisymmetrization procedure outlined by Schiff [23] which is somewhat 

more transparent than Miller's 6 In all of our treatment below we 

assume that the interaction potential is not spin-dependent and foai; i.here 

are no external magnetic fields present. 

We start by rewriting the asymptotic physical solution (Eq. 5. 30) 

for distinguishable atom scattering (in the mass-scaled coordinate 

system), using; for notational simplicity,:thelabels i\ = 1, v = 2 and K = 3: 



where, for example, 

and 

V' J•I c l 1 
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(D.1) 

(D. 2) 

(D. 3) 

A 

For .simplicity the circumflex on the scattering amplitude f of Eq. 5. 30 

has been omitted.~ Note that we have used the numbers 1, 2 and 3 as both 

an arrangement channel label and a particle label. Provided that we al­

ways permute particles in a cyclic way in our arrangement channel label­

ing) the two designations are identical and we will consider this to be the 

case here. This means that the coordinate r 1 is the internuclear vector ..... 

from particle 2 to part~cle 3 (in the !51 , _;: 1 coordinate system) and there-
-· - -

fore the 2) 3 diato:ri:1ic molecule wavefunction is a function of ri- We 
. ,,.... 

should also point out that for H + H2 , the separated arrangement 

channel quantun1 states are all identical so the labels v,Ju v2 j 2 and 

v3 j 3 are essentially dmn1ny indices and do not hnply, for ~xample, 

that W 1 
• differs in its functional form from \V ~ . or W s . when 

V1Ji . 2J:a V3h 

j 1 = j 2 = j 3 and v1 = v2 = v3 • As a consequence of the symmetry 

property of E"q. 6.1 for H + H2 , and in view of the above discussion) 

the wavefunction in Eq. D.1 has tl1.e property 
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lvd1 
\)! (1 2 3) 

p ' ' 
{D.4a) 

This is valid in all three arrangement channels provided that Eqs. 6. 3 

and 6. 4 are satisfied. 'These two equations also imply that the behavior 
2 . 

of the wavefunction w p VrJi. (2, 3, 1) under the same perrrru.tation is: 

(D. 4b) 

Now consider the spin wavefunctions of the separated atom plus 

diatom system in arrangement channel 1. Since the three hydrogen 

atmns have spin i, these wavefunctions are: 

v1 (1; 2, 3) = a(l) a(2) a(3) 

v2 (1,2, 3) = /3 (1) a(2) a{3) 

v3 (1,2,3) = )
2 

a(1) [a(2) f3(3) + fJ(2) a(3)] 

v4 (1, 2, 3) = _.!._ /3(1) (a (2) /3(3) + fJ (2) a(3)] 
~2' . . 

V5 (1,2,3) = a(l) /3(2) {:3(3) 

v6 (1,2, 3) = f3(1) f3(2) f3(3) 

v7 (1,2,3) = -
1- a(1) [a(2) ~(3) - [3(2) a(3)] 

..f 2 

v
8 

(1,2,3) = ~ f3(1) [a(2) [3(3) -/3(2) a(3)] 
{2 ' -

{D. 5a) 
' , 

(D. 5b) 

(D. 5c) 

(D. 5d) 

(D. 5e) 

(D. 5f) 

(D. 5g) 

(D. 5h) 

They are eigenfunctions of Sz but not S2 and have the sym1netry property 



(vi (1, 2, 3) 
vi (1, 3' 2) == 1 

l -Vi (1, 2, 3) 
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i = 1-6 

The correct separated atom plus diatom wavefunctions are then 

= 'JflViJr (1 2 3) V· (1 2 3) 
p '. ' l :> ' 

where (i) here designates the spin state of the system~ Si.nee 

(D. 6) 

(D. 7) 

~l V1J1 (1l'2, 3) must be antisymmetric with respect to permutation of 

particles 2 and 3, we have the requirements (in view of Eqs. D. 4 and 

D. 6) that 

(odd for i = 1-6 (ortho states) 
i. ~- j 

".l l even for i = 7, 8 {para states) 

We now forn1 the completely antisymmetric wavefunct:i.on 

rn m 
,~ .... , 

A " (") . ;\ V • (i) w ViJi 
1 (1,2,3) by superimposing the functions <P rli (:A= 1,2,3) 

having the same initial states v1h: 

(D. 9) 

. · ~iOO 
Eqs. D. 4) D. 6 and D. 8 can be used to prove that '1r i.i is antisym-

metric undera·permutation of any two of the three particles in the 

system. This then is the correct scattering solution, and its asyn1ptotic 
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behavior can be used to determine the correct antisymmetrized 

scattering alllplitudes. This asymptotic behavior can be determined 
A . C) 

by evaluating w VrJi 
1 

at large values of R1 (or R2 or R3) which 

yields: 

iki... R Av1 j 1 (i) R1,...,oo v j •,_r 1 \J!' (l, 2, 3) , ~. e .,...., 1 1 . W . (2, 3) v. (1, 2, 3) 
V1Ji l 

+ 2J 
V'J•I 

I 1 

l CV1h f 1.1 ·'"'{· 1v'1"' W_.1j1 (2, 3) l v. (1,2, 3) 
V1 1 ViJ1 l 

(D.10) 

This has the form of a physical scattering solution, but the expression 

in brackets must be re-expressed in terms of the v. (1,2, 3) spin 
) 

functions of the final separated atom-diatom (j = 1 to 8). · Accordingly, 

we write 

t A(j)v~j~ 
f(.) . v

3
. (1, 2, 3) 

j=l 1 V1Jx 

A(j)v'f 
where f i.i is the antisymmetrized scattering a1nplitude for 

(i)v1j1 

(D.11) 
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scattering from initial state (i)v1 j 1 (s.pin state i) to final state 

(j)v;j; (where Eq. D. 8 must be satisfietl for both of these states). 
A(j)v' ., 

We can solve for the f(.)v .
1

h by multiplying Eq. D.11 by v~> (1,2,3), 
1 ih !in. 

integrating over all spin variables and then replacing the index k by j 
Af)v' ., 

in the result. The resulting expres~ions for f(i)~1j~ h in terms of the 

distinguishable atom scattering amplitudes are given in Table I. 

The e~"Pressions in that table have been simplified by the use of the 

relation (see Eqs. 6. 3): 

(D.12) 

1 v. •I 

In the notation of Doll, George and Miller [42] f1v
1

1
.h is the direct 

1-v.·1 . ll 

scattering amplitude while f 2 
1
.h is the exchange amplitude. 

V1Ji 

The state to state cross sections are (from Eq. 5. 29): 

1 (D.13) = 

~nd the cross sectio1;.s of Eq. 6. 5 are obtained by summing Eq. D. 13 

over final spin states and averaging over initial ones. As an example, 

the para to ortho cross section (Eq. 6. 5b) is given by (dropping the 

v1ju v~ j~ indices but retaining the spin labels) 

·a o, = .! ( o: 1 + cr 2 .. o: a + o: 4 + as + 0 ,6 p .. 2 . 7 7 "i 7 7. 7 7 

(D.14) 
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f (j)v~j~ 
final 1 2 3 4 5 6 7 8 

(i)v1j1 j == 

•! 
h odd odd odd odd odd odd even even 

initial ~ ortho ortho ortho ortho ortho ortho para para 

_i I jl l 
__...., 

1 odd ortho 1 l 
fl +f2 0 0 0 0 0 0 0 

2 odd ortho 0 l l 
1 l 

{2f2 0 0 0 {2f2 0 

·-
3 odd ortho 0 .f2 f~ l l 1 + ... 2 0 0 0 -l 2 0 

i 
I r 

l l 1 

~ 4 odd ortho 0 0 0 fl +f2 .f2f2 0 0 

1 I l 

5 odd ortho 0 0 0 .f2f2 f 1 0 0 -.f2 f2 
.. . - --- . -- -- . - -

6 odd ortho 0 0 0 0 0 
1 I 

fl+ 2f2 0 0 

1- I 1 l 
7 even para 0 {2£2 f z 0 0 0 fl - f2 0 

-
8 even para 0 0 0 

1 
-f2 -r2l 2 0 0 

1 1 
fl - f2 

Table 1. Antisymmetrized scattering an1plitudes f~f)~~j~ ~nd their 

f1v~~~ fiv~j~ * 
relation to the distinguishable atom amplitudes 1v J and . . 

1 l 2V1Ji 
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FIGURE CAPTIONS 

FIG. 1. Vectors used to specify the location oft.he three atoms in the 

A, B, C collision system relative to the center of maEs G. 

GBC' G AC and GAB denote the locations of the centers of 

mass of the diatomic, BC, AC and AB, respectively. 

R r , R{3, r..Q, R , r are defined in text, . 
....... O!} -"Cl! ,,.... . ~ .,... y r..y 

FIG. 2. Plot of potential contours for the H + H2 reaction in the 

. XX YA ZA space defined in the text using the spherical polar 

coordinate mapping of Eq. 3 .1, for six fixed values of the 

azimuthal angle Yi\.. (a) YA = 0°a.nd 180°, (b) YA.= 45° and 225°, 

(c) 'r'.. = 90° and 270°. Jn (a) we a.lsn rieniP.1: the linP.~ nf }l!i~P!"-
• • /"'\, • " I ~ 

section of the y.A = 0, 180° plane with the half planes rr
1
JA.' 

'lfKv' 1T/i.K defined by Eq. 3.2, which are used to divide 

configuration space into three arrangement channel regions 

A., v, K. For each figure above, OW A is the intersection of the 

half plane determined by OZA. and the corresponding smallest 

y.A with the OXA. YA plane. 

FIG~ 3. Division of the RA, r A space into four regions I, II, III and 

IV. The contours are equipotentials of the matrix element 

V'/; (rA_> RA) (see Eq. 3. 8) in eV for the Porter Karplus H + H2 

potential energy function. The dashed line L is the line of 

steepest ascents and descents for V~ .- The locations of the 



points P~, P 0 and P 1 are discussed in Section 3. 3 of the 

text. Q is the origin of this space. 

FIG. 4. The polar coordinates p>...' cp'A and ~' 'r/A. and their inter­

relationships in RA, r'A space. 

FIG. 5. ·(a) Plot of the matching half planes· rr , and rr, , and their 
JJA AK 

intersection with a c~ne of constant w.A (w.Ao .::;;; w1\..::;;; w1\1
) 

showing the straight lines of intersection which occur at hvo 

angles YA. (w A.) for which cot w A. = - cot a 
11

.A cos YA. , and two 

more for which cot wit = - cot aA.K cos YA.. 

{b) Lines of intersection of "vx :Vith constant wA. cones at 

intervals of AWA..= 5° for H + H2 where wA.
0 

= 60° and 

FIG. 6. Plot of equipotential contours on the matching surface 1r , . VA 

for the H + H 2 reaction in the Cartesian coordinate system 
1 

WA, YA. where WA= (1S_ sin
2
avll. + Z~ cos2 a

1
,A..)2 and the 

system XA, YA., ZA is the one described in Section 3.1. 

Because of the symmetry of the H3 system,. Fig. 6 is equivalent 

to the lower half of Fig. 2c since the ZA. < 0 half plane of the 

OY AZ.A plane is for this system the saine as the rr KV matching 

plane. 'The half-lines emanating from the origin correspond 

to constant values of yA. and T/A, as indicated~ 
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Figure 2a 
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5G ACCURATE QUANTUM MECHANICAL CROSS SECTIONS FOR 

PLANAR ATOM DIATOM REACTIONS: IL APPLICATION TO 

H+ H2 
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~~echanical cross sections for 

* ~~~2 

George C ~ Schatz t and Aron Kuppermann 

Arthur Amos Noyes Laboratory of Chemical Physics, 

Division of ~hemistry and Chemical Er~_gineering! 5 

California Institute of Technology, Pas~dena2 . California 9112 5 

(Received 

The results of an accurate quantum n1echanical treatment of 

the planar H + H2 exchange reaction on a realistic potential energy 

surface are presented. Full vibration rotation convergence was 

achieved in the calculations, and this, together with a large nurn ber 

of auxiliary convergence tests:i indicates that the cross sections are 

accurate to 5% or better~ The reactive differential cross sections 

are ahvays backward peaked over the range of total energies from 

0 .. 3 to O~ 65 eV., Non-reactive j = 0 to j' =:= 2 cross sections are back­

wards peaked at low energy ( O. 4 e V) shifting to sidewards peaking 

for E > 0., 5 eV~ Quantum symmetry interference oscillations are 

very significant in the j = 0 to j ~· = 2 para to para cross sections for 

E;;:::: 0 .. 6 eV,, Reactive integral cross sections show two distinct 

kinds of energy dependencee At low energy ( < 0, 5 eV) }- barrier tunne.lling 

gives them a largely exponential energy dependence while above O" 5 eV 

(the effective threshold energy) the cross sections are nearly linear. 

Comparison of collinear and coplanar transition probabilities indicates 
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similar lD and 2D energy dependence but with a shift in energy 

from lD to 2D due to bending motions in the transition state. An 

analysis of rotational distributions indicates surprisingly good corres­

pondence with temperature-like distributions. The results of a one 

vibration app:r;oximation calculation are examined, and errors by 

as much as three orders of magnitude are found with this method 

at some energies~ Shapes of angular distributions are, however, 

accurately predicted., Additional analyses foclude comparisons with 

previous distorted wave and couple_d channel results, and calculations 

of thermal rate constants., 



1 .. INTRODUCTION 

A reaction of fundamental interest in the field of chemical 

dynamics is the H + H2 hydrogen atom exchange reaction. This 

simplest of chemical reactions has been the subject of numero'us 

dynamical studies by quasi-classical, l, 2 semi-classical3' 4 and 

quantum mechanical 5~l 3 methods. and has been the focal point for 

the development of. many approximate reaction rate theoric~s. 14 

In addition}' this system provides the fundamental example for 

characterizing quantum effects in chemical reactions and determining 

· their importance on experimental obser_vables.. For these reasons, 

the calculation of accurate quantum mechanical cross sections for 

H ~ ~ is of great importance.. Unfortunately, until recently there 

existed neither the proper methods for efficiently solving the Schrodinger 

equation for thts system nor adequately. powerful c'omputers to handle" 

the computations involved without the introduction of approximations 

of unknown accuracy., 

In a previous paper15 (hereafter referred to ~s I) we presented 

a method for accurately and efficiently solving the Schrodinger equation 

for reactive collisions of an a.tom with a diatomic molecule moving 

on a fixed plane., The planar motion restriction was introduced for 

computational simplicity only with no fWldamental limitations involved 

in applying a similar procedure to three dimensional ·collisions as welL 

In this paper~ we present the results of an application of this method 

to planar H + H2 on a realistic potential energy surface,, The results 

to be discussed include reactive and non~reactive transition probabilities, 

differential cross sections and integral cross sections, product 
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rotational state distributions and rate constants. In a preliminary 

communication, 8 we examined the importance of closed vibrational 

channels in a vibration rotation close coupling expansion and found 

that the errors associated with an early truncation of the vibrational 

basis set expansion could be very serious in many cases although 

qualitative trends obtained with th~ truncated basis were often properly 

described~ Vie will examine the one vibrational basis function approxi~· 

mation in somewhat greater detail in this paper, and will, in addition, 

compare our results with the approximate results of others in which 

.different methods, types of approximations and potential surfaces 

were used. 

As we pointed out in I, the method we have developed for 

solving the Schrodinger equation for planar atom plus diatomic 

molecule collisions can be extended to 3D systems without significant 

conceptual changes, so an additional reason for undertaking the current . 

calculations was to test the feasibility of the method in preparation 

for its application to 3D reactive systemsc These calcuiations for 

the- 3D H + H2 system are currently in progress and will be presented 

in detail elsewhere .. 16 A prelimin~ry communication of the results 

of this 3D work and its relationship with the coplanar results presented 

here has already been published. 9 

In Section 2 we describe the reactive scattering calculations, 

including convergence tests and computational considerations, and 

the representation of the potential energy surface* The results of the 

calculations are presented and discussed in Section 3. Section 4 

contains a general summary and discussion .. 
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2. UANTUM MECILt\NICAL CALCULATIONS FOR PLANAR 

~ 
2~ 1 General Description of the Method 

The method used to solve·the Schrodinger equation for planar 

reactive and non-reactive H + H2 collisions has been extensively · 

described in L As outline·d there, the procedure for obtaining the 

full set of primitive solutions to the partial-wave Schrodtnger equation 

is divided into two stages,, In the first one, a close coupling method 

is used to generate solutions to the Schrodinger equation in 

each of the three arrangement channel regions of internal configuration 

space., These solutions are then smoothly matched to one another in 

the second stage and the resulting primitive solutions,which are every­

where smoothly continuous,are then linearly combined to yield the 

appropriate reactance and scattering matrix solutions. This procedure 

is then repeated for a sufficient number of partial waves J to obtain 

converged reactive} inelastic and (if desired) elastic cross sections. 

The potential energy surface used in all the calculations was the semi~ 

empirical H3 surface of Porter and Karplusl11 (all coupling to excited 

electronic surfaces being neglected).. In solving the Schrodinger 

equation for these reactive collision systems, great care must be 

exercised to insure adequate invariance of the results with respect 

to a change in (a) the number of vibration-rotation basis functions used, 

{b) the reference potential V ref used to generate these functions, 

(c) the representation of the potential surface (see Section 2 ~ 2) and 

(d) the nature of the functions used to represent the wave function on 

the matching surface (Le .. ~, the ·Hmatching surface basis functionsH of I)., 
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As discussed in I, a number of symmetry properties inherent 

in H + H2 and similar systems may be utilized to reduce the computation 

time involved in doing these calculations. Most significant in this 

respect are (a) cyclic permutational symmetry of the three atom 

system which allows one to consider only one arrangement channel 

region in doing all calculations, and (b) two atom per mutational symmetry, 

which allows one to decouple the even and odd rotational states throughout 

most of the calculatione These same symmetry properties allow us to 

reduce the number of different distinguishable atom scattering amplitudes 

between a given initial vibration rotation state of the reagent H2 and a 

given final state of the product H2 to just two: one reactive and one 

· non-reactive amplitude,, We shall denote the reagent diatomic states 

by the vibration rotation qr:.antu::i ~umbers vj 2.~d the product ones 

by v'j t.. Distinguishable atom reactive- transitions will be designated 

by the superscript R, non-reactive ones by N and (indistinguishable) 

anti-symmetrized ones by A,. In thi.s notation, the relation between the 

antisymmetrized differential cross sections and the distinguishable 

atom dimensionless scattering amplitudes (Eqs. 6. 5 of I) is: 
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i/. Ir~ - v'j' - f~ - v'j' 1
2 

VJ 
(j, j' even, para -.:. para) 

k!j Irv~ - v'j' 1
2 

= 3 a~ - v'j' 
(j even, r odd, para - ortho) 

1 R 2 . R (2., 1) 
k-:- lfvj - v'f I = avj - v'j' 

A 
(J • O•O 

VJ ---V'J' = 
VJ . 

(j odd, j' even 5 ortho - para) 

k~j { lfv~ - v'j' + f~ -~ v'j' 1
2 

+ 2 If~ - v'j' 1
2

} 

(j5 r odd, ortho "'* ortho} 

where kvj is the (unscaled) wave number (Kvj of I), and f~ _ v'j' and 
R "'A v'f . ,;·.~-uvT . . 

fvj ~ vT' were denoted by f.Avj and fltvj , respectively rn L For 

planar systems, the rotational quantum number j is an algebraic inte~ 

ger and may be either positive, negative or zeroo For j ;e 0, the two 

states j and -j a·re degenerate and said to have different polarizations~ 

Cross sectrn~s. wh1c~ .~ve been sum.med over_ .final _rotational polariza-. 

tions 3:nd averaged over initial ones wi 11 be indicated by the symbols 

a l~ 1 ~, and (for the integral cross sections) l.l . ,
3
.,. For example, v -- v ] . . ~J - v. ft 

the integral cross section ~ _ 02 is given by: 

{2. 2} 

In I (Appendix C and Section 5~ 2) we found that the symmetry of the 

Hamiltonian with respect to reflection through the triatom plane leads 

to the following relations between cross sections within the same 
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rotational manifolds (valid for R, N or A transitions): 

a . , . , ( x) = er . , . ,( 2 rr - x) 
VJ-VJ V-J-V-J 

(2. 3) 

and 

(2.4} 

As defined in I, the scattering angle. x is the angle between the directions 

of motion of the final and initial H atoms in the center of mass systein 

and spans the range 0 :::::; x < 21T., For reactive differenttal cross 

sections, the more customary angle to use is the angle x R of the 

direction of the product H2 with respect to the dir_ection of the incident 

H, and is related to x by 

(Mod 21T) (2. 5) 

Therefore, the backward reactive scattering direction corresponds to 

XR =rr and x _= 0., 

2 .. 2 Representatjon of the Potential Energy Surface. 

In setting up the coupled differential equations which must be 

solved in each arrangement channel region .A == a, {3, ·y, the potential 

energy surface -0(rA,RA,yA) is expanded (see definiti~ns in I} in a 

cosine Fourier series of the angle /\._ (Eq. a. Sa of I): 

-0(rA~RA.,yA) = L V~(rA.,RA)cos ky.x. 
k::::O 

(2. 6) 
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In t~.e case of the· H + H2 reaction, VA(r i\, RA, y A.) is symmetric about 

yi\ == ± « /2 (Eq .. 6.1 of I) so only even k terms need be included in 

Eq~ 2~ 6~ Once the coefficients V~(rA, Ri\) are determined, the rotaHonal 

coupling in the Schrodinger equation can be analytically evaluated 

(as in Eq., 3e 9 of I) which greatly facilitates the determination of the 

potential matrix elements needed in the integration procedure. 

Unfortunately, in general, the ~(rA, R;) must be calculated numerically 

from the relation 

and the effort involved in computing this integral negates the advantage 

of using an analytical exp:r'ession such as Eq. 2, 6 ~ However} . for the 

Porter-Karplus potential surface17 (and for many others as well), 

in the regions of internal configuration space sampled in the calculation,­

the expansion Eq., 2 .. 6 converges very rapidly (after only 3 or 4 terms)c. 

We can then redefine the ~ by requirin~ that, instead of satisfying 

Eq, 2 .. 7, they force Eq .. 2 .. 6, with a finite number n of even terms, to 

be satisfied exactly at n values of yA.. For exampJ :1, if 3 terms are 

included> then we can find v: 5 V~ and V~ by solving the three algebraic 

equations obtained when Eq~ 2~ 6, truncated after three even terms, is 

evaluated at?/:;:; 0, 'tt/4 and.n/2., The result is; 
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v:·(rA, RA) 
1 1 1 

0(ri\.., Ri\.., 1\ = 0) 4 ~ 4 

~(rA,Ri\..) 1 1 
0(rA., RA., YA = 7T /4) (2 .. 8) = 2 0 - 2 

A 1 1 1 
VA.(rft., RA.'·YA. = 7T /2) V4 (rA,RA) 4 -2" 4 

For a small number of terms in the potential function expansion, 

the above interpolative procedure yields a representation of the full 

potential function 0(rA., R;v y>) which is compU:tationally more efficient 

but has about the same a<.!curacy as the· one generated using Eq, 2. 7. 

Of course' the goodness of this procedure depends very significantly 

on the nature of the potential energy surface being considered, but 

for the Porter-Karplus n3 surface, it allows an adequate representation 

of the potential while requiring an exact ~valuation of 0 at only 3 or 4 · 

values of yA. (and the use of Eq .. 2 .. 6 for all others). In Figure 1, 

we depict .equipotential contours'-of the potential energy surface at 

yA = O~ rr /4 and rr /2, the values required in the evaluation of Eqcc 2. 8~ 

2., 3 Convergence and Accuracy Tests 

It is of crucial importance in close-coupling calculations to 

establish that the resulting reaction probabilities and cross sections 

have converged adequately .. Indeed, we shall see later that premature 

truncation of the vibration-rotation basis set expansion can result in 

errors in the final integral cross sections by several orders of magni.., 
. . 

tude, even though other tests, such as conservation of flux, may be 

approximately satisfied., Furthermore, many approximate quantum 

methods involve various kinds of truncations and/or other approxima-= 

tions,and it is highly desirable to obtain fully converged results which 
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are of sufficient accuracy to asses~ the ~lidity of those methods. 

The most obvious criteria which must be satisfied by the results 

of an accurate quantum calculation are conservation of flux and time· 

reversal invariance. These two principles require that the scattering 

matrix ~ be unitary symmetric for each total angular momentum 

quantum number Jarid therefore that the corresponding probability 

matrix f J (defined by Eq., 5., 20 of I) be symmetric and that the sum 

of the elements of each of its rows (o:r columns) should equal unity~ 

These criteria are necessary but not sufficient to insure accurate 

results., 

In the results to be discussed in detail in Section 3, we consider 

a range of total energies E from 0. 30 eV to 0. 75 eV (translational 

energies relative to the v = O} j = 0 reagent H2 state of O. 029 to 

0,,479 eV),, ·Flux conservation and microscopic reversibility were 

checked in each calculation> and for E<O., 60 eV:- deviations from 

flux conservation were never worse than 1 % and from symmetry 

less than about 5% (~or non-negligible transitions) e For '.-

0 .. 60 eV < E < 0 .. 75 eV, deviations from flux con~ervation were less 

than 3%.and from symmetry less than 10%.. In order to insure 

satisfactory convergence {better than 5%) in the calculation, vibration""., 

rotation basis sets including 40 to 60 terms (channels) were required .. 

For energies less than 0 .. 50 eV:r a 40 channel basis consisting of 5 

vibrational wave functions combined with 10> 10> 8, 6 and 6 rotational 

wave functions for v = O, 1> Z, 3 and 4 respectively were used in generaL. 

In the 0., 50 to 0., 60 eV range, a 48 channel basis set of 4 vibrations 

and 12 rotations per vibration .'vas adequate while for (mergles above 
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0. 60 eV, a 60 channel basis of 5 vibrations and 12 rotations per vibra­

tion was used. Typical probability matrices from these calculations 

(for a 48 channel calculation at 0., 55 eV) are given in Table L 

Both the reactive and non-reactive transition probability matrices. 

are highly symmetric and the sums of the probabilities in each row 

cliff ers from unity by a very small amount in every case. In Table II 

we examine the convergence behavior of the transition probabilities · 

both as the number of vibrations per rotation is increased and as the 

number of rotations per vibration is increased (all at O~ 6 eV)., 

In part (a) of that table we see that the results change by less than 

5% in going from 12 to 14 rotations per vibration and by somewhat 

larger amounts in going from 10 to 14& With fewer than 10 rotations> 

errors of 10% to nearly 100% are observed in certain transition 

-probabilities~ . When vibrational convergence. is examined (part B of 

Table II),, we find that 2% convergence is attained with four vibrations 

and that the use of fewer than that number can lead to errors as large 

. as 50% along with poor flux conservation., 

Another impo"t~tant accuracy test in these calculations is the 

invariance of the results to changes in the character of the vibration 

rotation basis set., There are two important ways to test this.. First$ 

one should be able to change the number of rotations per vibration or 

the number of vibrations per rotation without changing th~ results as 

long as convergence has been attained,. Second, the results should be 

independent of the reference potential Vref(rA,RA} (Eq .. 3 .. 35 of I) 

which serves to define the vibrational basis functions as long as V ref 

becomes equal to the correct diatomic potential v(rA) in the limit 
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RA ~ oo. In Table III we present the results of thes~ two kinds of 

tests., The first column tabulates representative non-reactive and 

reactive transition probabilities for E = 0. 50 eV, J = 0 calculations 

with a 48 channel basis (4 vibrations, 12 rotations/vibration) and 

a reference potential V ref = V(rA, RA, YA = 0) (the one actually used 

in most of the calculations) o In the second column we give the corre-

sponding probabilities obtained when the reference potential 

V ref = V /(rA, R'/.) is used {Eq .. 2., 6).. Finally, in the last column 

we give the transition probabilities obtained with the V/(r;x_, R~) 

reference potential and a 50 channel basis (5 vibrations, 12, 12; 10, 

8 and 8 rotations in v :;::; 0, l:i 2, 3 and 4, respectively) c The deviations 

between the corresponding probabilities is less than 5%., This 

result is typical of the accuracy for energies E~ 0 .. 60 eV. Somewhat 

larger changes are found for O. 6 eV < E < ff. 7·5 eV but usually less -

than 10%,, 

Two additional accuracy tests are (a) convergence of the results · 

with respect to the number of terms in the expansion of the potential 

(Eq·, 2 .. 6), and (b} invariance of the results with r.· spect to a change 

in the matching surface basis functions 'IyX (Eq~ 4. "l of I) e We find 

that the reaction probabilities ehange by less than 5% in going from 

· 3 to 4 terms in Eq., 2 ~ 6 and virtually not at an· in going from 4 to 5 

terms.. All calculations reported in this paper were done with 3 terms 

in Eq4 2., 6 and using Eq., 2., 8 to calculate V0 , V2 and V4 ~ The effects· 

of completeness of the expansion of the wave function on the matchir1g 

surface were studied in two ways., First~ several different choices 

of matching surface basis functions Tv/, were used (different sine and 
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cosine combinations (see I) and Legendre polynomials) and invariance 

of the results to within 2% was found.. Best unitarity of JS was 
~ 

obtained with the basis set (c) of Section 4.1 of I and this choice was 

used in all further calculation.s. Second, the degree of completeness 

of the matching surface basis functions TVA determines the degree of 

orthogonality of the matrix ~~A of Eqe 4. 29_ in I which transforms 

the solution in v coordinates to that in coordinates A,,. This property 
J of ~VA. determines the unitarity property of the scattering matrix ~J-

to a certain extent but it is also necessary if the non-reacti.ve transition 

probabilities between even and odd rotational states are to vanish as 

required by the symmetry of the H3 system (see Eq. 6 .. 4 of I)~ 
•J 

Examples of the effects of a nonorthogonal;,~ ZJA, are seen in Table I 
""' 

where the nonreactive ortho to para transition probabilities typically 
> • -? -25 

have magnitudes of 10 rather than 10 which is· more typically the 

case18 when the orthogonality is built in through the use of Eqc 4~ 30 

of L In that equation, the matrix tA. (the complex counterpart of 
J . A 

s is related to a real symmetric ·matrix ~v via 
~VA . ~ 

~J . VA 
S · " ::::: exp IJ /:}.. 
~VA .R 

(2, 9) 

This expression is inherently unitary even when a truncated basis is 

used to calculate 6.11>.... It should be apparent that this error is of 
~ 

negligible importance for the example given, but as J increases, 

deviations from orthogonality of ~~A also increase. Fortunately, 

the reaction probabilities decrease rapidly as this happens and since 

a nonorthogonal matching procedure has no effect on inelastic transi­

tion probabilities in the absence of reaction 19., the problem with 
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completeness of the matching surface functions disappears at higher J .. 

No artificial orthogonalization procedures were introduced in the 

calculation (such as were used by Saxon and Light
8
), and therefore 

unitarity of ~J and zero-ness of the even to odd reactive transition 

probabilities are. tests of the· completeness of TVA. 

We conclude this section b¥ quoting ~on1e computation times 

for these calculations" Both the integration and matching times vary 
3 

roughly as N for N> 20 where N is the number of channelsc For 48 

channel calculations using an IBM 370-158 computer, about 22 minutes· 

of computation time per partial wave J was required, of which 17 

minutes was spent in the integration of the coupled equations and the 

rest in the matching and asymptotic analysis. About 13 partial waves 

(J = ·o ~ 12) were required for convergence of the reactive cross 

sections and 30 partial waves(J' = 0 ;_ ·2·9) for convergence of the 

:in.elastic nonreactive cross sections at energies near E = 0 ... 50 eV. 

2., 4 The One Vibrational Basis Fun·ction Approximation (OVA) 

An often used5
=
7 (but seldom justified) approximation in quantum 

. calculations has been the neglect of closed vibrational channels in the 

vibration-rotation close coupling expansion.. For H + H2 at low energies, 

only the ground vibrational level is open,. so this approximation involves 

the use of only one vibrational basis function plus a complete set of 

rotational functions for that vibration.. The main reason for using this 

approximation is the large reduction in computation time (by one·to two 

· .orders of magnitude for H + H2) compared· to ·a vibrationally converged 

calculation" One of the objects of this paper is to examine the 
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accuracy of this approximation by comparing the results of its appli­

cation with the fully converged ones. 

The procedure that we have used to perform these one vibration 

approximation (OVA) calculations is almost identical to that outlined 

in I. The following modilications are, however, needed: 

(a) The overlap m"atrix ~~between the vibration-rotation 

basis sets in subregions i and i + 1 (Eq. 3. 42 of I) is orthogonalized · 

according to the Schmidt procedure. 20 This is required because · 

otherwise the strongly nonorthogonal overlap matrix associated with 

this severe truncation of the vibrational expansion results in an excessive 

lack of flux conservation. 

(b) The effective potential matrix in the strong interaction 

region (and analogously in the matching region) is modified to 

· (see· Eq. 3. 48 of I}: 

(VeA(s~)VA '!A' 
~J VA]A 

(2.10 

For a complete vibration-rotation basis set expansion, this expression 

is identical to that in Eq. 3.48 of I, but in the OVA it is different with 

the above expression being the more consistent one. 21_ 

Even with these modifications, there are still many ambiguities 

in the application of this procedure. The most serious of these is the 

- Jack of invariance of the results to our choice of V ref(rA, RA). In 

Section 3 we shall examine resi:Its for Vref = V(rA,RA,yA = O) and 
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for Vref = v~\rA.,R)) with the hope that the range of results provided 

by these two calculations is representative of what can generally be 

obtained in this approximation. 

3. RESULTS FOR COPLANAR H + H 

3 .1 Transition Probabilities 

In this section we shall examine the energy and J dependence 

of the distinguishable atom reactive and inelastic nonreactive transition 

probabilities., The reactive probabilities for the v = 0, j = 0 -4 

vt = 0, j' = 1 transition ~ 00 _ 01 are plotted in Figures 2 and 3 for 
. ' . 

several energies as a function of Jc The probabilities for negative J 

are obtained from those for positive J through the use of the relation 

(Eq ... 5. 37 of I) (valid for R or N probabilities) 

p J, vj - v'j' = p-J, v-j - v'-j' 
(3 •. 1) 

Figures 2 and 3 indicate that Pf 00 _ 01 has a maximum near J = 0 

for small E with the peak gradually shifting to small positive J as E 

is_increased. Furthermore} the range of Jfs which must be included, 

in order that the differential reaction cross sections (see Eq. 5. 35 

of 1) should have converged to approximately 2%,increases with E 

from about 9 at E = 0. 30 eV (Le .. , jJ I :s 4) to about 23 at E = O~ 65 eV 

( f J f < 11).. The maximum in th~ reaction probabilities at small J 

indicates that only small impact parameter collisions contribute 

significantly to the reaction cross section.. The semi-classical 

relation between the impact parameter b and the orbital· angular 

momentum l (as derived in I) is: 
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b = l/k . 
VJ 

(3. 2) 

where \Ve define the sign of b to be the same as that of 1, and k . 
VJ 

is the '.vave number associated with the incident state. Since 1 = J - j', 

and j = 0 for the transitions considered in Figures 2 and 3, we see that 

b is proportional to J, and thus the range of impact parameters which 

contribute significantly to the reaction cross section increases with 

E in those figures (from Jb I < L 74 bohr at 0,,45 eV to jb I< 2c 22 bohr 

at 0. 65 eV).. In Figure 4 we plot the reaction probabilities versus J 

at several energies for the transition v = 0, j = 0 ~ vr = 0, j' = 0 ~ 

Equation 3 .. 1 indicates that this transition probability should be symmetric 

about '-T = 0 but aside from that restriction, we find that the curves 

in that figure are otherwise very similar in appearance to thos_e in 

Figure· 3.. This conclusion applies quite generally to the reaction 

probability versus e_T plots obtained for most other reactive transitions .. 

A discussion of the energy dependence of the reaction probabilities 

will be given in Section 3.4" 

In Figure 5 we compare the converged reaction probabilities 

P JROO __ 00 with the corresponding OVA result for Cl. collinear reference 
' 

potential Vcoll == VA.(r;vRfi..,yA = 0) at an energy of 0.60 eV. Vie see 

that the OVA result has the correct functional dependence on J but that 

the magnitudes of the probabilities at each J are nearly a factor of 2 

too small. OVA calculations using V ref = vt-(rA, RA) yield probabilities 

which are only· slightly different from the V f = V 11 results in re· co 

Fig .. 5.. (For example, the V ref = V~ reaction probability for tl =. 0 is 

0 ~- 0397 compared to 0, 0420 in Fig~ 5). The analogous comparison at 
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other energies between 0. 3 and O. 6 eV indicates that the OVA pro­

babilities for the two choices of V f always have values within 30% re 

of one another.. More important, the OVA probabilities and converged 

results are generally in good agreement in their J dependence, but 

very poor agreement in energy dependence' and this difference in 

energy dependence has a dominant influence on the behavior of the 

reaction cross sections, as will be discussed in Section 3. 3 ~ 

In Figure 6 we plot the inelastic nonreactive probabilities for 

the transition v = 0, l = 0 -l> yr = 0, r = 2 versus J for several 

energies E.. The inelastic probabilities .are seen to span a much 

larger range of J's than the reactive ones ,indicating that larger 

impact parameter collisions ca~ contribute significantly to _the 

inelastic processes.. At all energies in Fig t 6, the maximum 

rotational excitation probability occurs for J positive (although some 

smaller magnitude negative J peaks do appear at the higher energies) .. 

The increased likelihood .of exciting a positive rotational sublevel in 

a nonreactive collision with J initially positive is in agreement with 

the classical picture. of the collision shown in Figure 7 (Collision I) 

in which the incident atom having a positive impact parameter (see 

Eq .. 34 2) impulsively strikes the tttottomtt atom of the diatomic 

molecule in Fig~ 7I(a) thus exerting positive torque on that molecule 

and exciting i.t into a rotational state witp positive j '. Following this 

collision, one would expect the dominant scattering angle x to lie 

between 180 ° and 360 ° relative to the x axis in Fig .. 7 ~ In the next 

section we shall see that this is precisely what the differential cross 

sections indicate.. Still unexplained, however, are the double peaked 
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distributions at the higher energies in Fig .. 6. Intuitively, one vrnuld 

e;q)ect that the positive J peak results from the rp.echanism described 

above (Collision I in Fig. 7). The negative J peak must arise from 

a different collision mechanism, quite possibly t~.at pictured in 

Collision IT of Fig. 7, in which the incident atom, having smali 

negative impact parameter, strikes the bottom atom of the diatom in 

Fig~ 6IIa and rebounds into the 0°:::::; x < 180·0 hemJ.spheree 

3 ~ 2 Differential Cross Sections 

Figures 8, 9 and 10 depict the differential reactive cross 

sections corresponding to the same transitions and energy ranges as 

were used for the reaction probabilities in Figs. 2, 3 and 4, 

respectively., The v == 0, j = 0 ~ v' = 0, j ~ = 1 distinguishable atom 

reactjve cross sections of Figs. 8 and 9 can be trivially converted to 

the corresponding antisymmetrized para~ ortho quantities by multi~ 

plication by 3 (see Eq. 2 .1)" Because of Eq. 2 ~ 3, the curves in 

Fig .. 10 are exactly symmetric about xR = 180°. vVe see that all 

reactive differential cross sections are strongly backward peaked. 

This is in agreement with the results of 2 and 3 dimensional quasi­

·Classical calculations
1

' 
2 

and with the results of expertments on 

D + H2 .22 and H + T 2 
23 , and is consistent with a rebound~--type 

collision mechanism,, The magnitudes of the differential cross 

sections near x R ::::: 0 ° are all suffi~iently small to allow us to conclude 

that forward scattering contributions to the reactive angular distri­

butions are negligible G The small amplitude oscillations in some of the 

higher energy differential cross sections in Figs. 9 and 10 are very 
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likely spurious since they typically result from incomplete interference 

between different partial waves. This type of oscillatory behavtor can 

be caused by as little as a 5% relative error in the matrix elements' of 

2J for a single partial wave_,. thus pointing out that equally accurate 

calculations for each partial vvave are necessary if spurious effects 

of this type are to be avoided. Of course, if there were rotational 

resonances in certain partial waves, then we would correctly expect 

to see some form of oscillatory behavior in the angular distributionsc 

Rotational resonances have indeed been observed in calculations on 

nonreactive atom diatom scattering, but these resonances have always 

been associated with attractive wells in the potential surfaces used. 24 

In the case of the purely repulsive Porter-Karplus17 potential, such 

wells do not exist and thus purely rotational resonances are unli.kely .. 25 

The full width at hali maximum (FWHM) of the backwa1~d scattered 

peak in the differential cross section remailis relatively constant over 

the energy range studied and roughly equal to 70 ° (Le .. , 145 ° ::s xR-< 215 ° 

in Fig., 10). Some broadening does however occur at the higher energies. 

The angular distributions for the OVA res~.lts previously 

considered in Fig .. 5 are plotted in Fig .. 11.. As in Fig~ 5, we see 

that the shape of the converged curve is qualitatively well approximated 

by that of the OVA one, but there is about a factor of two difference 

in the magnitudes of the cross sections., This similarity and difference 

continues to exist at other energies as well. 

In Fig~ 12 we plot the distinguishable atom nonreactive inelastic 

differential cross sections a f:a_02. at E = O.AO, O. 50, O. 60 and O. '70 eV. 

1These angular distributions clearly reflect the one or two peaked 
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nature of the nonreactive probability plots of Fig. 6 and sho\v pre­

dominantly backward to sidewards peaking with the position of the 

maximum shifting gradually to a more forward direction with 

N increasing energy. The maximum value of cr 00 _ 02 always occurs 

for 180 ° ::; x :::; 360 °, in agreement with our qualitative classical ideas 

of Section 3~ 1.. At higher energies we see double peaked distributions, 

possibly corresponding to the two mechanisms pictured in Fig., 7. 

There is little evidence of any high frequency oscillations in any of the 

cross sections plotted in Fig. 12 which indicates that the collision 

process is predominantly direct (nonresonant). 

Since the v = 0, j = 0--+ v' = O, j' = 2 transition considered in 

Fig .. r2 corresponds to a para to para transition which can occur by 

both nonreactive and reactive mechanisms, the correct physically 

measurable quantity (in a 2D world} to consider is the antisymmetrized 

para to para cross sections which can be obtained through the use of 

Eq. 2e 1.. In Figs. 13, 14 and 15 we plot the resulting antisymmetrized 

angular distributions a 6"5-o2 (summed o;er degenerate product rotational 

polarizations) for total energies of 0. 5, 0. 6 and 0_~ '7 eV, respectivelye 

Also plotted for comparison are the corresponding distinguishable atom 

nonreactive and reactive cross sections where, for consistency, the 

angle x rather than xR (see Eq., 2 .. 5) is used for plotting the reacti.ve 

dlif erential cross sections.. In terms of x > the reac:ti ve cross section 

is forward peaked while the nonreactive one is backward peaked at 

0 .. 5 eV shifting to sidewards peaking at the higher energies. At 00 50 ·ev 
(Fig .. 13), the reactive cross section has a maximum value of 0 ~ 0045 

bohr /rad which is over 200 tim~s smaller than the maximum value of 
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the nonreactive one, 0. 92 bohr/rad. This implies that f ~ 1 ., 
. VJ -v J 

in Eq. 2.1 has a much larger absolute value than fvf-v'j' so that 

the antisymmetrized and nonreactive differential cross sections are 

nearly identical. Some small amplitude oscillations are seen in 

a 66-o2 at small x in the neighborhood of the region .where the 

reactive cross section has a maximum· .. These oscillations result 

from interference between the direct and exchange contributions to 

the antisymmetrized cross section and are similar in origin to the 

quantum symmetry oscillations which have been observed in atom­

atom elastic and inelastic scattering. 26 As the energy is increased, 

the reactive cross sections increase much more rapidly than do the 

nonreactive ones (at all scattering angles), and (as is indicated in 

Figs* 14 and 15) the oscillations in the antisymmetrized differential 

cross· sections become quite pronounced in the forward direction. 

The frequency of oscillations in Figs. 13 - 15 seems to decrease with 

increasing scattering angle althou~h for x near 180° the differences 

bef:\\1een the antisymmetrized and nonreactive cross sections are too 

small to allow an adequate characterization of this property. A small 

increase in the oscillation frequency with increasing energy is also 

apparent from the figures~ 

3 .. 3 Integral Cross Sections 

In Fig .. 16 we plot the. reactive integral cross sections 

'"'Q5b-01} Q 6b-o3' and Q 016-05 as a function of the total energy E 

and translational energy E 0 ., Both linear and semi-logarithmic scales 

are used to show the functional dependence of these cross sections over 
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a wide range of energies. If we def~ne the. effective threshold energy 

for a process as being that value of E for which the corresponding 

integral cross section is 0 ~ 01 bohr, then the threshold energies for · 

qo~-01' Qo~-03, andQo~~05 are0o491, 0.546and>0.75eV, 
respectively. A discussion of the significance of the effective threshold 

energies will be deferred to Section 3., 4 where we will also compare 

our coplanar results with those of collinear calculations on the same 

potential energy surface.. Above threshold, Q·o~-- 01 rises ·in a nearly 

linear manner up to about 0. 65 eV and achieves a maximum value of 
. . --R -R . 0 .. 31 oohr at about E = O. 70 eV.. Q00 _ 03 . and Q00 _05 mcrease 

monotonically in the energy range spanned by. this figure, but may 

level off at higher energies" At very low energies, the integral cross 

sections exhibit approximate exponential behavior. A characterization 

of the product rotational state distribution implicit in Fig.. 16 will be 

given in Section 3 .. 5., We should finally note that the reactive cross 

sections in Fig. 16 can be c.onverted to the corresponding para ---? ortho 

quantities by multiplication by 3., 

In Fig, 17 we compare the react1.v.e cross c:-ection ey~ 
(summed over all product states) with the OVA result (using V ref ~ 

V(r>..,RA., YA = 0))4. As mentioned in Section 3.1, the results obtained 
using V ref = V~(r'A, R1) have almost_ the identical energy dependence .. 

It is apparent from the figure that the vibrationally converged integral 

cross section differs quite significantly from the OVA result over much 

of the energy range considered, the difference being about 3 orders of 

magnitude for total energies below 0 .. 36 e V., The two curves do cross 

near E = 0 .. 52 eV~ which is quite interestingJ since a previous analysis 
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of the collinear H + H'> system (on a slightly different potential 
.(.J • 

surface) indicated that this reaction is very nearly vibrationally 

adiabatic at this energy. 27 Since, as we shall see in the nex1: section, 

collinear and coplanar calculations can be related in a reasonably 

accurate manner, one might be able to assess the accuracy of OVA 

calculations in 2 and 3 dimensions by analyzing the extent of vibrational 

adiabaticity in the corresponding collinear systems. 

In Fig., 18 we compare the nonreactive and antisymmetrized 

integral cross sections Q ~0_02 and Q o*-02 as a function of E 

and E 0 ... The rotationally inelastic cross sections have much larger 

magnitudes than the reactive ones of Figs., 16 and 17 ,with a peak value 

of 3 .. 76 bohr near E = Oe 54 eV., Since the vt = O, jf = 2 state of H2 

becomes energetically accessible at E = 0. 300 eV, we see that there 

.is essentially zero threshold energy for the nonreactive process so 

that Q &--o2 coincides almost exactly with its distinguishable atom 

counterpart Q ~-02 at all energies below 0 .. 50 eV~ Thereafter, 

-A -N Q00-o2· becomes progressively larger than Qoo-02 with no apparent 

oscillatory behaviqr as a function of energy resulting, in contrast to 

the angular distributions of Figs., 13 - 15., 

3 .. 4 Comparison of Coplanar and Collinear Results 

Because planar cross sections have the dimensions of. length 

while collinear ones are dimensionless (i.e., collinear cross section 

equals collinear reaction probability), a direct comparison of these 

quantities is not possible.. One could devise models for converting 

collinear results into planar ones by assigning a model impact parameter 



dependence to the collinear reaction probabilities. A more straight­

forward comparison can be effected instead by examining the behavior 

of the corresponding collinear28 ' 29 and coplanar reaction probabilities 

(the latter for J = 0) as are plotted in Fig. 19. Probabilities for other 

J's or different initial states vj could have been used, but those for 

J == 0 and v == j = 0 were chosen for this comparison because they 

correspond more closely to the collinear conditions~ This choice ts 

furthermore justified by the fact that the form of the energy dependence 

of the coplanar probabilities for different J or j (for reasonably small 

values of these quantum numbers )is essentially the same as that of 

P~o (J = O) as is demonstrated in Fig. 20 (where ~O (J = 0), Ptfo (J = 4) 

and P{;1 (J = 0) are p~otted) ~ Figure 19 indicates that the coplanar 

results have nearly the same energy dependence with the energy scale 

shifted upwards by about O. 055 eV in going from the collinear to the 

coplanar curves., In addition, the maximum value of the collinear 

reaction probability is 1 .. O whereas that of the coplanar one is about 

0 ¢ 6 Q Both the energy shift and the difference in the maximum probability 

are explainable in te;rms of relatively simple concepts. To understand 

the energy shift, we examine the nature of the triatomic H3 system in its 

transition state., In the linear case, this triatomic pseudonwlecule has 

two vibrational degrees of freedom: an asymmetric stretch mode, 

which is unstable and leads to motion alqng the reaction coordinate, and 

a stable symmetric stretch mode.. When the reaction occurs and the 

system passes through the transition state region, the total energy 

partitions itself between these two vibrational modes,, Energy in the 

symmetric stretch mode is not easily converted into the asymmetric 
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stretch mode making it unavailable to 9vercome the potential surface 

barrier. This is a partial physical interpretation of the fact that the 

collinear threshold energy (the value of E at which the reaction· 

probability is OoOl) is 0.42 eV, which is somewhat larger than the 

0. 39 eV Porter-Karplus surface barrier height. Collinear threshold 

phenomena such as this have been analyzed in detail elsewhere. 27 ' 3o 

In going from a linear to a planar transition state we add one bending. 

degree of freedom to the internal motion of the transition state which 

also does not contribute to motion along the reaction coordinate and 

which will also tie up some of the energy needed to overcome the 

activation barrier,. This additional energy in the bending motion is a 

plausible explanation for the 0. 055 eV upward energy shift observed 

in Fig~ 19,and is approximately equal to the zero point bending energy 
...... 

of about 0.,. 06 eV for the surface used, u..l Much of the above explanation 

has its basis on an approximate statistical theory proposed by Marcus. 32 

The difference in the maximum probabilities attained by the collinear 

and coplanar results can be understood by· examining the orientation 

dependence of the re3ction probability.. In the planar case with j = O 

·mitially, the diatomic molecule does not rotate and has equal probability 

of being in any orientation with respect to the direction of approach of 

the incident atom~ Since the barrier height of the potential energy 

surface is 0 .. 396 eV for collinear collisions and increases to 2. 8 eV 

for perpendicular ones, we would expect that in the energy range being 

considered, the' reaction probability should be greatest for linear 

collisions and decrease to zero for perpendicular ones. The coplanar 

probability should represent an ·average over all initial orientations 
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and if we assume unit reaction probability for b\ I s 54 ° and, by 

symmetry, for !180° - y"A I :s 54 ° and zer~ probability elsewhere, 

we obtain a coplanar reaction probability of 0. 60 in agreement with 

Fig. 19. The 54 ° cut-off angle is in reasonable agreement with 

previous estimates of the orientation dependence of the reaction 

probability obtained from distorted wave results12 and from classical 

traject01•y results. 2 

3. 5 Product State Rotational Distributions 

In Fig. 21 we plot the integral cross sections Q ~O _ Oj, 

(summed over final rotational polqrizatioris) .as a ·fui:cUpn of the pro-
. . ....... . 

duct rotational energy and quantum number for several total energies 

E. We see from the figure that only small j' rotational states are 

appreciably excited in these reactive collisions. The relative popula­

tion of final rotational states is not strongly dependent on total energy 

although some broadening of the distribution does occur at higher E c 

Not shown in the figure are the final rotational state distributions from 

initial states j ~ Oc The qualitative shapes_ of these distributions are 

not strongly dependent on] and look very much like those for j == O in 

Fige 2L However.~_ the magnitudes of the Q ~ ...... Oj' decrease mono-~ 

tonically with increasing j for a given j t., 33 

To a. large extent, the distributions in Fig. 21 resemble 

rotational Holtzman-like distributions with a single tempe~--ature 

parameter.. · Distributions of this type 5 for a planar system, may be 
. 34 expected to have the form 
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-E.,/kT(E) 
f. , ( E) = A ( E) ( 2 - 6 . , 

0
) e J . 

J J . (3. 3) 

where A(E) and T(E) are energy dependent constants and 2 - o. ,0 is 
J. . 

r 2 -R ] a degeneracy factor. In Fig. 22 we plot log1 2 0 Q 00 ,,. 0 ., as a 
- j '0 - ] 

function of the product rotational energy. The resulting curves for 

different E are approximately linear (most nearly so at the higher 

energies) in agreement with the predictions of Eqo 3 c 3, with temperature 

parameters T(E) in the neighborhood: of 250 - 400 K. We should point 

out that although the rotational distributions are temperature-like, 

we find no evidence of long lived compound state (i. e~, complex) 

formation in this reaction~at the energies beiJ.?g considered~ 28 

Indeed, the rotational distributions seem to be determined to a large 
' . 

extent by the shape of the potential energy surface in the transitibn 

state region of configuration space (see lower half of Fig.. le). ln this 

transition state, the asymptotic free rotational motion has become a 

seriously restricted bending motion e This bending motion becomes 

again a free rotational motion after the reaction, and, at least quali­

tatively, the distribution of different product rotational states appears 

to be determined by the overlap of this bending wave function and the 

asymptotic free rotor wave function.. If this reasoning is correct, 



to that done for the converged cross s~ctions in Fig. 20. Fig. 23 

indicates that the OVA rotational distributions fit the temperature-

like distribution given by Eq. 3. 3 to about the same accuracy as the 

converged results. However, the OVA temperature parameters are 

somewhat higher ( 450 - 620 K) indicating that this approyJmate pro-

cedure predicts rotational" distributions which are much broader than 

the converged ones.,. 

3 .. 6 Comparisons with Other Coplanar Calculations 

In Fig. 24 we plot our Q~o-oi ·(SK) along with the corresponding 

results of two other studies on coplanar H+ H2. Q~_01 . (WW} SE) 

and Q ~O--Ol (\VW, WE) are the results of two different applications 

. of the distorted wave approximation by Walker and Wyatt12 on the 

Porter-Karplus surface., SE and VIE refer respectively to the strone; 

and weak expansion path choices of the nonreactive reference potential 

used to generate the distorted wave functions. Q ~O-Ol (AL) is the 

close-coupling result (using one variation of the OVA) of Altenberger­

Siczek and Light
17 

in whi,ch an ear lier calculation of Saxon and Light 5 

is corrected., These e:alculations were done for an analytical surface 

fitted to the ab initio SSMK
35 

surface. The two approximate calculations 

of Walker and Wyatt seem to bracket our result at. low energies, but 

for E. > 0 .. 60 e V, the absence of conservation of flux in the distorted 

wave calculation results in a gross overestimation of the integral cross 

sections.· Thus} the distorted wave method remains accurate only when 

the reaction probabilities or cross sections are small. A similar 

conclusion was also drawn from an analogous collinear comparison. 36 
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The distorted wave differential cross sections a £ __ 00 (Fig. 2 5) 

are in good qualitative although not quantitative agreement ·with the 

corresponding results of our converged calculations, but a similar 

comparison of the cross sections a ~-Ol. in th~t figure indicates 

serious disagreement, apparently the result of .a much more rapid 

fall off in the distorted wave react~on probabilities with decreasing 

J (J < . 0) than is the case with our results (as seen in Fig. 2 5(a)) e 

The results of Altenberger-Siczek and Light:7 cannot be 

quantitatively compared with ours because of the difference in poten­

tial energy surfaces used in the two calculations but some qualitative 

observations are nevertheless appropriateo First, the effective 

threshold energies (defined in Section 3, 3) of the integral cross 

sections are about 0. 502 eV for Q~0_01_(SK) and 0. 531 eV for 

Q~-Ol (AL).· The dilference between these two numbers is identical 

to the 0 .. 029 eV difference between the respective potential barriers 

(O. 396 eV vs .. 0 .. 425 eV) in the surf~ces used in the calculations. Since 

the properties of the triatomic activated complexes are similar, one 

might expect that a small change in barrier height should indeed result 

in a correspondingly small change in effective threshold energy as 

observed.. The fact that Q6b-01 (AL) ism OVA result should be of 

little significance in this argument since it was shown in Section 3. 3 

that our own OVA cross sections have effective threshold energies in 

good agreement with our converged ones" Second, except for some 

possibly spurious oscillations, the Altenberger-Siczek and Light 

angular distributions (Figs~ 8 - 10 of ReL 7) have shapes which are 

generally similar to ours (Figs. 9, 10 of this paper) for all transitions 



considered. The dominant peak near 180 ° in their angular distributions 

is s9mev.rhat narrower than ours and their reaction probabilities fall 

off more rapidly with increasing j{,T I than do ours in Figs. 2 - 4. 

Both of these differences could be a result of the different potential 

surfaces used, since as seen in Figs~ 5 and 11 the OVA does not 

R d R J strongly affect the shapes of a versus x an P versus curves. 

3 .. 7 Rate Constants 

In this section we will examine the behavior of the para~-> ortho 

thennal rate constant kp-o (T). The ortho - para rate constant can, 

of course, be obtained from kp -o by using the easily calculable 

equilibrium constant for this reaction, 37 computed for the coplanar 

world of this paper. To obtain kp _ 
0 

( T) we fir st require the ~ara to 

ortho cross sections r~· A_ (summed over all finar ortho states and 
VJ 

avera.ged over initial (para) rotational polarizations)" 'rhese are 

listed in Table IV for both the converged and OVA calculations .. 

where 

The planar para -> ortho rate constant is given by 
co 00 

-E ./kT 
(2 - a ·o) e VJ kA. (T) 

, J VJ k (T) = _l v "· p-o Q Lt L 
v::::O j = 0 

(j=even) 

Q= I: I 
v=O j=O 

(j=even) 

-E ./kT 
(2 - 6 jO) e VJ 

(3. 4) 

(3. 5) 



and 

kA. (T) = r"'Z 
VJ 'i µ 

1 
kT 
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Joo e-E'v/kT QA (E' ) rr;;; dEt . 
o vj vj \iD vj VJ (3. 6) 

E . is the vibration-rotation energy of the initial state with quantum 
VJ 

numbers vj and Efvj is the translational energy relative to that state 

(E' . = E - E .) . · µ is the reduced mass associated with the relative 
~ ~ . . 

motion of the reagents and the factor 2 - 6 jO is introduced to account 

explicitly for rotational degeneracy., The initial spin degeneracy is 1 

for all para states.. The rate constant thus defined has the units 
2· 

cm /molec.11 sec which is appropriate for a planar world in which con-
2 

centrations are measured in molec/cm e 

Using Eqs .. 3. 4 - 3 .. 6 along with the data in Table ill, kp _ .. 0 (T) 

has been calculated~ and the resulting Arrhenius plots for the vibra-

tionally converged._and OVA (Vref = V(rX,RA.,yA. = 0)) results are 

presented in Fig. 26.. As might be expected from the appearance of 

the integral cross sections in Fig. 17, the OVA rate constant is 

considerably larger than the converged one at low temperatures with 

the ratio of the two being 12. 4 and 2 .. 83 at 200 K and 300 K, respectively .. 

At high temperatures, the two rate constants approach each other q~ite 

closely, a reflection of the similar effective threshold energies of the 

converged and OVA cross sections. The high temperature portions of 

the Arrhenius plots in Fig .. 26 are nearly linear with l~esulting Arrhenius 

activation energies of 5. 2 and 5 .. 0 kcal/mole for the converged and OVA 

results, respectively~ The high temperature Arrhenius straight line 

corresponding to the converged results is represented by the dashed 

line of Fig, 26.. We will defer a detailed comparison of these rate 
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constants with those of accurate 1 and 3 dimensional calculations and 

with approximate theoretical and experimental ones to a separate 

16 paper. 

4. CONCLUSION 

It should be apparent from the wealth of dynamical information 

presented in Section 3 that these calculations can be extremely useful 

to our understanding of chemical dynamics. \Ve would like to stress 

that these calculations are not overly time consuming but it is unlikely 

that similar ones will be done on more than the very simplest 

of chemical systems. Rather, the primary emphasis is to use these 

results as benchmarks against which approximate theories may be 

compared, with the hope that these theorie_s may be in turn applied 

to more complicated systems. The comparisons with approximate 

calculations presented in Section 3. 6 were incomplete in that the 

results of quasi-classical and semi-classical coplanar calculations on 

the Porter-Karplus H3 surface are needed to assess the quantitative 

accuracy of these important approximate theories. Also requiring 

further consideration is the use of collinear-type theories to provide 

approximate coplanar results 1 and similarly of coplanar 

theories to describe the three dimensional world. 38 This was discussed 

briefly in Section 3. 4 and will be further investigated in a separate 
16 paper. 

The coplanar calculations are also important in elucidating 

what kinds of phenomena are significant in chemical reactions. The 

quantum symmetry oscillations in the para-+ para angular distributions 
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(Section 3. 2) but not in the corresponding integral cross sections as a 
function of energy (Section 3. 3) are a good example. Such quantum 

symmetry effects may eventually be a useful experimental tool for 

characterizing reactive potential -surfaces. Also of great importance 

is the characterization of the reaction in terms of direct and resonant 

mechanisms. This was biiefly mentioned in Section 3. 2 where we 

remarked that the reaction appeared to be completely dominated by the 

direct mechanism. A more detailed analysis at energies higher than 

were considered in this work indicates that in the neighborhood of 

certain energies (such as E ,..., 0. 92 eV) this no longer seems to be 

correct as very significant resonant-like effects are observed. The 

importance of these resonant processes is discussed elsewhere28 ~ 
Finally, as was mentioned in the introduction, these calculations 

are significant in that they demonstrate the feasibility of the method 

outlined in paper I for doing quantum 2D scattering calculations. 

Extension of this method to the 3D problem has recently been 

accomplished9 and the results of these 3D calculations and their 

comparison with 2D r:nd lD ones should be extremely useful to our 

understanding of chemical dynamics. 
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TABLE II. Rotational and vibrational convergence of coplanar 

transition probabilities at E = 0. 60 e V, ,J = 1. 

(A) Rotational convergence (with 4 vibrations and N rotations per 

vibration) 

N ua N ~ ~o-oo ~ ~ Poo-02 01-0-1 00-01 01-0-1 

6 1.035 0.293 0.435 0.0738 0.0667 0.0356 

8 1.020 0.276 0.339 0,0743 0.0525 0.0380 

10 1.010 0.202 0.257 0.0840 0.0706 0.0416 

12 1.004 0.194 0.230 0.0829 0.0645 0.0396 

14 1.002 0.189 0.221 0.0821 0.0673 0.0397 

{B) Vibrational convergence (with M vibrations and 12 rotations per 

vibration) 

!'A ua ~ ~ R ~0-01 ~ 00 -02 01-0-1 Poo-oo 01-0-1 

lb 1.003 0.259 0.260 0.0404 0.03?2 0.0295 

2 1~063 0.161 0.204 0.0895 0.0738 0.0477 

·3 1.063 0.238 0.315 0.0749 0.0578 0.0329 

4 1.004 0.194 0.230 0.0829 0.0645 0.0396 

5 1.007 Oo195 0.233 0.0832 0.0646 0.0396 

au indicates that sum of all transition probabilities from a specific vj 

state which differs by the largest amount from unity and hence is a 

conservative measure of deviations from flux conservation. 

bThe one vibration result was calculated according to the procedure 

outlined in Section 2.4. 
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TABLE III. Nonreactive and reactive transition probabilities for 

E = 0. 50 eV, J = 0. 

N=48, Vcoll 
a N=48, V0 

b N=50, V0 
c 

N 
Poo- oo 0.180 0.180 0.183 

N 
Poo- 0±2 0.383 0 .. 383 0.383 

N 
PO±l - 0±1 0.207 0.207 0.211 

N 
P0±1- O=t:l 0.583 0.582 0.580 

R 
Pao- oo 0.787xl0 -2 0.787x10 -2 0.755x10-2 

R 
Poo- O±l 0.580xl0 -2 0.578x10 -2 0.557xl0 -2 

. R 
PO±l - 0±1 0.422xl0 -2 0.419x10- 2 0.404xio-2 

ti 
PO±l - O=t=l 0.413x10-2 0.410xl0- 2 0.395xl0- 2 

a 48 channels (v = 0-3; 12 rotations/vibration), V ref = V coll = 

V(rA,RA,yi\ = 0). 

b 48 channels (v = 0-3; 12 rotations/vibration), Vrc:f = V0 A.(ri\,RA). 

c 50 channels (v = 0-4; 12, 12, 10, 8, 8 vibrations for v = 0, 1, 2,. 3, 4 

respectively}, Vref = V0 /\.(rA,RA.)~ 
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FIG. 1. Plot of p~tential contours for the H + n2 reactiori in the 
' .. 2 2 2 

xA.y A. zA. space having spherical coordinates.~ = (RA + r A ) , 

~ = 2 ta_n-
1 

rA/RA and Y.1t for y.A. = 0 and 180 ° (a), 45 ° and 22 5 ° (b) 

and 90 ° and 270 ° (c). In (a) we also depict the lines of intersection 

of they.A= O, 180° plane with the half planes rrvA.' 1fKV' rr'AK defined 

in I which form the matching surfaces of the calculation. For each 

figure above, OWA. is the intersection of the half plane determined by 

OZA and the corresponding smallest yA with the OXA. YA. plane. 

Because of arrangement channel permutational symmetry, the lower 

half of (c) represents contours on the matching plane rr;w· 

FIG. 2. Converged co,planar reaction probability PJ, 00 _ 01 (for 

the v = O, j = 0--) vt = O, j' = +1 transition) as a function of the total 

angular momentum quantum number J for E = O. 30 eV (crosses), 

0.35 eV (triangles), 0.40 eV (squares) and 0.45 eV (circles). Smooth 

curves have been drawn through the points. 

FIG. 3. Reaction probability PJ~O _ 01 analogous to Fig. 2 at total 

energies of 0. 50 eV (crosses), 0. 55 eV (triangles), 0. 60 eV (squares), 

and 0. 65 eV (circles). 

FIG. 4. Converged coplanar reaction probability P J~ 00 _ 00 

(i.e., v = 0, j = 0--) vf = 0, j' = 0) analagous to Fig. 2. 

FIG. 5. Coplanar reaction probability P~ 00 _ 00 for E c:: 0. 60 eV 

(translational energy E 0 = O. 33 eV) versus the total angular momentum 

quantum number J. Squares indicate the converged result while circles 

indicate the OVA probability for collinear reference potential (V 11 = 
. co 
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FIG. 6. Coplanar converged inelastic probability P,f 00 _ 02 as a 
' function of J for total energies E = 0.40 eV (das~-dot), 0. 50 eV 

(dashed), 0. 60 eV (solid) and 0. 70 eV (solid). 

FIG. 7. Schematic representation of dominant collisions contributing 

to the j = 0 -7 j' > 0 collisional (nonreactive) excitation process. 

Shown are (a) the initial approach of the collision partners in the center 

of mass coordinate system, (b) the collision itself with the direction of 

the rotational polarization indicated by curved arrows, and (c) the 

receding scattered particles. Collision I considers a collision with 1 

(and hence b) initially positive (relative to_ the coordinate system shown). 

Collision II considers negative initial 1 and b. Note that the diatomic 

rotor with j = 0 is classically motionless with equal probability for 

any rotational phase. The particular phase chosen was that believed 

to give significant rotational excitation for each situation pictured. 

FIG. 8. Converged coplanar reactive differential cross section 
R aoo-Ol versus the scattering angle xR for energies E = 0. 30, 0. 35, 

0. 40 and O. 45 eV. 

FIG. 9. Reactive differential cross section afo _. 01 analogous to 

Fig. 6 at total energies E = 0. 50, ~· 55 5 0. 60 and O. 65 eV. 

FIG. 10. Converged coplanar reactive differential cross section 

R t . . p· 8 Th t . a00 _ 00 a. same energies as in ig. . ese curves are symme r1c 

about xR = 180° •. 
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FIG. 11. Vibrationally converged and OVA differential cross section 

a~_ 00 at E = 0. 600 eV (E0 = O. 330 eV). OVA cross section was 

computed with a collinear reference p::>tential (V coll = V(rA., R;v Y.x =0)). 

The cross section for this transition is symmetric about x R = 180 °. 

FIG. 12. Inelastic nonreactive (converged) differential cross section 

for the coplanar v = 0, j = 0 __,. v' = 0, j' = +2 transition at total energies 

E = 0. 40 eV (dash-dot), O. 50 eV (dashed), 0. 60 eV (solid) and 0. 70 eV 

(solid). 

FIG. 13. Nonreactive (solid), reactive (dashed) and antisymmetrized 

(dash-· dot) differential cross sections for the coplanar v = 0, j = 0 -~ 

. v' = 0, Ir I = 2 transition (summed over final rotational polarizations) 

at E = 0. 500 e V (E0 = 0. 2 30 e V). Note that the scattering angle used 

is x and x = 0 corresponds, for reactive scattering, to xR = 180° (see 

Eq. 2. 5). 

FIG. 14. Nonreactive, reactive and antisymmetrized differential cross 

sections analogous to Fig. 13 at E = 0. 600 eV (E0 = 0. 330 eV). See 

remark about x in the caption for that figure. 

FIG. 15. Nonreactive.; reactive and antisymmetrized differential cross 

sections analogous to Fig. 13 at E = O. 700 eV (E0 = O. 430 eV). See 

remark about x in the caption of that figure • 

. FIG. 16. Converged integral reactive cross sections tJ ~ _ 01, 

Q ~ _ 03 and Q ~ _ 05 versus total energy E c:wa translational energy 

E 0 • (a) linear scale 1 (b) semi-logarithmic scale. 
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FIG. 17. Integral reactive cross section Q Jb (summed over all 

accessible final states) versus total energy E and relative energy E0 • 

Circles represent vibrationally converged results and squares the OVA 

ones using a collinear reference potential .(a) linear scale, (b) semi-

logarithmic scale. 

FIG. 18. Inelastic nonreactive integral cro~s sections Q' ~ _ 02 and 

Q 6b _ 02 (summed over final polarizations) versus the total energy E 

and relative translational energy E 0 • 

FIG. 19. Total reaction probabilities P OR (collinear) and P0~ 
(coplanar, J = 0, v = 0, j = 0 and summed over all final states) 

. versus the total energy E and translationat energy E0 • (a) linear scale, 

(b) semi-logarithmic scale. 

FIG. 20. Coplanar total reaction probabilities P 0~(J == 0) (ctrcles 

and solid curve), ~O (J = 4) (triangles and dashed curve) and P 6i. 
(J = O) (squares and dash-dotted curve) summed over all final states 

versus total energy E and translational energy E0 • (a) linear scale . 

. (b) logarithmic scale. Note that the ~O (J == 1 - 3) curves all lie 

between the solid and dash-dotted curves in the figure. 

FIG. 21. Converged coplanar integral reactive cross sections 

Q" ~O _ Oj f versus the final rotational energy at a fixed total energies 

E = Oti 50 eV (crosses), 0. 55 eV(triangles), 0. 60 eV (squares) and 

0. 65 eV (circles). 
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FIG .. 22. Semi-logarithmic plot of the integral reactive cross section 

Q~ _ Oj' ( x 2/(2 - oj'0)) versus the final rotational energy at a fixed 

total energy for E = 0. 50, 0. 55, 0. 60 and 0. 65 eV (symbols analogous 

to Fig. 21). A straight line is.drawn connecting the nearly linear low 

j' points. 

FIG. 23. Semi-logarithmic plot of the OVA reactive cross section 

Q ~O _ Oj' (x 2/(2 - oj'0)) at energies E = O. 50, O. 55 and O. 60 eV 

analogous to Fig. 22. 

FIG. 24. Integral cross section Q £ ·-Ol versus E and E0 for several 

exact and approximate coplanar calculations. Q~0 _ 01 (SK) refers 

_to the present results, Q~0 _ 01(w·w, WE) and Q~O-Ol (WW,SE) are 

the results of distorted wave calculations of Ref. 12, and Q~0 _ 01 (AL) 

is the OVA result (on a different potential surface and using a method 

somewhat different from ours) of Ref. 7. 

FIG. 25. Reaction probabilities PJ~O-OO and PJ~O- 01 , (a) and 
' ' diff~rential cross sections a 0~ _ 00 and a 0~ _ 01 (b). WW refers to 

the SE results of Ref. 12 with dashed curves referring to 00 - 00 

transitions and dash-dot curves referring to 00 - 01. SK refers to 

the results of this paper (Figs. 3, 4, 9, and 10) with solid curves for 

00 - 00 and short dashed for 00 .- 01. WW results are at E0 = 0. 340 e V 

(E = 0. 61 eV) while SK results are at E0 = 0. 330 eV (E = 0. 600 eV). 
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FIG. 26. Arrhenius plot of the converged and OVA para to ortho 

coplanar thermal rate constants for H + H2 for the converged and OVA 

(collinear reference potential) results. The dashed straight line is 

tangent to the converged one at high temperatures. 
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