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Abstract

This thesis reports a Genetic Algorithm approach for the mask-layout and process flow synthesis problem. For a given desired target shape, an optimal mask-layout and process flow can be automatically generated using the Genetic Algorithm synthesis approach. The Genetic Algorithm manipulates and evolves a population of candidate solutions (mask-layouts and process parameters) by utilizing a process simulation tool to evaluate the performance of the candidate solutions. For the mask-layout and process flow synthesis problem, encoding schemes, selection schemes, and genetic operations have been developed to effectively explore the solution space and control the evolution and convergence of the solutions.

The synthesis approach is tested for mask-layout and process synthesis for bulk wet etching. By integrating a bulk wet etching simulation tool into the Genetic Algorithm iterations, the algorithm can automatically generate proper mask-layout and process flow which can fabricate 3-D geometry close to the desired 3-D target shape. For structures with convex corners, complex compensation structures can be synthesized by the algorithm. More importantly, the process flow can also be synthesized. For multi-step wet etching processes, proper etchant sequence and etch times for each etch step can be synthesized automatically by the algorithm. When the choice of different process flows exists, the enlarged solution space makes the design problem more challenging. The ability to synthesize process flows makes the automatic design method more complete and more valuable.

The algorithm is further extended to achieve robust design. Since fabrication variations and modeling inaccuracy always exist, the synthesized solutions without considering these variations may not generate satisfactory results in actual fabrication. Robust design methods are developed to synthesize robust mask-layouts and process flows in “noisy” environment. Since the synthe-
sis procedure considers the effect of variations in the fabrication procedures, the final synthesized solution will have high robustness to the variations, and will generate satisfactory results under a variety of fabrication conditions. The robust design approaches are implemented and tested for robust mask-layout design for mask misalignment and etch rate variations. Mask-layouts robust to mask misalignment noise and etch rate variations during the fabrication can be synthesized. The synthesized mask-layouts generally improve the yield significantly by exhibiting consistent performance under a variety of fabrication conditions.
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Chapter 1

Introduction

As the variety and complexity of micro-electro-mechanical-systems (MEMS) expand, the need for design tools and automation strategies to create robust, cost-effective, and manufacturable micro-machined devices and systems becomes critical. Such tools will allow non-specialists to design sophisticated MEMS devices, and will enhance the efficiency of expert designers. While there has been diverse work in the general area of computer aided design (CAD) for MEMS, many of these tools apply to process simulation or analysis of the behavioral and mechanical properties of devices. While process simulators and device analysis tools are excellent tools for verification and refinement, and they can reduce cost and time of device development, the task of developing the initial process (including mask-layouts), and appropriate changes to the process if the simulation results are unsatisfactory, remains on the designer. The design process itself, for mask-layouts and fabrication process flows, is still a job for experts, and iterations of trials and errors are needed to achieve a robust and effective procedure.

At present, a MEMS designer conceives of a function, then informally creates a mask-layout and a fabrication process flow that the designer believes will manufacture a shape that will exhibit the desired function. This process is based largely on the designer’s intuition and experience, and is difficult for complex geometries or for novice engineers. A prototype device is created from the suggested mask and fabrication process, and its actual function is tested. If the performance of the device is unsatisfactory, changes must be made to the mask-layout and fabrication process. This procedure results in many iterations and many prototypes. Process simulation tools and function modeling tools are developed to simulate the fabrication procedure and test the device performance on computers. Although these tools can speed up the device development and provide verification for the design, they do not provide much help for the mask-layout and process synthesis task,
which still relies heavily upon the designer’s intuitive understanding of the fabrication process. The designer can only count on experience, and the simulation results, to design and modify the mask-layouts and fabrication processes. Additionally, the wide variety of micromachining processes in use today makes this intuitive work even more difficult, and typically force designers to limit themselves to familiar processes. In some cases certain etchants or geometries are avoided because they require too many iterations to get the right mask-layouts and process flows.

The desired approach for designing MEMS devices is the reverse of the process just described: The designer conceives of a MEMS function, then through an automated process determines a shape (three-dimensional geometry) that will exhibit the desired function. Another automated process is then used to determine a mask-layout and a set of fabrication instructions that will create the desired shape. Thus the present process is: mask-to-shape-to-function, the desired process is the reverse: function-to-shape-to-mask.

This thesis addresses issues in formalizing and automating the synthesis (design) of MEMS, and discusses the development of algorithms that automate the robust mask-layout and process design for bulk wet etching.

1.1 MEMS Design Approaches

1.1.1 Overview

The development for MEMS devices benefits from the use of computer modeling and simulation. Most of the design tools developed for conventional mechanical engineering can be utilized to assist in the mechanical design aspects of MEMS devices, and various process simulation tools and device analysis programs have been developed to provide help in the design process. However, micromachining process synthesis and design automation are still largely lacking. Therefore, a major portion of the design cycle may still include time-consuming experimental determinations of design space and process improvement to ensure manufacturing accuracy and robustness. New design tools and automation strategies are needed to provide robust, cost-effective, fast turn-around, and manufacturable MEMS products [113]. The ability to synthesize mask-layout and process flows and device geometries from function specification will represent the ultimate design automation of micromechanical systems.

For MEMS device development, there exist three different approaches. They are described below, and the advantages of the synthesis and optimization approach are discussed.
1.1.2 Empirical Approach

A typical development path for a MEMS device with an empirical approach without the aid of computer simulation is illustrated in Figure 1.1. Designers start with the mask-layout and fabrication process flow. A prototype is fabricated and tested, and the performance is compared with the target or desired function. The first prototype’s performance is in general unsatisfactory, and iterations of device prototyping and analysis process are usually involved to move towards an optimum design solution. The entire iteration procedure can be broken into two sub-procedures each of which takes the form of iterations: the device analysis step, and device prototyping step. Iterations of device analysis steps are taken until a satisfactory device geometry is found which meets the performance function requirement, and iterations of device prototyping are taken with the goal of searching for a mask-layout and fabrication process flow that will produce the desired device shape. Device prototyping iterations start with the selection of a fabrication process and the settings of process inputs, which typically include material, mask-layout and process parameters such as temperature and process duration time. Then the actual fabrication proceeds to produce the device prototype. The prototype is then compared with the desired device shape, and if the shape comparison result doesn’t meet the required tolerance, readjustment of mask-layout and process parameters need to be made before starting next iteration.

This procedure depends strongly on human experience in the involved MEMS design and fabrication processes and such experience is usually obtained through many repeated trials and errors. Because of the many iterations of device prototyping and analysis, the production yield is low.
1.1.3 Simulation and Modeling Approach

Several steps of MEMS design process can be automated which makes the iterations faster and cheaper. Figure 1.2 illustrates how computer simulation can be used to reduce costly fabrication and testing iterations. There are two categories of simulation: process simulation (simulating fabrication processes), and function modeling (analyzing device performance).

Process simulation tools can be used to automate the fabrication step and, when combined with function modeling tools (finite element analysis, etc.), further automate the device analysis step. Combining these two, the device prototyping experience can be learned through the simulation on computers instead of actual device production with many trials and errors, and the device performance assessment can be performed without actually testing the devices.

Process Simulation

A process simulation tool takes mask-layout and fabrication process settings as input and generates an accurate three-dimensional representation of the resulting device geometry to take the place of the actual fabricated device geometry.

The majority of bulk-micromachining processes involve isotropic or anisotropic etching of single-crystalline silicon, gallium arsenide, or amorphous glass. For anisotropic etching, the etch rates at different crystalline directions are different, and the transition from the mask-layout to the etched shape is generally geometrically complex. An accurate etch rate model is essential to simulate the fabrication process. A good bulk etching simulation tool can be useful to predict the device geometry from the mask-layout. For example, the ability to model the formation of silicon convex corners with KOH etching will help in designing corner compensation structures.
Figure 1.3: MEMS design: synthesis and optimization approach

Surface micromachined devices, on the other hand, are built from thin film materials such as polycrystalline or amorphous silicon, silicon nitride, silicon dioxide, and various metal thin films. An ideal process simulator will be able to simulate the geometric effects of sequential IC process stages, including patterning of photoresists, oxidation, diffusion, deposition, etching, etc., to produce geometric representations of the structure after each process stage.

**Function Modeling**

The purpose of the device design is to develop a device which has some desired functional performance. Microfabricated sensors function by converting one or several physical or chemical conditions into electrical or optical signals, while most actuators perform the inverse functions. The modeling of MEMS devices generally involve electrostatic, electromagnetic, ferroelectric, and piezoelectric phenomena, to name a few. These characteristics are often coupled with static or dynamic mechanical deformation of the microstructures. Therefore, a self-consistent modeling tool is needed to represent the transfer behaviors of these devices. For most micromechanical structures, the conventional CAD analysis tools, e.g., the finite element method, can be used to analyze the mechanical behavior.

### 1.1.4 Synthesis and Optimization Approach

Even though both fabrication and device analysis steps can be automated, without the automation of the search through the design space (composed of mask-layouts and fabrication process flows), designers still can only count on experience to drive the entire iterative device prototyping and analysis process. Development of automatic geometry synthesis and mask-layout and process synthesis will lead to the ultimate design automation of micromechanical systems, as illustrated in Figure 1.3.
These synthesis and optimization programs will automatically generate the device geometry and fabrication process for such device given a desired device functionality. Recently, various process synthesis tools have been developed to automatically synthesize the fabrication processes for a given device design [35, 47, 52, 82, 91]. For device geometry synthesis, although currently there is no existent software tools directly targeting it, desires have been raised to develop future geometry synthesis tools which will automatically synthesize the optimum design solution for the targeted functional features. By utilizing process synthesis and geometry synthesis tools, the burden of MEMS fabrication considerations is reduced so that designers can fully focus on the device functional design.

1.2 Current MEMS CAD Research

As illustrated above, as the field of microelectromechanical systems develops there is an increasing need for CAD systems to assist designers of devices and systems in a variety of tasks. Current research on MEMS CAD is investigating a number of tools for MEMS design. Research work on process synthesis and design automation will be described in the next section, and the following discusses CAD tools for process simulation and device analysis.

1.2.1 Process Simulation Tools

As microelectromechanical systems become more complex, designers will find it useful to derive models of the geometry of their device structures directly from the process description and planar mask patterns. With process simulation tools, MEMS designers can verify process descriptions and masks before beginning fabrication, and ensure a robust design by examining performance sensitivities to process and mask variations.

The development of process simulation tools is directly influenced by MEMS fabrication technologies. Currently, there are mainly two types of MEMS fabrication techniques: surface micromachining, and bulk micromachining.

Surface micromachining

For surface micromachining, most of the techniques can be borrowed from IC processes which have been well-developed through the past decades. Therefore, most process simulation tools of surface micromachining are obtained through slight modification of existing VLSI simulators. These sim-
ulators cover standard semiconductor processes such as oxidation, diffusion, thin-film deposition, and plasma etching.

For example, a simulator called OYSTER was developed by Koppelman [64]. OYSTER simulates the geometric effects of sequential IC process stages, in order to produce three-dimensional polyhedral representations of all material structures in a design cell after each process stage. The polyhedral models may be used with various analytic procedures as sources of geometric data for finite-element calculations, or they may be subjected to interference calculations, or inspected to detect structural anomalies. Another example is SAMPLE for simulation of projection lithography deposition, and etching [85, 86].

**Bulk micromachining**

Bulk micromachining is used to fabricate three-dimensional mechanical structures (especially high aspect-ratio structures) on the silicon substrate with the use of wet (chemical) or dry (plasma) etching technique combined with masking films or etch-resistant layers.

Most of the chemicals used today are anisotropic etchants which attack different crystallographic orientation of the material at different rates and provide control over the intended shape of the wafer. Wet isotropic etching and plasma etching are also used to provide geometries that are not dependent on crystallographic orientation.

All bulk micromachining simulation programs predict the three-dimensional geometry change of the underlying etching structure for different etching time steps based on the input of a mask-layout and etch rate data. Early etch modeling work includes the Wulff-Jaccodine method of traveling planes [42, 59]. A number of computer implementations have been developed [17, 18, 28, 29, 107, 108, 115]. Another important etching simulation tool is the Slowness method by Foote and Sequin [106]. The models of the Wulff-Jaccodine method and the Slowness method are purely based on geometric analysis, while Hubbard and Antonsson [56], Than and Buttgenbach [114], and Zhu and Liu [125, 126] developed cellular automata (CA) algorithms which base the rate of removal of each cubic cell of material on the number of nearest neighbor cells remaining. The geometric analysis is fast and accurate but is limited to basic shapes; the cellular automata approach is slow but is able to simulate the etching of shapes of any complexity. SEGS by Hubbard and Antonsson [55] uses an edge segmentation approach to trade-off the advantages of the geometric analysis and cellular automata.
1.2.2 Device Analysis Tools

Fortunately, the conventional mechanical CAD tools can be borrowed for MEMS device analysis. The mechanical behavior analysis usually starts with a simulated three-dimensional solid model along with specified boundary conditions; the discretization process is followed to mesh the solid model. A PDE solver is utilized to generate evaluation results for performance properties such as stress and deformation distributions. The whole process is rather computationally intensive, and a major effort is being devoted to developing fast and accurate algorithms to improve the efficiency of the process. The mixed mode simulation and analysis are also developed where electrical and mechanical models are combined. Senturia et al. studied such mixed mode simulation such as capacitance calculations for a mechanically deformed diaphragm [104].

1.2.3 MEMS CAD Packages

Much work has been done on the broader picture of MEMS design concerning CAD architecture and the interface of process simulators with function modelers [16, 64, 74, 93, 105, 118].

Various MEMS CAD programs have been developed to integrate process simulation tools and device analysis tools. The examples are MEMCAD by MIT [105], IntelliCAD by IntelliSense [75] and CAEMEMS by the University of Michigan [16, 25, 124]. Commercial MEMS CAD packages have been developed by companies such as Coventer (originally Microcosm), IntelliSense, MEM-SCAP and CFDRC. These programs typically also integrate a geometric solid modeler at front for users to construct 3D structures and maintain material and process databases for users to specify materials and fabrication processes. With the use of such multi-functional tools, designers can carry out “what if” experiments during the device prototyping and analysis process more effectively. However, even under these integrated design environments, designers still need to undertake many trials in order to seek the optimum design solution and the appropriate process settings. Therefore, the development of synthesis tools to achieve a higher level of design automation becomes rather important.

1.3 Synthesis and Design

As demonstrated in last sections, the iterative nature of the simulation-based design methodology represents an increasing burden as process complexity grows. There is a clear need for automated design tools to develop fabrication process specifications from desired device geometry.
The design of VLSI systems has become highly formalized and automated since Mead and Conway’s early work in this area [57, 78]. Prior to their work, VLSI design was the exclusive domain of highly trained and experienced specialists. Mead and Conway’s synthesis approach enabled VLSI designers to concentrate on the desired function of the chip, rather than the details of its physical implementation. Other engineering domains (including MEMS design) have not had the benefit of the same level of formalism and automation in design, and engineering design in these areas remains the province of highly trained and experienced specialists. The great contribution of VLSI CAD synthesis tools to the success of VLSI technology provides a realistic image of the potential impact that MEMS synthesis tools can give to the future development of MEMS technology.

As far as surface micromachining is concerned, the structure of process flow is very similar to that of VLSI. Such similarity creates opportunities for the MEMS structured design tools to borrow much of the VLSI framework which includes the separated abstraction levels and the hierarchical system modeling based on primitive functional elements. The recent development of schematic synthesis design tools for surface micro-machining by Fedder et al. has demonstrated such benefits [35, 82]. Mastrangelo and his group at University of Michigan have developed MISTIC [47, 52], a process compiler for thin film micro devices. MISTIC employs a systematic method for the automatic generation of fabrication processes of thin film micro-machined devices. By using topological sorting techniques, all possible process sequences can be extracted from the layer order in terms of fundamental processing steps like deposition, lithography and etching, and an optimal sequence is determined by using a cost function based on a database of materials and processes. Such VLSI-like synthesis methods could be very helpful for the overall design of MEMS devices whose performance depends on their component layout and inter-connection between components. But for high aspect-ratio devices whose performance critically depends on their three-dimensional geometry, especially those fabricated by bulk micromachining, no synthesis tools exist that can automate the device design process.

In a typical bulk micromachining process, an amount of silicon is etched away to build a three-dimensional structure. The geometry of the three-dimensional structure is generally important to ensure device performance, and many of the most interesting, useful, and valuable mechanical devices intrinsically rely on three-dimensional behavior and three-dimensional shapes. But because of the anisotropy of the etching, the transition from the mask-layout to the final shape is in general complex and non-intuitive. Some methods have been proposed to synthesize local mask-layout geometry for convex corners in device shapes by studying etch rate diagram and corner convexity [71],
but generally speaking, for complex device shapes reversing a fabrication process simulation (so that a 2-D mask-layout might be produced) is impractical [54]. Furthermore, sometimes the fabrication process flow may also need to be synthesized. For example, complex three-dimensional shapes can be generated using fabrication procedures such as multi-step wet etching process [43, 63, 98, 109]. For a multi-step wet etching process design, the etchant sequence and etch duration for each etching step are design parameters that need to be determined, and to choose a right formula (process flow) is not an easy task because of the large number of different possibilities. A mask-layout and process synthesis methodology is badly needed to help the designer design proper mask-layout and fabrication process flow for a desired device shape.

1.4 Contributions of This Thesis

To attack the mask-layout and process synthesis problem, a Genetic Algorithm approach for mask-layout and process synthesis is adopted here that uses simulation of fabrication process in an iterative refinement loop. An optimum mask-layout and fabrication process flow will be automatically found through a stochastic search. A flowchart of this approach is shown in Figure 1.4. In this approach, the user specifies a desired three-dimensional shape. Initial candidate mask-layouts and fabrication process flows are randomly generated, and the fabrication is simulated through a process simulator. The simulated shape is then compared with the desired shape to decide if it’s close enough, and if it’s not, genetic operations are applied to refine the masks and process parameters, and the procedure is repeated. The iteration stops when the simulated shape is close enough to the desired shape. For the mask-layout and process flow synthesis problem, encoding schemes, selection schemes, and genetic operations have been developed to effectively explore the solution space and control the evolution and convergence of the solutions.

One of the primary benefits of this approach is that any fabrication process can be utilized with this synthesis method, as long as an efficient simulation program of the process exists. Thus synthesis can be performed on devices to be fabricated from bulk-wet etching as well as surface micromachining. This approach is tested for mask-layout and process synthesis for bulk wet etching. By integrating a bulk wet etching simulation tool into the Genetic Algorithm iterations, the algorithm can automatically generate proper mask-layout and process flow which when used can fabricate 3-D geometry close to the desired 3-D target shape. For structures with convex corners, complex compensation structures can be synthesized by the algorithm. More importantly, the process flow can
Figure 1.4: Iterative synthesis flowchart
also be synthesized. For multi-step wet etching processes, proper etchant sequence and etch times for each etch step can be synthesized automatically by the algorithm. When the choice of different process flows exists, the enlarged solution space makes the design problem more challenging. The ability to synthesize process flows significantly increases the value of the automatic design method.  

The Genetic Algorithm synthesis approach is further extended to achieve robust design. Since fabrication variations and modeling inaccuracy always exist, the synthesized solutions may not generate satisfactory results without considering these variations. Robust design methods are developed to synthesize robust mask-layouts and process flows in “noisy” environment. By integrating expected variations (mask misalignment, etch rate variations, etc.) into the synthesis iteration, and setting robustness of the candidate solutions as one of the performance factors for candidate solution evaluation, the iterative stochastic optimization will produce mask-layouts and process flows that are least sensitive to these variations and can generate satisfactory results under a variety of fabrication conditions. The robust design approaches are implemented and tested for robust mask-layout design for mask misalignment and etch rate variations. Mask-layouts robust to mask misalignment noise and etch rate variations during the fabrication can be synthesized.

1.5 Overview of the Chapters  

Chapter 2 gives an introduction to Genetic Algorithms, the optimization method used in the approach to the mask-layout and process synthesis. The general structure and various components of the Genetic Algorithm are described. Chapter 3 briefly describes the SEGS bulk wet etching simulation tool. In later chapters SEGS is integrated into the Genetic Algorithm iterations to implement an algorithm for mask-layout and process synthesis for bulk wet etching. Chapter 4 discusses issues in shape matching, and describes an algorithm to compare two 3-D shapes represented by polygonal contours. The shape matching algorithm is used in the synthesis to compare the shapes resulted from the simulation with a specified target shape. For the Genetic Algorithm approach to the mask-layout and process synthesis, the design and implementation details are provided in Chapter 5. Chapter 6 tests the Genetic Algorithm approach to the mask-layout and process synthesis for bulk wet etching by using SEGS as the simulator for wet etching steps. For specified target shapes, optimal mask-layouts and process settings are generated by the synthesis algorithm. Chapter 7 focuses on the robust design issues. Robust design methods are developed to extend the original GA synthesis method so that mask-layouts and processes robust to the fabrication variations and mod-
eling inaccuracy can be synthesized. Tests of the algorithms are conducted for mask misalignment and etch rate variations. Major results are summarized in Chapter 8, which concludes the thesis.
Chapter 2

Genetic Algorithms

2.1 Introduction

Many optimization problems from science and engineering are complex in nature and difficult to solve by conventional optimization methods. Since 1960s, there has been an increasing interest in simulating the natural evolutionary process to solve optimization problems. Stochastic optimization techniques called evolutionary algorithms [8, 37] have been developed, which can often outperform conventional optimization methods when applied to difficult real-world problems. There are currently three main avenues of this research: Genetic Algorithms (GAs) [49, 53], Evolutionary Programming (EP) [38, 39], and Evolution Strategies (ES) [96, 100]. Among them, Genetic Algorithms are perhaps the most widely known type of evolutionary algorithms today and have been successfully applied to solve many science and engineering problems in various complex domains [49]. The well-known applications of GAs include scheduling and sequencing [23, 34, 97, 122], structure design [19, 48, 58, 60, 84], layout design [69, 70, 77, 99], and many others.

Genetic algorithms (GAs) are global stochastic optimization techniques that are based on the adaptive mechanics of natural selection evolution. They were invented by John Holland [53] in 1975, and subsequently have been made widely popular by David Goldberg [49]. GAs use two basic processes from evolution: inheritance, or the passing of features from one generation to the next, and competition, or survival of the fittest, which results in weeding out individuals with bad features from the population. In general, Genetic Algorithms are a non-problem specific technique which can be applied to virtually any optimization problem if its objective function measurement is available.

For many optimization problems, the performance landscape (fitness surface) has one or more of
the following characteristics: (i) high nonlinearity, (ii) multiple performance optima, and (iii) non-analyticity \( i.e., \) cannot be written explicitly in a functional form. These characteristics preclude the use of gradient-like search techniques. Perhaps more troubling is that typical design spaces are so large that traditional search techniques, such as branch and bound, linear programming, \textit{etc.}, are ineffective. GAs are particularly good at finding optima where the fitness surface is nonlinear, multi-modal, and dependent on several parameters simultaneously. Although in many cases a GA is unlikely to produce a globally optimal solution to a problem in a given amount of time, it can produce a solution that is close to the optimum in a time orders of magnitude less than some other algorithm such as exhaustive search will need. As a stochastic optimization method, Genetic Algorithms have many advantages over traditional techniques. GAs are adaptive search method; they maintain a population of solutions instead of single solution, and trapping into local optima can be avoided; the algorithm is implicitly parallel in the sense that a large number of different \textit{schema} are evaluated simultaneously during a generation [53]; the computation can be easily parallelized for efficient execution; and finally, the algorithms impose virtually no mathematical requirements on the optimization problem: they can handle any kind of objective function and constraints. The following sections describe the general structure and key components of Genetic Algorithms, and the appendices provide more implementation details and the theoretical background. At the end of the chapter, as an example to show how to construct the various components of a Genetic Algorithm, a GA is constructed to search for the maximum of a function.

2.2 General Structure

A Genetic Algorithm maintains a population of solution candidates and works as an iteration loop. First, an initial population is generated randomly. Each individual in the population is an encoded form of a solution to the problem under consideration, called a chromosome which is usually a string of characters or symbols, \textit{e.g.}, a string of 0’s and 1’s (a binary string). The chromosomes evolve through successive iterations, called generations. During each generation, the chromosomes are evaluated by a fitness evaluation function and selected according to the fitness values using a selection mechanism, \textit{e.g.}, fitness-proportionate selection, so that fitter chromosomes have higher probabilities of being selected. New chromosomes, called offspring, are formed by either merging two selected chromosomes from the current generation using a crossover operator, or modifying a chromosome using a mutation operator. Crossover results in the exchange of genetic material
between relatively fit members of the population, potentially leading to a better pool of solutions. Mutation randomly introduces new features into the population to ensure a more thorough exploration of the search space. A new generation is created by selecting chromosomes from the parents and the offspring. The population’s average fitness will improve as this procedure continues, and the algorithm will converge to a best chromosome approaching the optimal or near-optimal solution. The general structure of Genetic Algorithms is shown in Figure 2.1 in flowchart form.

To use Genetic Algorithms, each of the following must be developed:

**Encoding scheme.** In GAs, a population of candidate solutions is maintained and manipulated by genetic operators. The solutions are encoded as chromosomes (usually strings of characters or symbols, *e.g.*, binary strings, real number strings, or symbol strings) to which genetic operators can be applied. An encoding scheme is needed to map candidate solutions into coded strings.

**Initialization of population.** The initialization is usually done randomly to sample the search space uniformly without bias. A well-initialized population can improve the algorithm’s robustness and effectiveness in finding an optimal solution, while a poorly-initialized population may trap the algorithm in local optima and make it impossible to reach the global optimum.

**Evaluation function.** During the operation of Genetic Algorithms, all chromosomes are evaluated to see how fit they are as solutions to the problem. An evaluation function is required to assign a fitness value to each chromosome.

**Genetic operators.** In general the well-studied typical canonical genetic operators cannot be directly applied, since they only work with particular encoding schemes. Additionally, problem-specific information should be considered when designing efficient, meaningful operators. Genetic operators suitable to the problem and the encoding scheme must be developed.

### 2.3 GA Terminology

In this section, the terminology used in Genetic Algorithms is described. Since Genetic Algorithms simulate natural evolution, some terminology used in GA literature is borrowed from natural genetics.

Genetic Algorithms work on a *population*, or a collection of candidate solutions to the given problem. Solutions are encoded as *chromosomes* which are usually strings of characters and sym-
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Figure 2.1: The general structure of Genetic Algorithms
symbols, and the individual characters or symbols in the strings are referred to as \textit{genes}. Candidate solutions constitute the \textit{phenotype space}, and chromosomes constitute the \textit{genotype space}. An \textit{encoding} scheme is the mapping function between the phenotype and genotype space. Each chromosome is evaluated by an \textit{evaluation function} (or \textit{fitness function}) to determine the \textit{fitness} value. The evaluation function is usually user-defined, and problem-specific.

Individuals are selected from the population for reproduction, with the \textit{selection} biased toward fitter individuals. Different \textit{selection schemes} have been developed to ensure that survival of the fittest occurs. The selected individuals form pairs, called \textit{parents}, and a genetic operator called \textit{crossover} is applied to two parents to create two new individuals, called \textit{offspring}. Crossover combines portions of two parents so that the offspring inherit a combination of the features of the parents. For each pair of parents, crossover is usually performed with a high probability $P_C$, which is called the \textit{crossover probability}. With probability $1 - P_C$, crossover is not performed, and the offspring pair is the same as the parent pair. \textit{Mutation} is another genetic operator applied to parents. Mutation randomly changes the chromosome in some way to introduce new features into a population and make the whole search space reachable. Mutation is usually applied with a low probability, $P_M$, called \textit{mutation probability}. \textit{Exploitation} and \textit{Exploration} are the terms that refer to two different aspects during the search: exploiting the best solution and exploring the search space. Appendix A discusses exploitation and exploration in more details.

A new \textit{generation} is created by selecting individuals from the parents and offspring. The \textit{generation gap} is the fraction of individuals in the population that are replaced from one generation to the next. The generation gap is equal to 1 for \textit{simple GAs} (also referred to as the \textit{total replacement algorithm}) in which all individuals in the parent generation are replaced by the new offspring. In \textit{steady-state GAs} [111], at each iteration only one pair of parents is selected to create offspring and then the two offspring replace the worst individual in the current population. Obviously in steady-state GAs, the generation gap is minimal, since only two offspring are produced in each generation.

Figure 2.2 illustrates the terminology. It should be noted that genetic operators (crossover and mutation) work on \textit{genotype} space, while evaluation and selection work on \textit{phenotype} space.

\section{Encoding}

Before a GA can be applied to a problem, a suitable \textit{encoding} (or \textit{representation}) for the problem must be developed. How to encode a solution of the problem into a chromosome is a key issue
for GAs. In all of Holland’s work [53], chromosomes are binary strings – lists of 0’s and 1’s. For example, if the problem is to maximize a function of three variables, \( F(x, y, z) \), each variable may be represented by a 10-bit binary number (suitably scaled), and the chromosome would therefore consist of 30 binary bits. This type of encoding is called binary coding. Binary strings have been shown to be capable of encoding a wide variety of information, and they have been used to solve optimization problems in various domains. The properties of binary string representations for GAs have been extensively studied, and a good deal is known about the genetic operators and parameter values that work well with them.

To represent variables by binary strings, the values of the variable must be discrete or can be discretized. For example, integers can be represented by binary strings using standard binary coding or Gray coding. If the variables are actually continuous, e.g., real numbers, the binary string length must be carefully chosen so that the discretization of the variables provides enough resolution to get the desired level of precision.

As Genetic Algorithms are applied to more applications in different areas, especially for the constrained optimization problems from engineering world, binary strings are found not to be a natural coding scheme. As Davis [26] points out, in such problems, the problem parameters are often numeric (real), so representing them directly as real numbers, rather than binary strings, seems obvious and concise, and may have advantages. In general for an optimization problem with \( k \) real parameters that need to be optimized, a real number coding uses a vector of \( k \) real numbers to
encode the solution vector \([50, 61, 119]\):

\[ x = (x_1, x_2, \ldots, x_k) \]

One advantage of real number coding over binary coding is improved precision. Another advantage is that meaningful, problem-specific genetic operators can be more easily defined. For example, for real number coding, taking the average or geometric mean of two real numbers can be taken as the crossover operator. Such genetic operators obviously are more meaningful than the operators applied to binary strings. Janilow and Michalewicz [61] made a direct comparison between binary and real number representations, and found that real coding gave faster, more consistent and more accurate results.

In addition to real number coding, a lot of other coding techniques have been explored in the last 20 years such as integer coding for combinatorial optimization problems [41], embedded lists for scheduling problems [79], matrix coding for data structure [22], and LISP S-expressions for computer program evolving [65].

An encoding scheme is the linkage between the solutions in the phenotype space and the chromosomes in the genotype space, and choosing an appropriate representation of candidate solutions to the problem at hand with corresponding genetic operators is the foundation for applying Genetic Algorithms to solve real world problems. For any application case, it is necessary to perform analysis carefully to ensure an appropriate encoding of solutions together with meaningful and problem-specific genetic operators. Although many empirical and theoretical results are available for the standard instances of Genetic Algorithms, including encoding scheme and corresponding genetic operators, most practitioners prefer natural, problem-related encoding schemes along with carefully designed, meaningful, problem-specific genetic operators. Michalewicz [79] concludes that utilizing a “natural” representation of candidate solutions for a given problem with a family of applicable genetic operators is a promising direction for problem solving in general.

### 2.5 Selection

The key principle of Darwinian natural evolution theory is that the fitter individuals have a greater chance to reproduce offspring, and it is by the principle of “survival of the fittest” that the species evolve into better forms. In Genetic Algorithms, the bias towards fitter individuals is achieved through selection. The objective of any selection scheme is to statistically guarantee that the fitter
individuals have a higher probability of selection for reproduction. The term selection pressure is used to refer to the degree of bias towards fitter individuals for a selection scheme, and selection pressure is the driving force which determines the rate of convergence of a GA to the optimal solution. Low selection pressure will give the algorithm more chance to explore the search space, and high selection pressure pushes the algorithm towards the direction of the highly fit individuals, and results in exploitation of the most promising search region. Choosing an appropriate selection scheme is important, and the behavior of the GA strongly depends on the selection scheme. An inappropriate selection scheme may result in premature or slow convergence.

In a GA, selection is carried out at two different stages: parent selection and generational selection. Parent selection is the step in which individuals from the parent generation are selected as parents to create offspring. Generational selection is carried out after a specified number of offspring are generated. In general, the new generation is created by selecting individuals from both the parent generation and the offspring generation. Most of the proposed selection schemes belong to the following two categories: stochastic selection and deterministic selection. For parent selection, stochastic selections are usually applied, and for generational selection, deterministic selections are usually used. Fitness proportionate selection and tournament selection are two of the most popular stochastic selection algorithms. The next section describes fitness proportionate selection, and tournament selection is described in Appendix C.

2.5.1 Fitness Proportionate Selection

Fitness proportionate selection is typically implemented as a probabilistic operator for parent selection, using the relative fitness to determine the selection probability of an individual. In fitness proportionate selection, the selection probability for each chromosome is proportional to its fitness value. For chromosome $k$ with fitness value $F_k$, its selection probability $p_k$ is calculated as follows:

$$p_k = F_k / \sum_{j=1}^{\text{pop.size}} F_j$$

For example, roulette wheel selection is a proportionate selection scheme in which the slots of a roulette wheel are sized according to the fitness of each individual in the population. An individual is selected by spinning the roulette wheel and noting the position of the marker. The probability of selecting an individual is therefore proportional to its fitness. Another well-known proportionate selection scheme is stochastic universal selection [9]. Stochastic universal selection is a less noisy
version of roulette wheel selection in which \( N \) equi-distant markers are placed around the roulette wheel, where \( N \) is the number of individuals in the population. \( N \) individuals are selected in a single spin of the roulette wheel, and the number of copies of each individual selected is equal to the number of markers inside the corresponding slot.

Proportionate selection methods assign selection probability to an individual according to its fitness, and this can be problematic. Proportionate selection depends upon positive values, and, simply adding a large constant value to the objective function can eliminate any selection pressure, with the algorithm then proceeding as a purely random search. There are several heuristics that have been devised to compensate for these issues. Using fitness scaling, the fitness of all parents can be scaled relative to some reference value, and proportionate selection then assigns selection probability according to the scaled fitness values. Fitness scaling is described in detail in Appendix B. Rank-based selection methods utilize the indices of individuals when ordered according to fitness to calculate the corresponding selection probabilities, rather than using absolute fitness values [10]. Rank-based selection also eliminates problems with functions that have large offsets. Linear as well as nonlinear fitness mappings have been proposed for rank-based selection as illustrated in the following.

**Rank-Based Selection**

For rank-base selection, individuals are sorted according to their fitness values, and the selection probability of each chromosome is assigned according to its rank instead of its raw fitness. After individuals are sorted in order of raw fitness, the reproductive fitness values are assigned according to rank. Two methods for mapping rank into reproductive fitness values are in common use: linear ranking and exponential ranking.

Let \( F'_k \) be the reproductive fitness value for the \( k^{th} \) chromosome in the ranking of population; the linear ranking takes the following form:

\[
F'_k = q - (k - 1) \times \frac{q - q_0}{\text{pop} \_ size - 1}
\]

where parameter \( q \) is the reproductive fitness for the best chromosome, and \( q_0 \) is the reproductive fitness for the worst chromosome. Fitness values of intermediate chromosomes are decreased from \( q \) to \( q_0 \), proportional to their rank. When \( q_0 \) is set to 0, it provides the maximum selective pressure.
Michalewicz proposed the following exponential ranking method [79]:

\[ F_k' = q(1 - q)^{k-1} \]

A larger value of \( q \) implies stronger selective pressure. Hancock proposed the following exponential ranking method:

\[ F_k'' = q^{k-1} \]

where \( q \) is typically about 0.99. The best chromosome has a fitness of 1, and the last one receives \( q^{\text{pop.size}-1} \).

Controlling the variance of the fitness values is one of the frequent problems of GA’s. Ranking assures that the variance is constant throughout the optimization process. Mapping ranks to reproductive fitness for proportionate selection gives a similar result to fitness scaling, in that the ratio of the maximum to average fitness is normalized to a particular value. However, it also ensures that the remapped fitnesses of intermediate individuals are regularly spread out. Because of this, the effect of one or two extreme individuals will be negligible, irrespective of how much greater or less their fitnesses are than the rest of the population.

### 2.5.2 Deterministic Selection

Deterministic selection schemes select individuals according to their fitness values in a deterministic way.

Deterministic selection schemes are usually used in generational selection to select individuals from both the parent generation and offspring generation to create the next generation. An example of deterministic selection is the *generational replacement* which replaces the entire parent generation by their offspring (*i.e.*, the offspring generation is taken as the new generation, and the parent generation is discarded after the offspring generation is created).

*Elitist selection* [31] is another popular deterministic selection scheme which ensures that the best chromosome is passed onto the new generation if it is not selected through another process of selection. Fitness proportionate selection does not guarantee the selection of any particular individual, including the fittest. Thus with fitness proportionate selection the best solution to the problem discovered so far can be regularly thrown away. Sometimes this is counterproductive. For many
applications the search speed can be greatly improved by not losing the best, or elite, member between generations. Ensuring the propagation of the elite member is termed elitism and by retaining the best chromosome in the population, elitist selection guarantees asymptotic convergence.

The \((\mu, \lambda)\)-evolution strategy [6] uses a deterministic selection scheme which has been introduced to Genetic Algorithms. The notation \((\mu, \lambda)\) indicates that \(\mu\) parents create \(\lambda > \mu\) offspring by means of recombination and mutation, and the best \(\mu\) offspring individuals are deterministically selected to replace the parents. Notice that this mechanism allows that the best member of the population at generation \(t + 1\) might perform worse than the best individual at generation \(t\) (i.e., the method is not elitist), thus allowing the strategy to accept temporary deteriorations that might help to leave the region of attraction of a local optimum and reach a better optimum. In contrast, the \((\mu + \lambda)\)-evolution strategy [7] selects the \(\mu\) survivors from the union of parents and offspring, such that a monotonic course of evolution is guaranteed.

### 2.6 Crossover

Once two chromosomes are selected, the crossover operator is applied to generate two offspring. Crossover combines the schemata or building blocks from two different solutions in various combinations (see Appendix E for more information about schemata and building blocks). Shorter good building blocks are converted into progressively longer good building blocks over time until an entire good solution is found. Since highly fit individuals are more likely to be selected as parents, the GA examines more candidate solutions in good regions of the search space and fewer candidate solutions in other regions. Crossover is the most important genetic operator for a GA, and it is the driving force for exploration of the search space to find a optimum solution. The performance of the GA depends to a great extent on the performance of the crossover operator used. How crossover works can be explained by schema theorem [53] which is detailed in Appendix E.

The implementation of crossover depends on the encoding scheme used. Most canonical GAs use binary coding, and therefore the crossover schemes for binary codings (called binary crossover here) have been studied most thoroughly. Several real crossover schemes also have been proposed and applied to optimization problems utilizing real number encoding. These crossover operators are discussed in Appendix D, and one particular real crossover scheme, blend crossover, is described in the following.
Blend Crossover

Random crossovers are one kind of real crossover that essentially create offspring randomly within a hyper-rectangle defined by the parent points. Flat crossover is a basic random crossover given by Radcliffe [95], which produces an offspring by uniformly picking a value for each gene from the range formed by the values of two corresponding parents’ genes. A generalized crossover, called blend crossover (denoted as BLX-α), is proposed in [33] to introduce more variance into the operator. BLX-α also uniformly picks values from a range, but this range is not formed by the values of the two parents’ genes. As illustrated by Figure 2.3, $P_1$ and $P_2$, the gene values (real number) of two parents, form the interval $I$, and $α$ is a user-defined real parameter. BLX-α first extends interval $I$ with $αI$ on both sides such that the crossover interval is limited by points $C_1$ and $C_2$. Then a point is randomly picked from the crossover interval. By extending the interval formed by the parents to include regions beyond the parents, blend crossover introduces more exploration into the search, and often increases the robustness of the algorithm. Also, since the area of the extension is proportional to the area of the interval formed by the parents, the amount of exploration introduced is actually determined by the closeness of the parents. As the evolution proceeds, chromosomes in the population become converged, and the parents become similar, and the disruptive exploration introduced by blend crossover becomes less significant. The parameter $α$ controls the amount of disruptive exploration, and it is usually set as 0.5, such that the probability that an offspring lies outside its parents is equal to the probability that it lies between them.

2.7 Mutation

After new individuals are generated through crossover, mutation is applied with a low probability to introduce random changes into the population. In a binary-coded GA, mutation may be done by flipping a bit of a binary string, as shown in Figure 2.4, while in a nonbinary-coded GA, mutation...
Original Chromosome \[ 011010110 \]

After Mutation \[ 010010110 \]

Figure 2.4: Mutation

involves randomly generating a new value in a specified position in the chromosome. In GAs, mutation serves the crucial role of replacing the gene values lost from the population during the selection process so that they can be tried in the new context, and of providing the gene values that were not present in the initial population. By introducing random changes into the population, more regions of the search space can be evaluated, and premature convergence can be avoided.

For example, in a binary-coded GA, consider a particular bit position, say bit 10, which has the same value (0) for all chromosomes in the population. In such a case, crossover alone cannot explore new solutions since crossover does not generate a new gene value, \( i.e., \) crossover cannot create a chromosome with a value of 1 for bit 10, since its value is 0 in all parents. If a value of 0 for bit 10 turns out to be suboptimal, then, without mutation, the algorithm will have no chance of finding the best solution. However, if mutation is applied, there will be some probability that value 1 will be introduced in bit 10 of some chromosomes, and if this results in an improvement in fitness, those chromosomes will be multiplied by the selection algorithm and the value 1 at bit 10 will be inherited by other offspring through crossover. Although the crossover operator is the most efficient and important genetic operator, by itself, it does not guarantee the reachability of the entire search space with a finite population size. It is mutation that makes the entire search space reachable.

In real encoding, the basic mutation operator, called uniform mutation, simply replaces a gene (real number) with a randomly selected real number within a specified range. Other real mutation schemes have been developed. For example, boundary mutation replaces a gene with either the lower bound or the upper bound [80]. A direction-based mutation was presented in [46]:

\[ x' = x + r \cdot d \]

where \( r \) is a randomly generated nonnegative real number, and \( d \) is the approximate gradient direc-
tion vector of the objective function $f$ with its $k^{th}$ component defined as

$$d_k = \frac{f(x_1, \ldots, x_k + \Delta x_k, \ldots, x_n) - f(x_1, \ldots, x_k, \ldots, x_n)}{\Delta x_k}$$

More details about implementations of real coded mutation operators can be found in [44].

The mutation probability $P_M$ is defined as the probability of mutating each gene. It controls the rate at which new gene values are introduced into the population. In general, mutation is implemented as a background operator, and is applied with low probability. If the mutation probability is too high, too many random perturbations will occur, and the offspring will lose their resemblance to their parents. The ability of the algorithm to build on the history of the search will then be lost.

### 2.8 Example

In this section, a Genetic Algorithm is constructed to search for the maximum of a multi-modal function. Implementation details and the optimization result are shown to illustrate how to construct the various components of a GA and the characteristics of optimization using GAs.

The optimization problem is stated as follows: find the maximum of function

$$f(x) = x \sin(\pi x), \quad 0 \leq x \leq 6$$

As shown in Figure 2.5, function $f(x)$ is multi-modal, and the global maximum is at $x = 4.522$, where $f(4.522) = 4.511$.

To construct the Genetic Algorithm for this optimization problem, real number encoding is applied. A real number is used to represent variable $x$. The blend crossover BLX-$\alpha$ and uniform mutation for real number encoding are applied as the genetic operators. Since the problem here is to search for the maximum of function $f(x)$, function $f(x)$ will serve as the evaluation function, and for each candidate solution $x$, the function value $f(x)$ is used as the fitness value. Linear ranking selection scheme is utilized to select individuals from the parent population to go through reproduction, and elitist selection is applied to select the best individuals from the parent population and the offspring population to form the next generation.

In the test run, the population size is set to 10, and the maximum number of iterations is set to 10. Figure 2.6 shows the evolution of the distribution of the candidate solutions in each generation as the iteration proceeds. For each generation (iteration), the distribution of the 10 candidate solutions...
Figure 2.5: Function $f(x) = x \sin(\pi x)$

and their fitness values are shown by the symbols on the plot of $f(x)$. It's clear that as the iteration proceeds, the exploration effort is gradually concentrating on the area around the global maximum. Figure 2.7 shows the convergence of the average fitness values in each iteration to the maximum value of the function: 4.511.

2.9 Summary

Genetic Algorithms are stochastic optimization techniques that are based on the adaptive mechanics of natural selection evolution. They have been used to solve many optimization problems where the fitness surface is nonlinear, multi-modal, and dependent on several parameters simultaneously. The general structure and the main components, encoding, selection, crossover, and mutation, was described in this chapter, and different schemes for each component have been introduced. Although proper problem-specific encoding scheme and genetic operations need to be developed for a specific optimization problem, the general schemes provide guidelines for development of a specific implementation of GA. At the end of the chapter, a GA was constructed to search for the maximum of a multi-modal function. Implementation details and the optimization result were shown to illustrate how to construct the various components of a GA and the characteristics of optimization using
Figure 2.6: Results of the GA optimization
Figure 2.7: Convergence of the average fitness values

GAs.
Chapter 3

Bulk Wet Etching Simulation Tool

Since the approach developed here for mask-layout and process synthesis problem is to use simulation of fabrication process in an iterative refinement loop, a fabrication process simulation tool that is both efficient and accurate is important to the implementation of the method. This chapter will briefly review a bulk wet etching simulation tool called SEGS[55], which is computational efficient and geometrically accurate.

The bulk wet etching process is a widely used technique to inexpensively produce high aspect ratio 3-D mechanical structures with the use of chemical etchants. Most of the chemicals used today are anisotropic etchants which attack different crystallographic orientations of the material at different rates and provide control over the intended 3-D shape of the etched wafer. All bulk wet etching simulation programs predict the three-dimensional geometry change of the underlying etching structure for different etching time steps based on the input of a mask-layout and etch rate data. Early etch modeling work includes the Wulff-Jaccodine method of traveling planes [42, 59]. A number of computer implementations have been developed [17, 18, 28, 29, 107, 108, 115]. Another important etching simulation tool is the Slowness method by Foote and Sequin [106]. The models of the Wulff-Jaccodine method and the Slowness method are purely based on geometric analysis, while Hubbard and Antonsson [56], Than and Buttgenbach [114] developed cellular automata (CA) algorithms which base the rate of removal of each cubic cell of material on the number of nearest neighbor cells remaining. The geometric analysis is fast and accurate but is limited to basic shapes; the cellular automata approach is slow but is able to simulate the etching of shapes of any complexity.
SEGS Simulation Tool

SEGS is a bulk wet etching simulation tool developed by Hubbard and Antonsson [55]. SEGS uses an edge segmentation approach to trade-off the advantages of the geometric analysis and cellular automata. The basic approach is to start with the polygonal mask-layout boundary of a vector method, then subdivide each straight line segment into many smaller segments, and these small segments are updated for further time steps, and local and global intersection are easily identified and handled. The input to the simulation tool is the mask-layout, etch rate data, etch time, and some other computation parameters, and the output of the simulation is a series of polygon layers (contours) at different depths, with each contour representing the cross section of the etched structure at that particular depth. Figure 3.1 shows examples of etched shapes simulated by SEGS. The black polygons are the mask-layouts, and the etched shapes are represented by a series of polygon layers.

Originally SEGS can only simulate a single etching step where the initial wafer surface is flat. Although single step anisotropic wet etching has long been used for fabricating microstructures such as diaphragms, V-grooves, and cantilevers on a silicon wafer, the shapes of the microstructures fabricated by this etching system are limited, because a conventional single-step process provides only a limited set of crystallographic planes appearing on the etching profile. Various groups have proposed using multi-step chemical anisotropic etching process in order to achieve more complex three-dimensional microstructures on single-crystal silicon [43, 63, 98, 109]. Using several different etchants in a fabrication makes it possible to fabricate shapes which cannot be created using single etchant, and the range of shapes that can be produced is greatly expanded. Designing the multi-steps
Figure 3.2: Simulated result of a two-step wet etching fabrication

Figure 3.3: Multi-step etching simulation: Moving of interface between old wall and new wall (side view)

of an etching process requires an etching simulator.

SEGS was further extended to handle simulation of multi-step wet etching fabrication. The fabrication of micro structure using two different etchants in sequence can be simulated. Figure 3.2 shows a structure which results from the simulation of a two-step wet etching fabrication. The cross sections of the etched structure are shown, and the black polygon is the mask-layout. Using this simulation system, it is possible to design multi-steps into the anisotropic etching process which provides a variety of three-dimensional microstructures. An synthesis example for a two-step anisotropic etching process will be described in Chapter 6.

In extending the function of SEGS to handle multi-step etching simulation, the major difficulty is in the calculation of the moving of the interface between the walls produced by different applied
etchants, since the walls produced by different etchants usually have different slope angles. Figure 3.3 shows how the structure profile changes when the second etchant is applied to the already existed structure resulting from the etching using the first etchant. Each profile shows the etched structure at a different etch time step. Profile \( p_0 \) shows the structure at the time \( t_0 \) when the second etchant is just applied. Profile \( p_1 \) shows the structure at time \( t_0 + \delta t \), when a new wall with different slope angle appears at the corner. As the etching proceeds, the interface between the new wall and the wall resulting from the first etchant is moving up (line \( l \)). Since SEGS calculates and maintains the etching data by using contours at fixed discrete depths, the moving of the interface of walls must be handled carefully.

SEGS has been used to simulate a wide variety of mask-layouts, and its accuracy has been tested through experimental verification. SEGS proved to be stable and fast. To simulate shapes shown in Figure 3.1 on a Sun Ultra10 workstation with a 440 MHz CPU clock speed, a typical simulation time is only several seconds.

**Surface Reconstruction and Visualization**

Although SEGS is efficient and accurate in predicting the fabricated device geometry, it represents the simulated device shape using contours at different depths, not as surfaces. Contours are not amenable to the analysis and design of micro systems, since it is often necessary to determine the object interaction and mechanics in which surface or solid representation of shape is required. Work has been done to achieve surface reconstruction from the contours via Delaunay Triangulation and visualization of the reconstructed surfaces. Figure 3.4 shows the reconstructed surfaces of the device shape that has etching contours shown in Figure 3.2. Interested readers are referred to Lee and Antonsson [67] for details about the algorithm for the surface reconstruction.
Figure 3.4: Visualization of the reconstructed surface of etching contours
Chapter 4

Shape Matching

4.1 Introduction

The approach developed here to the MEMS mask-layout and process synthesis problem is to use Genetic Algorithms as an optimization method combining with a simulation tool, to search for the optimum solution. As discussed in Chapter 2, one of the key issues in applying Genetic Algorithms to solve a practical problem is that there must be an evaluation function (or performance function). The evaluation function evaluates candidate solutions to determine the fitness value for each solution so that the genetic operators can manipulate the solution population accordingly to find the optimum solution. For the mask-layout and process flow synthesis problem, the candidate solutions in the solution space are mask-layouts and some process parameters. For each candidate solution, simulation is performed using the mask-layout and process parameters specified by the candidate solution, and a simulated device shape is obtained. If the simulated shape is geometrically very close to the desired target shape, the candidate solution (the mask-layout and the process flow) will be considered to be fit (with a high fitness value). The fitness value for each candidate solution should depend on how close the simulated shape is to the target shape. The simulation program can be viewed as part of the evaluation function, but more is needed to assign a fitness value to each candidate solution. A shape matching scheme is needed to compare the simulated shapes with the desired, pre-specified target shape so that a value indicating the closeness (similarity measure) between a simulated shape and the target shape can be obtained and assigned as fitness value for each candidate solution.

Shape matching is a problem of both theoretical and practical importance in computer vision, and different shape matching algorithms have been developed [62, 83]. Generally speaking, com-
paring arbitrary shapes in three dimensions is difficult [14, 15], and most of the work is done for 2-D shape matching. Among the different shape matching algorithms, one particular category is the polygonal shape matching [2, 5, 24, 90]. Since the simulation tool SEGS used in the mask-layout and process synthesis problem represents the simulated 3-D shapes with layers of polygons, a polygonal shape matching scheme is suitable for evaluating solutions. Considering the layer representation of 3-D shapes, it is natural to decompose the 3-D shape matching into 2-D shape matching at all layers and construct the 3-D closeness metric (match value) from the 2-D polygonal match values. In the following sections, a polygonal shape matching scheme is described, and the scheme to calculate the 3-D match value using the 2-D polygonal shape match values at all layers is discussed.

Before describing the matching schemes, a note about the terminology should be made. In the following sections, Term “mismatch” will be used to describe the dissimilarity between two shapes, because the shape matching scheme quantifies the difference (dissimilarity) between two shapes.

Clarification is also needed about the term “shape.” Generally speaking, for a polygon, its size and orientations and relative locations of its edges are part of the shape of the geometry. However, the polygonal shape matching scheme introduced here only considers the “pure shape” of the polygons, which is invariant to scaling. In other words, the “pure shape” of a polygon is unchanged after scaling. When “shape” is used in shape matching or shape mismatch, it may refer to the geometry’s shape in general, including its pure shape and size, or to the geometry’s pure shape only, invariant to scaling. The meaning should be clear from the context.

4.2 Polygonal Shape Matching

Several polygonal shape matching schemes have been proposed, and a method introduced by Arkin et al. [3] is described here.

Representation of Polygons

The boundary of a simple polygon \( A \) can be represented by the turning function \( \Theta(s) \), as shown in Figure 4.1. The turning function \( \Theta(s) \) measures the angle of the counterclockwise tangent as a function of the arc length \( s \), measured from some reference point on the boundary of \( A \). Thus \( \Theta(0) \) is the angle \( \theta_0 \) that the tangent at the reference point makes with some reference orientation associated with the polygon (such as the \( x \)-axis). \( \Theta(s) \) keeps track of the turning that takes place, increasing with left-handed turns and decreasing with right-handed turns. Formally, if \( k(s) \) is the
curvature function for a curve, then $k(s) = \Theta'(s)$.

For the purpose of polygonal shape matching, each polygon is rescaled so that the total perimeter length is 1; hence $\Theta(s)$ is a function from $[0, 1]$ to $R$. For a convex polygon, $\Theta(s)$ is a monotone function, starting at some value $\theta_0$ and increasing to $\theta + 2\pi$. For a nonconvex polygon, $\Theta(s)$ may become arbitrarily large, since it accumulates the total amount of turn, which can grow as a polygon "spirals" inward. Although $\Theta(s)$ may become very large over the interval $s \in [0, 1]$, in order for the function to represent a simple closed curve, $\Theta(1)$ must be $\Theta(0) + 2\pi$ (assuming that the reference point is placed at a differentiable point along the curve). When the path is polygonal, the turning function is piecewise-constant, with jump points corresponding to the vertices of the polygon. Note that the domain of $\Theta(s)$ can be extended to the entire real line in a natural way by allowing angles to continue to accumulate as the traversal around the perimeter of the polygon continues.

The function $\Theta(s)$ has several properties which make it especially suitable for the shape matching purpose. It is piecewise-constant for polygons, making computations particularly easy and fast. By definition, the function $\Theta(s)$ is invariant under translation and scaling of the polygon. Rotation of polygon corresponds to a simple shift of $\Theta(s)$ in the $\theta$ direction. Note also that changing the location of the reference point by an amount $t \in [0, 1]$ along the perimeter of polygon corresponds to a horizontal shift of the function $\Theta(s)$ and is simple to compute (the new turning function is given by $\Theta(s + t)$).
Distance Function

The shape mismatch between two polygons is calculated by a distance function. The distance function between two polygons $A$ and $B$ is formally defined as the $L_2$ distance between their two turning functions $\Theta_A(s)$ and $\Theta_B(s)$, minimized with respect to vertical and horizontal shifts of the turning functions (in other words, minimize with respect to rotation and choice of reference points):

$$d_2(A, B) = \min_{\Theta \in \mathbb{R}, t \in [0, 1]} \left( \int_0^1 |\Theta_A(s + t) - \Theta_B(s) + \theta|^2 ds \right)^{\frac{1}{2}} \tag{4.1}$$

The above equation of distance function can be explained as follows. First the reference point and orientation of polygon $B$ is fixed, and turning function $\Theta_B(s)$ is obtained. For polygon $A$, the reference point is shifted along the boundary by an amount $t$, and the polygon is rotated by angle $\theta$, and the new turning function is given by $\Theta_A(s + t) + \theta$. Then the $L_2$ metric between the two turning functions is calculated as $\left( \int_0^1 |\Theta_A(s + t) - \Theta_B(s) + \theta|^2 ds \right)^{\frac{1}{2}}$. Finally, the minimum of the $L_2$ metrics over all shifts $t$ and rotations $\theta$ is taken as the distance function between polygons $A$ and $B$.

The reasons to use $L_2$ norm among all the $L_p$ norms are given in reference [3], and one of the reasons is that the calculation of $L_2$ metric for polygons is easy and fast. Although the distance function is given as a minimum over all $t$ and $\theta$, it has been shown that for an $m$-vertex polygon and an $n$-vertex polygon, the distance function always reaches its minimum when $t$ is at one of the $mn$ discrete values on $[0, 1]$ when one vertex of polygon $A$ and one vertex of polygon $B$ coincide on the $s$-axis (having the same arc length). Also for a given $t$ it has been shown that the optimal $\theta$ can be calculated as a function of $t$, and the minimization problem for the distance function is really a one-variable ($t$) minimization problem. The runtime for comparing an $m$-vertex polygon and an $n$-vertex polygon is $O(mn \log(mn))$ [3].

For the mask-layout and synthesis problem, the shapes that need to be compared are etched geometries, and the orientation of the polygon contour is considered as part of the polygonal features. For this purpose, the distance function should not be rotationally invariant, and equation (4.1) should be modified to be

$$d_2(A, B) = \min_{t \in [0, 1]} \left( \int_0^1 |\Theta_A(s + t) - \Theta_B(s)|^2 ds \right)^{\frac{1}{2}} \tag{4.2}$$
Size Matching

The shape matching scheme described above measures only the difference of "pure shapes" of two polygons, i.e., the distance function is invariant to scaling, and the difference of the sizes of two polygons is not considered. But for the mask-layout and process synthesis problem the size of the device geometry is an important factor. The synthesis result is not optimal if the simulated device has a different size from what is desired, even if the shape of the simulated device is perfectly identical to the desired shape. Obviously for the problem here the shape matching scheme is not enough for an overall comparison between two shapes which includes both shape and size comparisons. A size matching scheme is needed. Here the ratio between the perimeter lengths of the two polygons is used as a size matching measurement. If \( l_A \) and \( l_B \) are the perimeter lengths for polygons \( A \) and \( B \), the size mismatch of \( A \) and \( B \) is defined as

\[
M_{\text{size}}(l_A/l_B, l_B/l_A) = 1
\]

with a mismatch of zero meaning perfect size match. Using the shape matching scheme and size matching measurement, two polygons are perfectly matched (identical) if and only if both the shape mismatch value and the size mismatch value are zero.

4.3 3-D Shape Matching

The 3-D shapes in the synthesis problem here are represented by layers of 2-D polygon contours. Now that matching methods for polygonal shape and size comparison have been developed, a scheme to construct the 3-D shape matching measurement using the 2-D polygonal matching measurements is needed.

As described in Chapter 3, the 3-D shapes are represented by layers of polygons. Figure 4.2 shows two 3-D shapes (one simulated shape, one desired target shape) represented by layers of polygonal contours. The etching simulation program ensures that the polygon layers of both shapes vertically match, and the shape mismatch \( m_{\text{shape}} \) and size mismatch \( m_{\text{size}} \) values are calculated for each pair of corresponding polygons. The overall shape match of these two 3-D shapes is constructed as follows.

The mismatch between two 3-D shapes is decomposed into two components: pure shape mismatch \( M_{\text{shape}} \) and size mismatch \( M_{\text{size}} \). Both mismatch values can be constructed as a weighted
Figure 4.2: 3-D shape representation and match

sum of all shape or size mismatch values between the two polygon layers in each vertical level:

\[ M_{\text{shape}} = \sum_{i=1}^{n} w_i m_{\text{shape}}(i) \]  \hspace{1cm} (4.4)

\[ M_{\text{size}} = \sum_{i=1}^{n} w_i m_{\text{size}}(i) \]  \hspace{1cm} (4.5)

where \( m_{\text{shape}}(i) \) and \( m_{\text{size}}(i) \) are the shape mismatch and size mismatch values of two polygons at the \( i \)th layer, and \( w_i \)'s are the weights. The weights are introduced to give freedom to specify the particular importance of the feature matching of certain layers. The average is used for general purpose when the weights are the same at all layers:

\[ M_{\text{shape}} = \sum_{i=1}^{n} \frac{m_{\text{shape}}(i)}{n} \]  \hspace{1cm} (4.6)

\[ M_{\text{size}} = \sum_{i=1}^{n} \frac{m_{\text{size}}(i)}{n} \]  \hspace{1cm} (4.7)

It has been shown that two 2-D polygons with shape mismatch and size mismatch values of zero are identical. For 3-D shapes, although shape mismatch and size mismatch are also used to describe the matching between two 3-D shapes, it should be noted that not all information about the shape difference is represented by the shape mismatch and size mismatch of 2-D contours. Two 3-D shapes with shape mismatch value and size mismatch value of zero can actually be in different
shapes in some special cases. This is because the shape mismatch $M_{shape}$ constructed as a weighted sum of all shape mismatch values between the two polygon layers in each vertical level, as shown in Equation (4.4), does not contain all the shape information. The information about the relative position of all vertical levels is missing, because the shape matching scheme for 2-D polygons used here does not consider the positions of the polygons and is translation invariant. For two 3-D shapes with 2-D contours of the same shape (pure shape) at every level, a shape mismatch of zero will be produced using Equation (4.4), but these 3-D shapes can actually be in different shapes. For example, Figure 4.3 shows three 3-D shapes, all with cross sections of square. When comparing shape A and B, B and C, or A and C, $m_{shape}$ for each layer will be zero because all the cross sections are in the same shape, a square. So the overall shape (pure shape) mismatch value $M_{shape}$ will be zero. But obviously A, B and C are in different shapes. Shape A and B can still be differentiated by size mismatch value $M_{size}$, because $m_{size}$ values at each layer are not all zero. However, for shape A and C, $M_{size}$ will also be zero because all $m_{size}$ values are zero at each layer. To differentiate shapes like shapes A and C, other measures such as the gravity center line (the line connecting centers of gravity of all cross-section polygons) may be needed.

As shown later, the experiments of the mask-layout and process synthesis are conducted on quadri-symmetric structures because of computational considerations. For quadri-symmetric structures, the center line goes straight down and is not skewed to any direction, and shapes like C in Figure 4.3 will not happen. Shape mismatch $M_{shape}$ and size mismatch $M_{size}$ are sufficient to serve as the shape matching evaluation parameter.
4.4 Calculating Fitness Value

In Genetic Algorithms, the performance evaluation function should ultimately assign a fitness value for each candidate solution. For the mask-layout and process synthesis problem, using the shape matching algorithm described above, naturally the candidate solution with small shape mismatch should be assigned with a high fitness value. Because a linear ranking selection scheme is used (see section 5.3 for detail), the absolute values of the fitness are not important since only the rankings of the fitness values will be used. In that sense, any algorithm can be used to convert the shape mismatch to fitness value, as long as this algorithm will ensure higher fitness value for small shape mismatch. A reciprocal function can serve this purpose:

$$\text{fitness} = \frac{1}{\text{Shape Mismatch Value}}$$  \hspace{1cm} (4.8)

But the shape matching scheme just introduced uses two preferences to measure the shape comparison result: the "pure" shape mismatch value $M_{\text{shape}}$, and size mismatch value $M_{\text{size}}$. Before using the reciprocal function to calculate the fitness value, a mechanism is needed to combine multiple preferences (attributes) into one single preference. This procedure is called aggregation of multiple preferences, and an aggregation function serves this purpose.

If $\mu_1$ and $\mu_2$ are two preferences, the aggregation function is in the form

$$\mu = \mathcal{P}(\mu_1, \mu_2)$$  \hspace{1cm} (4.9)

where $\mu$ gives the overall preference. Some examples of aggregation functions include $\mathcal{P}_{\text{Min}}(\mu_1, \mu_2) = \text{Min}(\mu_1, \mu_2)$, $\mathcal{P}_{\text{Max}}(\mu_1, \mu_2) = \text{Max}(\mu_1, \mu_2)$, and $\mathcal{P}_{\Pi}(\mu_1, \mu_2) = \sqrt{\mu_1 \mu_2}$. For aggregation functions, the term "compensation" is used to describe the effect that high performance on one attribute partly compensates for lower performance of another. $\mathcal{P}_{\text{max}}$ has highest compensation level since the overall performance is dictated by the highest-performing attribute and the performance of the other attribute has no effect on the overall performance at all. $\mathcal{P}_{\text{Min}}$ is non-compensating because the overall performance is dictated by the lowest-performing attribute. For $\mathcal{P}_{\Pi}$, the high performance on one attribute is deemed to partly compensate for the lower performance on the other. Interested readers are referred to [87] for more discussion about aggregation functions. Proper aggregation function selection is important for multi-criteria decision problems. When designing an aggregation function, it is crucial to understand the relative importance of different preferences and
the way in which they interact.

Scott and Antonsson [101, 102] introduced a family of aggregation functions that spans an entire range of possible operators between $P_{Min}$ and $P_{Max}$:

$$P_s(\mu_1, \mu_2; \omega_1, \omega_2) = \left( \frac{\omega_1 \mu_1^s + \omega_2 \mu_2^s}{\omega_1 + \omega_2} \right)^{\frac{1}{s}} \tag{4.10}$$

It is shown that

$$P_{-\infty} = \lim_{s \to -\infty} P_s = \text{Min}$$

$$P_0 = \lim_{s \to 0} P_s = \text{geometric mean} \left( \mu_1^{\omega_1} \mu_2^{\omega_2} \right)^{\frac{1}{\omega_1 + \omega_2}}$$

$$P_1 = \lim_{s \to 1} P_s = \text{arithmetic mean} \frac{\omega_1 \mu_1 + \omega_2 \mu_2}{\omega_1 + \omega_2}$$

$$P_{\infty} = \lim_{s \to \infty} P_s = \text{Max}$$

For a specific design problem, the values of $s$ and $\omega_1, \omega_2$ should be determined by the level of compensation that should be applied. A method for establishing these values is introduced in [102]. The issues of aggregation of multiple preferences and multi-criteria decision making will be revisited in later chapters.

For the shape matching problem here, the two attributes, shape mismatch and size mismatch, are deemed to be unrelated, and the non-compensating aggregation function $P_{Min}$ will be used such that only candidate solutions with good performance in both attributes are considered as good candidates. Also the discussion above about aggregation functions assumes larger preference value indicate better performance; however, in the case here, smaller shape mismatch values and size mismatch values are related to better performance, so the actual formula for shape match aggregation is $Max$, not $Min$:

$$\text{Shape Measure} = Max(M_{\text{shape}}, M_{\text{size}}) \tag{4.11}$$

and the following reciprocal function gives the fitness value:

$$\text{fitness} = \frac{1}{Max(M_{\text{shape}}, M_{\text{size}})} \tag{4.12}$$
4.5 Summary

This chapter described the shape matching algorithm for 3-D shape comparison. In the Genetic Algorithm approach to the mask-layout and process synthesis problem, the shape matching algorithm compares the simulated shapes and the target shape, and serves the performance evaluation function. Because of the polygonal layer representation of 3-D shapes used by SEGS etching simulator, polygonal shape matching scheme is used, and the overall 3-D shape matching metric is constructed by combining the shape matching values at all layers. The shape matching algorithm produces two metrics for 3-D shape matching: pure shape mismatch value, and size mismatch value. To assign a fitness value for a candidate solution in the Genetic Algorithm, an aggregation function is needed to convert the pure shape mismatch value and the size mismatch value to a single preference. Different aggregation functions are discussed and the non-compensating aggregation function $P_{Max}$ is used for the problem here. Only candidate solutions with both small shape mismatch values and small size mismatch values are considered as good candidates.
Chapter 5

Mask-layout and Process Synthesis: Design and Implementation

5.1 Introduction

For the problem of synthesis of MEMS mask-layouts and processes, a Genetic Algorithm iteration loop is constructed to evolve the optimal mask and process flow as shown in Figure 5.1. The user specifies a desired 3-D target shape. An initial population of solution candidates (mask-layouts and process parameters) is randomly generated. The fabrication of each mask-layout using the associated process parameters is then simulated by a specified fabrication simulator to produce a three-dimensional shape. The performance of each solution candidate is measured through the shape comparison between the produced shape and the user defined desired shape. During each evolutionary loop, genetic operations are applied to control the stochastic searching behavior such that the best performing solution candidates are more likely to survive and evolve even better offspring for the next generation. The iteration is stopped when one satisfying solution is found.

As described in Chapter 2, for a Genetic Algorithm to work, in addition to setting some parameters, implementation of several aspects must be provided, including the coding scheme, genetic operations (crossover, mutation, etc.), and an evaluation of performance. For the mask-layout and process synthesis problem, each candidate solution in the solution space is a mask-layout associated with some process flow parameters. The performance evaluation of candidate solution is handled through the fabrication simulation and shape matching algorithm described in Chapter 3 and Chapter 4. To design a coding scheme and genetic operations for process parameters in general is relatively easy, and depends on the particular fabrication procedure that is considered in the synthesis. Later the implementation details of the coding scheme and genetic operations for a two-step
Figure 5.1: A schematic representation of a Genetic Algorithm MEMS synthesis technique
wet etching process will be shown, during which two different etchants will be applied to a mask-layout in sequence to create the final device shape. For mask-layouts, things are more complex, and more attention is required to design a proper coding scheme and genetic operations, which is described below.

5.2 Mask-layouts: Coding and Genetic Operations

5.2.1 Coding Scheme

As introduced in Chapter 2, in a Genetic Algorithm, the genetic operations work on the genotypes (chromosomes), which are encoded strings of the candidate solutions (phenotypes). To design a coding scheme to encode the candidate solutions into genotypes is the first step in the design of a Genetic Algorithm.

Mask-layouts are treated geometrically as two-dimensional polygons. An appropriate coding scheme is needed to encode 2-D polygons with strings which can be easily manipulated by genetic operations. In Chapter 4, turning function $\Theta(s)$ is described to represent the boundary of a simple polygon. Essentially the turning function measures the length and angle of each edge of the polygon, and edges are considered as the constructing units for a polygon. Similar to turning function, for mask-layout encoding, edges are used as the constructing units, and edge coding scheme is developed to encode polygons with strings.

For the edge coding scheme, edge length and edge directional angle are chosen to describe each edge of a polygon [4, 72]. First a vertex on the polygon is randomly chosen, and the counterclockwise traversal of the polygon is started. For each passing edge, the length of the edge and the directional angle of the edge are recorded separately in two strings, the distance string, and the angle string. The directional angles are measures from the positive $x$ axis in counterclockwise direction (i.e., the nominal angle). In this edge coding scheme, a mask polygon is encoded into two real strings. One string contains edge directional angles and the other contains edge lengths. The size of each string is equal to the number of polygon sides. Two elements, one from each string with the same gene position, describe an edge of the polygon. The distance strings and angle strings are genotypes for the mask-layouts in the GA. A schematic illustration of the edge coding scheme is shown in Figure 5.2. Note that real strings are used in the above coding scheme. A real coding scheme is used because it provides adequate precision with a short string length.

An alternative way to encode polygons is the vertex coding scheme, in which the vertices are
Figure 5.2: A schematic illustration of the GA coding scheme for mask-layouts

used as the constructing units for the polygons, and the coordinates of the vertices are recorded in strings. For the mask-layout synthesis problem, the edge coding scheme has advantages over the vertex coding scheme. The advantage of using polygon edges as the constructing units instead of vertices is that direct control over the manipulation of the polygon shape is provided using the edge coding scheme. The features of a polygon shape are captured by its edges, not its vertices. The correlation between the change of an edge and the change of the polygon shape is clear, while such a clear correlation can’t be achieved using vertices as the constructing units. Also, using an edge coding scheme makes designing sensible genetic operations easy and convenient as illustrated in later sections. Refer to [68] for more discussion on the advantages of edge coding schemes.

5.2.2 Mask Initialization

Genetic Algorithms work as an iterative loop, and the process to create the first generation of candidate solutions is called initialization. For mask-layout synthesis, the goal of the initialization process is to randomly generate the first generation of polygon shapes which uniformly sample the solution space. Different initialization procedures are tested and compared (please refer to [68] for detail), and the procedure used here is implemented in the following way.
First an integer number is randomly chosen in a user-defined range as the polygon side number by a random generator. Then using the edge-coding scheme, a real number random generator randomly generates polygon edges (edge lengths and directional angles). The newly generated edge is concatenated with the last edge. To satisfy the simplicity constraint for the polygon (no intersection between edges), each newly generated edge must be checked to ensure that there is no intersection between this edge and any already existing edges. If there is intersection, this edge will be discarded, and another edge will be re-generated and tested. Of course the last edge cannot be randomly generated and is determined by closing up the polygon.

5.2.3 Crossover of Polygons

As described in section 2.6, crossover is the main operation used for reproduction. It combines portions of two parents to create two new individuals, called offspring, which inherit a combination of the features of the parents. In general, to design a sensible crossover method for a specific problem is not an easy task. Although crossover operation is applied to the genetic representation (genotypes, strings) of the physical solutions, the crossover scheme must be carefully designed so that the mechanism of the crossover makes sense on the physical solutions (phenotypes), and the crossover offspring inherit features from both parents. Considering this, when designing crossover schemes for polygons, efforts should focus on developing a scheme to inherit and combine features from two parent polygons, although the final implementation is on the genetic representation, which is simply two real strings.

Real Number Crossover

First consider which real crossover operator to use. As introduced in section D.2, there are several common crossover operators for real-coded strings. Here the blend crossover BLX-α [33] is used. BLX-α crossover produces an offspring by picking a value for each gene uniformly from the range formed by the values of two corresponding parent genes with some extension on each side. If the distance between the two parent genes is \( I \), the length of the extension on each side is \( \alpha I \), and \( \alpha \) is a user-specified parameter. The advantages of BLX-α are described in section 2.6. For crossover of polygons, BLX-α scheme can be applied to all the paired elements in both Distance String pair and Angle String pair.
Geometric Constraints

Now consider what must be modified in the blend crossover BLX-\( \alpha \) for real-coded strings for polygon crossovers.

There are two aspects that need to be handled with special care for polygon crossovers. First, each polygon is represented by two real strings, a distance string, and an angle string. For two parent polygons, a pair of distance strings and a pair of angle strings are to be combined. After every pair of genes (real numbers) in these two string pairs is crossed using BLX-\( \alpha \), a new distance string and a new angle string will be generated. But, unfortunately, they are not guaranteed to represent a simple closed 2-D polygon because the blend crossover is randomly carried out, and there may be intersection between edges and the polygon may not be closed. In order to make sure the offspring from the crossover is a simple closed polygon, care must be taken to satisfy the geometric constraints.

To ensure the offspring polygon to be closed, one edge pair must not participate the crossover, and for the offspring this edge will be determined by closing up the polygon. Which pair of edge should be chosen not to participate in the crossover? Remember the purpose of crossover is to generate offspring inheriting common features from the parents. If a pair of edges from two parents are very similar, this feature should be expected to be preserved to the next generation, instead of disrupted. If a pair of edges from two parents are very dissimilar, it should be expected that crossover will explore other possibilities for this edge. This is essentially how the crossover operator balances the effort of exploitation of promising area and exploration of unknown area in the solution space. Under this guidance, the blend crossover should be applied to the edge pairs which are common features in both parent polygons, and the worst matched pair of edges should be chosen as the pair of edges that don’t participate the crossover. This way the common features from both parents will be preserved by the crossover, and new features will be introduced by closing up the polygon to replace the worst matched pair of edges. Furthermore, since the angle string pair and distance string pair are crossovered separately, the worst matched pair of genes for each string pair is selected, and they don’t necessarily correspond to the same edge pair.

This scheme is shown in Figure 5.3. The crossover is performed for angle strings and distance strings separately. In Figure 5.3, two parent polygons have 6 sides, and angle strings and distance strings with gene length of 6 are paired up. For each string pair, the worst matched pair of genes is chosen first. For the angle string pair, the worst matched pair of genes is gene 6, and for the distance
**Parent Polygons:**

**Polygon P1**

**Polygon P2**

<table>
<thead>
<tr>
<th>Angle String Pair</th>
<th>4.71</th>
<th>5.41</th>
<th>0.00</th>
<th>1.57</th>
<th>3.14</th>
<th>2.55</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.71</td>
<td>5.90</td>
<td>0.00</td>
<td>1.57</td>
<td>3.05</td>
<td>3.31</td>
<td></td>
</tr>
<tr>
<td>Distance String Pair</td>
<td>17.4</td>
<td>17.0</td>
<td>15.2</td>
<td>21.7</td>
<td>13.0</td>
<td>15.7</td>
</tr>
<tr>
<td>17.8</td>
<td>24.0</td>
<td>4.5</td>
<td>26.7</td>
<td>13.5</td>
<td>13.5</td>
<td></td>
</tr>
</tbody>
</table>

**Child:**

\[ a3 = 0.00 \]
\[ d3 = ? \]

\[ a6 = ? \]
\[ d6 = 14.4 \]

<table>
<thead>
<tr>
<th>Angle String</th>
<th>4.71</th>
<th>5.67</th>
<th>0.00</th>
<th>1.57</th>
<th>3.10</th>
<th>4.66</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance String</td>
<td>17.7</td>
<td>21.6</td>
<td>d3</td>
<td>22.3</td>
<td>13.1</td>
<td>14.4</td>
</tr>
</tbody>
</table>

**Reconstruction**

\[ d3 = 7.55, \quad a6 = 2.56 \]

Figure 5.3: Crossover of two polygons
string pair, gene 3. For the angle string pair, every gene pair is crossovered using blend crossover BLX-\(\alpha\) except gene 6. For the distance string, every gene pair is crossovered except gene 3. After the crossover, one new angle string and one new distance string are generated, with gene 6 on angle string, \(a_6\), and gene 3 on distance string, \(d_3\), undetermined. These two undetermined values can be determined by the geometric constraint that the two strings should represent a closed 2-D polygon, as shown in the following.

For a closed 2-D polygon with side number of \(n\), the edges are \(\vec{e}_i, i = 1, \ldots, n\). The fact that the polygon is closed can be expressed mathematically as:

\[
e_1 + e_2 + e_3 + \ldots + e_n = 0
\]  \hspace{1cm} (5.1)

or, in Cartesian coordinates,

\[
\sum_{i=1}^{n} d_i \cos a_i = 0
\]  \hspace{1cm} (5.2)

\[
\sum_{i=1}^{n} d_i \sin a_i = 0
\]  \hspace{1cm} (5.3)

where \(d_i\) and \(a_i\) are the edge length and directional angle of edge \(\vec{e}_i\).

For the example in Figure 5.3, \(a_6\) and \(d_3\) can be easily calculated from Equation (5.2) and Equation (5.3): \(a_6 = 2.56\), and \(d_3 = 7.55\). This procedure to determine the two unknown values of edge length and angle can be shown visually as a geometric reconstruction: by constructing pieces of edges together into a closed polygon, the two unknown values can be geometrically determined. This procedure is illustrated at the bottom of Figure 5.3.

Finally the offspring polygon will be checked to see there are edge intersections. If any, this offspring will be discarded, and the crossover will be performed again.

**Polygon Edge Alignment**

Now consider another aspect of crossover for polygons. In the section above, crossover is described being carried out on each gene pair. During the procedure, it is assumed that for two similar polygons, the strings representing the polygons are ordered in such a way that similar edges from the two polygons appear on the same gene location on the strings. But this is not necessarily the case. Recall the encoding scheme used to represent polygons: each edge is represented by two real numbers, one on the angle string, one on the distance string. The first edge is randomly chosen and it makes
no difference if a different edge is chosen as the first one, as long as the counterclockwise winding sequence is kept unchanged. If \([d_1, d_2, d_3, d_4, d_5]\) and \([a_1, a_2, a_3, a_4, a_5]\) are the distance string and angle string for a 5-side polygon, then strings \([d_4, d_5, d_1, d_2, d_3]\) and \([a_4, a_5, a_1, a_2, a_3]\) represent the same polygon. To ensure that the common features (similar edges) of both parent polygons are on the same gene location on the strings so that similar edges from both polygons will be paired up in the crossover, special care must be taken to achieve the alignment of the polygon edges.

Recall the shape matching algorithm illustrated in Chapter 4, the minimum of \(L2\) distance function over the moving reference point of one polygon while keeping the reference point of the other polygon fixed, is taken as the shape mismatch. Geometrically what happens is this: choose one vertex from each polygon as the starting vertex (reference point), calculate the \(L2\) distance function, and try all the combinations for the starting vertex (\(mn\) cases for an \(m\)-sided polygon and an \(n\)-sided polygon), and the minimum is taken as the shape mismatch. In that sense, polygon edge alignment can be achieved using exactly the same algorithm. The pair of starting vertices corresponding to the minimum of the distance function will be taken as the starting vertices for both polygons in the string representations, and the edge correspondence (alignment) between the two polygons is therefore established.

After the alignment adjustment, the common features on the two parents are paired up, and further crossover will always exploit the maximum level of common geometric features existing between the two parent polygons.

### 5.2.4 Crossover of Polygons with Different Side Numbers

The crossover scheme described above has a limitation: it only works on two polygons with the same number of sides. The mechanism of the crossover scheme is based on the pairing up of corresponding edges in two polygons, and each edge in one polygon must have a corresponding edge in the other polygon to crossover with. Using such a crossover scheme restricts the mask-layout synthesis to a subspace of polygons that all have a specified number of sides. The appropriate number of sides for the mask-layout synthesis must be guessed in advance, and only a subspace of the whole polygon space, polygons with this pre-specified number of sides, is explored. The optimal mask-layout may not be found simply because it lies outside of this subspace. A variable gene length crossover scheme for polygons was developed so that polygons with different numbers of sides can be explored by the algorithm, and the chance to find the optimum is greatly increased.

To design a variable gene length crossover scheme for polygons, it was noticed that a polygon’s
shape is unchanged after adding some vertices onto the edges of the polygon. In other words, although an \( n \)-side polygon normally is viewed as having \( n \) edges, it can also be viewed as having more than \( n \) edges because one edge can be broken into two edges with same directional angle. In this sense, if two polygons with \( n \) sides and \( m \) sides respectively, where \( m > n \), are considered, both polygons can be viewed as \( m \)-sided by adding \( m - n \) vertices onto the edges of the \( n \)-sided polygon. After that, these two \( m \)-sided polygons can be crossoved using the scheme introduced previously. The offspring from such a crossover will be an \( m \)-sided polygon. Some vertices of the offspring polygon (usually ones connecting the most collinear edges) are then removed to produce the final polygon with number of sides which is generated randomly between \( n \) and \( m \).

Having introduced an approach (called an add-then-remove scheme) to the crossover problem of polygons with different numbers of sides, where to add the new vertices onto the edges of a polygon is still a challenging task. An example is used below to illustrate the scheme used here to determine where to add new vertices.

Figure 5.4 shows the add-then-remove scheme introduced above. Two polygons to be crossoved are shown at the top of the figure: one with 4 sides, the other with 6 sides.

First, a scheme to determine where to put the new vertices on the polygon with fewer sides is needed. The locations of new vertices should be chosen in such a way that after insertion of new vertices and crossover, the offspring polygon combines common features of both parent polygons. In other words, the insertion of new vertices should not break the already established common feature (edge) correspondence, and new edge correspondence should also be established by the insertion. First, polygon edge alignment is conducted to determine the first edge for both polygons, and get the distance string and angle string representation for both polygons. To determine the insertion positions, two parent polygons are scaled to same perimeter length (1.0 in the example). Using a line segment from 0.0 to 1.0 to represent the perimeter of a polygon, each vertex of the polygon corresponds to a point on the line segment. For the square in Figure 5.4, the vertices are at 0.25, 0.5, 0.75, and 1.0, and for the hexagon, the vertices are at 0.2, 0.35, 0.5, 0.7, 0.85, and 1.0.

In order to determine where to put the new vertices on the polygon with fewer sides (the square), it must be established which pair of vertices on both polygons correspond to each other. For each vertex on the polygon with fewer sides, the vertex closest to it on the line segment of the other polygon (the polygon with more sides) is chosen to be the corresponding vertex. In the example shown in Figure 5.4, for vertex \( v_1 \) of the square, the vertex \( V_1 \) of the hexagon is the corresponding vertex. Vertex \( v_2 \) corresponds to vertex \( V_3 \); vertex \( v_3 \) to vertex \( V_4 \), and vertex \( v_4 \) to vertex \( V_6 \). The two
Figure 5.4: Add-then-remove scheme for crossover of polygons with different numbers of sides
segments of the two polygons with corresponding vertices as end points are called corresponding segments. For example, the segment from $v_1$ to $v_2$ of the square and the segment from $V_1$ to $V_3$ of the hexagon are corresponding segments. Now two vertices are left uncorresponded on the hexagon, vertex $V_2$, and vertex $V_5$. Vertex $V_2$ is on segment $V_1$ to $V_3$ which has corresponding segment $v_1$ to $v_2$ on the square, and a new vertex is generated on this corresponding segment of the square with its position relative to this corresponding segment exactly the same as vertex $V_2$ is relative to the corresponding segment on the hexagon. The corresponding vertex of vertex $V_5$ is generated the same way. The "x" symbols in Figure 5.4 show where the new vertices are inserted.

After insertion of the new vertices, the two polygons (now with the same number of sides) are crossoved to generate the initial child polygon, and then a number between the side numbers of the two parents is randomly generated as the side number of the final child polygon, and some vertices of the initial child polygon (usually the most collinear vertices) are then removed to produce the final polygon with the specified number of sides. In the example, the parents have side numbers of 4 and 6, the initial child polygon has 6 sides. The randomly generated final polygon side number is 5, and one vertex of the child polygon (the one in the circle) is removed to produce the final polygon with 5 sides.

5.2.5 Mask Mutation

Although in general crossover is the driving force for the convergence of a Genetic Algorithm, without mutation the convergence may be trapped in local optimum. As described in section 2.7, mutation enables new features to be introduced into a population so that premature convergence can be avoided. Mutation makes the whole solution space reachable for every generation during the evolution, and it provides a chance for the algorithm to explore areas that have been lost through the crossover process of the previous generations.

For the problem here, the purpose of the mutation operation is to introduce new polygon edge features into the current generation. Mutation is applied on each individual, polygon in the case here. Using the edge-coding scheme, mutation should be applied to the distance string and the angle string separately. One gene in each string is replaced with a randomly generated value in some range. Geometrically, that means the edge length of one edge ($e_1$) and the angle of another edge ($\theta_2$) are changed. Similar to the crossover case, to satisfy the closeness constraint of the polygon, the angle of $e_1$ and the edge length of $e_2$ cannot be kept unchanged and should be determined according to Equation (5.2) and Equation (5.3). Figure 5.5 illustrates this mutation scheme and the polygon
reconstruction.

The mutation scheme introduced above changes the shape of the polygon without changing the number of sides of the polygon. For the Genetic Algorithm to work on polygons with different side numbers, a mutation operation for changing the polygon side number is desired. As the evolution proceeds, the crossover operation will make the side numbers of polygons in one generation converge. At some point, all the polygons in one generation will have the same number of sides. Without a mutation operation to change the side number, further evolution will be working on only a subspace of polygons with a fixed side number. If it turns out the optimum solution has a larger side number and therefore lies out of this subspace, the algorithm will never reach this optimum. A mutation operation to change the polygon side number and therefore introduce candidates with different topology is needed for the Genetic Algorithm to avoid premature convergence.

The implementation of such mutation is simple. To add edges into a polygon, vertices can be inserted along the polygon perimeter. This doesn't change the geometry of the polygon, but the string length is changed. Also vertices can be removed from a polygon to decrease the polygon side number. Since the purpose of this mutation is not to change the shape of the polygon, when removing vertices from a polygon, the vertices connecting the most collinear edges or very short edges will be removed first. This way the polygon shape will not be severely changed.

5.3 Selection Scheme

Although genetic operations such as crossover and mutation are the means for a Genetic Algorithm to explore and exploit the solution space searching for the optimum solution, the principle of evolution, survival of the fittest, is achieved through a well-designed selection pressure. An appropriately designed selection scheme should apply proper selection pressure to individuals in a population, so that the better-performing individuals will have a higher chance to survive the competition and reproduce, while worse-performance individuals are not discarded totally without a chance.

As described in section 2.5, a selection scheme assigns a selection probability for each individual in a population. Parents will be selected according to the assigned probability to go through genetic operations such as crossover and mutation to generate offspring. A linear ranking selection algorithm is used for the problem here because of its advantages (see section 2.5.1 for details).

For a linear ranking selection, the ranking of all chromosomes in a population (instead of the raw fitness values) is used to assign the selection probability. An algorithm will map the rank of
Initial Polygon:

\[ \begin{align*}
\text{Angle String} & : 4.71 \ 5.90 \ 0.00 \ 1.57 \ 3.05 \ 3.31 \\
\text{Distance String} & : 17.8 \ 24.0 \ 4.5 \ 26.7 \ 13.5 \ 13.5
\end{align*} \]

Mutation:

\[ \begin{align*}
\text{a1} & = ? \\
d1 & = 8.6 \\
a4 & = 0.95 \\
d4 & = ?
\end{align*} \]

\[ \begin{align*}
\text{Angle String} & : a1 \ 5.90 \ 0.00 \ 0.95 \ 3.05 \ 3.31 \\
\text{Distance String} & : 8.6 \ 24.0 \ 4.5 \ \boxed{d4} \ 13.5 \ 13.5
\end{align*} \]

Reconstruction

\[ \begin{align*}
da1 & = 8.6 \\
a4 & = 0.95
\end{align*} \]

\[ a1 = 3.35, \ d4 = 14.45 \]

Figure 5.5: Mutation of a polygon
a chromosome in a population into a reproductive fitness value for this chromosome, and then the reproductive fitness values will be used in a fitness proportionate selection scheme to calculate the selection probability for each chromosome. Let $F'_k$ be the reproductive fitness value for the $k$th chromosome in the ranking of a population; the linear ranking takes the following form:

$$F'_k = q - (k - 1) \times \frac{q - q_0}{pop\_size - 1}$$

where parameter $q$ is the reproductive fitness for the best chromosome, and $q_0$ is the reproductive fitness for the worst chromosome. Intermediate chromosomes' fitness values are decreased from $q$ to $q_0$ linearly. When $q_0$ is set to be 0, it provides the maximum selective pressure.

Note that

$$F'_k = q(1 - (k - 1) \times \frac{1 - q_0}{pop\_size - 1})$$

Since $q$ is a common factor, its value is not important because for fitness proportionate selection, only the relative fitness matters. Let $q = 1$, then

$$F'_k = 1 - b \times \frac{k - 1}{pop\_size - 1}$$

where $b = 1 - q_0$ is a value between 0 and 1. The value of parameter $b$ can be used to control the selection pressure and is referred to as selection bias value. When $b = 0$, the reproductive fitness values for all chromosomes are all the same, and therefore there is no selection pressure at all. When $b = 1$, $F'_k = 0$ for the worst chromosome ($k = pop\_size$), and it will never be selected. Figure 5.6 illustrates the linear ranking selection scheme.

In this application, the selection bias value $b$ is gradually increased as the genetic iteration proceeds to control the rate of convergence. During the initial stage the selection pressure is light so that more areas in the solution space can be explored and premature convergence can be prevented, and during the final stage the selection pressure is heavy so that the population will effectively converge to the final solution.

Recall that parent selection is only one of the two kinds of selection in one iteration of a Genetic Algorithm. After the offspring are generated by crossover and mutation, a generational selection is performed to select individuals from both the parent population and the offspring population to create the next generation. The elitist selection described in section 2.5.2 is used here to select
the best chromosomes from both the parents and the offspring to create the next generation while keeping the population size unchanged. This way the best-performance individuals will always be preserved along the evolution.

5.4 Symmetry: Computational Considerations

Because of the geometric constraint requiring simple closed polygons, not all polygons generated are valid. The polygons need to be checked to guarantee their validity before they are evaluated and participate in further evolution. For a randomly generated polygon or an offspring polygon from crossover or mutation, the polygon generation mechanism described above produce the result that the chance of a polygon with more sides to be invalid is higher than a polygon with fewer sides. Therefore more computational time is needed to generate valid polygons with more sides. Also polygons with more sides need more time for crossover and mutation because more sides means longer gene string length. Considering these factors, computational costs can be significantly reduced in some special cases when polygons have symmetries and can be represented by strings with length less than the number of sides in the polygon.

Because of the physical crystalline structure of silicon, the anisotropic etchants’ etch rates exhibit symmetry. The etch rate for the direction indicated by the Miller indices \((l, m, n)\) will be the same no matter where this direction is physically. For a (100) wafer, the SEGS etching simulator assumes the \(x\) axis and \(y\) axis are constructed along two perpendicular \(<110>\) directions, and the
etch rate is symmetric to both $x$ axis and $y$ axis. If a mask-layout is quadri-symmetric (symmetric to both $x$ axis and $y$ axis), then the etched device geometry will also be quadri-symmetric. Conversely, if a target device shape is quadri-symmetric, the search effort can be constrained to search for quadri-symmetric mask-layouts.

If a polygon is quadri-symmetric, then only one-fourth of the edge features are needed to represent the polygon. Using the edge coding scheme, strings with length of one-fourth of the polygon side number are enough to encode the polygon. In more detail, only one-fourth portion of the edges, in the first quadrant, is recorded in the distance string and angle string. Some slight modification needs to be performed for the polygon initialization and the genetic operations, such that they are only performed in the first quadrant. Before evaluation the mask, the encoded first quadrant portion of the polygon is reflected about $x$ axis and $y$ axis to reconstruct the whole polygon. By utilizing the quadri-symmetry of the target shape and mask-layouts, the computational time for validity checking and genetic operations is largely reduced. In the following chapters, quadri-symmetric mask-layouts will be searched for quadri-symmetric target shapes.

5.5 Test: Searching for a Quadri-Symmetric Polygon

To test the performance of the Genetic Algorithm structure just constructed, experiments are conducted to search for a quadri-symmetric polygon. The etching simulation is not plugged in here since only the performance of the searching mechanism is tested, e.g., coding, initialization, crossover, mutation, and selection. A test to search for a pre-specified polygon is enough to serve this purpose.

A quadri-symmetric polygon (a cross as shown in Figure 5.7) is given as the target shape. The Genetic Algorithm procedure is performed to find a polygon close to the target polygon. The shape matching algorithm evaluates the performance of each candidate polygon. The synthesis run was conducted on a Sun Ultra10 workstation with a 440 MHz CPU clock speed, and it took about 2 minutes. The parameter settings for the GA are shown in Table 5.1. For each generation, each candidate polygon is compared with the target polygon using the shape matching algorithm and the shape mismatch values are recorded for each candidate polygon. The average shape mismatch (both shape mismatch and size mismatch) is calculated for each generation, and Figure 5.8 shows the convergence of the average shape mismatch along with the iterations.

The geometries of the best resulting polygons in iteration 1, 5, 10, 15, 24, and 50 are shown in Figure 5.9, and the convergence of the polygon shapes to the target shape can be easily observed.
Figure 5.7: A cross as the target shape

Table 5.1: GA parameter settings

<table>
<thead>
<tr>
<th>GA Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iteration Number</td>
<td>50</td>
</tr>
<tr>
<td>Population Size</td>
<td>50</td>
</tr>
<tr>
<td>Min Polygon Side Number</td>
<td>4</td>
</tr>
<tr>
<td>Max Polygon Side Number</td>
<td>28</td>
</tr>
</tbody>
</table>

Table 5.2: Synthesis data showing convergence

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Side Number</th>
<th>Shape Mismatch</th>
<th>Size Mismatch</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>0.440</td>
<td>0.416</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>0.235</td>
<td>0.118</td>
</tr>
<tr>
<td>10</td>
<td>12</td>
<td>0.212</td>
<td>0.048</td>
</tr>
<tr>
<td>15</td>
<td>16</td>
<td>0.146</td>
<td>0.089</td>
</tr>
<tr>
<td>24</td>
<td>16</td>
<td>0.119</td>
<td>0.086</td>
</tr>
<tr>
<td>50</td>
<td>16</td>
<td>0.023</td>
<td>0.022</td>
</tr>
</tbody>
</table>
Figure 5.8: Convergence curves of shape and size mismatches
Figure 5.9: Best polygons at different iterations
Detailed performance information about these six polygons is shown in Table 5.2. The shape and size mismatch values between the best polygon and the target polygon for each iteration are getting smaller as the synthesis proceeds. At iteration 50, the best resulting polygon is close to the target polygon and it's taken as the optimum and the synthesis is stopped.

The target polygon has 16 sides. As shown in Table 5.1, during the synthesis, polygons with number of sides between 4 and 28 are explored. A well designed GA should gradually shift the searching effort to the subspace of polygons with 16 sides, and the final result should have 16 sides. The number of the candidate polygons with 16 sides in each generation is recorded, and Figure 5.10 shows the convergence of the number of the candidate polygons with 16 sides to the population size (50) as the synthesis proceeds.

To demonstrate the importance of having a variable gene length GA structure to evolve polygons with proper side number, a synthesis experiment is performed on polygons with a fixed side number. For the same target polygon (shown on the left side of Figure 5.11) with 16 sides, if the GA tries to find it in the subspace of polygons with 12 sides, the synthesis will produce the polygon shown
on the right side of Figure 5.11 as the best result. Because of the difference between polygons with different numbers of sides, it's obvious that a polygon with 12 sides cannot be found having strong resemblance to a 16-side polygon. If the search is conducted in a subspace with side number more than 16, polygons close to the target 16-side polygon can be found, but more computational time is needed because of the redundant edges.

5.6 Process Flows

The preceding sections illustrate the coding scheme and genetic operations of the Genetic Algorithm for mask-layouts. To synthesize process flow, the process flow parameters also need to be encoded and manipulated by genetic operations so that a search for the optimum process flow can be performed. To demonstrate how to construct the coding scheme and genetic operations for process flow parameters, this section describes the implementation details of the coding scheme and genetic operations for a two-step wet etching process.

In a two-step wet etching, two different etchants are applied in sequence onto a mask-layout, each for some etch duration time, to generate the final device geometry. The design parameters for the process flow are the etchant sequence and the etch durations:

| etchant sequence: | $e_1$, $e_2$ |
| etch durations:   | $t_1$, $t_2$ |

where $e_1$ and $e_2$ are the index numbers for the first etchant and the second etchant, and $t_1$ and $t_2$ are the etch times for the first and second etch step.
Etchant Sequence

Let us first consider the etchant sequence. Suppose \( m \) different etchants are available to choose from for the two-step wet etching process, and they are identified as \#1, \#2, ..., \#m; therefore, the possible values of \( e_1 \) and \( e_2 \) are integers between 1 and \( m \), i.e.,

\[
e_1, e_2 \in \{1, 2, ..., m\}
\]

Also since the values of \( e_1 \) and \( e_2 \) are unrelated to each other, they can be evolved independently.

Etch Durations

For the etch durations, as shown below, the values of \( t_1 \) and \( t_2 \) actually are related, and also the range of possible values for \( t_1 \) and \( t_2 \) is not fixed for different etchants. A single variable will be constructed as the etch time parameter to participate in the evolution, and the values of \( t_1 \) and \( t_2 \) will be determined accordingly.

For the synthesis problem, given a target shape, the total etch depth is known. For a two-step etching process, the total etch depth is decided by the etch times and the \(<100>\) etch rates for both etchants as follows:

\[
\text{Total Etch Depth} = t_1 \times r_1 + t_2 \times r_2
\]  

(5.4)

where \( r_1 \) and \( r_2 \) are the \(<100>\) etch rate for the first and second etchant. Therefore,

\[
t_2 = \frac{\text{Total Etch Depth} - t_1 \times r_1}{r_2}
\]

In other words, \( t_2 \) can be calculated once \( t_1 \) is known and the etchant sequence is known (therefore the etch rates \( r_1 \) and \( r_2 \) are known). Therefore, only \( t_1 \) needs to participate in the Genetic Algorithm evolution.

Now consider the range of possible values for etch time \( t_1 \). Obviously, from Equation (5.4),

\[
t_1 \in [0, \frac{\text{Total Etch Depth}}{r_1}]
\]

But since the \(<100>\) etch rates \( (r_1) \) can be different for different etchants, the range for possible values for etch time \( t_1 \) will be different for different etchants. To overcome this problem, a new
variable $T_1$ is constructed so that

$$T_1 = t_1 \times r_1$$

The range of possible values for variable $T_1$ is

$$T_1 \in [0, \text{Total Etch Depth}]$$

$T_1$ is the etch rate variable that participates in the GA evolution, and for a specific value of $T_1$, the values of $t_1$ and $t_2$ can be calculated as

$$t_1 = \frac{T_1}{r_1}$$

$$t_2 = \frac{\text{Total Etch Depth} - T_1}{r_2}$$

**Summary**

In summary, the design parameters for the process flow are as follows:

1. etchant sequence $e_1, e_2$, integers, with range of $[1, m]$.

2. etch time variable $T_1$, real number, with range of $[0, \text{Total Etch Depth}]$.

A design point with $e_1 = a$, $e_2 = b$, and $T_1 = c$ means the first etchant is etchant #$a$, the second etchant is etchant #$b$, the first etch time is $\frac{c}{r_a}$, and the second etch time is $\frac{\text{Total Etch Depth} - c}{r_b}$.

For the fabrication process coding scheme, two integers and one real number are used to encode $e_1$, $e_2$ and $T_1$. The initialization will generate the initial population by randomly sampling in the corresponding solution spaces ($[1, m]$, $[1, m]$, and $[0, \text{Total Etch Depth}]$). The genetic operation (crossover, mutation) schemes for real coding (see Chapter 2 for detail) can be applied. For $e_1$ and $e_2$, round-off needs to be performed to get integer values.

### 5.7 Summary

This chapter introduced in detail the structure and key components of the Genetic Algorithm approach to the mask-layout and process synthesis problem. For mask-layouts, coding scheme, crossover, and mutation mechanisms have been constructed to represent and manipulate the evolution of polygons with variable numbers of sides. Special care needs to be taken to satisfy the
geometric constraint of simple closed polygons. Linear ranking selection and elitist selection are used to select candidate solutions to reproduce offspring and create the next generation. The Genetic Algorithm structure for mask-layout synthesis was tested by an example to search for a desired quadri-symmetric polygon, and the synthesis results verified the stable and fast convergence of the algorithm. To synthesize process flows, coding scheme and genetic operations are needed to encode and evolve process parameters. To demonstrate the general procedure for manipulation of process flow parameters, implementation details of the coding scheme and genetic operations were described for a two-step wet etching process. Now that the key components of the Genetic Algorithm approach to the mask-layout and process synthesis problem have been constructed, the next chapter will apply the approach to the synthesis of mask-layout and process for bulk wet etching.
Chapter 6

Mask-layout and Process Synthesis for Bulk Wet Etching

6.1 Overview

In the preceding chapters, the main components of the Genetic Algorithm approach to the mask-layout and process synthesis have been introduced. Chapter 5 described the structure and implementation of the Genetic Algorithm approach to the synthesis problem; Chapter 3 introduced the SEGS wet etching simulator which is used to simulate the etching process; Chapter 4 described the shape comparison algorithm which evaluates the performance of the candidate solutions. In this chapter, all the components will be integrated, and synthesis examples will be shown to demonstrate the capacity of the algorithm, and provide a basis for further extension of the method.

Designing corner compensation structures is one of the most challenging tasks when designing mask-layouts for anisotropic wet etching. Mask-layout synthesis experiments are conducted here on two target shapes, and different compensation patterns are generated by the Genetic Algorithm synthesis method. An additional example concerns two-step wet etching process in which two different etchants will be applied in sequence to generate the final device shape. For a given target shape, synthesis is conducted to search for not only a proper mask-layout, but also the right etchant sequence and the etch durations for both steps. A synthesis involving both the mask-layout and the process flow is more complex, and automatic design tools are helpful to synthesize the right process recipe.

6.2 Corner Compensation

Anisotropic wet etching of (100) silicon wafer is an important technique for silicon micromachining. Rectangular diaphragms can be formed by this technique with little difficulty. But when etching
Figure 6.1: Corner undercutting of a square mask in anisotropic etching

Figure 6.2: Octagonal shape resulted from long etch time
Figure 6.3: A mask with compensation structures and the resulted square mesa

rectangular convex corners in silicon using anisotropic etchants, deformation of the edges always occurs due to undercutting. The corner undercutting starts at the convex corner of the mask and increases gradually. Figure 6.1 shows a typical example of this undercutting phenomenon. The convex corners of the square mask are undercut by the fast moving etching planes, and as a result, two etching fronts appear on each convex corner. If the etching time is long enough, the square mesa eventually becomes octagonal (Figure 6.2). This is an unwanted effect in micromachining silicon, e.g., in the fabrication of mechanical sensors for measuring acceleration, where perfect 90° convex corners are mandatory for good device prediction and specification. The undercutting on convex corners has been one of the obstacles to the implementation of more complicated structures, such as mesas and right angle grooves.

The undercutting of convex corners in anisotropic etching can be reduced or even prevented by adding the so called compensation structures to the convex corners on the etching mask. For example, to fabricate a square mesa, instead of using a square mask which has undercutting problem as shown in Figure 6.1 and Figure 6.2, a mask with extra boundary features at the convex corners as shown in Figure 6.3 can be used. The compensation structures withstand extra etching time so that the convex corners will not be attacked. The design of a compensation structure is related to the specific etchant as well as to the structure to be formed, as the nature of undercutting is dependent on the etching conditions (such as the composition of the etchant, temperature, etc.). Also, since
the undercutting is a function of etch time, the size of the compensation structure is directly related to the desired etch depth. Different compensation structures have been proposed. Abu-Zeid uses square patterns and superimposed compositions of square and rectangular patterns on the convex corners on the mask for compensation purpose [1]. A more straightforward design is to add triangle patterns to the convex corners [94, 120]. Bao et al. use additional \(<110>\) strips [11] and Mayer et al. use a \(<100>\) bar on convex corners [76]. The compensation patterns usually need a large area when etching depth is deep. Zhang et al. proposed a compensation pattern for restricted area such as narrow groove [123].

Different compensation patterns are illustrated in Figure 6.4. As can be seen in Figure 6.4, most compensation structures are composed of edges in certain particular orientations such as \(<110>\), \(<100>\) and \(<210>\). These orientations are chosen because it is relatively simple to analyze the etching of structures composed of edges in these orientations, and for some cases, the relationship between the feature length of the compensation structures and the etching depth can be theoretically established. However, these compensation patterns are not necessarily optimized when considering the performance and the area they need. More complex compensation structures can be synthesized by trying other possibilities, and for a given device shape and surrounding geometry constraints, compensation structures should be specially designed to meet the requirement. In the following sections, for two target shapes, a square mesa and a cross groove, mask-layout synthesis using the Genetic Algorithm approach will be conducted to generate various compensation patterns.

### 6.3 Square Mesa

#### 6.3.1 Etch Rate Data

The etching characteristics for KOH etchant have been studied by various groups for different concentrations and different temperatures [98, 103, 109, 121]. Literature shows the etch rate in \(<111>\) direction is very small, usually less than 1 µm/hr [98, 109], and the etch rate ratios are about 1.9:1 for \(<110>\):\(<100>\) and 1.6:1 for \(<311>\):\(<100>\) [103, 121]. For the synthesis tests here, etch rates for 45wt.%, 58 °C KOH Solution as shown in Table 6.1 are used. The etch rate in \(<100>\) direction is 23 µm/hr.
Figure 6.4: Compensation pattern examples
<table>
<thead>
<tr>
<th>Orientation</th>
<th>Etching Rate (μm/hr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>23</td>
</tr>
<tr>
<td>110</td>
<td>44</td>
</tr>
<tr>
<td>311</td>
<td>37</td>
</tr>
<tr>
<td>111</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6.1: Etching rates for 45 wt.%, 58 °C KOH Solution

Figure 6.5: A square mesa
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Size</td>
<td>60</td>
</tr>
<tr>
<td>Iteration Number</td>
<td>70</td>
</tr>
<tr>
<td>Minimum Polygon Side Number</td>
<td>4</td>
</tr>
<tr>
<td>Maximum Polygon Side Number</td>
<td>28</td>
</tr>
</tbody>
</table>

Table 6.2: Evolution parameters for GA

6.3.2 Target Shape

The target shape in the first mask-layout synthesis example is a square mesa as shown in Figure 6.5. The sidewalls of the mesa are \{111\} planes whose etching rates are the slowest. For KOH etching, if an edge of a mask is aligned with \(<110>\) direction, the etched sidewall will be \{111\} planes since \(<111>\) direction has the lowest etch rate. Therefore, for a square mesa generated by KOH etchant, if the top-layer edges of the mesa are aligned with \(<110>\) direction, the sidewalls should be \{111\} planes. Because of this, the sidewalls of the target square mesa are set to be \{111\} planes. This way the sidewalls of the target shape and sidewalls of simulated shapes will be in the same direction, and the search will focus on finding compensation structures.

The feature length and etching depth are two parameters of the square mesa. As illustrated in section 6.2, the shape and size of the compensation structures are dependent on the feature length and etching depth of the shape to be formed. Mask-layout synthesis will be conducted for different combination of feature length and etching depth for the square mesa.

6.3.3 Test

As described in Chapter 4, the target shape is actually represented by polygon layers. For the square mesa, five layers are used, and all the vertical intervals are equal to 23 \(\mu\)m. The total etching depth is therefore \(23 \times 4 = 92\mu m\). Since the etch rate for \(<100>\) direction is 23 \(\mu\)m/hr, the total etching time will be 4 hours and the etching simulation will produce an etching contour for every hour so that the simulated shapes also have five polygon layers with equal distance of 23 \(\mu\)m.

For the first test, the feature length of the square mesa (the top-layer edge length) is 500 \(\mu\)m, and the target shape is shown in Figure 6.6. After some preliminary tuning, the evolution parameters used in the Genetic Algorithm were set as shown in Table 6.2.

The synthesis task was conducted on a Sun Ultra 10 workstation (440 MHz), and it took about
Figure 6.6: A square mesa represented by polygon layers

Table 6.3: Synthesis data showing convergence

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Side Number</th>
<th>Shape Mismatch</th>
<th>Size Mismatch</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>0.166</td>
<td>0.221</td>
</tr>
<tr>
<td>5</td>
<td>24</td>
<td>0.187</td>
<td>0.142</td>
</tr>
<tr>
<td>10</td>
<td>28</td>
<td>0.123</td>
<td>0.052</td>
</tr>
<tr>
<td>21</td>
<td>24</td>
<td>0.019</td>
<td>0.026</td>
</tr>
<tr>
<td>50</td>
<td>24</td>
<td>0.013</td>
<td>0.007</td>
</tr>
<tr>
<td>Iteration</td>
<td>Image Description</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>-------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Iteration 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Iteration 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Iteration 10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Iteration 21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>Iteration 50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Target Shape</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.7: Synthesis results: mask-layouts and simulated shapes
Figure 6.8: Convergence curves of shape and size mismatch values

Figure 6.9: Convergence of number of polygons with 24 sides to the population size
12 minutes. The results of synthesis are shown in Figure 6.7 and Table 6.3. In Figure 6.7, the lower-right frame shows the target shape, and the other frames show the best candidate mask-layouts (the dark polygons) at five different iterations during the synthesis loop, and the etched (simulated) 3-D shapes. The convergence of the etched shapes to the target shape can be easily observed. Detailed information about these five iterations is shown in Table 6.3. The shape and size mismatch values between the etched shape and the target shape for each iteration decreased as the synthesis proceeded. At iteration 50, the etched shape of the best mask-layout is very close to the target square mesa, and the corresponding mask-layout can be taken as the optimum mask-layout for the square mesa. The compensation pattern at the convex corners can be observed.

During the synthesis, shape mismatch and size mismatch values were calculated for each candidate mask-layout in each generation during the performance evaluation. The average shape mismatch value and average size mismatch value were obtained for each generation, and Figure 6.8 shows the convergence of the average shape mismatch and average size mismatch along with the iterations. As shown in Table 6.3, during the synthesis, polygons with number of sides between 4 and 28 were explored. The final synthesized mask-layout has 24 sides, and Figure 6.9 shows the convergence of the number of the candidate mask-layouts with 24 sides in each generation to the population size (60) as the synthesis proceeded.

More synthesis runs were conducted to generate alternative mask-layouts for the target shape. Starting with a different initial population of randomly generated polygons, the synthesis can find different mask-layouts as the final solution. Also, the synthesis can be conducted on a subspace of polygons with a specified side number, and in that case the synthesized mask-layout will have a specified number of sides. Various synthesized mask-layouts and the etched shapes are shown in Figure 6.10, and it can be seen that different synthesized compensation structures all can fabricate shapes close to the target shape.

As another test, synthesis was conducted for square mesas with different feature lengths. Previously, the feature length for the square mesa was 500 μm, and the etching depth was 92 μm. To get different aspect ratios for the target shape, the etching depth is unchanged, while different values are used for the square mesa feature length. The synthesized mask-layouts and the etched shapes for different feature lengths are shown in Figure 6.11.
Figure 6.10: Various synthesized mask-layouts for the square mesa
Figure 6.11: Synthesized mask-layouts for the square mesa with different feature lengths
Figure 6.12: A cross groove

Figure 6.13: A cross groove represented by polygon layers
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Size</td>
<td>70</td>
</tr>
<tr>
<td>Iteration Number</td>
<td>80</td>
</tr>
<tr>
<td>Minimum Polygon Side Number</td>
<td>4</td>
</tr>
<tr>
<td>Maximum Polygon Side Number</td>
<td>48</td>
</tr>
</tbody>
</table>

Table 6.4: Evolution parameters for GA

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Side Number</th>
<th>Shape Mismatch</th>
<th>Size Mismatch</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>36</td>
<td>0.313</td>
<td>0.248</td>
</tr>
<tr>
<td>7</td>
<td>24</td>
<td>0.284</td>
<td>0.213</td>
</tr>
<tr>
<td>15</td>
<td>32</td>
<td>0.143</td>
<td>0.119</td>
</tr>
<tr>
<td>22</td>
<td>28</td>
<td>0.128</td>
<td>0.041</td>
</tr>
<tr>
<td>55</td>
<td>28</td>
<td>0.024</td>
<td>0.008</td>
</tr>
</tbody>
</table>

Table 6.5: Synthesis data showing convergence

### 6.4 Cross Groove

A second synthesis test was conducted on a cross groove shown in Figure 6.12, and the layer representation of the target shape is shown in Figure 6.13. The KOH etch rate data shown in Table 6.1 were used here also, and the goal of the synthesis was to find proper mask-layout for the cross groove. Similar to the square mesa, the cross groove target shape consists of five polygon layers, and all the vertical intervals are equal to 23 \( \mu m \). All the edges of the polygons are aligned with \(<110>\) direction, and all the sidewalls are \(<111>\) planes. The length of the groove is 1000 \( \mu m \), and the width is 400 \( \mu m \) (all measured on the top layer).

The synthesis for the cross groove is more challenging than the square mesa although in both cases the main effort is focused on forming the compensation pattern for the convex corners. Since the total area available for the compensation structure is limited by the cross boundary, the synthesized compensation pattern needs to be small enough to satisfy the area constraint. This becomes more challenging for cross grooves with higher aspect ratios.

After some preliminary tuning, the evolution parameters used in the Genetic Algorithm were set as shown in Table 6.4.
Figure 6.14: Synthesis results: mask-layouts and simulated shapes
Figure 6.15: Convergence curves of shape and size mismatch values

Figure 6.16: Convergence of number of polygons with either 24 or 28 sides to the population size
Figure 6.17: The best mask-layout at iteration 55 and iteration 58

The synthesis task run took about 15 minutes on a Sun Ultra 10 workstation. The results of synthesis are shown in Figure 6.14 and Table 6.5. In Figure 6.14, the lower-right frame shows the target shape, and the other frames show the best candidate mask-layouts (the dark polygons) at five different iterations during the synthesis loop, and the etched (simulated) 3-D shapes. The convergence of the etched shapes to the target shape can be easily observed. Detailed information about these five iterations is shown in Table 6.5. The shape and size mismatch values between the etched shape and the target shape for each iteration decreased as the synthesis proceeded. At iteration 55, the etched shape of the best mask-layout is very close to the target square mesa, and the corresponding mask-layout can be taken as the optimum mask-layout for the square mesa. The compensation pattern at the convex corners can be observed.

The average shape mismatch value and average size mismatch value were calculated for each generation, and Figure 6.15 shows the convergence of the average shape mismatch and average size mismatch along with the iterations. As shown in Table 6.5, during the synthesis, polygons with number of sides between 4 and 48 were explored. Examining the mask-layouts in all generations, it was found that the searching (evolution) did not converge to a subspace of polygons with a particular side number, as the case with the synthesis for the square mesa, but converged to two subspaces of polygons. To be more specific, at the late stage of the evolution, most of the polygons have side number of either 24 or 28, and the search effort was focused on the subspace of polygons with 24 sides and subspace of polygons with 28 sides. Figure 6.16 shows the convergence of the number of the candidate mask-layouts with either 24 sides or 28 sides in each generation to the population
size (70) as the synthesis proceeded. The Genetic Algorithm explored promising mask-layouts with different topologies to search for the optimum solution for the target shape, and this actually is one of the characteristics of GA: multiple optima can be searched simultaneously by GA. For example, Figure 6.17 shows the best mask-layout at iteration 55, which has 28 sides, and the best mask-layout at iteration 58, which has 24 sides, and both mask-layouts generate shapes fairly close to the target shape.

More synthesis runs were conducted to generate alternative mask-layouts for the target shape, and various synthesized mask-layouts and the etched shapes are shown in Figure 6.18.

As another test, syntheses were conducted for cross grooves with different feature lengths. Previously, the feature length for the cross groove was 1000 μm (length) and 400 μm (width), and the etching depth was 92 μm. To get different aspect ratios for the target shape, the etching depth is unchanged, while different values are used for the cross groove feature length (groove length and width). The synthesized mask-layouts and the etched shapes for different feature lengths are shown in Figure 6.19.

### 6.5 Mask-layout and Process Synthesis

In the previous two examples, a single wet etching step was used in the fabrication, and only the mask-layout needed to be synthesized for a given target shape. In many cases, the fabrication process flow itself needs to be synthesized. As described in Chapter 3, complex three-dimensional shapes can be generated using fabrication procedures such as multi-step wet etching process [43, 63]. For a multi-step wet etching process, the etchant sequence and the etch duration for each etchant need to be determined by the designer, and for a given target shape, it is more challenging to design a right formula (process flow) compared to single-step etching because of the large number of different possibilities. A mask-layout and process synthesis methodology is badly needed to help the designer design the mask-layout and the fabrication process flow for a desired device shape.

To demonstrate the capability of the GA approach to the mask-layout and process synthesis, a synthesis test was conducted to synthesize mask-layout and process flow for a two-step wet etching process. There were three different etchants available (the etch rate data are shown in Table 6.6), while the fabrication procedure that was considered was two-step wet etching. That means two etchants can be applied in sequence to generate the final device shape. For a given target shape, the goal of the synthesis was to find a proper mask-layout and also the right process flow (i.e.,
Figure 6.18: Various synthesized mask-layouts for the cross groove
Figure 6.19: Synthesized mask-layouts for the cross groove with different feature lengths
<table>
<thead>
<tr>
<th>Orientation</th>
<th>Etchant No. 1 (μm/hr)</th>
<th>Etchant No. 2 (μm/hr)</th>
<th>Etchant No. 3 (μm/hr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>110</td>
<td>5</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>311</td>
<td>1</td>
<td>6</td>
<td>unknown</td>
</tr>
<tr>
<td>111</td>
<td>6</td>
<td>1</td>
<td>unknown</td>
</tr>
</tbody>
</table>

Table 6.6: Etching rates for three different etchants

Figure 6.20: The target shape
which two etchants to use, the order they will be applied, and the etch time for etch etchant). For the process flow synthesis, the coding scheme and genetic operations described in section 5.6 were used to synthesize the etchant sequence and etch durations. The target shape is shown in Figure 6.20, and the layer representation of the target shape is shown in Figure 6.21.

Using the evolution parameters shown in Table 6.7, the synthesis task run took about 35 minutes on a Sun Ultra 10 workstation. The results of synthesis are shown in Figure 6.22 and Table 6.8. In Figure 6.22, the lower-right frame shows the target shape, and the other frames show the best candidate mask-layouts (the dark polygons) at five different iterations during the synthesis loop, and the etched (simulated) 3-D shapes. The convergence of the etched shapes to the target shape can be easily observed. Detailed information about these five iterations is shown in Table 6.8. The shape and size mismatch values between the etched shape and the target shape for each iteration decreased as the synthesis proceeded. The etchant sequence converged to (#2, #1), and the etch
Figure 6.22: Synthesis results: mask-layouts and simulated shapes
Table 6.8: Synthesis data showing convergence

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Etchant Sequence</th>
<th>Etch Times</th>
<th>Side Number</th>
<th>Shape Mismatch</th>
<th>Size Mismatch</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3, 2</td>
<td>0.18, 5.82</td>
<td>16</td>
<td>0.339</td>
<td>0.130</td>
</tr>
<tr>
<td>5</td>
<td>1, 1</td>
<td>5.91, 0.09</td>
<td>20</td>
<td>0.165</td>
<td>0.088</td>
</tr>
<tr>
<td>8</td>
<td>2, 1</td>
<td>3.90, 2.10</td>
<td>24</td>
<td>0.117</td>
<td>0.061</td>
</tr>
<tr>
<td>17</td>
<td>2, 1</td>
<td>3.02, 2.98</td>
<td>24</td>
<td>0.089</td>
<td>0.075</td>
</tr>
<tr>
<td>58</td>
<td>2, 1</td>
<td>2.86, 3.14</td>
<td>24</td>
<td>0.018</td>
<td>0.018</td>
</tr>
</tbody>
</table>

Figure 6.23: Convergence curves of shape and size mismatch values
Figure 6.24: Convergence of number of polygons with 24 sides to the population size

Figure 6.25: Convergence of number of candidate solutions having #2 and #1 as the first and second etchant numbers to the population size
Figure 6.26: Convergence of number of candidate solutions having the first etch time between 2.5 hours and 3.5 hours to the population size
times converged to about (3 hours, 3 hours). At iteration 58, the etched shape of the best mask-
layout and process flow is very close to the target shape. The final solution can be stated as follows:
using the best mask-layout at iteration 58, apply etchant #2 for 2.86 hours, and then etchant #1 for
3.14 hours, a device shape fairly close to the target shape can be fabricated.

The average shape mismatch value and average size mismatch value were calculated for each
 generation, and Figure 6.23 shows the convergence of the average shape mismatch and average size
mismatch along with the iterations. As shown in Table 6.8, during the synthesis, polygons with
number of sides between 4 and 32 were explored. The final synthesized mask-layout has 24 sides,
and Figure 6.24 shows the convergence of the number of the candidate mask-layouts with 24 sides
in each generation to the population size (80) as the synthesis proceeded. Similarly, the number of
candidate solutions having #2 as the first etchant number and #1 as the second etchant number was
counted for each iteration, and the convergence of the first and second etchant numbers to #2 and #1
is shown in Figure 6.25. For etch times, the synthesis data showed that the first etch time converged
to around 3.0 hours. The number of candidate solutions having the first etch time between 2.5 hours
and 3.5 hours was counted for each iteration, and the convergence of this number to the population
size is shown in Figure 6.26.
Figure 6.27: Various synthesized mask-layouts for the target shape
More synthesis runs were conducted to generate alternative mask-layouts for the target shape, and various synthesized mask-layouts and the etched shapes are shown in Figure 6.27. Figure 6.27 shows that different compensation structures all can fabricate shapes close to the target shape. Please note that although different synthesis runs generated different optimum mask-layouts, all synthesis runs generated the same etchant sequence (#2 and #1) and close etch durations (around 3 hours, 3 hours).

6.6 Summary

In this chapter, the Genetic Algorithm mask-layout and process synthesis approach was tested for bulk wet etching. The first and second tests were to synthesize compensation structures for a single-step wet etching given a square mesa and a cross groove as target shape, and different compensation patterns have been synthesized. The third test was about synthesis of both the mask-layout and the process flow for a two-step wet etching process. For a given target shape, the algorithm was able to synthesize not only a proper mask-layout, but also a process flow (the etchant sequence and the etch time for each etchant) to fabricate the target shape. Synthesis results and data were shown to illustrate the convergence characteristics of the Genetic Algorithm, and the feasibility of the GA mask-layout and process synthesis approach was verified.
Chapter 7

Robust Design

7.1 Overview

In the previous chapters, a Genetic Algorithm approach for MEMS mask-layout and process synthesis has been introduced, and proper mask-layout and process flow can be automatically generated for given target shape. However, during the search for optimal solutions (mask-layouts and process flows), no manufacturing variations (e.g., mask-layout misalignment, temperature variations) or modeling inaccuracy (e.g., etch rate modeling inaccuracy) have been considered in the evaluation of the candidate solutions. Thus, although the final solutions synthesized by the Genetic Algorithm have optimal performance in the simulation, the optimal performance is based on an assumed perfect manufacturing environment and modeling accuracy which are practically impossible in actual fabrication. The inevitable manufacturing variations and modeling inaccuracy may seriously reduce the performance of the solutions generated by the Genetic Algorithm synthesis method. For example, for a square mesa, the Genetic Algorithm mask-layout synthesis method generates a mask-layout shown as a dark polygon in Figure 7.1 together with the fabricated 3-D shape. The fabricated shape matches the target square mesa very well. However, if during the fabrication, the mask-layout is misaligned with the crystalline orientation of the silicon wafer by 3°, a 3-D shape shown in Figure 7.2 will be generated. The mismatch between this shape and the target mesa is significant, and this device shape may not be acceptable.

Since noise (variations) always exists in the fabrication procedure, solutions robust to the variations are highly desired, and robust design is the focus of this chapter.

For robust design of mask-layout and process flow, the Genetic Algorithm approach is extended by incorporating noise (variations) into the Genetic Algorithm search iterations. Figure 7.3 schemat-
Figure 7.1: Synthesized mask-layout for a square mesa

Figure 7.2: Fabricated shape when the mask has a 3° misalignment
Figure 7.3: A schematic representation of a Genetic Algorithm MEMS synthesis technique for robust design
ically demonstrates how noise factors are integrated into the design process using the Genetic Algorithm approach to design a solution which is robust to manufacturing variations and modeling inaccuracy. The difference between the robust design scheme and the original Genetic Algorithm synthesis scheme can be observed by comparing Figure 7.3 with Figure 5.1.

In the following sections, first an introduction of the background in robust design area and the Taguchi Method is given. Then the concept of Signal-to-Noise (S/N) ratio in the Taguchi Method is used to modify the Genetic Algorithm synthesis approach for robust design. The implementation details and a robust design example for mask misalignment are described. Finally, an alternative approach to robust design using a specific Genetic Algorithm sampling and evaluation scheme is introduced which can save computational cost when there are multiple noise sources. A robust mask-layout design example for etch rate variations is described to illustrate the algorithm.

7.2 Background

The goal of mask-layout and process flow synthesis is to design a fabrication process (mask-layout can be viewed as part of the process) for a given geometry or performance of a MEMS device. There are always difficult-to-control variations during the manufacturing and operational life of a process or device. Neglecting these variations during the product/process design sometimes results in a product or process which when put in operation exhibits unexpected or unacceptable performance. Robust design is an important method for improving product or process design by making the output response insensitive (robust) to uncontrolled variations (noise). The primary goal of robust design is to develop stable products and processes that exhibit minimum sensitivity to uncontrollable operational fluctuations.

7.2.1 Product/Process Design

A block diagram representation of a product (or process) is shown in Figure 7.4. The response of the product is denoted by $y$. The response could be the output of the product or some other suitable characteristic. The response considered for the purpose of optimization in a robust design experiment is called a quality characteristic, or performance parameter.

A number of parameters can influence the quality characteristic or response of the product. These parameters can be classified into the following three classes:

1. Signal factors ($M$). These are the parameters set by the user of the product to express the
intended value for the response of the product.

2. Noise factors (x). Certain parameters cannot be controlled by the designer and are called noise factors. Noise factors cause the response y to deviate from the target specified by the signal factor M and lead to quality loss.

3. Control factors (z). These are parameters that can be specified freely by the designer. Control factors are also called design parameters, and it is the designer’s responsibility to determine the best values of these parameters.

Identifying important responses, signal factors, noise factors and control factors in a specific project is an important task. For example, for the mask-layout and process synthesis problem, the goal is to design a mask-layout and process flow for a desired target device shape. The target shape is the signal factor; noise factors include mask misalignment, temperature variation, etc.; control factors are the mask-layout and the process flow; the fabricated device shape is the response, and the match result between the fabricated shape and the target shape can be taken as the performance parameter.

The three major steps in designing a product or a process are concept design, parameter design, and tolerance design. Concept design deals with selection of product architecture or process technology. In this step, the designer examines a variety of architectures and technologies for achieving
the desired function of the product and selects the most suitable ones for the product. Tolerance
design is about selection of the optimum values of the tolerance factors to balance the improve-
ment in quality loss against the increase in the unit manufacturing cost. Tolerance design should be
performed only after sensitivity to noise has been minimized through parameter design. Parameter
design is the design phase between concept design and tolerance design. The optimum values of the
control factors are determined in parameter design to maximize robustness. In parameter design,
designer determines the best settings for the control factors (i.e., the settings that minimize quality
loss) that do not affect manufacturing cost. Thus, designer must minimize the sensitivity of the
function of the product or process to all noise factors and also get the mean function on target.

Parameter design improves quality of product or process without increasing the manufactur-
ing cost, and is the most inexpensive way to improve quality. Robust Design and its associated
methodology focus on parameter design.

7.2.2 Robust Design

Variations in noise factors (uncontrollable parameters) always exist. It is often difficult, if not im-
possible, to eliminate sources of variation that contribute to a product’s poor performance. It is,
however, more practical to develop a product or process least sensitive to these variations. The fun-
damental principle in robust design is to improve the quality of a product by minimizing the effects
of variation without eliminating these causes.

Robustness refers to the ability of products or processes to perform consistently under varying
operational conditions. During robust design, a designer seeks to determine the control parameter
settings that produce desirable values of the performance mean, while at the same time minimiz-
ing the variance of the performance. Robust design, then, is a multiobjective and nondeterministic
approach, and is concerned with both the performance mean and the variability that result from un-
certainty (represented through noise variables). In this setting, sensitivity analysis is concerned with
both the mean and variance of the performance. The performance variation is often minimized at
the cost of sacrificing the best performance, and therefore the tradeoff between the aforementioned
two aspects cannot be avoided.

Many different robust design approach have been developed, including the Taguchi method and
extensions [88, 92, 112] (which are outlined in next section), Response Surface Methodology and
Compromise Programming approach [20, 21] (which addresses the multiple aspects of the objec-
tive in robust design), Simulated Variance Optimization [89], and Genetic Algorithms for robust
design [36, 40, 81, 116].

Most optimization methods for robust design involve optimization of a statistical estimate of a performance parameter obtained by experiments or computer simulation. In this approach, the noise factors are treated as random variables with assigned probability distributions. The design in question is defined by one or more equations giving a performance parameter as a function of all or some of the design parameters (i.e., a given design point) and noise factors, interpreted here as the expected values of the random variables. For a given design point (a set of design parameters), a large sample of values of the performance parameter may be obtained by repeated sampling of the noise factors from their assigned distributions by use of random number generators. The resulting data can then be used to obtain the expected value and variance of the performance parameter and therefore the value for the statistical estimate at the given design point. The optimum design parameters are then obtained at those corresponding to a minimum of the computed estimate, determined by means of some non-linear optimization algorithm in the presence of constraints.

7.3 Taguchi Method and S/N Ratio

The Taguchi robust design method has been widely used to design quality into products and processes. Using this method, the quality of a product is improved by minimizing the effect of the causes of variation without eliminating the causes. Reference [92] gives a complete description of the method, and here the Signal-to-Noise ratio (S/N ratio), the key concept in the Taguchi method, is briefly outlined.

Quality Loss Function

The deviation of performance from the ideal is defined as Quality Loss in the Taguchi method. The quadratic loss function can meaningfully approximate the quality loss in most situations. Let \( y \) be the quality characteristic of a product and \( m \) be the target value for \( y \). According to the quadratic loss function, the quality loss is given by

\[
L(y) = k(y - m)^2
\]

where \( k \) is a constant called quality loss coefficient.

Because of the noise factors, the quality characteristic \( y \) of a product or process varies. Let
$y_1, y_2, \ldots, y_n$ be $n$ representative measurements of the quality characteristic $y$, then the average quality loss, $Q$, resulting from this product is given by

$$Q = \frac{1}{n}[L(y_1) + L(y_2) + \ldots + L(y_n)]$$

$$= \frac{k}{n}[(y_1 - m)^2 + (y_2 - m)^2 + \ldots + (y_n - m)^2]$$

$$= k[(\mu - m)^2 + \frac{n - 1}{n}\sigma^2]$$

where $\mu$ and $\sigma^2$ are the mean and the variance of $y$, respectively, as computed by

$$\mu = \frac{1}{n} \sum_{i=1}^{n} y_i \tag{7.1}$$

$$\sigma^2 = \frac{1}{n - 1} \sum_{i=1}^{n} (y_i - \mu)^2 \tag{7.2}$$

When $n$ is large,

$$Q = k[(\mu - m)^2 + \sigma^2] \tag{7.3}$$

Thus, the average quality loss has the following two components:

1. $k(\mu - m)^2$ resulting from the deviation of the average value of $y$ from the target;

2. $k\sigma^2$ resulting from the mean square deviation of $y$ around its own mean.

Equation (7.3) shows that minimizing the expected quality loss can be achieved by minimizing both the variance $\sigma^2$ and the difference between the mean and the target. As illustrated by the Figure 7.5, robust design is always concerned with aligning the peak of the bell shaped response distribution with the targeted quality (optimizing the mean performance), and making the bell shaped curve thinner (minimizing the variance $\sigma$).

**S/N Ratio**

One of the key features of the Taguchi method is the use of Signal-to-Noise ratio (S/N ratio) to transform the performance characteristic in the optimization process.

In the Taguchi method, the design metric used as the performance measure (performance statistic) usually takes the form of a logarithmic function based on the mean square deviation of product
responses, and is called Signal-to-Noise ratio (S/N ratio). For a set of design parameters (a design point) $\bar{x}$, the S/N ratio for $\bar{x}$ is defined as

$$S/N \equiv -10 \log\left[\frac{\sum_{i=1}^{n} y_i - m)^2}{n}\right]$$

where $n$ is the total number of experiments, $y_i$ is the performance parameter for an experiment, and $m$ is the desired target value for performance parameter. $y_i = PP(\bar{x}, p_i)$, where $PP$ is the performance parameter being considered, and $p_i$ is noise parameter for an experiment.

The formula of the S/N ratio is closely related to the quality loss function. Similar to the deduction for average quality loss, it is easy to get

$$S/N \equiv -10 \log[(\mu - m)^2 + \sigma^2]$$ (7.4)

For minimization problems (the smaller the better), the following S/N ratio can be constructed by a finite number of experiments:

$$S/N = -10 \log\left[\frac{\sum_{i=1}^{n} y_i^2}{n}\right]$$ (7.5)

$$= -10 \log[\mu^2 + \sigma^2]$$ (7.6)

Obviously the S/N increase signifies a decrease in the average results (small \(\mu\)) or improved con-
sistency from one unit to another (small $\sigma$), and a combined improvement in the mean result and a reduction in the variability will result in the greatest S/N increase.

In the next section, the Taguchi method with its S/N ratio is applied to the mask-layout synthesis problem with mask misalignment noise, and the Genetic Algorithm synthesis approach will be modified to synthesize mask-layouts robust to the misalignment noise.

7.4 Robust Design with S/N Ratio for Mask-Layout Misalignment

In micromachines, alignment poses more complexity than in IC manufacturing. Not only does one deal with high aspect ratio 3-D features causing problems for alignment systems with low DOF, one also frequently needs to align 3-D features on both sides of the wafer. For commercial silicon wafers, the alignment accuracy (between the flat and the crystal orientation) is usually in the neighborhood of $\pm 1^\circ$ [73, 117]. Additionally, the mask may not be perfectly aligned to the wafer flat. This alignment accuracy level sometimes reduces the precision of shapes fabricated from some processes. For example, the size of diaphragms formed after etching through a $500\mu m$ thick silicon wafer can vary by $50\mu m$ if the accuracy of the alignment is of the order of $1^\circ$ [30, 66, 117]. In previous chapters, a Genetic Algorithm approach for MEMS mask-layout and process synthesis has been developed, where optimal mask-layout and process flow can be automatically generated for a given target shape. But in that approach, no variations, or noise factors, are considered during the design procedure: perfect mask alignment is assumed. In actual fabrication, the misalignment of the wafer flat, which implies the misalignment of mask-layout, is a noise factor which affects the quality of the fabricated device, and this variation of mask-layout misalignment can be taken as the uncontrollable variation when robust design is conducted. A robust design of mask-layout can synthesize mask-layouts that are robust to the misalignment. Figure 7.3 schematically demonstrates how to extend the Genetic Algorithm synthesis approach to achieve robust design by integrating noise factors into the synthesis iterations. By making the evaluation environment noisy, the searched optimal solution is robust to the variations. The implementation details and a robust design with S/N ratio for mask misalignment are described in the following.

Fitness Evaluation

In the previous Genetic Algorithm synthesis approach, the shape comparison result between the simulated shape and the target shape is the performance metric during the candidate evaluation,
and the fitness values are calculated accordingly to ensure that candidate solutions with smaller shape mismatch values have higher fitness values. For robust design, as illustrated in section 7.3, to evaluate the performance of candidate solutions a proper performance statistic should be carefully chosen, which should combine the candidate solution's mean performance as well as robustness measure. When conducting the robust design (synthesis) of mask-layouts, the S/N ratio in the Taguchi method is used as the performance statistic. The mask-layout misalignment is considered as the uncontrollable noise with Gaussian distribution, and the scheme to calculate fitness values for all candidate solutions in a population is shown in Figure 7.6. For each candidate solution (mask-layout) in a generation, a series of randomly generated misalignment values are applied to the mask-layout before the simulation of the fabrication and shape comparison of the simulated shapes and the target shape are carried out. Function $f(M)$ in Figure 7.6 simulates the fabrication of mask $M$ and calculates the shape mismatch value between the simulated shape and the target shape. A series of shape mismatch values will be produced for different misalignment values, and all the shape mismatch values are used to construct the S/N ratio which is taken as the performance statistic. This S/N ratio is the overall performance metric, and fitness values for all individuals in a population are calculated according to the S/N ratios to guide the search for an optimum design point. The optimal mask-layout found will have high robustness to mask misalignment noise.

Example

As an example, a robust synthesis was conducted which produces the optimal mask-layout, robust to mask misalignment, given a mesa as the target shape. The mask misalignment was considered to be a random variable with Gaussian distribution with $\mu = 0$ and $\sigma = 1^\circ$. For each mask, 10 misalignment values were sampled and applied to the mask (i.e., $n = 10$ in Figure 7.6), and performance statistic S/N ratio was calculated using the formula shown in Figure 7.6. The synthesized optimal mask-layout (the dark polygon) and the target shape (the mesa) are shown in Figure 7.7. To show the high robustness of this synthesized mask, the synthesis result was compared with the result from synthesis without considering mask misalignment (here called non-robust synthesis; see section 7.1).

Figure 7.8 shows the comparison of synthesis results from the robust synthesis and the non-robust synthesis. The first row shows the mask-layout from non-robust synthesis and the fabricated shapes when the mask misalignments are $0^\circ$, $1.5^\circ$, and $3^\circ$. The second row is for robust synthesis. Although both masks show a good match between the simulated shape and the target shape when
for each generation with genotypes $G_1, G_2, \ldots, G_N$:
{
    Decode each genotype $G_i$ to produce corresponding phenotype $P_i$;
    for (each phenotype $P_i$ (mask-layout))
    {
        $S/N = 0$;
        for ($j = 0; j <= n; j ++$)
        {
            Randomly generate mask misalignment noise $\Delta_j$
            according to distribution;
            $M_i = P_i$ rotated $\Delta_j$ degrees;
            Evaluate $ShapeMismatch_i = f(M_i)$;
            $S/N + = ShapeMismatch_i / n$;
        }
        $S/N = -10 \log(S/N)$;
        $ShapeMismatch_i = S/N$;
    }
    Obtain fitness value for each $G_i$ according to $ShapeMismatch_i$ of $P_i$;
}

Figure 7.6: Schematic model of fitness evaluation

Figure 7.7: Synthesized result of a robust design
Figure 7.8: Comparison of robust synthesis and non-robust synthesis

the masks are perfectly aligned (0° misalignment, first column in Figure 7.8), the robust synthesis result exhibits much higher robustness. When the misalignment increases, the superiority of the mask-layout from robust synthesis can be easily observed: for a mask misalignment of 3°, the robust mask is still able to fabricate a 3-D shape fairly close to the target square mesa, while the mismatch between the shape resulted from the non-robust mask and the target shape is significant.

To statistically demonstrate that the result from robust synthesis does have higher robustness, both the robust mask and the non-robust mask were tested with a series (600 experiments) of randomly generated misalignment noises according to Gaussian distribution with $\mu = 0$ and $\sigma = 1°$. The shape mismatch values between the simulated shapes and the target shape obtained were used to construct the statistic mean ($\mu$) and deviation ($\sigma$) using Equation (7.1) and Equation (7.2), and also S/N ratios for both cases using Equation (7.6). The values for $\mu$, $\sigma$, and S/N ratios are shown in Table 7.1. Table 7.1 shows the robust synthesis result has smaller statistic mean ($\mu$), smaller deviation ($\sigma$), and higher S/N ratio.

To visually show the superiority of the result from robust synthesis over non-robust synthesis,
Table 7.1: Statistics data for non-robust and robust synthesis results

<table>
<thead>
<tr>
<th></th>
<th>Non-Robust Synthesis</th>
<th>Robust Synthesis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Result</td>
<td>Result</td>
</tr>
<tr>
<td>( \mu )</td>
<td>0.0385</td>
<td>0.0107</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>0.0157</td>
<td>0.00443</td>
</tr>
<tr>
<td>S/N</td>
<td>27.63</td>
<td>38.72</td>
</tr>
</tbody>
</table>

using the shape mismatch values obtained from the 600 experiments for both masks, the histograms of the shape mismatch distribution for both masks under Gaussian distributed misalignment noise are plotted and shown in Figure 7.9 and Figure 7.10. Figure 7.9 is for the non-robust mask, and Figure 7.10 is for the robust mask. \( X \) axis is the shape mismatch value, and \( Y \) axis is the experiment frequency. The smaller mean and smaller deviation for the shape mismatch distribution for the robust synthesis result can be observed from the histograms. If, for example, acceptable devices have a shape mismatch (compared to the ideal target shape) of 0.025 or less, then nearly all devices fabricated with the robust mask-layout would be acceptable, while nearly 40% of the devices fabricated with the non-robust mask-layout have shape mismatch values larger than 0.025 and therefore would not be acceptable. Thus, in this case the robust mask-layout increases the yield from 60% to almost 100%.

Simulations were performed for both masks with different misalignment values ranging from 0° to 3.0°. Plots of shape mismatch vs. mask misalignment value for both masks are shown in Figure 7.11. For the non-robust mask-layout, the shape mismatch value increases significantly when the mask misalignment increases, while the curve for the robust mask-layout is relatively flat. The mask-layout from robust synthesis is more insensitive to the mask misalignment variations.

There is an interesting phenomenon in Figure 7.11. Since the non-robust synthesis searches for masks with good performance when perfectly aligned with no consideration of robustness, while the robust synthesis tries to balance the good performance of the mask and high robustness in some range of misalignment, it is expected that the curve of shape mismatch vs. mask misalignment would be flatter for the robust mask, but the non-robust mask has smaller shape mismatch value when perfectly aligned (0° misalignment) than the robust mask. But interestingly, in the example just described, as shown in Figure 7.11, although the search effort is the same for both the robust
Figure 7.9: Histogram of fitness distribution for non-robust synthesis result

Figure 7.10: Histogram of fitness distribution for robust synthesis result
synthesis and the non-robust synthesis (same iteration number, population size, etc.), the robust synthesis result shows better performance (smaller shape mismatch) than the non-robust synthesis result for any misalignment value, even when perfectly aligned (0° misalignment).

**Computational Cost**

Using the preceding approach, to calculate the performance statistic S/N ratio, each mask-layout needs to be evaluated for a series of samplings of Gaussian distributed misalignment noise. For each sampling, simulation of the fabrication and the shape comparison need to be performed once. If the sampling number is $n$, $n$ simulations and $n$ shape comparisons need to be performed to calculate the S/N ratio for each mask-layout. Recall that for the previous non-robust synthesis, for each mask-layout, only one simulation and one shape comparison need to be performed. Obviously the robust synthesis increases computational cost dramatically. Things get worse when there are more noise sources in the robust design. If $n$ samplings are done for each noise, $m$ noise sources require $n^m$ samplings and therefore $n^m$ simulations and $n^m$ shape comparisons to calculate the performance statistic for each candidate solution. To overcome the dramatic computational cost increase, another scheme for robust design sampling and evaluation is proposed and tested. This scheme is described below.
7.5 Genetic Algorithms for Robust Design

To extend the applications of GAs to domains that have a noisy environment and require detection of robust solutions, schemes combining GAs and robustness evaluation techniques and robust solution searching techniques have been introduced [36, 40, 81, 116]. GAs with noisy fitness functions and GAs exploring hyper-rectangle design regions instead of design points in traditional GAs have been studied. For the robust mask-layout and process synthesis problem, a robust design scheme similar to the one introduced by Tsutsui [116], called GAs with a Robust Solution Searching Scheme (GA/RS\(^3\)), is applied, which is outlined below.

7.5.1 GAs with a Robust Solution Searching Scheme

In the following, GAs with a Robust Solution Searching Scheme (GA/RS\(^3\)) [116] is described for optimization problems where perturbations (noise) exist in the design parameters (solutions). In GA/RS\(^3\), for each individual (candidate solution) in the population, perturbations are added to the phenotypic parameter values while evaluating the fitness of the individual. In other words, the individual’s performance is evaluated in a “noisy environment.” This may sound like the same as the previous robust design approach using S/N ratio. But actually the sampling and evaluation schemes are different. For robust design with S/N ratio, each candidate solution is evaluated for multiple samplings of the noise and all the evaluation results are used to construct the S/N ratio, and the S/N ratio is used to calculate the fitness value. If one candidate survives the competition and appears in the next generation, its S/N ratio does not need to be re-evaluated. For GA/RS\(^3\), in one population, each candidate solution is evaluated for one sampling of the noise and the evaluation result is used to calculate the fitness value for this generation. Even if a candidate solution survives into the next generation, to calculate its fitness value in the next generation, it will be re-evaluated again for another random sampling of the noise. So for the robust design with S/N ratio, the robustness of a solution is captured by the S/N ratio, while for GA/RS\(^3\), multiple evaluation of the solutions in a noisy environment ensures the final solution is robust. In noisy environments, individuals having “good” genotypic material would become extinct if they were highly sensitive to perturbations of phenotypic features, and individuals robust to these perturbations would have a better chance to survive the competition. By evaluating individuals in a noisy environment, individuals with higher robustness are favored. The details of the performance evaluation in a noisy environment are illustrated below.
In a GA, suppose $G = (g_1, g_2, \ldots, g_m)$ is a genotypic string for an individual, $P = (p_1, p_2, \ldots, p_m)$ is the corresponding phenotypic parameter vector, and $f(P)$ the evaluation function for fitness. Instead of calculating the fitness value of the individual as $f(P)$, an evaluation function of the form $f(P + \Delta)$ is used, where $\Delta = (\delta_1, \delta_2, \ldots, \delta_m)$ is a random noise vector (see Figure 7.12). For each evaluation, the noise vector $\Delta$ is randomly generated according to its distribution probability. Because the individuals are evaluated in a noisy environment with presence of the noise, only individuals with both good and consistent (robust) performance can survive the competition. An individual with superb performance in one test but very sensitive to the noise will be eliminated through multiple random tests. The solutions thus determined are expected to be more robust against perturbations or noise. It should be noted that adding noise in the form $f(P + \Delta)$ may appear to be a mutation operation on a real-valued coding, but actually it is operationally different from mutation, since the noise is added only to the phenotype and it does not have any direct effect on individual genotypes. The perturbations are used only for judging the quality of a solution and for selection, and the genotypic string of the solution is unchanged.

Note that the preceding describes $GA/RS^3$ for cases where noises and perturbations are added to the design parameters directly. For example, in the mask-layout synthesis problem, the mask misalignment noise affects the design parameters (mask-layouts) directly by changing the orientations of the mask-layouts. The algorithm can also be applied to cases where noises exist not in the design
parameters, but in the evaluation environment. For example, for the mask-layout synthesis problem, the etch rate data assumed in the synthesis may not be accurate. The actual etch rate variations is a noise existing in the fabrication environment. Although the design parameters (mask-layouts) are not affected by the etch rate variations, the performance of the mask-layouts are affected. \( GA/RS^3 \) can be applied to design mask-layouts robust to environment noises such as etch rate variations.

Now consider the computational time of the two different schemes for robust design: robust design with S/N ratio and \( GA/RS^3 \). As introduced before, Genetic Algorithms work in iterations. In each iteration (generation), there is a population of candidate solutions (called parent population). A new population of candidate solutions (called offspring population) is generated through genetic operations, and then elitist selection will select from both parent population and offspring population to create the parent population for next generation. For a Genetic Algorithm with iteration number \( M \) and population size \( N \), if for each generation each candidate solution needs to be evaluated once, there are \( N \) evaluations for each generation. For the Genetic Algorithm robust design with S/N ratio, each new candidate solution (in the offspring population) needs to be evaluated \( n^m \) times to calculate the S/N ratio if there are \( m \) noise sources and \( n \) samplings are required for each noise source, while the candidate solutions in the parent population do not need to be re-evaluated because their S/N ratios are already known. The total number of evaluations for the Genetic Algorithm will be \( MNn^m \). For \( GA/RS^3 \), in each generation, both the parent population and the offspring population need to be evaluated, which is \( 2N \) evaluations. The total number of evaluations for the Genetic Algorithm will be \( 2MN \).

Therefore, \( GA/RS^3 \) saves computational time compared with the Genetic Algorithm robust design with the S/N ratio. Genetic Algorithm Robust design with the S/N ratio evaluated the robustness of each candidate solution by explicit multiple samplings of the noise, while for \( GA/RS^3 \), the candidate solutions are evaluated in noisy environment while the iteration proceeds. In \( GA/RS^3 \), if one candidate solution is preserved from the initial (first) generation to the final generation, it is evaluated with random noise samplings \( N \) (iteration number) times. But for the newly generated candidate solution in the final generation, it is only evaluated once. \( GA/RS^3 \) distributes the sampling effort intelligently by utilizing the intrinsic exploration and exploitation power of the genetic operations, such that efficient evaluation of the robustness of the candidate solutions can be achieved for a limited number of noise samplings [116].

The \( GA/RS^3 \) approach to robust design will be applied to the mask-layout synthesis problem in the next section, and robust mask-layout synthesis is conducted for etch rate variations.
<table>
<thead>
<tr>
<th>Orientation</th>
<th>Etching Rate (μm/hr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>25</td>
</tr>
<tr>
<td>110</td>
<td>25</td>
</tr>
<tr>
<td>311</td>
<td>30</td>
</tr>
<tr>
<td>111</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 7.2: Etching rate data

### 7.6 \textit{GA/RSS} Robust Design for Etch Rate Variations

The Genetic Algorithm approach to the mask-layout and process synthesis problem works by utilizing a process simulation. For the process simulation to predict fabrication results correctly, accurate etch rate data are needed. But generally, it’s not easy to obtain accurate etch rate data. Etch rates for an etchant change with factors such as temperature, concentration, stirring, \textit{etc.}, and they may even change during the etching process. The etch rate variations (or the inaccuracy in the etch rate model) present a problem to the Genetic Algorithm mask-layout synthesis approach: the synthesized optimal mask-layouts based on assumed etch rate data may not generate the desired shape in actual fabrication because the actual etch rates may be different. The \textit{GA/RSS} approach to robust design is applied here to synthesize mask-layouts robust to the etch rate variations.

#### Test 1

As the first example, a robust synthesis was conducted to produce the optimal mask-layout robust to etch rate variations, given a mesa as the target shape. For the wet etching simulation program SEGS, the etch rate model assumed etch rate data as shown in Table 7.2. The actual etch rate in \textit{<311>} direction during the fabrication was considered to be a Gaussian distributed random variable. The mean ($\mu$) of the Gaussian distribution is the same as the \textit{<311>} direction etch rate assumed in the etch rate model (30 μm/hr), and the standard deviation ($\sigma$) is 5% of the mean ($5\% \times 30 = 1.5$ μm/hr). The \textit{GA/RSS} algorithm was implemented such that in each generation, the etching process is simulated for each mask-layout using a randomly generated \textit{<311>} direction etch rate according to the Gaussian distribution with $\mu = 30$ and $\sigma = 1.5$. The synthesized optimal mask-layout (the dark polygon) and the target shape (the mesa) are shown in Figure 7.13. To show the high robustness of this synthesized mask, the synthesis result was compared with the result from synthesis without
Figure 7.13: Synthesized result of a robust design
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Figure 7.14: Comparison of robust synthesis and non-robust synthesis
considering the etch rate variations (here called non-robust synthesis).

Figure 7.14 shows the comparison of the synthesis results from the robust synthesis and the non-robust synthesis. The first row shows the mask-layout from non-robust synthesis and the fabricated shapes when the actual \( <311> \) direction etch rate used in the fabrication is 30 \( \mu m/hr \), 25.5 \( \mu m/hr \) and 34.5 \( \mu m/hr \) (i.e., the same as, 15% smaller than, and 15% larger than the \( <311> \) direction etch rate assumed in the etch rate model). The second row is for the robust synthesis. Although both masks show a good match between the simulated shape and the target shape when the actual \( <311> \) direction etch rate and the assumed etch rate in the etch rate model are the same (30 \( \mu m/hr \)), the robust synthesis result exhibits much higher robustness. When the actual \( <311> \) direction etch rate in the fabrication is 34.5 \( \mu m/hr \), 15% larger than the \( <311> \) direction etch rate assumed in the etch rate model, the robust mask still generates a shape fairly close to the target mesa, while the mismatch between the fabricated shape from the non-robust mask and the target mesa is significant.

Plots of shape mismatch vs. \( <311> \) direction etch rate variations (the percentage of the difference of etch rate in \( <311> \) direction in the fabrication and the etch rate assumed in the etch rate model) for both masks were obtained by simulating the fabrication for both masks with different \( <311> \) direction etch rate values ranging from 15% smaller than the assumed \( <311> \) direction etch rate in the etch rate model to 15% larger than the assumed \( <311> \) direction etch rate. The plots for both masks are shown in Figure 7.15. The non-robust mask is more sensitive to the \( <311> \) direc-
tion etch rate variations, and the shape mismatch value between the fabricated shape and the target shape increases significantly when the amount of the $<311>$ direction etch rate variation increases, while the mask from robust synthesis is less sensitive to the etch rate variations.

Test 2

In the second test for robust mask-layout synthesis with etch rate variations, the same target shape is used, and the same etch rates as shown in Table 7.2 are assumed in the etch rate model. For etch rate variations, the etch rates in $<110>$, $<311>$ and $<111>$ directions are considered to be Gaussian distributed random variables. The means ($\mu$) of the Gaussian distribution are the corresponding etch rates in these directions in the etch rate model (25 $\mu$m/hr, 30 $\mu$m/hr and 5 $\mu$m/hr), and the standard deviations ($\sigma$) are 5% of the means (1.25 $\mu$m/hr, 1.5 $\mu$m/hr and 0.25 $\mu$m/hr). The $GA/R5^3$ algorithm is implemented such that in each generation, the etching process is simulated for each mask-layout using randomly generated etch rates in $<110>$, $<311>$ and $<111>$ directions according to the Gaussian distribution. The synthesized optimal mask-layout (the dark polygon) and the target shape (the mesa) are shown in Figure 7.16. To show the high robustness of this synthesized mask, the synthesis result is compared with the result from non-robust synthesis.
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Figure 7.17: Comparison of robust synthesis and non-robust synthesis

Figure 7.18: Shape mismatch vs. etch rate variations for both masks
without considering the etch rate variations.

Figure 7.17 shows the comparison of the synthesis results from the robust synthesis and the non-robust synthesis. The first row shows the mask-layout from non-robust synthesis and the fabricated shapes when the actual etch rates in <110>, <311> and <111> directions in the fabrication are the same as, 15% smaller than, and 15% larger than the ones in the etch rate model (25 \( \mu \text{m/hr} \), 30 \( \mu \text{m/hr} \) and 5 \( \mu \text{m/hr} \)). The second row is for the robust synthesis. Although both masks show good match between the simulated shape and the target shape when the actual etch rates in <110>, <311> and <111> directions and the assumed etch rates in the etch rate model are the same, the robust synthesis result exhibits much lower sensitivity. When the actual etch rates in <110>, <311> and <111> directions are 15% larger than the assumed etch rates in the etch rate model, the robust mask still generates a shape fairly close to the target mesa, while the mismatch between the fabricated shape from the non-robust mask and the target mesa is significant.

Plots of shape mismatch \( vs. \) the etch rate variations (the percentage of the difference of etch rates in <110>, <311> and <111> directions in the fabrication and the etch rates assumed in the etch rate model) for both masks are obtained by simulating the fabrication for both masks with different etch rates in <110>, <311> and <111> directions ranging from 15% smaller than the assumed etch rates in the etch rate model to 15% larger than the assumed etch rates. The plots for both masks are shown in Figure 7.18. The non-robust mask is more sensitive to the etch rate variations, while the mask from robust synthesis is less sensitive.

7.7 Summary

This chapter focused on robust design. Since noise (variations) always exists in the fabrication procedure, the mask-layouts and process flows synthesized by the previous GA approach may generate unsatisfactory results if the mask-layouts and process flows are sensitive to the variations. Design solutions robust to the variations can generate satisfactory results under a variety of fabrication conditions and are highly desired. The previous Genetic Algorithm approach was modified to achieve robust mask-layout synthesis. By incorporating expected variations into the GA iterations, the algorithm is capable of producing solutions robust to the variations. Two approaches for robust design of mask-layouts and processes were developed. Genetic Algorithm robust design with the S/N ratio evaluates each candidate solution with multiple samplings of the noise, and the S/N ratio in the Taguchi method is constructed to guide the evolution. In GAs with a Robust Solution Searching
Scheme ($GA/RS^3$), the candidate solutions are evaluated in noisy environment while the iteration proceeds. These two approaches were tested for robust mask-layout synthesis with mask misalignment and etch rate variations, and mask-layouts robust to the variations have been synthesized. The high robustness of the synthesized mask-layouts was verified by comparing them with the mask-layouts synthesized from the previous non-robust synthesis approach.
Chapter 8

Conclusion

8.1 Summary

In this thesis, a Genetic Algorithm approach for the mask-layout and process flow synthesis problem has been developed. For a given desired target shape, an optimal mask-layout and process flow can be automatically generated using the Genetic Algorithm synthesis approach. The Genetic Algorithm manipulates and evolves a population of candidate solutions (mask-layouts and process parameters) by utilizing a process simulation tool to evaluate the performance of the candidate solutions. The process simulation tool is used to simulate the fabrication for each mask-layout with associated process flow to generate the 3-D device geometry. A shape matching algorithm compares the simulated device shapes with the desired target shape, and assigns a fitness value for each candidate solution in a population. For the mask-layout and process flow synthesis problem, encoding schemes, selection schemes, and genetic operations have been developed to effectively explore the solution space and control the evolution and convergence of the solutions.

The synthesis approach was tested for mask-layout and process synthesis for bulk wet etching. By integrating a bulk wet etching simulation tool into the Genetic Algorithm iterations, the algorithm can automatically generate proper mask-layout and process flow which can fabricate 3-D geometry close to the desired 3-D target shape. For structures with convex corners, complex compensation structures can be synthesized by the algorithm. More importantly, the process flow can also be synthesized. For multi-step wet etching processes, proper etchant sequence and etch times for each etch step can be synthesized automatically by the algorithm. When the choice of different process flows exists, the enlarged solution space makes the design problem more challenging. The ability to synthesize process flows makes the automatic design method more complete and more
The algorithm was further extended to achieve robust design. Since fabrication variations and modeling inaccuracy always exist, the synthesized solutions without considering these variations may not generate satisfactory results in actual fabrication. Robust designs using the Taguchi method and Genetic Algorithms with a Robust Solution Searching Scheme ($GA/RS^3$) have been developed to synthesize robust mask-layouts and process flows in "noisy" environment. Since the synthesis procedure considers the effect of variations in the fabrication procedures, the final synthesized solution will have high robustness to the variations, and will generate satisfactory results under a variety of fabrication conditions. The robust design approaches were implemented and tested for robust mask-layout design for mask misalignment and etch rate variations. Mask-layouts robust to mask misalignment noise and etch rate variations during the fabrication were synthesized. A typical robust synthesis run using $GA/RS^3$ took about 1 hour, and the synthesized mask-layout generally improved the yield significantly by exhibiting consistent performance under a variety of fabrication conditions.

8.2 Future Work

Further work can be done to expand the potential of the Genetic Algorithm approach to the mask-layout and process flow synthesis problem.

First, work can be done about the population size control for the Genetic Algorithm. In the algorithm, the user needs to specify the population size before running the synthesis. To ensure a reasonable amount of sampling of the solution space, the population size cannot be too small. But setting a too large population size dramatically increases the computation time, especially when the process simulation is time-consuming. To set an appropriate population size, trials and tunings are needed and trade-off between the sampling of the solution space and the computation cost needs to be made. A possible scheme is to use variable population size. The population size is set large when starting the synthesis to hold enough samplings of the solution space, and when the evolution converges, the population size is decreased to eliminate duplicate or similar candidate solutions and save computation cost.

Second, the algorithm can be extended by integrating other process simulation tools into the Genetic Algorithm iterations. As described earlier, the Genetic Algorithm approach works by utilizing a process simulation tool as performance evaluation, and the bulk wet etching simulator SEGS is
used in the examples shown to synthesize mask-layout and process for wet etching steps. SEGS can only simulate wet etching steps, while in actual fabrication, etching sometimes is used together with “adding” techniques such as deposition. More complex structures can be generated by using different fabrication techniques together, and the design for mask-layouts and process flows is more challenging because of the enlarged solution space. The potential of the Genetic Algorithm approach to the mask-layout and process synthesis problem can be fully realized by utilizing a more complete process simulation tool. Of course, for a particular fabrication technique and related applications, ways to represent and compare the geometry need to be developed.

Third, the approach can be customized in the sense that other performance evaluation criteria can be used in addition to shape matching. Shape matching between the simulated shapes and the target shape was used as the performance evaluation criteria in the test examples, and candidate solutions with close shape match were assigned with high fitness values. In the robust design with Taguchi method, the robustness measure S/N ratio, which is a combination of shape mismatch mean and deviation, was used as the performance evaluation criteria, and candidate solutions are considered to be fit when they have not only a small shape mismatch mean, but also a small deviation. The algorithm can be customized to use other performance evaluation criteria so that the final synthesized solution will exhibit a desired design function. For example, to achieve a material-efficient mask-layout design, mask-layout with smaller area is considered better than mask-layout with bigger area. The area of the mask-layout can be used as one of the performance evaluation criteria, and mask-layout with small area can be synthesized. Figure 8.1 shows a synthesized mask with small \( y \)-direction dimension. To fabricate an array of square mesas with high density in the \( y \)-direction, mask-layout with small \( y \)-direction dimension is needed. During the mask-layout synthesis, for each candidate mask, its \( y \)-direction dimension is measured and combined with the shape mismatch value between the simulated shape and the target shape to calculate the fitness value for the mask. The fitness value calculation formula ensures that a mask with small \( y \)-direction dimension and small shape mismatch value will be assigned with a high fitness value. The final synthesized mask will not only fabricate a geometry close to the target shape, but also have a small \( y \)-direction dimension.

Finally, as illustrated in Chapter 1, the mask-layout and process synthesis addresses only part of the design problem in the synthesis and optimization approach: to synthesize mask-layouts and process flows for a given device shape. Issues about Geometry synthesis (synthesizing device shape from a device function specification), and integration of mask-layout and process synthesis and geometry synthesis have not been examined. The principles of the Genetic Algorithm iterative
Figure 8.1: A synthesized mask-layout with small y-direction dimension

synthesis approach developed here can be borrowed to develop schemes for geometry synthesis. By utilizing process synthesis and geometry synthesis, for a specified device function, the device shape and mask-layout and process to produce the device can be automatically generated, and designers can fully focus on the device functional design.
Appendix A

Exploitation and Exploration

Most classical optimization methods find the optimal solution by determining a sequence of steps leading to the optimum based on the gradient or higher order derivatives of the objective function. When such information is unavailable, search becomes the only practical method. Search can be performed by either blind strategies or heuristic strategies [12]. Blind search strategies do not use information about the problem domain. Heuristic search strategies use additional information to guide the search along with the best search directions. These two strategies focus on two different but equally important aspects during the search/optimization: exploiting the best solution and exploring the search space [13]. Exploration investigates new and unknown areas in the search space, and exploitation makes use of knowledge found at points previously visited to help find better points. Hill-climbing is an example of a strategy which exploits the best solution for possible improvement while ignoring the exploration of the search space. Random search is an example of a strategy which explores the solution space while ignoring the exploitation of the promising regions of the search space. These two strategies are contradictory, and a good search algorithm must find a tradeoff between the two. Genetic algorithms are a class of general-purpose search methods combining elements of directed and stochastic search which can make a remarkable balance between exploration and exploitation of the search space. At the beginning of genetic search, there is a widely random and diverse population and crossover operator tends to perform widespread search for exploring all solution space. As the high fitness solutions develop, the crossover operator provides exploitation in the neighborhood of each of them. In other words, what kinds of searches (exploitation or exploration) a crossover performs are determined by the environment of the genetic system (the diversity of population).
Appendix B

Fitness Scaling

If raw fitness values are used for fitness proportionate selection, without any scaling or normalization, then one of two things can happen. If the fitness range is too large, then only a few good individuals will be selected. This will tend to fill the entire population with similar chromosomes and will limit the ability of the GA to explore the search space. On the other hand, if the fitness values are too close to each other, then the GA will tend to select one copy of each individual, with only random variations in selection. Consequently, it will not be guided by small fitness variations and will be reduced to random search. In early generations, there is a tendency for a few super chromosomes to dominate the selection process, and in later generations, when the population is largely converged, competition among chromosomes is less strong and a random search behavior will emerge. Fitness scaling is used to scale the raw fitness values so that the GA sees a reasonable amount of difference in the scaled fitness values of the best versus the worst individuals [77]. Thus, fitness scaling controls the selection pressure or discriminating power of the GA.

Beginning with [27], scaling of objective function values has become a widely accepted practice and several scaling mechanisms have been proposed. In general, the scaled fitness $F'_k$ derived from the raw fitness $F_k$ for chromosome $k$ can be expressed as follows:

$$F'_k = G(F_k)$$

where the mapping function $G(\cdot)$ transforms the raw fitness into scaled fitness. The function $G(\cdot)$ may take different forms to yield different scaling methods, such as linear scaling, sigma truncation, power law scaling, etc. Some of them are illustrated briefly below. For detailed description, see [44].
Linear Scaling  When the mapping function takes the form of a linear transformation, the following linear scaling method applies:

\[ F'_k = a \times F_k + b \]

where parameters \( a \) and \( b \) are normally selected such that the average chromosome receives one offspring copy on average, and the best receives the specified number of copies (usually two). Linear scaling adjusts the fitness values of all chromosomes in such a way that the best chromosome gets a fixed number of expected offspring and thus prevents it from reproducing too many offspring. This method may give negative fitness values that are usually taken as zero.

Sigma Truncation  For Sigma truncation [49],

\[ F'_k = F_k - (\bar{F} - c \times \sigma) \]

where \( c \) is a small user-defined integer called the sigma scaling factor, \( \sigma \) is the standard deviation of the fitness of the population, and \( \bar{F} \) is the average raw fitness value. Negative scaled fitnesses \( F'_k \) are set to zero.

This scales the fitness such that, if the raw fitness is \( \pm k \) standard deviations from the population average, the fitness is

\[ F'_k = (c \pm k)\sigma. \]

This means that any individual worse than \( c \) standard deviations from the population mean \((k = c)\) is not selected at all. The usual value of \( c \) reported in the literature is between 1 and 5.

Boltzmann Selection  Boltzmann selection [79] is a nonlinear scaling method for proportionate selection, using the following scaling function:

\[ F'_k = e^{F_k/T} \]

where \( T \) is a user-defined control parameter. The selection pressure can be adjusted by assigning \( T \) high or low.
Appendix C

Tournament Selection

Like fitness proportionate selection, tournament selection is a stochastic selection scheme. In binary tournament selection [51], two individuals are taken at random, and the better individual is selected from the two. If binary tournament selection is being done without replacement, then the two individuals are set aside for the next selection operation, and they are not replaced into the population. Since two individuals are removed from the population for every individual selected, and the population size remains constant from one generation to the next, the original population is restored after the new population is half-filled. Therefore, the best individual will be selected twice, and the worst individual will not be selected at all. The number of copies selected of any other individual cannot be predicted except that it is either zero, one or two. In binary tournament selection with replacement, the two individuals are immediately replaced into the population for the next selection operation.

Binary tournament selection was generalized to tournament selection which works by taking a random uniform sample of a certain size $q > 1$ from the population, selecting the best of these $q$ individuals to survive for the next generation. This method has gained increasing popularity because it is easy to implement, computationally efficient, and allows for fine-tuning of selection pressure by increasing or decreasing the tournament size $q$. 
Appendix D

Crossover

D.1 Binary Crossover

The "traditional" GA uses 1-point crossover, where the two mating chromosomes (binary strings) are each cut once at corresponding points, and the sections after the cuts exchanged. The two offspring each inherit some genes from each parent. See Figure D.1 for detail.

Many different binary crossover schemes have been devised, often involving more than one cut point. In 2-point crossover (and multiple-point crossover in general), chromosomes are regarded as loops formed by joining the ends together. To exchange a segment from one loop with that from another loop requires the selection of two cut points, as shown in Figure D.2. Obviously, 1-point crossover can be viewed as 2-point crossover with one of the cut points fixed at the start of the string, and it’s fair to say that 2-point crossover is more general than 1-point crossover although they both perform the same task (exchanging single segment of two parents). Researchers now agree that 2-point crossover is generally better than 1-point crossover. The effectiveness of

<table>
<thead>
<tr>
<th>Crossing</th>
<th>Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parent 1</td>
<td>101101001</td>
</tr>
<tr>
<td>Parent 2</td>
<td>011010110</td>
</tr>
<tr>
<td>Offspring 1</td>
<td>101110110</td>
</tr>
<tr>
<td>Offspring 2</td>
<td>011001001</td>
</tr>
</tbody>
</table>

Figure D.1: One-point binary crossover
Chromosome: $11011001010011010$

![Diagram of a two-point binary crossover with crossing points labeled as follows:
- Crossing Point 1
- Crossing Point 2](image)

Figure D.2: Two-point binary crossover

Multiple-point crossover was investigated in [27], and it was concluded that 2-point crossover gives
the best performance, but that adding more crossover points reduces the performance of the GA.
The problem with adding additional crossover points is that building blocks are more likely to be
disrupted. However, an advantage of having more crossover points is that the solution space may be
searched more thoroughly.

Uniform crossover is another binary crossover scheme which is radically different from 1-point
crossover. In uniform crossover, after a pair of parents are selected, a crossover mask, which is also
a binary string with the same length as the chromosomes, is randomly generated. An offspring is
created by assigning each gene in the offspring by copying the corresponding gene from one or the
other parent, chosen according to the crossover mask. Where there is a 1 in the crossover mask, the
gene is copied from the first parent, and where there is a 0 in the mask, the gene is copied from the
second parent, as shown in Figure D.3. The process is repeated to produce the second offspring.
The offspring therefore contain a mixture of genes from each parent, and the number of effective
crossing points is not fixed, but will average $L/2$ where $L$ is the chromosome length.

A comparison of different binary crossover operators, including 1-point, 2-point, multi-point
and uniform crossover, was undertaken in [32], both theoretically and empirically. It was found that
none of them is the consistent winner, and there was not more than 20% difference in speed among
the techniques.
D.2 Real Crossover

In real encoding implementations, each chromosome is encoded as a vector of real numbers with the same length as the solution vector. In recent years, several crossover schemes have been proposed for real number encoding, and most of them belong to the following two categories: conventional crossovers (including simple and random), and arithmetic crossovers.

The conventional crossovers are made by extending the canonical crossover operators for binary representation into the real coding case. The arithmetic crossovers are constructed by borrowing the concept of linear combination of vectors from the area of convex sets theory. These crossover operators are described in detail below.

D.2.1 Conventional Crossovers

Conventional crossovers include simple crossovers and random crossovers. Random crossovers have been introduced in section 2.6. Simple crossovers [110, 111] include 1-point, 2-point, multi-point and uniform crossover. These crossover operators are analogous to those of the binary implementation, except that each gene is now a real number rather than a binary bit (0 or 1).

D.2.2 Arithmetic Crossovers

Let $x_1$ and $x_2$ be two parent chromosomes (real vectors). Arithmetic crossovers are defined as the combination of two vectors as follows:

$$x'_1 = \lambda_1 x_1 + \lambda_2 x_2$$
\[ x'_2 = \lambda_1 x_2 + \lambda_2 x_1 \]

By restricting the coefficients \( \lambda_1 \) and \( \lambda_2 \) in different ways, the equations above produce three different kinds of arithmetic crossover [45, 119, 79]:

- **linear crossover**: \( \lambda_1, \lambda_2 \) are real
- **affine crossover**: \( \lambda_1 + \lambda_2 = 1 \)
- **convex crossover**: \( \lambda_1 + \lambda_2 = 1, \lambda_1 > 0, \lambda_2 > 0 \)

The names *linear*, *affine* and *convex* are borrowed from convex set theory, in which a combination of two vectors, \( x_1 \) and \( x_2 \), is called linear, affine, or convex when \( \lambda_1 \) and \( \lambda_2 \) are restricted to be real, \( \lambda_1 + \lambda_2 = 1 \), or \( \lambda_1 + \lambda_2 = 1, \lambda_1 > 0, \lambda_2 > 0 \). The convex crossover appears to be the most commonly used. When the restriction that \( \lambda_1 = \lambda_2 = 0.5 \) is applied, the special case of the averaging crossover is produced [26].

A geometric explanation of arithmetic operators for a two-dimensional case is shown in Figure D.4. \( x_1 \) and \( x_2 \) are two parent vectors. The offspring generated with convex crossover constitute the so-called convex hull. Similarly, the offspring generated with affine crossover constitute the affine hull and the offspring generated with linear crossover constitute the linear hull. In the two-dimensional case (Figure D.4), the solid line connecting the two parents is the convex hull, and the solid and dashed lines are the affine hull and the linear hull is the whole space.
Appendix E

Schema Theorem

Most research into GAs has so far concentrated on finding empirical rules for getting them to perform well. Exactly why Genetic Algorithms work is a subject of some controversy, with much more work being required before all questions can be finally answered. Nevertheless, several hypotheses have been put forward which can partially explain the success of GAs. This can be used to help us implement good GA applications.

Holland’s schema theorem [53] was the first rigorous explanation of how GAs work, and it formed the basis of most theoretical work on the topic. The schema theorem explains the power of the GA in terms of how schemata are processed.

E.1 Schema

A schema (plural schemata) is a fixed template describing a subset of strings with similarities at certain defined positions. Thus, strings which contain the same schema contain, to some degree, similar information. Here only binary alphabets will be considered, allowing templates to be represented by the ternary alphabet \{0, 1, #\}. The meta-symbol # is called the “don’t care” element, and within any string the presence of the meta-symbol # at a position implies that either a 0 or a 1 could be present at that position. A particular chromosome is said to be an instance of a particular schema, or contain a particular schema if it matches that schema, with the # symbol matching anything. So for example, 101010 and 010010 are both instances of the schema 1##010. Conversely, two examples of schemata that are contained within 101010 are 1010#0 and 1#10##. A schema is a partial solution and represents a set of possible fully specified solutions. A schema with \(m\) specified elements and \((n - m)\) #s can be considered to be an \((n - m)\) dimensional hyperplane in the solution space. All points on that hyperplane are instances of the schema.
In a typical binary-coded GA, where the chromosomes are binary strings, each string in the population is an instance of $2^L$ schemata (or say each string contains $2^L$ schemata), where $L$ is the length of each individual string. Therefore, a population of $N$ chromosomes could contain between $2^L$ and $N2^L$ possible schemata, since there may be duplications. The total number of different schemata contained in all possible strings is $3^L$, since each gene in a schema may be 0, 1, or #. In general, for an alphabet of cardinality (or distinct characters) $k$, there are $(k + 1)^L$ schemata. For a population of $N$ chromosomes, there could be between $k^L$ and $Nk^L$ possible schemata. Thus, although there are only $N$ chromosomes in the population, a much greater number of schemata are processed in parallel, and this property is called *implicit parallelism* [53].

A schema represents a region of the search space and the area of the search space represented by a schema and the location of this area depend on the number and location of the meta-symbols within the schema. The regions of the search space represented by schemata such as 1### are much larger than schemata such as 1110#. Schemata are typically classified by their *defining length* and their *order*. The order $o$ of a schema $S$ is the number of positions within the schema that are not defined by a meta-symbol, i.e.,

$$o(S) = L - m$$

where $m$ is the number of meta-symbols and $L$ is the schema length. In other words, the order is the number of fixed positions within the schema:

$$S = \#1\#0\#; \quad o(S) = 2$$

The defining length $d$ specifies the distance between the first and last non meta-symbol characters within the schema:

$$S = \#1\#0\#; \quad d(S) = 4 - 2 = 2$$

In general, low order schemata cover large regions of space and high order schemata cover much smaller regions, which is illustrated in Figure E.1. In Figure E.1, binary strings with 4 bits are used to represent integers in the range [0, 15]. Low order schema 1### covers half of the space ([8, 15]), and high order schema 01#0 covers a much smaller region (it actually represents only integers 4 and 6).
E.2 Schema Processing

When genetic operators, such as selection, crossover and mutation, are applied to the population, the chromosomes are modified and the distribution of the schemata is changed accordingly. For any particular chromosome (string) within a GA, it can get fragmented by crossover, attacked by mutation or simply thrown away by the selection operator. Because the selection mechanism favors chromosomes with high fitness, fitter parents, which are expected to contain some good schemata, will produce more offspring. Therefore, the number of instances of good schemata tends to increase, and the number of instances of bad schemata tends to decrease. The change of the number of instances of a particular schema during a GA run can be roughly estimated and this estimation throws light on how GAs work.

The combined effect of selection, crossover, and mutation gives the so-called reproductive schema growth equation:

For a particular schema $S$, if $\Phi(S, g) > 0$ is the number of instances of $S$ within the population
at generation $g$,

$$\Phi(S, g + 1) \geq \frac{f(S, g)}{\bar{f}(g)} \Phi(S, g)(1 - P_c \frac{d(S)}{L - 1} - o(S)P_m)$$

where $f(S, g)$ is the average fitness of all instances of $S$ at generation $g$, and $\bar{f}(g)$ is the average fitness of generation $g$. $P_c$ and $P_m$ are the crossover probability and mutation probability, and $d(S)$ and $o(S)$ are the defining length and order of $S$. The equation above indicates the expected number of strings matching a schema $S$ in the next generation as a function of the actual number of strings matching the schema in the current generation, the relative fitness of the schema, and its defining length and order.

The final result of the growth equation can be stated as follows:

**Schema Theorem**: Short (defining length), low-order, above-average schemata receive exponentially increasing trials in subsequent generations of a Genetic Algorithm.

The short, low-order, above-average schemata are termed *building blocks* by Goldberg [49]. An immediate result of the schema theorem is that GAs explore the search space by building blocks which, subsequently, are combined into larger blocks through crossover. The *building block hypothesis* states that GAs attempt to find highly fit solutions to the problem under consideration by the juxtaposition of these building blocks:

**Building Block Hypothesis**: A Genetic Algorithm seeks near-optimal performance through the juxtaposition of short, low-order, high-performance schemata, called the building blocks.
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