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1l

Bez koncu §iré mofte je, jde vina za vlnou,
hrob jedné vlny druhé je zelenou kolébkou.

Kdo prvni vlnu vytvoril, ten stvoril také posledni...

A borderless vast ocean, wave by wave,
the death of one is a green cradle for the next.

He, who created the first wave, also created the last one...

Balada o Namotnikovi, Jiti Wolker (1900-1924).
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To my mother.
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Abstract

This thesis develops and applies the reciprocity method to assess the seismic site and
path effects at a chosen location of interest. To do this, we show that the reciprocity
theorem is valid for this application, and develop a technique to represent velocity
models of sedimentary basins. Using these tools we test the accuracy of synthetic
seismograms computed for southern California. Finally, we apply the reciprocity
technique to evaluate the site and path effects for three selected sites in southern
California.

The first chapter describes the reciprocity method for simulating seismograms due
to multiple earthquake sources at a site of interest. It shows a theoretical proof of
the method and discusses the practical implementation and accuracy for the finite
difference technique. The numerical tests show that the reciprocal simulations can
be performed with the same level of accuracy as the forward calculations.

The second chapter develops a new methodology to represent models of sedimen-
tary basins with extremely low near surface velocities by replacing these velocities
with equivalent medium parameters for a finite frequency signal. The new model
has a higher minimum velocity, which makes the numerical simulations feasible, and
minimizes the difference between the seismograms from the original and new model.

The third chapter validates the velocity model by comparing synthetics and data.
It applies the reciprocity method and compares the full waveform synthetic seismo-
grams with a large number of weak motion data. The discrepancies between the
predicted waveforms and the data are interpreted by analyzing the attributes of seis-
mograms to find regions of the model that are in error.

Finally the reciprocity technique is applied to calculate site and path effects in the
Los Angeles area for three selected sites by simulating 75 source scenarios on 5 major
southern California faults. The largest amplitudes at the selected sites are obtained

from earthquakes on local faults rather than an earthquake on the San Andreas fault.
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Chapter 1 Introduction

Earthquakes can not be predicted, but we can reduce their negative effects on society
by better understanding the way they cause damage. It is clear that most earthquake
damage consists of the collapse of man-made structures. Therefore, by designing
structures that can better withstand earthquake shaking, we can significantly reduce
the negative effects of earthquakes on society. The design of structures can be adjusted
if we know what kind of ground motions the structures should withstand. Therefore,
we have developed a practical method to assess the ground motion due to a large
number of earthquakes at a particular site.

Ever since Galileo Galilei endeavored to determine the resistance of a beam, one
end of which is built into a wall, when the tendency to break it arises from its own or
an applied weight (Love’s historical introduction |[Love, 1892]), naturalists became in-
terested in formulation of a theory to explain the displacement of a solid body which is
subject to the action of a system of forces. It was the discovery of the proportionality
of stress and strain by Robert Hooke in 1660 [Hooke, 1678] that enabled the formu-
lation of the mathematical foundations of elastic theory which became immensely
successful, not only in the analysis of Galileo’s problem, but many other natural phe-
nomena, including earthquakes. Further advances of Bernoulli, Euler, and Young, to
name a few, in elastic theory finally led Navier [Navier, 1827] to formulate the general
equations of equilibrium and vibration of elastic solids. Part of his equations became
the core of the numerical code used in this thesis.

This thesis exploits the Betti’s reciprocal theorem simultaneously discovered by
Betti [1871-73] and Rayleigh [1873]. The theorem is widely used in various parts of
mathematical physics and, as shown in Chapter 2, it is also suitable for numerical
evaluation of multiple earthquake responses. Since the discovery of Hooke’s law,
naturalists seek the best fitting constants of proportionality between stress and strain

(parameters of the medium) in order to understand the observations. The Earth’s
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interior can be studied only from its surface (and above the surface) making the
Earth sciences even more sensitive to the parameterization of the shallow regions of
the Earth. Lord Rayleigh’s discovery |Rayleigh, 1885] of surface waves made it evident
that the influence of the free surface dominates the character of the observed motions
due to an earthquake, the most powerful tool to study the Earth’s interiors. Professor
Horace Lamb [Lamb, 1904] in his first ever analysis of the complete propagation of the
vibrations over the surface of an isotropic elastic halfspace notes: ”It is a more difficult
matter [curvature of the Earth vs. halfspace| to estimate the nature and extent of the
modifications produced by heterogeneity... even considerable discontinuities would
have little influence if their scale were small compared with the wavelength of the
primitive impulse. A covering of loose material over the solid rock probably causes
only local, though highly irregular modifications, with some dissipation of energy.”
Chapter 3 of this thesis analyzes conditions under which covering loose material (e.g.
sediments) over a rock causes either local or propagation modification to the observed
seismograms. Furthermore, the chapter shows how to find the parameters of the
medium representing the near surface low velocity (loose rock) for modeling of the
seismic waves of a limited frequency range. To do meaningful seismic modeling, we
must show that the synthetic seismograms reproduce the previously observed data.
Therefore a large number of weak motion observed seismograms is compared with the
synthetics in Chapter 4. Chapter 5 applies the reciprocity to evaluate site and path

effects using synthetic seismograms.

The present day knowledge of the subsurface structure does not allow us to suc-
cessfully reproduce the observed ground motion data in our numerical simulations for
short and intermediate periods (periods shorter than 3-5 seconds). This is especially
true for regions with strong heterogeneities such as the sedimentary basins of southern
California. Therefore, we focus our study on the long period seismic hazard which is
mostly important for large structures, such as tall buildings, bridges, etc.

It was Chris Chapman ( Chapman and Coates [1991]) who noted that full waveform

synthetic seismograms can be as difficult to interpret as real data (hopefully not

more). Therefore, now that we have better numerical techniques to evaluate waveform



3

synthetic seismograms at our disposal; can we use them in a clever way? Chapters 4

and 5 of this thesis offer two applications for realistic numerical modeling.






Chapter 2 A reciprocity method for

multiple source simulations

”In a space occupied by air, let A and B be two sources of disturbance. The vibration
excited at A will have at B the same relative amplitude and phase as if the places
were exchanged. ... ; but we are now in a position to assert that the reciprocity will
not be interfered with, whatever number of strings, membranes, forks, &c. may be
present, even though they are subject to damping.”

Rayleigh [1873]

2.1 Abstract

Reciprocity is applied to the situation where numerical simulations are needed for
a number of source locations, but relatively a few receiver positions. By invoking
source-receiver reciprocity, the number of simulations can be generally reduced to
three times the number of receiver positions. The procedure is illustrated for a het-
erogeneous medium with both single force and double-couple sources. The numerical
tests using a finite-difference implementation show that the reciprocal simulations can

be performed with the same level of accuracy as the forward calculations.



2.2 Introduction

Simulations of waves in complex 3D media have shown that wave propagation in
basin-like structures can cause significant variations in amplitudes, traveltimes, and
coda of the strong ground motion [Graves, 1995; Olsen et al., 1997; Wald and Graves,
1998]. The usual procedure is to evolve the wavefield outward from the source location
to a suite of observation points, which means that one complete simulation needs to
be done for each source location. For many problems such as comparing seismograms
recorded for many earthquakes at a particular site, this straightforward approach can
be computationally expensive. The same situation is true for iteratively calculating

the source response for inverse problems.

However, with the use of three orthogonal point forces at the receiver locations
and the reciprocity theorem, the number of numerical calculations can be reduced
to 3 times the number of the receivers. Here we show a technique for calculating
the Green’s functions and their derivatives for the full elasto-dynamic equation that

exploits reciprocity to reduce the number of simulations.

The property of source-receiver reciprocity has been known for a long time for
the elasto-dynamic equations of motion and has been widely used in exploration
seismology. Claerbout [1976] for example shows that reciprocity is a fundamental
property of the elasto-dynamic equation. Reciprocity of the ray theoretical reflec-
tion/transmission in anisotropic medium was finally resolved by Chapman [1994] and
a general proof for arbitrary media is given by Cerveny [2001]. de Hoop and de Hoop
[2000] gave an extensive overview of the application of reciprocity in remote sensing
including a generalized theory for source inversion. There are several applications of
the reciprocity theorem to the full waveform modeling in seismology. Bouchon [1976]
used reciprocity to develop a technique for computation of synthetic seismograms due
to sources in a strongly heterogeneous media. Our paper extends the work of Graves
and Clayton [1992] who used reciprocity for acoustic modeling of path effects in 3-D
basin structures. Recently Graves and Wald [2001] applied elastic reciprocity to the

finite fault inversion.
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In this paper we shall first give a detailed proof of the reciprocity theorem with
sources on the boundary of domain of interest (section 2.3). Then we shall discus a nu-
merical implementation of the reciprocity for a finite-difference method (section 2.4).
The finite-difference method is particularly suitable for application of the reciprocity
method since the whole 3-D volume is calculated for each run; thus an arbitrary num-
ber of sources can be simulated in the 3-D volume. Finally we shall numerically test

the accuracy of the reciprocity method on several simple models (section 2.5).

2.3 The reciprocity theorem

The reciprocity theorem is proven in Aki and Richards [1980] (page 28) for an elastic
anisotropic continuous medium. Dahlen and Tromp [1998| (page 230) generalized
their proof for an anelastic, piece-wise continuous body. Here we discuss in detail the
boundary conditions of the reciprocity theorem as needed for the reciprocity method.
We extend the proof of Dahlen and Tromp [1998] for source and receiver positions on
the boundary of an area of interest. The basic statement of reciprocity is contained in
Betti’s theorem. Dahlen and Tromp [1998] (page 160) show Betti’s reciprocal relation
for a piece-wise continuous anelastic body with total volume V bounded by a surface

Y (equation 5.64 of Dahlen and Tromp [1998|):

/ / si(Z, @5t — ) fi(Z, o'y —t, ¢ OV dt
—oc0 JV
+/ /si(:z‘,f’;t—t/)ﬁ(f,g?;—t,t’)dZdt
—o0 JOV
/ /§i(a?,:z”;—t+t’)fi(:z’,a?;t,t’)8th
—oc0 JV

+ / / 5(Z, @5 —t + (&, 5 t, ) dSdt.
—oo J OV

(2.1)
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Here s;(Z, 2'; t—t') is the i-th component of the displacement vector which is a solution
of the elasto-dynamic equations

0? B
p(f)@si(f’ f/;t — t/) :fi(f, Tt — tl, 0)

a ¢ ) a ., (22)
+3—xk / Citim (T, 1 — T)%sl(x,x st —7,0)dT |,

—00

with a traction condition on the surface of volume V (9V)

tl
- - 0
ti(Z, 2t —t',0) = g;(Z, 25t — t',0) + nj/ Cijr (Tt — T)a—sk(f, 7t —7,0)dr,
oo Iy

(2.3)

where 77 is a normal to the boundary of the volume V, ¢;;(Z) is a tensor of elastic
parameters and p(Z) is density characterizing a medium. The vector f represents the
body forces inside the volume V', and the g represents the traction on the surface of
the volume V. The barred variables satisfy the analogous condition
— % = (= = / (= /
p(x)@si(x, y—t+t") =f;(Z,2'; —t +t',0)
8 t L, a L (24)
+— Cittm (T, 8 — T7)=—35/(Z, Z; —t + T7)dT | |
6a:k

oo 0Tm

with the analogous traction condition on OV

tl

- - 0
(7,2 —t +t',0) = g;(Z,2"; —t + t',0) + n, / i (%t — T)a_sf’“@’ 7 —t + 71)dr.
oo 4h

(2.5)

To derive Betti’s theorem (2.1) both barred and unbarred equations must satisfy
continuity of the normal stresses at the discontinuities of ¢;jx(x) and p(z) and the
forces ]? and ]%have to be such that their contributions from time ¢ = co and t = —o0
vanish. For an unbounded medium or a partially unbounded medium (such as a
layered halfspace), the boundary conditions (2.3) and (2.5) are satisfied over the
unbounded part of the medium as the left-hand side of both conditions (2.3) and
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(2.5) vanish (either the source at infinity does not exist or, if it does, it takes an
infinite time to receive any information about its existence), and so does the right-
hand side of (2.3) and (2.5) as the vector of displacement must be zero at infinity.
Therefore, the traction conditions (2.3) and (2.5) act only on the boundaries at finite

distance.

Now we shall make a special choice of the source and receiver for the barred and
unbarred variables and derive the reciprocity of the source and receiver position. By

taking £ to be zero at the oV, and J%impulsive

—

F@ 2t t) = &d(x — B)o(t' +1t), (& a5t,t) =0,

ort impulsive at the OV, and f zero everywhere in V

=3

F@ait,t) =0, L& o, tt)=eo@ — D)ot +1),

where €; is a unit vector in a direction of j-th axis, and body force ]? and traction
t are oriented along the vector €j. The i-th component of the displacement vector
§ becomes by definition the i-th component of the Green’s function due to the force

acting along the €; vector:

Gz, 2 —t+t') = 5,(2, 2, —t + ).

Hence, equation (2.1) reduces to

-

sj(f,:e”;t—t’):/ /Gji(f,f’;—t+t’)fi(f,:c/;t+t’,0)ant

el (2.6)

+/ /Gji(f,f’;—t+t’)ti(f,£;t—t’,o)dzdt.
—o0 JOV

And further by setting ¢ to be zero at the dV, and f impulsive

- -

f(Z 2, t,¢)=ed(F—2)o(t—t), H&E,tt)=0,
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or ¢ impulsive at the 0V, and f zero everywhere in V

— — —

fl@ o t,t)=0, H& o tt)=¢&d@—a)ot—t),

and analogously the j-th component of the displacement vector s; becomes by defini-
tion the j-th component of the Green’s function due to the force acting along the €;
vector:

Gij(f,f,;t — tl) = Sj(f,f/;t— t/).

We obtain from (2.6) the reciprocal relation:
Gy(Z, 2/t —t') = Gj(a, 2, t —t'). (2.7)

This proof of reciprocity is valid anywhere in the volume V or on its boundaries
OV. Equation (2.7) allows the source and receiver points to be interchanged and
identical seismograms will be recorded if the sources or receivers are situated inside
the volume V' or on its boundary 6V. The proof is valid for a solution of elasto-
dynamic equation (2.2, 2.4) with linearized attenuation represented by a stress-strain

relationship o;;(Z,t) = ffoo Ciji(Z,t — T)ew (2, 7)dT.

Equation (2.7) can be directly applied for evaluating the elastic fields from a single
force point source by placing three single force sources at the receiver site (Z) and
calculating response at the source area (f’ ). However, elastic fields due to a double-
couple (or a single-couple, or an explosive) point source require evaluation of the
derivatives of the Green’s functions:

- dGy (2, o't — ')
ui(l',I/,t—tl) = ’ dI;c

* Mjk(Il, tl)

where * represents convolution over time. This equation can be evaluated by taking

a numerical derivative of the reciprocal Green’s functions of equation (2.7):

. dGi(«, 2t — t')
u (2,2t — 1) = —L
7 Y 3 dm;{;

* M (2, 1) (2.8)



11
Equations (2.7) and (2.8) allow us to evaluate a response due an arbitrary point

source (double-couple, single-couple, explosive, or single force) without using body

force equivalent forces (Burridge and Knopoff [1964], Graves [1996]).

2.4 Numerical implementation for the finite-difference

method

For the problem of wave simulation in a complex three-dimensionally heterogeneous
medium, we propose to calculate reciprocal Green’s functions by interchanging the
source and receiver positions. This is done by a standard finite-difference algorithm
with a source placed at the receiver position. The results are then post-processed to
generate the seismograms that would have been obtained if the source and receiver
had not been interchanged. The efficiency of the reciprocal method comes with the
fact that for each reciprocal simulation, a number of pseudo-receivers can be recorded.
When the post-processing reverses the source-receiver relationship, this translates to

synthetic seismograms due to many sources recorded at the same receiver.

The finite-difference technique we used is a velocity-stress equation solved by a
staggered grid scheme | Virieuz, 1984; Graves, 1996]. For the receivers not situated
on the free surface, no special treatment is necessary for the reciprocal calculations.
However, if the receiver is situated directly on the free surface, a more careful im-
plementation of the three orthogonal point forces is necessary. We empirically found
that the reciprocity is best satisfied by horizontal body forces implemented right at
the free surface boundary and a vertical force half a grid point below the free surface.
This fits better than averaging over the two staggered vertical components above and
below the surface. Equation (2.8) can be evaluated as a recorded response to the three
orthogonal point forces sources at the receiver site. This is a simple implementation
in the finite-difference calculation since the response for the whole model for each time
step is evaluated. To get C_Jij,k we can use the first-order numerical spatial derivatives

of the displacement centered at the source locations. Either the numerical derivatives
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or the corresponding (_}ij itself can be saved at each pseudo-source point. One ad-
vantage of saving the G’ij comes if the source position is not known precisely and we
would like to perturb its location. To save storage space we may store only certain
combinations of the Gij,k. For example, if we are interested in the explosive sources,
we only need to store Gﬂ,l, Gig,g, Gi373, or if we are interested in pure double-couple
sources, we only need Gil,l, Gi2,27 Gil,Q + GiQ,la Gi1,3 + Gi3,1, C71‘2,3 + GiS,Q-

One issue that arises in the practical application of the reciprocity method is that
the boundary conditions are not completely reciprocal for finite-difference modeling.
The most common boundary conditions used in finite-difference modeling are the
free surface and absorbing boundaries. The free surface boundary condition satisfies
in theory the condition of the reciprocity relation (2.7); however, different finite-
difference formulations of the free surface boundary suffer various degrees of inac-
curacy (Zahradnik et al. [1993] or Graves [1996]). Discrepancies between direct and
reciprocal seismograms can be used as a criterion for the accuracy of the free sur-
face boundary condition as has been suggested by Dellinger [1997]. An absorbing
boundary satisfies reciprocity, to the extent that it mimics perfectly the unbounded
homogeneous space. Imperfections in the numerical implementation of the different
versions of absorbing boundaries do not in general satisfy the reciprocity. In the
examples we show, we generally try to avoid any contamination of our seismograms

with reflections from absorbing boundaries.

2.5 The numerical test

The reciprocal method can be tested by showing that identical seismograms can be
obtained comparing standard forward calculations with reciprocal ones. We apply
this test to synthetic seismograms computed for the three cases: an unbounded ho-
mogeneous medium, a case with a 1-D variation of the medium parameters and a free
surface, and a case with a 3-D variation of the medium parameters. In each case,
the results are computed with a spatially fourth-order staggered-grid finite-difference

scheme and second-order time derivatives. The finite-difference parameters are cho-
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sen to provide a reasonable level of modeling accuracy without prohibitive cost. The
absorbing boundary conditions are the Al of Clayton and Engquist [1977] and an

additional attenuating zone to minimize the artificial reflections.

Homogeneous Unbounded Medium.

Figure 2.1 shows all nine components of the direct and reciprocal Green’s func-
tions G,j(x,2',t — t',0) for a homogeneous unbounded medium computed with the
staggered-grid finite-difference technique. The finite-difference results are accurate
only for periods longer than 3 seconds however, we present unfiltered seismograms
to demonstrate the reciprocity of not only the direct signal but also of the numerical
noise generated by the FD method. We can see the reciprocal pairs match within the
thickness of the line. The solutions start to diverge slightly for time around 13-18
seconds which corresponds to the artificially reflected waves from boundaries. The
non-reciprocal mismatch increases with proximity to the absorbing boundary (as the
waves hit boundary under more non-normal incidence) and are caused by both P-

and S-wave reflected from the boundary.

Free Surface and 1-D Heterogeneous Medium.

Figure 2.2 shows three components of the direct and reciprocal seismograms
recorded in the vicinity of the free surface from a source at the free surface. The 1-D
model and the source mechanism are described in the figure caption. The 1-D struc-
ture traps energy in the upper layer of the model. Small discrepancies between the
direct and reciprocal solution appear with the first arriving energy when the synthetic
seismograms are computed with coarse sampling (5 points per wavelength). These
discrepancies are caused by inaccuracies in the implementation of the free surface
boundary conditions which cause it not exactly satisfy the continuity of the normal
traction. The discrepancy diminishes as more accurate results are compared (right
column with 10 points per S-wave wavelength in the top layer). Also note the slightly
smaller amplitude computed with the finer grid - the more accurate computation

evaluates more precisely the surface wave (which has a shorter wavelength than the
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Figure 2.1: Nine pairs of Green’s functions G;;(z,z’,¢,t'): locl (solid line) represents
source at (0.0 km,0.0 km,0.0 km) and receiver at (3.0 km,3.0 km,3.0 km), loc2 (dashed
line) represents source at (3.0 km,3.0 km,3.0 km) and receiver at (0.0 km,0.0 km,0.0
km). The first three letters denote the source type: sfx is single force into x direction,
sty is single force into y direction, and sfz is single force into z direction. The last
letter denotes the component at the receiver. The unbounded homogeneous medium
was chosen with a = 2.0 km/sec, = 1.0 km/sec, and p = 2.6 g/ccm. Absorbing
boundaries were placed at 12.0 km from the origin (0.0 km,0.0 km,0.0 km).
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Figure 2.2: Three pairs of components of the acceleration (in mm/sec?) due to a
double-couple source at (0.0 km,0.0 km,3.6 km) recorded at a receiver (3.0 km,3.0
km,0.0 km). The seismograms correspond to an earthquake of magnitude 1.0 with dip
slip (strike 0°, rake 90° and dip 90°), x-axis is positive to the North, y-axis is positive
to the Fast and z-axis is positive down. Solid line represents direct computation, and
dashed line represents reciprocal computation. Left column was computed with 5 grid
points per wavelength, and the right column of seismograms was computed with 7.5
points per wavelength. Seismograms computed for 1-D heterogeneous medium with
parameters: a = 2.0 km/sec, § = 1.0 km/sec p = 2.0 g/ccm from surface to 3.0 km
depth, a = 4.0 km/sec, § = 2.0 km/sec p = 2.3 g/ccm from 3.0 km to 6.6 km depth,
a = 6.0 km/sec, § = 4.0 km/sec p = 2.7 g/ccm for depths bellow 6.6 km.
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direct shear wave and therefore was computed with even fewer points per wavelength).
This phenomenon illustrates that the error due to the numerical implementation of
the reciprocity (single force source at the free surface and numerical derivatives of the
Green’s functions) is smaller than the error due to the finite-difference computation
(i.e., accuracy of the scheme, free surface boundary condition accuracy, and absorbing

boundaries).

Laterally Heterogeneous Medium.

Figure 2.3 shows three pairs of components of a reciprocal and direct computation
in a strongly heterogeneous medium. The 3-D model and the source mechanism are
described in the figure caption. We have simulated the response due to a small
earthquake in a strongly heterogeneous medium. There are many arrivals caused by
diffracted energy trapped in the sedimentary basin. Overall, we can see the fit is very
good and the direct calculation may be replaced with the reciprocal simulation. The
discrepancy on the East component around 10s is caused by an artificial reflection
from a model boundary which was close to the deep source used in the model. Note

the largest discrepancies are on the smallest component.

Sampling of the Green’s functions in Heterogeneous Medium.

Finally we would like to test the most efficient way of storing the derivatives
of the Green’s functions G;; used for more complex sources suitable for iterative
implementation of equation (2.8). We wanted to test if Green’s functions G;; can be
stored instead of derivatives of the Green’s function C_?l-jyk. This way we hoped to be
able to store Green’s functions G;; on a coarse grid and reevaluate the derivatives of
Green’s functions (_}’ij,k in the post-processing where needed. However, we show that

the accuracy of such an approach is not satisfactory.

Figure 2.4 shows three components of the two approximations of the seismograms
due to single-couple source. The two approximations differ in the accuracy of eval-
uation of the Gy x(z,t;€,7) of equation 2.8. The solid line represents the numerical

derivative of the second order over the smallest possible grid step (1/5 of the shortest
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Figure 2.3: Three pairs of components of acceleration (in microns per second squared)
due to a double-couple source in laterally heterogeneous velocity model of southern
California SCEC version 1 (Magistrale et al. [1996]). The event simulates an after-
shock of the Northridge earthquake (34.24°N, 118.47°W and depth z=15.1 km) as
recorded at the Pasadena station (34.14°N, 118.17°W). The mechanism for a point
source double-couple of the aftershock is strike 109°, dip 63°, and rake 82° with mag-
nitude 4.0 (coordinate system as in of Figure 2.2). The velocity model includes strong
lateral variations of both P and S-wave velocities as well as densities due to the pres-
ence of the deep basins (Los Angeles and San Fernando in this case). The solid line
represents the direct solution; and the dashed line is a reciprocal seismogram recorded
at the free surface.
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Figure 2.4: Three pairs of components of the acceleration due to a single-couple
source at (0.0 km,0.0 km,2.6 km) recorded at receiver (3.0 km,3.0 km,0.0 km). Only
component M, of the single-couple was excited. Solid line - reciprocal computation
from numerical derivatives of the Green’s functions with spacing 0.6 km, dashed line
- reciprocal computation from numerical derivatives of the Green’s functions with
spacing 1.8 km. Seismograms recorded in 1-D heterogeneous medium parameters as
that of Figure 2.2.
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wavelength of S-wave), the same as used in the finite-difference run. The dashed
line was calculated from the second-order numerical derivative over the three grid
steps (1.8 km). We can see that the dashed line does not match the more accurate
calculation both in amplitude (all components) and in phase. We have tested only
the second-order derivative of the Green’s function as we compare with a direct so-
lution evaluated with the second order approximation of the moment tensor (Graves
[1996]). Therefore, we need to directly store the derivatives of the Green functions

Gij . evaluated on a fine grid.
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2.6 Conclusions

The reciprocal method can be used to reduce the number of calculations where seis-
mograms from many sources at a few receivers are desired. The numerical tests show
that the errors due to the numerical implementation of reciprocity method itself are
less than the errors of the finite-difference method. The accuracy of the procedure
is dependent upon calculating the derivatives of the Green’s functions to the same
level of accuracy as the finite-difference itself. The method is suitable for source in-
version and source relocation, where a large number of sources at different locations
and with arbitrary mechanisms can be quickly simulated. Another application is in
determining the anticipated size of strong ground motions at particular site due to

an earthquake at many locations.
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Chapter 3 Equivalent medium
parameters for full waveform numerical
modeling in isotropic media with low

velocities near the free surface

3.1 Abstract

We have developed a methodology to discretize an isotropic velocity model with low
velocities near the free surface for full waveform numerical modeling. The method
modifies the near surface minimum velocity in the original model by replacing parts
of the model with equivalent medium parameters (EMP) for a frequency range of
interest. The discretized model (with EMP) has a higher minimum velocity, and
minimizes the difference between the seismograms evaluated for the original model
and the model with EMP. The method is suitable for studies requiring full waveform
numerical modeling with a limited frequency range (such as a finite-difference full
waveform modeling in a sedimentary basin). The discretized model with EMP is
set to match locally surface-wave velocities evaluated in the original model over the
frequency range of interest. The difference in group velocity calculated for the original
vertical profile and the vertical profile with EMP provides an estimate of the error

due to the modification of the original model.
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3.2 Introduction

Numerical solution of the wave equation has become practical for large heterogeneous
models. The accuracy of the numerical simulations (i.e. the mesh size) is determined
by the slowest velocities in the model, which may span only a small portion of the
model (usually the shallow sediments at or near the surface). The size of the re-
quired numerical simulations increases with a smaller mesh size (the required size of
a model for a three-dimensional finite-difference simulation (Graves [1996)) increases
proportional to the 4% power of one over the mesh size). A simple clamping of the
minimum velocities (known as a velocity cut-off, e.g. [Olsen et al., 1995|, [Olsen and
Archuleta, 1996], [Olsen et al., 1997], [Graves, 1998|, [Wald and Graves, 1998]) can
cause some significant errors, which appear to contaminate the surface waves. The
velocity clamping often eliminates the near surface structure where many multiply
reflected waves interfere constructively to create a significant effect on dispersion of
long period surface waves. While attenuation will generally reduce the effect of the

near surface low velocity structure, it does not eliminate it.

One solution to this problem is to use a variable mesh-size to reduce the number
of calculations while preserving the accuracy (Oprsal and Zahradnik [1999], ?, Ko-
matitsch and Tromp [1999]). However, accurate variable mesh-size algorithms may
substantially increase the algorithm complexity (Oprsal and Zahradnik [1999], 7) or
mesh generating algorithms (Komatitsch and Tromp [1999]). In this study, we propose
a method in which the low velocity regions are modified in a manner that is consis-
tent with the surface wave dispersion, but allows coarser sampling of the medium.
We do not include into our method attenuation or any other anelastic effects of the
low velocity regions; it is beyond the scope of this paper. We address how to sample

models for elastic wave propagation in isotropic media.

The problem of correct discretization and velocity clamping is more significant
than is commonly realized, particularly in the calculation of the multiply reflected
waves inside sedimentary basins. Graves [1997] made a simple attempt to see the

effect of the velocity clamping by comparing synthetic seismograms computed for
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models with different values of the velocity clamping. Our analyses started with
analogous numerical experiments in which we compared seismograms computed for
models with different values of the velocity clamping. In these tests a velocity clamp-
ing to a certain threshold is a replacement of all velocities lower than that threshold
with that threshold. Figure 3.1 shows the effect of velocity clamping on long period
seismic wave propagation. The direct body waves are not significantly affected, but
later arrivals are very sensitive to the value of the velocity clamping. Both the source
and the receiver are situated outside the sedimentary basins. Stations situated inside
the sedimentary basin show even more sensitivity to the value of the velocity clamp-
ing. The horizontal components are most severely affected, especially the transverse
component, dominated by the Love waves.

Therefore we propose to discretize the original model in a way that does not alter
the surface wave velocities. Section 3.3 describes the algorithm for a 1-D medium
and Section 3.4 shows a generalization of this method for a 3-D medium. Section 3.5
shows examples of the method applied to the numerical modeling of seismic waves
in isotropic media. In the following we shall refer to the input model as the original

model and the output modified model will be called the EMP model.

3.3 Equivalent medium parameters for a 1-D ver-

tical profile

In this section we shall show how, for a given frequency range and a 1-D vertical
profile, we can find an EMP vertical profile such that the entire synthetic seismogram
(including surface waves) computed for both vertical profiles will agree as closely as
possible. We shall require two conditions to reduce the cost of numerical modeling:
the minimum velocity in the modified vertical profile must be higher than a certain
a priori selected threshold (v,:,) and the original and modified profiles are isotropic.

An analogous problem was solved by Backus [1962], who shows how to replace thin

isotropic elastic layers with a homogeneous anisotropic layer. This method was gen-
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Figure 3.1: A comparison of synthetic seismograms computed for different values of
the velocity clamping. Three components of displacement (in micrometers) due to
a source in the model of SC3DVM (Version 1, Magistrale et al. [1996]). The event
simulates an aftershock of the Landers earthquake (34.38°N, 118.49°W and depth
at 6.7 km) as recorded at station Pasadena (34.14°N, 118.17°W). The point source
double-couple mechanism of the aftershock is strike 278°, dip 56°, and rake 63° with
magnitude 4.2. The solid line represents the displacement computed for a model
with a minimum velocity clamped to 1.0 km/sec, and the dashed line represents the
displacement computed for a model with a minimum velocity clamped to 0.5 km/sec.
The velocity model includes strong lateral variations of both P and S-wave velocity as
well as density due to the presence of deep basins (Los Angeles and San Fernando in
this case); however, neither source nor receiver are situated in the sedimentary basin.
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eralized by Schoenberg and Muir [1989] for an arbitrary anisotropic elastic medium.
This method is not dependent on the period range of interest (it is derived for infinitely
long period); the modified vertical profile is always anisotropic and its minimum ve-

locity may be lower than the a prior: selected threshold.

3.3.1 Algorithm for a 1-D vertical profile

The original 1-D vertical profile is described by depth dependent P-wave and S-wave
velocities and density. Let us assume there is a maximum depth A for which the
S-wave velocity is lower than the a priori selected threshold. To modify the vertical
profile we evaluate the Love wave group velocities v77 (1) over a range of periods of
interest (77, 73) using the original vertical profile. Then we find the new EMP S-wave
velocity and density profile such that the S-wave velocity of the EMP profile is greater
than or equal to the a priori selected threshold, by minimizing the relative error of the
Love wave group velocities between the EMP and the original vertical profiles. We
set the EMP vertical profile equal to the original vertical profile everywhere except
the top layer of thickness H, where H > h. The EMP vertical profile is then found by
a gradient search for the three parameters of the top homogeneous layer of the EMP

profile: the thickness H, the S-wave velocity vZMF and the density pPM?. To find

the new parameters of the homogeneous layer (h, vEMF and pPMP) we minimize

UgELMP(Ta H7 USEMPa EMP) - UZE(T)

E= I,

3.1
(T1,T%) U;’E (T) ( )

Where the L; norm is applied over the period range of interest, and
(T, Ty)

vaM P(T, H,vPMP  pEMP) i5 the group velocity evaluated for the EMP model.
The P-wave velocity is determined after we set the other parameters of the ho-
mogeneous layer: H, vEMP and pPMP. We do not modify the P-wave velocity of

the original model for depths greater than H. Ideally the P-wave velocity of the
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homogeneous layer should be determined by minimizing;:

wEMP (T EMPY _ yor (T
[ il £ )~ v5alT) : (3.2)
(T1,T») UgR(T)
where vy is the group velocity of Rayleigh waves, and vfM P is the P-wave velocity

of the homogeneous layer in the EMP profile. However for large 3-D velocity models
evaluation of this equation is expensive (as it requires a gradient search). We found

it to be sufficiently accurate to determine the P-wave velocity by using the ratio

1 H

where z is the depth, \(z) and u(z) are uniquely determined from the medium pa-

Az)
M(Z)d ’

rameters of the original vertical profile. The P-wave velocity for a homogeneous layer

is evaluated by

A+2 —_—
vfMP(zm) = oPMP(2 ) e vEMP () R+ 2.
\/ ,u

Figure 3.2 illustrates the result of fitting the Love wave dispersion with the equiv-

alent medium parameters. The EMP and the original vertical profile’s Love wave
dispersion curves match only over the frequency range of interest. Note, that the

group and phase velocities of the shorter periods are significantly different.

3.3.2 Discussion of the algorithm for a 1-D vertical profile

The lowest velocities in the velocity models of our interest occur near the surface. In
our numerical experiments, we have found that Love waves are generally the most
sensitive to the low-velocity structure near the surface. For this reason and for the rea-
sons discussed in the introduction we have based our algorithm on matching the Love
waves rather than Rayleigh waves or body waves. Love waves in a 1-D medium exists
only on the transverse component. The frequency spectrum of the transverse com-

ponent due to a source with a small frequency range in a vertically varying medium
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Figure 3.2: A comparison of the group and phase velocity of the original and the EMP
models. The Love wave group and phase dispersion is matched only in the frequency
range of interest (T>3 sec.). The solid line represents group and phase velocity of the
original model; and the dashed line represents the group and phase velocity of the
EMP model (phase velocity is greater than or equal to group velocity in each model).

?

can be evaluated from the formula (7.147) of Aki and Richards [1980]. This formula
describes the elastic wave propagation effects on the synthetic seismograms due to
the depth of the source and the receiver. The elastic wave propagation effects on
the synthetic seismograms due to the horizontal (epicentral) distance of the source
and receiver of a finite frequency signal centered about a given frequency wg can be

approximated by the formula (7.11) of Aki and Richards [1980):

Aw sinY

fo(l’,t) ~ 7 Y

cos [wo(t — %)] ,

where Y = % [t — %] . Here fy(z,t) is a signal due to a normalized harmonic source

(evaluated from (7.147) of Aki and Richards [1980]) of an angular frequency wy at
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time ¢ and distance z. The phase and group velocities of Love waves are ¢ and v,,

respectively, both of which are functions of wy.

Because we modify the original model, we cannot obtain exactly the same seis-
mograms computed for the original and the EMP models. An exact match between
the seismograms computed for the two models would mean we match exactly the
eigen-functions as well as the group and phase velocities evaluated at the original
and the EMP models for the frequency range of interest, which is not possible. We
have the choice of matching the phase velocities, or the group velocities, or the eigen-
functions evaluated for the original and the EMP model. Of these possibilities, the
group velocity seems to be a good compromise, because it guarantees that the energy
in the seismograms evaluated for the original and the EMP model arrives at the same
time. Matching only the phase velocities of the original and the EMP model does not
give as good a match of the seismograms. Matching only the eigen-functions causes

significant traveltime errors and it is much more expensive.

The discrepancy due to the propagation effect can be estimated from the difference
in the two corresponding maximum energy arrivals in the seismograms evaluated for
the original and the EMP vertical profiles:

x x vgr (1) = vgr.(T)

At = — = tpro
o MP(T) e (T) PP ver (T)

Here t,,.0p = 1;E+13(T) The time discrepancy between arrivals of the corresponding
gL

groups of energy for a given distance x will increase with larger relative error of the

group velocity and longer time of wave propagation in the modified model ¢,,,,. For

a given period we may estimate the time for which the seismograms should match by

v (T)
vnew(T') — vST(T)'

tprop < T’ (3.3)
The effects due to source depth, receiver depth, and source radiation pattern
are important if the original and the EMP models’ Love or Rayleigh wave eigen-

functions differ significantly at the source or receiver positions. The perturbation
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of eigen-functions due to a velocity change at shallow depths rapidly decays with
depth. We have numerically found that the differences in the original and the EMP
models’ eigen-functions due to the receiver or source position at the free surface are
also negligible. However, if a receiver or a source is situated in the modified layer of
the EMP model, the eigen-functions of the EMP and the original models may differ,
thus causing some discrepancies.

A low velocity layer in the model should not be eliminated if it can trap seis-
mic waves within the frequency range of interest. We have numerically found that
the lowest group velocity (the minimum of the Airy phases) is very sensitive to a
minimum velocity near the surface. Therefore, the near surface low velocity can be
increased only if the frequency range of interest does not contain the frequency of the
group velocity minimum. Furthermore, we have found that the higher mode cut-off
frequency is usually higher or near the frequency of the minimum of the group veloc-
ities. Consequently, we do not include group and phase velocities of higher modes in
the inversion.

It is also important to include a search over the density. The best fitting homoge-
neous layer of the EMP model tends to be of lower density compared to the original
model. If we do not include a search over density, the EMP vertical profile’s eigen-
functions would not match the original model’s eigen-functions. The lower densities
may compensate for the increased velocity by maintaining the impedance contrast at

the depth h of the replacement layer.

3.4 Equivalent medium parameters for a 3-D isotropic

model

To modify a 3-D model we horizontally discretize it to be a set of 1-D vertical profiles.
We evaluate the group velocity of the Love and Rayleigh waves in all 1-D vertical
profiles and find the minimum group velocity in the frequency range of interest. This

minimum determines the mesh size of our numerical simulation. Vertical profiles with
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velocities lower than the minimum are modified with the algorithm describe in the

previous section 3.3.1.

3.4.1 Algorithm for a 3-D isotropic model

The input parameters of the algorithm are a 3-D model of P and S-wave velocities
[ (z,y, 2) and v¢" (,y, 2) respectively] and density [p°" (z,y, 2)], and the period range
of interest (71, T3).

In the first step, we discretize the original model to a finite set of vertical profiles
at points {z;,y;}. The horizontal discretization should be fine enough to capture
the slowest regions of the original model. Then we compute the group velocities of
the Love v77 (T, z;,y;) and Rayleigh vJ% (T, z;, y;) waves within the frequency range of
interest at every point {x;,y;}. The values of the group velocities must be independent

of the discretization of the original model. We find the minimum

VUmin = TG(T{%%I;,M,@/]' ('UZZ (T7 L, yj)7 'Ugo;%(Ta L, y]))

This determines the minimum velocity that must be used for the numerical simulation,
which then sets the mesh size.

Now we shall again search through the entire original discretized model by ex-
amining vertical profiles for every point {z;,y;}. If for a horizontal point {x;,y,},
the velocity in its vertical profile does not drop below the minimum velocity v,
we do not modify that vertical profile and parameters in the EMP model are equal
to the original model for that profile. If for a horizontal point {z;,y;}, the velocity
in its vertical profile drops below the minimum velocity v,,;,, we use the algorithm

described in section 3.3.1 with threshold value v,,;, to rediscretize that profile.

3.4.2 Discussion of the algorithm for a 3-D isotropic model

The algorithm is suitable for a heterogeneous model with weak lateral inhomogeneity

near the surface as for instance defined by Levshin et al. [1989]. The condition of the
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weak lateral inhomogeneity is locally satisfied by models with as much heterogeneity
as the Southern California Velocity Model (SCVM) (Magistrale et al. [2000]). Figure
3.3 shows the Love wave group velocities computed for a period of 3 seconds for the
SCVM (version 2.2). Several authors (Graves [1995], Wald and Graves [1998], Olsen
et al. [1995], Olsen and Archuleta [1996]) have noted that the surface waves form
the coda in their numerical simulations of the wave propagation inside the basins.
This observation can be explained by the large zones of weakly heterogeneous group
velocities in the basin regions as can be seen in Figure 3.3. The boundaries of the
basins trap the surface waves inside the basins. Our algorithm finds a new model in
which the group velocities for the periods of interest match the original model and
it preserves the heterogeneity of the original model. In contrast to a simple velocity
clamping, the method we propose preserves the average velocity. This means that we
will increase the velocity in some regions of the original model as well as decrease it
in other regions of the original model. This method requires a discretization of the
original model. The volumetric averaging of slowness (Muir et al. [1992], ?7) is the
most appropriate method to discretize an isotropic model to an isotropic model on a

grid.

3.5 Numerical tests

To test the method we compare synthetic seismograms computed for the original and
the EMP models. Tests with simple models will enable us to analyze the effects of
the approximations we use. We shall start with the case of a layer over a half-space,
then we shall test a complex vertically heterogeneous vertical profile selected from
a realistic 3-D model and finally we shall show how the method works for laterally
heterogeneous models.

For the layer over the half-space case we have chosen a layer with a velocity
contrast of a factor of 2 to generate synthetic seismograms with observable dispersion.
To test a large number of source locations in this model, we have used the reciprocity

method (Chapter 2) with a single receiver at the free surface and 155 double-couple
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Figure 3.3: Large regions of the weakly heterogeneous media inside (and outside) the
models of sedimentary basins. This figure shows the Mercator projection of the Love
wave group velocity for a period of 3 seconds computed for the SC3DVM (version 2.2,
Magistrale et al. [2000]). The group velocities were computed at discretized horizontal
points (grid spacing length 300 m) by taking a vertical velocity profile with medium
parameters discretized every 25 m for the top 1000 m and increased spacing below
down to a depth of 45000 m.

point sources located throughout the model. The test for variable source depth is
more sensitive to a change of the eigen-functions with depth as certain combinations
of eigen-functions may be excited by the source mechanism. The source locations vary
from 0 km to 24.0 km of epicentral distance and 0 km to 3.0 km depth (the deeper the
source location, the smaller the effect of the near surface velocity variations). Sources
beyond an epicentral distance of 24.0 km were not tested as we have limited our
comparison to the first 60 seconds. The chosen time limit corresponds to the time set
by the criteria for t,,., (see equation 3.3). The synthetic seismograms were compared
for three source mechanisms from which a response due to an arbitrary double-couple
mechanism can be evaluated by linear superposition (strike slip, vertical dip slip and

45° dip slip). The original, the EMP and the velocity-clamped models are described
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The Original model
Thickness of the layer (m) 3 (m/s) « (m/s) p (kg/m?)
300.0 500.0 1000.0 1900.0
00 1000.0 1700.0 2200.0

The EMP model
Thickness of the layer (m) 3 (m/s) a (m/s) p (kg/m?)
500.0 640.0 1250.0 1430.0
00 1000.0  1700.0 2200.0

The Velocity clamped model
Thickness of the layer (m) 3 (m/s) « (m/s) p (kg/m?)
300.0 640.0  1250.0 1430.0
00 1000.0  1700.0 2200.0

Table 3.1: Medium parameters of the three layer over the half-space models.

in Table 3.1. The EMP model was evaluated for the signal with energy at periods
of 3 seconds and longer. The velocity clamped and the EMP models have the same

minimum velocity.

Figure 3.4 shows the worst matching seismograms computed with a finite-difference
code for the original, the EMP, and the velocity clamped models. We have used a
triangular source-time function with a length of 3 seconds. The worst matching
seismograms as determined by cross-correlation were selected from 465 (155 source
positions and 3 mechanisms) source-receiver combinations. The relative Love wave
group velocity error corresponding to a period of 3.0 seconds is 7.5%, and criterion
(3.3) sets tpop <40.0 sec. The EMP and the original model’s seismograms agree
within a line thickness up to 30 seconds and the agreement deteriorates for arrivals
after 45 seconds on the transverse component. The agreement of the radial and verti-
cal components deteriorates for arrivals after approximately 37 seconds; however, the
amplitude of these arrivals is an order of magnitude smaller than the amplitude on the
transverse component. The velocity clamping does a poor job for all times after the

onset. Also note that both the source and the receiver are situated at the free surface,
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Figure 3.4: Comparison of the synthetic seismograms computed for the original, the
EMP, and the velocity clamped models. Three components of velocity (in microns
per second) due to a 45° dip-slip double-couple point source situated at the free
surface (azimuth 90°, strike 90°, dip 90°, rake 45°, magnitude M, = 1.0). The
source-receiver distance is 24.0 km. In both columns, the solid line is the synthetic
seismogram computed for the original model. The dashed line in the left column is
the synthetic seismogram computed for the EMP model while in the right column it
shows synthetic seismograms computed for velocity clamped model. The models are
described in Table 3.1.

on the top of the modified layer, which means that changes in the eigen-functions due

to the modified medium parameters do not affect the synthetic seismograms.

Figure 3.5 shows the poorest matching seismograms computed for the original, the
EMP, and the velocity clamped models with a double-couple point source mechanism
of 90° dip slip situated 0.25 km below the free surface at an epicentral distance of
22.0 km. Seismograms computed for the original and the EMP agree well up to 25
seconds and the agreement deteriorates for both the phase and the amplitude for

times 25-40 seconds on all components. The source is situated at the center of the
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Figure 3.5: Comparison of the synthetic seismograms computed for the original, the
EMP, and the velocity clamped models: the eigen-function problem. Three compo-
nents of velocity (in microns per second) due to a dip-slip double-couple point source
situated 0.25 km below the free surface (azimuth 90°, strike 0°, dip 90°, rake 90°, mag-
nitude M, = 1.0). The source-receiver distance is 22.0 km. In both columns, the solid
line is the synthetic seismogram computed for the original model. The dashed line
in the left column is the synthetic seismograms computed for the EMP model while
in the right column it shows synthetic seismograms computed for velocity clamped
model. The models are described in Table 3.1.

modified layer (thickness 0.5 km); at this depth the eigen-functions of the original
and the EMP model (and the velocity clamped model) may significantly differ. Since
we did not observe a similar discrepancy for different source mechanisms at the same
hypocenter; we infer that the discrepancy is not caused by the epicentral distance but
the source source mechanisms which may increase the difference between the eigen-
functions of the original and EMP models. To further test this hypothesis, we have
compared seismograms due to deeper sources where the eigen-functions do not differ

as much between the original and the EMP models. Figure 3.6 shows seismograms
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due to the same double couple point source mechanism, the same epicentral distance,
but at a depth of 2.0 km. The seismograms computed for the original and the EMP
models match well up to 40 seconds except the transverse component which is 10
times smaller than the other two components, and therefore a small discrepancy on
the other two components may project into a large discrepancy on the transverse
component. Again, the simple clamping of the minimum velocities produces a much

worse match.
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Figure 3.6: Comparison of the synthetic seismograms computed for the original, the
EMP, and the velocity clamped models. Three components of velocity (in microns
per second) due to a dip-slip double-couple point source situated 2.0 km below the
free surface (azimuth 90°, strike 0°, dip 90°, rake 90°, magnitude M, = 1.0). The
source-receiver distance is 22.0 km. In both columns, the solid line is the synthetic
seismogram computed for the original model. The dashed line in the left column is
the synthetic seismograms computed for the EMP model while in the right column it
shows synthetic seismograms computed for velocity clamped model. The models are
described in Table 3.1.
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Figure 3.7: Medium parameters and dispersion curve of the vertical velocity profile
selected from the SCEC velocity model version 2 (Magistrale et al. [2000]) at 33.94°
N and 118.15° W. A/ Profiles show dependency of the S-wave velocity (Vs), P-wave
velocity (Vp), and density (Rho) on depth. B/ The three graphs show a detailed
medium parameter vertical profile for the top 0.5 km. C/ The graph shows the
dispersion of the Love wave phase (solid line) and Love wave group (dashed line)
velocities. Note the Airy phases at 0.15 sec, 2.6 sec and 3.1 sec.
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Figure 3.8: Comparison of the synthetic seismograms computed for the original, the
EMP, and the velocity clamped models for complex vertical profile. Three components
of velocity (in microns per second) due to a strike-slip double-couple point source
situated 1.0 km below the free surface (azimuth 40°, strike 0°, dip 90°, rake 0°,
magnitude M, = 1.0). The source-receiver distance is 30.0 km. In both columns,
the solid line is the synthetic seismogram computed for the original model of Figure
3.7. The dashed line in the left column is the synthetic seismograms computed for
the EMP model of minimum velocity 0.7 km/sec, while in the right column it shows
synthetic seismograms computed for velocity clamped model at 0.7 km /sec.

Figure 3.7 illustrates the medium parameters and the dispersion curves for a sin-
gle vertical profile in the Los Angeles basin from the SCVM (version 2.2, Magistrale
et al. [2000]). The near surface sedimentary layers cause a sharp drop in all medium
parameters with a minimum velocity reaching 250 m/sec. The dispersion curve of
Love wave group velocity shows three Airy phases (periods for which the group ve-
locity has a local extreme) at 0.15 sec, 2.6 sec and 3.1 sec. As discussed earlier we
can not increase the minimum velocity in the model if the period range of interest

contains the overall minimum of the Love wave group velocity (7" = 0.15 sec). We
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have modified this model for signals with energy at 3 seconds and longer to have a
minimum velocity of 700 m/sec. The relative error of the Love wave group velocity
caused by the increased minimum velocity is 5.7% for a period of 3 seconds; therefore,
(using equation (3.3)) the seismograms should agree up to 52 seconds.

Synthetic seismograms for a shallow source (1.0 km deep) computed for the orig-
inal, the EMP and the velocity clamped models are compared in Figure 3.8. We
computed the synthetic seismograms with the Thompson-Haskell propagator matrix
method (Haskell [1953], Thompson [1950]). We have tested and compared a large
number of source mechanisms, epicentral distances and source depths (the receiver
was fixed at the free surface), and this example represents an average fit between the
seismograms computed for the original, the EMP and the velocity clamped models.
The Airy phase arrival on the transverse component is at approximately 55 seconds
(theoretical arrival time of 53.5 seconds). The synthetic seismograms computed for
the original and the EMP models agree very well, even for times greater than the
predicted 52 seconds. The Airy phase is poorly matched by synthetic seismograms
computed for the velocity clamped model.

Finally we tested the method for a simple 3-D heterogeneous medium. We chose a
model similar to the microbasin model of Figure 10 of Saikia et al. [1994], who pointed
out the importance of near surface low velocity zones for full waveform seismograms.
Our 3-D model is illustrated in Figure 3.9. The S-wave velocity drops to 0.2 km/sec in
the original model. The equivalent medium parameter model has a minimum velocity
of 0.5 km/sec and the relative group velocity error caused by this model modification
is 0.4 % for a period of 3 seconds. Therefore, we may expect our seismograms to
agree for 750 seconds. We use a rectangular shape of the basin model to avoid effects
due to a different discretization for the finite-difference grid (the grid for the EMP
model is twice as coarse as the grid of original model).

We have simulated the synthetic seismograms at a selected receiver situated at
the free surface from 384 point sources for three different source mechanisms (strike
slip, 90° dip slip, and 45° dip slip). Figure 3.10 shows the synthetic seismograms with

the lowest cross correlation coefficient. The late arrivals (20-30 sec) are caused by
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Figure 3.9: The 3-D heterogeneous model used for the 3-D test. The left plot shows
S-wave velocity in the East-Depth plane in the center of the model. The black circles
represent positions of sources projected on the plane. The right plot illustrates the
3-D structure of the rectangular basin. The black circle at the top represents the
position of the receiver.

trapped energy in the basin. The original and the EMP models’ seismograms match
within a line thickness. The perfect match of the multiply reflected waves inside the
low velocity region demonstrates the capability of the method to resample the model
for sedimentary basins. The numerical simulation for the EMP model required eight
time less computation time and four time less computer memory than the numerical

simulation for the original model.
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Figure 3.10: Comparison of the synthetic seismograms computed for the original and
the EMP for a 3-D model. Three components of acceleration (in microns per second)
due to three sources: 90° dip-slip (left column), 45° dip-slip (middle column), and
strike-slip (right column) double-couple point source. The synthetic seismograms
were computed for the model of Figure 3.9. The receiver was situated at the surface
at 0.5 km East and 0.5 km North of the edge of the "basin.” The source for 90° dip
slip and 45° dip slip was situated at the depth of 0.5 km and it was 3.5 km North and
0.5 km West of the edge of the "basin.” The source for strike slip point source is at the
free surface 5.5 km North and 5.5 km East of the edge of the ”basin.” The solid line
represents synthetic seismograms computed for the original model described in Figure
3.9. The dashed line represents synthetic seismograms computed with equivalent
medium parameters and minimum velocity 0.5 km/sec.
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3.6 Conclusions

The numerical tests show that the synthetics computed for the models with the
equivalent medium parameters produce a significantly better match to the synthetics
computed for the original models than the synthetics computed for the velocity-
clamped models. This allows a significant reduction in model size and computational
time required. For the shown example of the 3-D velocity model we have reduced the
computational time by a factor of eight and memory requirements by a factor of four.
The examples show that the misfit or artifacts introduced by clamping can be quite
significant, particularly if one is using late arriving energy. The tests also show that
the "t,,,," time of equation (3.3) does a good job of predicting the amount of time

that will be relatively free of artifacts.
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Chapter 4 A full waveform test of the
Southern California Velocity Model by

the reciprocity method

4.1 Abstract

We apply the reciprocity method (FEisner and Clayton [2001]) to compare the full
waveform synthetic seismograms with a large number of observed seismograms. The
reciprocity method used in the finite-difference modeling allow for the use of high
quality data observed from the earthquakes distributed over the wide range of az-
imuths and depths. We have developed a methodology to facilitate the comparison
between data and synthetics using a set of attributes to characterize the seismograms.
These attributes are based on the magnitude of the displacement, a scalar quantity
representing the three components of a displacement vector. For the Southern Cal-
ifornia Velocity Model, Version 1 (Magistrale et al. [1996]), we have found misfits
between data and synthetics for paths traveling outside of the sedimentary basins

and the western part of the Los Angeles and San Fernando basins.
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4.2 Introduction

With better numerical techniques to evaluate the seismic wave propagation in complex
three-dimensional (3-D) heterogeneous media, the need for realistic velocity models
arises. Graves and Wald [2001] show the necessity of well tested velocity models for
source inversions. Olsen and Archuleta [1996] and FEisner and Clayton [2002] apply
finite-difference modeling in a 3-D velocity model to evaluate realistic long period site
effects for southern California. However, the outstanding issue is how well the 3-D
models describe the earth properties important for the seismic wave propagation. The
ultimate test of these models is how well they predict the observed full waveforms.
Several studies have used the Southern California velocity models for simulations of
Landers (Olsen et al. [1997], Wald and Graves [1998]) and Northridge (Olsen and
Archuleta [1996]) earthquakes and compared the full waveforms synthetics to the

observed seismograms recorded during these earthquakes.

The current procedure is to evolve the wavefield outward from the source to a
suite of observation points and compare the synthetics to the recorded data. This
generally means one simulation for each source. We propose a method which will
allow us to compare data and synthetics for a large number of source-receiver pairs
with one run. By using reciprocal sources we can reduce the amount of calculations
when determining synthetics for earthquakes at a few selected high quality stations.
Furthermore, we can select stations which have available records for a large number
of earthquakes. Eisner and Clayton [2001] show the reciprocity method for the above
described application and discusses its numerical implementation and accuracy with

the finite-difference technique.

We propose to use a large number of small earthquakes computed with a finite-
difference technique (Graves [1996]) to test the Southern California Velocity Model,
Version 1.0, (Magistrale et al. [1996]). The simulation of a large number of small earth-
quakes has several advantages; small earthquakes are generally distributed throughout
the entire model, and the spatial distribution of sources enables us to illuminate the

model from many azimuths. The depth variation of sources enables us to distinguish
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between the effects of the shallow and deep earthquakes. By including the weak
motion data (small earthquakes) into this test of the velocity model we are able to
test regions, where no large earthquake previously occurred, but which are potentially
hazardous. Figure 4.1 illustrates the advantage of the proposed method. The velocity
model is tested along a large number of the source-receiver paths which cross each
other. The path crossing can be used to determine the sources of the discrepancies

between the observed and synthetic seismograms.
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Figure 4.1: Map of southern California showing the selected earthquakes and broad-
band stations (triangles) with straight lines connecting the epicenters and the receivers
of the epicenter-receiver pairs used in the back-projection of the time shifts and coda
decay.

Wald and Graves [1998] show that even for the long period data, observations and
synthetics do not match in phase and amplitude. The real earth has more complexity
than we are likely to be able to include in our model, and hence we do not expect an
exact match of synthetics and data. In this study, we are interested in matching the

main energy of the synthetic and observed seismograms; therefore the discrepancy
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between data and synthetics is measured by comparing simple attributes of the seis-
mograms. These discrepancies in attributes can be used to determine the regions of
the model that appear to be in error. We propose to determine these attributes from
the time history of the displacement magnitude. The magnitude of the displacement
provides a simple scalar quantity with which one can monitor timing, amplitude and
coda of the seismograms. We chose to characterize the fit between synthetic seismo-
grams and data by measuring the following attributes: the time shift (the shift of
the synthetic seismogram for which it best matches the observed seismogram), max-
imum amplitude and coda decay (the rate at which the amplitude decays to zero).
Therefore, a ”good fit” in our study is a match of timing, coda decay, and maxi-
mum amplitude between the displacement magnitude of the observed and synthetic
seismograms.

The previous studies (Olsen et al. [1997], Wald and Graves [1998], and Olsen
and Archuleta [1996]) included triggered or incomplete seismograms in order to test
the entire model. Since our study is based on weak motion data, we use broadband
complete observed seismograms with absolute timing. We also develop a method of
interpreting the differences between data and synthetics which is robust and uses the
entire three-component seismograms. In this study, we only indicate the regions of
the model that are inadequate. We do not attempt to update the model. This study
of the Southern California Velocity Model, Version 1, includes the top low-velocity

layers which are important for propagation of waves within a period range of interest.

4.3 The testing procedure

We apply the reciprocity method to simulate multiple sources recorded at a few re-
ceivers to reduce the amount of calculations. By invoking reciprocity, the number of
simulations can be reduced to three times the number of receivers (FEisner and Clay-
ton [2001]). This method can also provide suites of source mechanisms and locations.
For the example here, with 6 receivers and 32 sources (Figure 4.2), we need only 18

simulations versus 32 simulations using the forward technique. If we had also wanted
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to include a variable double-couple mechanism for the point-source, the reciprocity
method would still have required only 18 simulations versus 160 (5 moment tensor
elements times 32 source locations) simulations with the direct method. Source relo-
cation would further increase the cost of the direct method but not of the reciprocal

method.

We develop a new set of measurements to characterize the misfit. We use the
magnitude of the displacement (MOD, vector length of all 3 components) as our

basic measure

MOD(t) = yJu2qft) + udo(t) + 2, (1) (4.1)

rad

Here MOD(t) is the time history of MOD and w,qq(t), U (t), wup(t) are the time
histories of the individual components. Use of the MOD is convenient, because it
allows a scalar quantity to represent the complexity of a vector, and it is particularly
useful in 3-D heterogeneous media where there is no simple decomposition of the
seismogram into distinct phases, such as SV or SH, or surface waves such as Love
or Rayleigh waves. It is a convenient measure of the first-order fit between data
and synthetics that is sensitive to the traveltime, amplitude and strength of coda.
Furthermore, the MOD is not zero in the nodal direction of the radiation pattern,
making it more suitable for comparison of amplitude ratio of data over synthetics.
An entire three-component seismogram can be described by three time dependent
spherical coordinates (an MOD, a particle motion’s azimuth and a particle motion’s
declination). The azimuth and the declination depend on the direction from which a
wave arrives and the type of the wave. In this study we are primarily interested in
whether the model sufficiently represents the real earth so that we can reproduce main
scattered waves in our numerical simulations. Consequently, we have chosen to base
our comparison on measuring characteristics of the MOD, as it is more sensitive to
the propagation effects of the large energy arrivals in a seismogram than the smaller
arrivals. Beside MOD there are other variables suitable for measuring a fit between

the data and synthetic seismograms in a 3-D space (e.g. measuring absolute distance
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between particle motion in the synthetic and the observed seismograms); however,
MOD conveniently describes the criteria of the fit we were interested in: the timing,

the coda decay and the maximum amplitude.

The MOD time histories of the real and synthetic data are compared by correlation
to obtain the maximum crosscorrelation and the time shift at which the maximum
occurs. The value of the maximum crosscorrelation determines the quality of the fit
between data and synthetics. Since the crosscorrelation of the MODs is a crosscor-
relation of the two positive functions, the mean value of the crosscorrelation is 0.5.
The time of the maximum correlation is a time shift of the synthetic seismogram
for which it best matches the observed seismogram. Note that this definition of the
time shift does not depend on an a priori selection of phases. Since the correlation
is dominated by the maximum amplitude, we are likely determining the variations in
surface-wave group velocities. However, this interpretation depends on the distance
between the source and the receiver, source depth, source mechanism and several
other parameters. The time shift between synthetics and the data is caused by the
velocity deviation in the model between the source and the receiver. A source mislo-
cation should not appear as a consistent time delay in our model as the earthquakes
are located by a very dense network of the stations and time delays due to the mis-
location are lower than time delays observed in this study. The noise in the observed
seismograms or mismatch between the data and the synthetics may cause the cross-
correlation to peak at a time shifted by a dominant period (cycle-skip). Therefore,
the crosscorrelation is tapered for time shifts longer than the dominant period of the
signal to avoid this. We taper the crosscorrelation function for times longer than the
shortest period used in our signal (no shorter period can be a dominant period). We
can invert the time shifts for a slowness variation with a tomographic method to show
which parts of the model are most likely in error. Assuming most of the energy in the
data and the synthetic seismograms travels along a straight line between the source
and the receiver, we chose a simple back projection method to map the time shifts
into lines connecting corresponding epicenters and receivers. This is a simplification

of the actual ray paths, but it gives us a good estimate regarding which regions of
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the model cause systematic time shifts.

To invert we divide the model into cells and the average slowness deviation of the
i-th cell is determined by a simple inversion of the time shifts:

> (Lijdt;)

ds; =
5 P.+D

(4.2)

Here ds; is a slowness deviation in ¢—th cell, dt; is the time shift of the j —th epicenter-
receiver pair, L;; is the length of the straight line between the j —th epicenter-receiver

pair in the i — th cell, D is damping, and P, = Z]. L;;Lj;.

To measure the coda decay, we use a sliding window average (Montalbetti and

Kanasewich [1970]) of MOD. An exponential decay of the form
M(t) = My -ebl=0l for ¢ >t (4.3)

is fitted for the time ¢t > ¢ by least squares. Here ¢, is the time of the maximum of the
MOD(t), M(t) is the sliding window averaged M OD(t), b characterizes the decay of
the coda, and M is the maximum of the M (t): My = M (ty). The exponential decay
of the M (t) can be derived from the exponential decay of the energy at a seismogram
computed for a random isotropic scattering medium (Zeng et al. [1991]). Based on
observation of the exponential decay of coda in data, we use this rate of decay as a

first-order approximation for the coda decay of the long period signal.

We compare the coda of the synthetics and the data by comparing the decay of
synthetics and the data if the maximum crosscorrelation is above 0.8. This level
ensures we are looking at differences in coda decay and not simply misfit of entire
seismograms. The coda is a measure of the complexity of the model, and we interpret
it in the following way: if b is larger for the synthetics than for the data, then our
model does not generate enough coda and is lacking in complexity; if b is larger
for the data than the synthetics, our model is too complex and generates too much
coda. Assuming small-angle scattering (Wu and Aki [1988]) we may estimate that the

sources of the observed scattering occur along a straight path between the epicenter
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and the receiver. An exact inversion for the scattering sources is beyond the scope
of this study, but the proposed method identifies the regions of the model which
consistently cause a discrepancy in the scattered energy between synthetics and data.
An analogous back projection can be used to identify these regions in the analogous

manner as with the time shift anomalies:

> (Lijde;)
P,+D

bc_lata_bs'y"t
where de; = | L—=|. (4.4)

syntpdata
\V bj bj

b;y"t and b%* are determined from the fit of the synthetics and data (respec-

Here
tively) of equation (4.3), and dE; is a relative error of the b value per distance in the
1 — th cell. The regions with positive dF; are areas with too much scattering in the

model and vice versa.

The last attribute we compare is My, the maximum of the MOD(t), which char-
acterizes the overall source strength and model amplification. Olsen and Archuleta
[1996] and Wald and Graves [1998] have shown the model amplification is well pre-
dicted by the 3-D velocity model for well constrained sources of large earthquakes.
That is, they fit the maximum amplitudes within a factor of 2 between the data and
the synthetics. As we have observed larger discrepancies of the maximum amplitude,
we assume that the ratio of the maximum amplitude of the synthetics to data is not
on average biased due to the 3-D velocity model, and we interpret it as a bias due to
the strength (magnitude) of the source. For each earthquake we compute the ratio
of the maximum the M OD(t) of the synthetics to data over all stations. We average
these ratios over all stations used in a study. If the averaged ratio deviates signifi-
cantly from 1.0, the estimated source magnitude is incorrect. Values larger than 1.0
can be interpreted as overestimated magnitude and values smaller than 1.0 can be

interpreted as underestimated magnitude of an earthquake source.
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4.4 Application to the Southern California veloc-

ity model

The reciprocity method and the measurement of the attributes discussed in the previ-
ous section are now applied to test the Southern California Velocity Model (SCVM),
Version 1 (Magistrale et al. [1996]). The model consists of geology-based sedimentary
basins placed in a 1-D (Hadley and Kanamori [1977]) background medium. Note
that the sedimentary basins have a very irregular shape and therefore the synthetic
seismograms computed in this model are very sensitive to the source location.

Figure 4.2 and Table 4.1 show the selected earthquakes and their parameters (re-
spectively) used in this study. The earthquakes represent the best spatial distribution
of small earthquakes with a good signal to noise ratio in periods of 3 seconds and
longer. At shorter periods smaller velocity variations cause discrepancies between the
data and synthetics, but this is compensated by having more earthquakes that have a
good signal to noise ratio and thus improving the test of the velocity model. We use
a triangular moment rate source time function of 3 seconds length in the modeling of
the synthetic seismograms. The instrument response is removed from the observed
data.

We have not inverted for source location or mechanism in our study because we
use only a limited number of stations and therefore we would introduce an artificial
bias due to station distribution. We use two catalogues of earthquake parameters: the
primary catalogue of Zhu and Helmberger [1996] for 26 earthquakes with magnitude
5.5 > M, > 3.4 and a secondary catalog of earthquakes parameters of Hauksson
[2000] for 6 earthquakes not listed by Zhu and Helmberger [1996]. Zhu and Helmberger
[1996| use surface waves and body waves to determine earthquake mechanisms and
locations in a 1-D velocity model of southern California. Hauksson [2000] uses direct
first motion arrivals of P and S waves in laterally heterogeneous model based on
tomographic inversion. The catalogue of Hauksson [2000] lists also source parameters
of the catalogue of Zhu and Helmberger [1996]; therefore, we could compare the full

waveform fit to the data for the source parameters listed in both catalogues. We
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Selected Earthquakes

Earth. Lat Lon  Depth Strike Dip Rake M Date source
name  (°) () (m) (0 () () yyyy/mm/dd

E00 3429 -117.48 11.1 258 61 52 3.40 1993/05/18 ZH
E01 3429 -11847 124 71 34 47  3.54 1994/01/19
E02 3422 -11851 148 74 72 61  4.12 1994/01/19
E03 3427 -11856 133 34 0 -4 415 1994/01/27
E04 3438 -11849 50 264 59 51  3.93 1994/01/28
E05 3438 -118.71 133 266 34 65 4.95 1994/01/19
E06 3435 -118.55 10.3 291 58 90 4.25 1994/01/24
E07 3427 -117.47 113 104 62 58 3.50 1995/04/04
E08 3374 -118.61 21.0 244 10 41  3.65 1995/03/01
F09 34.16 -117.34 9.8 181 48  -56 4.03 1997/06/28
E10 3395 -117.71 99 43 75 32 375 1998/01/05
E11 3402 -117.23 16.6 235 70 -68 4.09 1998/03/11
E12 34.24 -11847 146 272 60 47 3.61 1994/01/18
E13 3436 -11857 89 279 30 51  4.19 1994/01/19
E14 3430 -118.74 10.6 283 56 72 3.79 1994/01/19
E15 3436 -118.63 136 71 72 49  4.02 1994/01/24
E16 3436 -118.63 164 8 32 35 4.10 1994/01/24
E17 3430 -11845 11.1 103 24 61  4.07 1994/01/21
E18 3430 -11843 9.9 107 32 69 4.00 1994/01/23
E19 3430 -11846 10.7 111 29 60 4.17 1994/01/21
E20 34.38 -118.56 10.6 281 57 51  4.72 1994/01/18
E21 3433 -118.62 158 257 27 57 3.88 1994/01/18
E22 3435 -11870 169 65 66 59  3.96 1996/05/01
E23 3411 -11743 56 48 90 16 3.68 1997/10/14
E24 3391 -117.78 9.0 203 54 21  3.41 1997/01/31
E25 34.01 -118.21 129 120.0 55.0 130.0 3.1 1999/05/03
E26 34.01 -118.22 13.1 330.0 85.0 -150 3.0 1999/06/01
E27 3401 -118.21 125 850 70.0 60.0 3.5 1999/05/30
E28 3389 -117.88 51 450 35 70 3.0 1998/01/07
E29 3398 -118.35 4.0 235 8 0 3.3 1997/04/04
E30 33.99 -11843 138 145 60 120 3.4 1994/12/11
E31 3405 -118.92 188 236 50 5  4.01 1995/02/19
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Table 4.1: List of the selected earthquakes: Latitude (Lat), Longitude (Lon), Depth
of the event, Strike, Dip and Rake use convention of Aki and Richards [1980], M is a

magnitude of an earthquake, and ZH denotes source parameters determined by Zhu
and Helmberger [1996], H by Hauksson [2000].
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Figure 4.2: Map of southern California showing the selected earthquakes (see Table

4.1), and broadband stations (triangles) for the test of the Southern California Veloc-
ity Model, Version 1 (Magistrale et al. [1996]). The shading and contours correspond
to the Love wave group velocity of 3 seconds period. The contours are labeled at
1.0 and 2.0 km/sec and the contour interval is 0.25 km/sec. Four stations: Pasadena
(PAS), Rancho Palos Verdes (RPV), Calabasas (CALB) and University of Southern
California (USC) are situated in or near the deep parts of the Los Angeles and San
Fernando basins. Two stations, Victorville (VIV) and Seven Oaks Dam (SVD), are
outside of the major basins.

found that the source parameters of Zhu and Helmberger [1996] fit the data better,

especially the surface waves.

The lowest velocity in the model is clamped at 0.5 km/sec to allow the surface
waves of 3 second and longer periods to maintain the same group velocities between
the values in the velocity clamped and the original models. The velocity clamping
at 0.5 km/sec replaces all velocities lower than 0.5 km/sec with 0.5 km/sec. For
the SCVM, Version 1, only the S-wave velocities were clamped with the value of 0.5
km/sec in the top 600 meters. The simple velocity clamping is not the best method
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to preserve the surface-wave velocities for a velocity model (see Eisner and Clayton
[2001b] for a detailed analysis); however, if the velocity clamping value (0.5 km/sec
in this case) is sufficiently lower than the group velocities of the original model, it ap-
proximately maintains the same group velocities as in the original model. Figure 4.2
shows the Love wave group velocities in the SCVM, Version 1. The slowest regions of
the Love wave group velocities are between 0.5 km/sec and 0.75 km/s for the period of
3 seconds (the minimum is exactly 0.51 km/sec at 34.197°N latitude and 118.332°W
longitude). Therefore, the wavelength of the surface waves propagating in the sedi-
mentary basins is 1.5-2.1 km. We do not use attenuation in our modeling, since it is
not part of the SCVM, Version 1. The attenuation would decrease the amount of the
coda in the synthetic seismograms, which already tends to be underestimated by the

model.

4.4.1 The analyses of individual source-receiver pairs

In this section we show examples of the fit between the synthetics and the data.
Figure 4.3 shows an example of a good fit of synthetics to data in the presence of strong
lateral heterogeneity between the earthquake E10 and the station PAS. The synthetic
seismograms reproduce the late scattered arrivals fairly well on all components. The
maximum crosscorrelation is at 0.92 and the time shift is 1.4 seconds indicating that
the model is slower on average than the data. The amplitude ratio of synthetics to
data is 2.3 indicating the moment magnitude for this earthquake is overestimated
(the average moment for the earthquake E10 is overestimated by the factor of 1.7).

The coefficient of the decay is 30% larger for the synthetics.

Figure 4.4 shows another example of a good fit for the earthquake E24 at the
station VTV. This example demonstrates the advantage of using the MOD to compare
the synthetic seismograms and the data as the signal to noise ratio on the MOD
component is better than on any of the vertical, radial or transverse components.
This is also an example of the data with the worse signal to noise ratio used for the

inversion of the coda decay, maximum amplitude, or time shifts. The value of the
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Figure 4.3: Example of a good fit between data and the synthetics for the earthquake
E10 recorded at the station PAS (see Table 4.1). The seismograms show displacement
in microns. Both synthetic seismograms and data are filtered between 3 and 20 sec-

onds and the instrument response was removed. Data shown by solid line; synthetics
by dashed line.

maximum crosscorrelation is 0.92 and the time shift is +0.25 sec. The amplitude ratio
of synthetics to data is 1.25. The coefficient of decay is 10% larger for the synthetics.
The synthetic seismograms match the timing and phase of the surface waves (time
30-40 seconds) well and no significant scattered energy arrives after the main pulse

in either the observed and the synthetic seismograms.

Figure 4.5 shows the comparison of seismograms where there are significant dis-
crepancies between the synthetics and data for the station RPV and the earthquake
E13. The first arrivals (15-30 sec) match in phase, timing and amplitude on all com-
ponents extremely well; however, the later phases of data and synthetics diverge. The

synthetic seismograms do not show large arrivals after 35 seconds, but the data show
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Figure 4.4: Example of a good fit between data and the synthetics for the earthquake
E24 recorded at the station VIV (see Table 4.1). The seismograms show displace-
ment in microns. Both synthetic seismograms and data are filtered between 3 and
20 seconds and the instrument response was removed. Data shown by solid line;
synthetics by dashed line.

many large arrivals. The hypocenter of the earthquake K13 is at a shallow depth
(8.9 km) and therefore the earthquake excite surface waves. These waves propagate
through the strongly heterogeneous San Fernando and western part of the Los Ange-
les basins before they are observed at the station RPV. The lack of scattered energy
in the synthetic seismograms indicates these basins may be too simple in the velocity
model. The maximum value of the crosscorrelation is 0.87 and it is shifted by -1.5
seconds. The amplitude ratio is 0.84 and the coefficient of decay is 80% larger for the
synthetics.

Figure 4.6 shows the comparison of data and synthetic seismograms at the station

SVD for a shallow earthquake E04. The direct S-wave and the surface waves (40+
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Figure 4.5: Example of a poor fit between the data and the synthetics for the earth-
quake E13 recorded at the station RPV (see Table 4.1). The seismograms show
displacement in microns. Both synthetic seismograms and data are filtered between
3 and 20 seconds and the instrument response was removed. Data shown by solid
line; synthetics by dashed line.

sec) arrive ahead of the data. The latter arrivals observed in the data show also more
complexity not reproduced in the velocity model (50+ sec). A large portion of the
path between the earthquake E04 and the station SVD is outside of the sedimentary
basins and therefore the likely explanation of the timing shift is the fast background
model (as was also observed by Wald and Graves [1998]). The lack of coda (50+ sec)
in the synthetic seismograms indicates the background model should also have more
complexity in order to explain the data. The maximum value of the crosscorrelation
is 0.81 and it is shifted by -1.8 sec. The amplitude ratio is 1.7 and the coefficient of

decay is 400% larger for the synthetics.
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Figure 4.6: Example of a poor fit between the data and the synthetics for the earth-
quake EO04 recorded at the station SVD (see Table 4.1). The seismograms show
displacement in microns. Both synthetic seismograms and data are filtered between
3 and 20 seconds and the instrument response was removed. Data shown by solid
line; synthetics by dashed line.

4.4.2 Errors of the velocity model

Finally we have used the back-projection techniques described in section 4.3 to sum-
marize the comparison of all the synthetic and observed seismograms. We have used
only seismograms with maximum crosscorrelation higher than 0.8 within a maximum
time shift of 3 seconds. The coda decay was measured for the sliding 3 seconds long
window average of MOD(t). The back-projections of equations (??) and (??) are
damped for both the time shift inversion (D = 8.1 10 5km2) and the coda inversion
(D =8.1 10 %m2).

Figures 4.7, 4.8, and 4.9 show a summary of the comparison of maximum am-

plitude, coda decay and time shift between the observed and synthetic seismograms.
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Figure 4.7: Summary results of comparison of the synthetic and observed seismo-
grams. The map shows result of maximum amplitude comparison: The red circles
correspond to the underestimated magnitude of an earthquake on average, the blue
circles correspond to overestimated magnitude of an earthquake on average. The
larger the circle, the larger the discrepancy. A circle of a radius zero — not printed —
corresponds to perfect fit. The largest circle corresponds to 4.2 times on average un-
derestimated maximum amplitude. The contours correspond to the Love wave group
velocity for a period of 3 seconds.

The map of Figure 4.7 shows the maximum amplitude comparison is dominated by
the three underestimated earthquakes in the Los Angeles basin, but several factors
may have biased the comparison of these amplitudes. The overestimated magnitude of
the most western earthquake may have been caused by complex 3-D coastal structure
neglected in the 1-D velocity model used for the source magnitude inversion. There
also seems to be a systematic bias to underestimate earthquakes to the north of the
San Fernando basin and overestimate earthquakes with a hypocenter depth beneath
the San Fernando basin (earthquakes north of 34°N latitude and west of 118.5°W
longitude). We attribute this effect to a discrepancy of the inversion for source pa-
rameters in 1-D medium with a 3-D basin focusing (north of the San Fernando basin)

and defocusing (below the San Fernando basin) of the energy.

The map of Figure 4.8 shows results of the coda analysis. The map is dominated by
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Figure 4.8: Summary results of comparison of the synthetic and observed seismo-
grams. The map shows result of coda back-projection: the blue color corresponds to
lack of the coda generated by the model, and the red color corresponds to too much
coda generated by the synthetic model.

the areas for which the tested model lacks coda. Including attenuation would further
increase this discrepancy and hence our measurement is a lower bound. Therefore, the
model would need even more complexity in order to explain the observed data. The
lack of coda in the western part of Los Angeles and San Fernando basins and to the
north of the Los Angeles basin reflects a lack of complexity in the velocity model. The
small discrepancies in the model of the central Los Angeles basin and San Bernardino
Basin show that on average the model is properly modeling the complexity observed
in data. The coda discrepancy is most likely caused by the surface-wave scattering.
However, some artifacts may be caused by a poor coverage of crossing paths as can
be seen in Figure 4.1. Also these results should not be considered to be an inversion
but rather identification of regions which are sources of discrepancies between the

observed and synthetic seismograms.

The map of Figure 4.9 shows that the velocity model is too fast in the western
part of the Los Angeles basin and to the north of the Los Angeles basin. This result is

consistent with the results of the coda tomography. We interpret that this consistent
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Figure 4.9: Summary results of comparison of the synthetic and observed seismo-
grams. The map shows result of time shift tomography: the blue color corresponds
to too fast parts of the model, and the red color corresponds to the slow parts of the
model.

pattern is a consequence of a too fast and too simple background 1-D (laterally
homogeneous) velocity model and that the western parts of the Los Angeles basin are
also more complex than in the tested model. However, the central Los Angeles basin
and San Bernardino basins seem to be too slow, which can be corrected with overall

faster velocities in this part of the model.
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4.5 Conclusions

We have shown that the reciprocal method provides a means for doing wave simula-
tions that are otherwise expensive. In the example shown here, we are able to reduce
the number of runs by a factor of two, and additional sources (when they become
available) can be added with no extra computation.

We also developed a set of criteria for comparing data and synthetics computed in
a complex 3-D media when exact matching of waveforms is not possible due to lack
of model details or precision. The magnitude of displacement (MOD) measure has a
number of advantages in this respect.

For the case study of the Southern California Velocity Model, Version 1, the
characteristics of the fit between synthetic and recorded seismograms show consistent
patterns, indicating regions which need to be improved to produce a better fit between
data and synthetic seismograms. The bias would not be apparent unless large numbers

of source receiver locations would be tested.
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Chapter 5 Assessing site and path effects

by full waveform modeling

5.1 Abstract

We have developed a methodology to calculate site and path effects for complex
heterogeneous media using synthetic Green’s functions. The Green’s functions are
calculated numerically by imposing body forces at the site of interest and then stor-
ing the reciprocal Green’s functions along arbitrary finite fault surfaces. Using the
reciprocal Green’s functions, we can then simulate arbitrary source scenarios for those
faults. Kinematic rupture effects and heterogeneous slip functions are accounted for
by a Monte Carlo procedure, which is relatively inexpensive because the primary nu-
merical calculations need be done only once. We have evaluated the site and path
effects for three sites in the vicinity of the Los Angeles basin using the Southern
California Velocity Model (version 2.2 [Magistrale et al., 2000]). In this example we
have simulated 75 realistic source scenarios for 5 major southern California faults and
compared their responses at the selected sites. The largest amplitudes at the three
sites are obtained from earthquakes on nearest faults rather than an earthquake on

the San Andreas fault, which agrees with previous studies.
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5.2 Introduction

A significant effort has been devoted to include synthetic simulations and observed
data into the evaluation of the site and path effects in seismic hazard analyses (c.f.
Field and the SCEC Phase III Working Group [2000]). Recently numerical simula-
tions of long period strong ground motion in heterogeneous media were shown to be
capable of reproducing the characteristic parameters of the observed data (Olsen and
Archuleta [1996], Wald and Graves [1998], Chapter 4). Our goal is to include these
long period strong ground motion simulations into the seismic hazard analyses as
they have the potential to predict the strong ground motions more accurately than
empirical relationships based on strong motion observations not directly related to a

particular site.

The presently used method for the calculation of site and path effects by full wave-
form modeling has been developed by Olsen and Archuleta [1996]. They account for
site and path effects by evolving the wavefield outward from the source location to
a suite of sites, which means that one complete simulation is needed for each source
location and scenario. However, it has been pointed out (Field and the SCEC Phase
III Working Group [2000]) and we will show in this study, that site and path ef-
fects depend significantly on the particular choice of source location and scenario.
Therefore, to estimate seismic hazard correctly we need to simulate a large number of
source locations and realistic scenarios. The reciprocity method (Chapter 2) allows
us to simulate a large number of source scenarios without recalculating the Green’s
functions evaluated for a given velocity model. This way the problem is divided into
a component that is independent of the rupture scenario and one that depends on it.
This method is restricted to assessing only one site effect per three numerical simula-
tions of the wavefield. However, this apparent restriction is not significant considering
the application of the method to long period structures which are located only at a
few sites. We apply this method to three selected sites in the Los Angeles basin: a
deep part of the basin, an edge of the basin, and a hard rock site near the basin. For

each site we compare the effects of the 75 hypothetical rupture scenarios on the five
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major faults in the southern California, including the San Andreas fault.

5.3 Method, model and source parameterization

The full waveform modeling site and path effects are evaluated by imposing three or-
thogonal body forces at the site of interest and evaluating reciprocal Green’s functions
along fault surfaces. We may also store the evaluated reciprocal Green’s functions on
a very dense grid to simulate an arbitrary fault location. We need also the S-wave
velocity and the rigidity modulus p at the fault location to be able to properly evalu-
ate the rupture velocity and to scale the displacement on a particular segment of the
fault. We have numerically found, that we need to calculate the Green’s functions
at a minimum of three points per S-wave wavelength to model an arbitrary source
rupture scenario (in agreement with Spudich [1981]). The wavelength in this case
is that of the shortest S-wave traveling along the fault surface. To determine the
rupture front history, we use the finite-difference travel-time method [Vidale, 1988]
with velocities specified as a proportional fraction of the S-wave velocities along the
fault surface as given in the model.

We used the values of rigidity modulus g, to scale the displacement on a fault
segment to the seismic moment of that segment. A segment of area A,, and slip D,,

has a seismic moment of

M, = D, A, .

This moment can be directly implemented for representation by a double-couple point-
source in the finite-difference method (Graves [1996]). The total scalar sum of the

long period moment M, is then given by
K
My =" DypAnpin, (5.1)
n=0

where K is number of segments on the fault.

To relate the area S of the entire fault to the moment magnitude, we can use
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the empirical relationship derived from a global data set by Wells and Coppersmith
[1994]:

M,, = 3.98 +1.021log(S5). (5.2)

Here S is the area of the entire fault in kilometers squared.

For a given M,,, we can evaluate the rupture area S from equation (5.2). We can
then divide this area S into fault segments A,, each with slip D,,, with limit imposed
by equation (5.1). For a uniform slip D,, and the fault area S divided into equal area

segments A, we have
M, M,

Du = = a—>
ARG~ Sh

where p is an arithmetic average of the rigidity modulus over the fault, and the nth

segment of the fault has a moment of

Mw Mw Hn ManA

_ Ap, = Zwbn _ Duwbnfl
AR " T K & ST

M, (5.3)

The synthetic Green’s functions were evaluated with the finite-difference method
(Graves [1996]) for the Southern California Velocity Model Version 2.2 (Magistrale
et al. [2000]). This model is the most recent model of the southern California velocity
structure and includes the sedimentary basins, a laterally varying velocity structure
outside of the basins, and a geotechnical layer of the slow velocities near surface. We
assume for the purposes of this paper that the 3-D velocity model is correct. In general
case, however, one may need to extend the simulations to include the uncertainty of

the velocity model.

We have not included any attenuation effects in the calculations of the synthetic
seismograms. An estimate of the attenuation effects for the chosen sites and sources
is given in Appendix A. Appendix A shows the attenuation effects appear to be
small for the sites and faults presented here and the period range of interest (T> 3
seconds), which agrees with our previous study from Chapter 4 where we compared

the observed and synthetic seismograms.



67

This study directly includes the top of the velocity layers with the low velocities
as given in the Southern California Velocity Model. We have used the equivalent
medium parameters method of Chapter 3 to resample the top low velocity layers to
avoid artifacts due to an arbitrary velocity clamping. This sampling ensures that
the original Southern California Velocity Model is properly represented for the wave
propagation of signal at long periods (greater than three seconds in this study). The
sampling shown in Chapter 3 accounts for both the site effects and propagation effects.
The minimum velocity in the resampled model used for the numerical simulations was
0.5 km/s for modeling of a signal with periods of 3 seconds and longer. Surface wave
velocities are shown in Figure 5.1.

To illustrates the reciprocity method applied to site effect evaluation, we have
selected 3 sites and 5 major faults in southern California. The sites were chosen to
demonstrate the strong ground motion responses at different locations relative to the
Los Angeles Basin. Table 5.1 has a list of the selected sites with their locations; they
are also shown in Figure 5.1. Table 5.2 has a list of the basic parameters describing
the faults. The fault parameters were taken from Petersen et al. [1996]. The position
of the Newport-Inglewood fault is to the north-east relative to the commonly known
surface fault trace; however, to be consistent with Petersen et al. [1996] we kept their
location. Also note that Petersen et al. [1996] places the blind Elysian Park fault at
a different location than Olsen and Archuleta [1996).

Selected sites
Site Setting  Latitude (°N) Longitude (°E)

SM  basin edge 34.011 -118.49
USC deep basin 34.019 -118.286
PAS  hard rock 34.148 -118.171

Table 5.1: List of the selected sites and their locations.

The slip distributions (both the size and the rake) of the strike slip Hector Mine,
California, earthquake (Ji et al. [2001]), the thrust fault Chichi, Taiwan, earthquake
(Mori and Ma [2000]), the thrust fault Northridge, California, earthquake (Wald
et al. [1996]) and the strike slip Landers, California, earthquake (Wald and Heaton
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Figure 5.1: Southern California Velocity Model and locations of the selected sites
and faults. The velocity is the Love wave group velocity at 3 second period. The
fault locations are shown with beach balls as projected on the surface. The variations
of the rake and magnitude of the beach ball represent the randomness of the fault
slip vector. Selected sites are shown with black triangles and capital letters: PAS -
Pasadena, USC - University of Southern California, and SM - Santa Monica. The
large low velocity area between —118.5° and —117.75° longitude and below 34.1°
latitude is the Los Angles Basin.

[1994]) show that the slip size distribution and slip rake orientation on the fault
plane is not uniform. Therefore, to simulate realistic rupture scenarios, we have used
a randomized slip distribution in a Monte Carlo fashion. The slip’s rake was also
randomized within a maximum of 20 degrees from the average rake on the fault.
The slip’s size was randomized to a value at most 5 times larger than the uniform
slip for a given fault (equation (5.3)). The randomized slip size was renormalized
to keep the total scalar moment M, the same. In the application shown here, we

have used only one random slip distribution per fault as we have found there is little
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Selected faults

Fault name SE NW Dip Rake Strike
San Andreas 34.20,-117.25 34.70,-118.50 90 180  113.0
Newport-Inglewood 33.65,-117.92 34.03,-118.37 90 180 136
Santa Susana 34.32,-118.50 34.44,-118.76 55 90 91
Sierra Madre 34.16,-117.80 34.40,-118.24 45 90 107
Elysian Park 33.65,-118.08 33.92,-118.31 20 90 120
Fault name Length Depth 1 Depth 2 M, D
San Andreas 120.0 0.0 18.0 7.4 2.0
Newport-Inglewood 60.0 0.0 13.0 6.9 1.3
Santa Susana 25.0 0.0 13.0 6.6 1.1
Sierra Madre 47.0 0.0 15.0 7.0 1.2
Elysian Park 33.0 10.0 15.0 6.7 1.2

Table 5.2: List of the selected faults and their parameters. SE is a south-east hori-
zontal location of the top part of the fault; NW is north-west location of the the top
part of the fault; the two numbers represent northern latitude and eastern longitude.
Length is length of the fault along the strike in kilometers. Depth 1 is the depth of
the top of the fault in kilometers, and Depth 2 is the depth of the bottom of the fault
in kilometers. D represent average slip on the fault surface in meters.

dependence of the measured characteristics (maximum velocity and duration) of the
synthetic seismograms on particular instances of randomization, although we have
found a significant difference between random and uniform slip.

The rupture velocity is an important parameter of the rupture scenario which
can not be entirely predicted. Most of the previous studies used simplified rupture
velocity scenarios leading to slow rupturing deeper parts of the fault (Graves [1998])
or super-shear velocities of the rupture in the shallow regions of the fault (Olsen and
Archuleta [1996]). To avoid these extreme rupture velocities in a strongly heteroge-
neous medium, we have set the rupture speed relative to a constant fraction of the
local shear wave speed (Aagaard et al. [2001]). To compute the rupture front time his-
tory, we use a simplified 2-D finite-difference travel-time algorithm ([ Vidale, 1988]).
To account for an unknown ratio of the rupture velocity to the S-wave velocity on the
fault, we test several values of the rupture velocity: 60%, 75%, and 90% of the S-wave
velocity on the fault. The effect of the strongly heterogeneous rupture velocity can be

seen on the Newport-Inglewood fault’s time history of the rupture front. Figure 5.2
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Figure 5.2: S-wave velocity on the Newport-Inglewood fault (top) and the time history
of the rupture front for a hypocenter at the SE upper corner of the fault (bottom).
The hypocenter is at 0.0 depth and 0.0 distance from the SE corner. The rupture
speed is equal to 90% of the S-wave velocity on the fault.

shows the time history of the rupture front of the Newport-Inglewood fault’s scenario
with its hypocenter at the south-east top corner of the fault. Despite the fact that
the rupture starts at the top, most of the fault ruptures upward from the center of
the fault. Figure 5.3 shows time history of the rupture front of the San Andreas fault
with a hypocenter at the south-east top corner of the fault. In this case, the fault time
history of the rupture front shows a nearly horizontally propagating rupture through

a weakly heterogeneous medium.

We have not varied the rise time (set to 3 seconds length) of the slip history on
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Figure 5.3: S-wave velocity on the San Andreas fault (top) and the time history of
the rupture front for a hypocenter at the SE upper corner of the fault (bottom). The
hypocenter is at 0.0 depth and 0.0 distance from the SE corner. The rupture speed
is equal to 90% of the S-wave velocity on the fault.

the fault. An alternative rise time function can be accounted for by deconvolving the
used rise time function from the seismograms and convolving with an alternative rise
time function. Therefore, the rise time function does not influence the effects due to
dynamic of the rupture or wave-propagation in a heterogeneous medium. Further, the
variation of the rise time should not a significant factor for the studied period range
of interest. For example, Aagaard et al. [2001] did not observe a significant effects on
the strong motion seismograms due to realistic variation of the rise time. However,
the rise time plays an important role for shorter period seismic wave propagation and
its variability should be considered into site and path effect evaluation (it may vary

by a factor of 2 for the magnitudes of earthquakes in this study).
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5.4 Site and path effects at the selected sites

We have calculated strong motion seismograms due to 75 fault rupture scenarios at
the three sites. For each site we note two characteristics of the synthetic seismograms:
peak velocity and duration. The peak velocity is measured as the maximum amplitude
of a vectorial sum of all 3 components over the entire seismogram. The duration is the
time interval between the points at which 20% and 90% of the total energy has been
recorded. This definition is analogous to the definition of Trifunac and Brady [1975],

but we have shortened the interval to avoid biasing due to numerical dispersion.

Figure 5.4 shows the strong motion velocity seismograms with the largest recorded
amplitude of all of the modeled seismograms. The largest amplitude was recorded
at the closest site to a rupturing fault (USC site from the Newport-Inglewood fault).
This scenario also has the fastest rupture velocity towards the site. The strong het-
erogeneity of the S-wave velocity on the fault makes the directivity effect less efficient
as different parts of the fault propagate at different velocities and directions as can
be seen in Figure 5.2. Figure 5.4 shows the earthquakes with rupture velocities closer
to the S-wave velocity on the fault surface produce larger ground motion levels. The
synthetic seismograms at the USC site are further complicated by the long duration
of the coda following the initial peak as the energy released by the earthquake remains
trapped in the Los Angeles basin. The energy arriving after the initial pulse is very
similar in size among the different rupture velocities as the directivity does not affect

the scattered energy.

Figure 5.5 shows the synthetic seismograms for the hypothetical earthquake on the
San Andreas fault with three hypocenter locations, as would be recorded at the PAS
site. The peak amplitude does not significantly vary between different hypocenters.
The PAS site is approximately at 90° azimuth to the strike of the fault and therefore
the PAS site should not be very sensitive to the directivity of the rupture. The
duration and the maximum amplitudes are comparable to the amplitudes simulated
by Graves [1998] for the "PASA” station, and realistic magnitude M,, = 7.5 of the

hypothetical San Andreas earthquake (our simulations were limited to M, = 7.4 by
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Figure 5.4: Synthetic seismograms at the USC site with the scenario causing the
largest recorded amplitude in our simulations due to a rupture on the Newport-
Inglewood fault with its hypocenter at the south-east corner at depth 0. The solid
line represents seismograms due to an earthquake with rupture velocity equal to
60% of the S-wave velocity, the finest dashed line represents seismograms due to an
earthquake with rupture velocity equal to 75% of S-wave velocity, and the coarsely
dashed line represents seismograms due to an earthquake with rupture velocity equal
to 90% of the S-wave velocity.

the size of the model). We have not observed a significant difference between the
different rupture scenarios of the San Andreas earthquakes, even for the two sites

inside the Los Angeles basin.

Figures 5.6, 5.7 and 5.8 summarize the maximum velocity amplitude comparison
for the USC, SM and PAS sites. The Newport-Inglewood fault produces the largest
ground motions of the ones modeled. Note that the maximum amplitude due an
earthquake on the Newport-Inglewood fault varies by a factor of 4 the the USC and
SM sites. Hypothetical earthquakes on the San Andreas and the Sierra Madre faults

show similar maximum velocity amplitudes at the USC site, despite the difference



74

T 1 1T 77 ,.\l rrr |1 rrrJ1 rrr+[ r¢r 11 ¢ ¢ 111 111

0.05—

0.0

g
I
]

e
o
]

N -
N/

o
S
T
-
~N o
!

0 10 20 30 40 50 60 70 80
Down

Velocity (m/s)

Time (s)

Figure 5.5: Synthetic seismograms at the PAS site for various fault rupturing scenarios
of the San Andreas fault. All nine seismograms correspond to the earthquakes with
rupture velocity equal to 90% of the S-wave velocity. The solid line represents rupture
scenario with a hypocenter at the south-east corner of the fault at depth of 0.0 km.
The finest dashed line rupture scenario with a hypocenter at the north-west corner of
the fault at depth of 0.0 km. The coarsely dashed line is for the case with a hypocenter
at the center of the fault.

in distance of the faults from the site. At the USC site, the Elysian Park fault
causes a large maximum amplitude for a scenario in which the fault ruptures from
the south-east top corner of the fault. This observation emphasizes the importance of
testing different rupture scenarios to evaluate realistic seismic hazard from a particular
fault, because with the hypocenter in the other parts of the fault the maximum
amplitudes are 2-4 times smaller. Our maximum amplitude values are significantly
smaller than those simulated by Olsen and Archuleta [1996] for the same reasons
(uniform vs. random slip distribution, super-shear rupture velocity vs. sub-shear

rupture velocity, seismic moment to rupture area scaling) that maximum amplitude
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values differ between Olsen et al. [1995] and Graves [1998]. The maximum amplitudes
simulated for the Santa Susana fault at the USC and SM sites are similar to those
observed for the Northridge Earthquake (Olsen and Archuleta [1996]). For the SM
site the Newport-Inglewood fault is again the most hazardous fault. The large spread
in the simulated maximum velocity amplitudes at the SM site due to earthquakes
on the Newport-Inglewood fault again emphasizes the importance of testing different
rupture scenarios. There are three Sierra Madre fault earthquake scenarios with
hypocenters at the center and both east corners of the fault, which generate large
velocity amplitudes at the SM site. This is probably caused by the efficient coupling of
the earthquakes’ directivity and the Los Angeles basin. A similar effect at the SM site
can be observed for hypothetical earthquakes from the San Andreas fault for scenarios
with its hypocenter at the south-east end of the fault. The PAS site is located almost
outside of the Los Angeles basin; therefore, the maximum velocity amplitudes at the
site are generally much smaller than the maximum velocity amplitudes simulated for
the SM and USC sites. The only large maximum velocity amplitudes are observed
for the hypothetical earthquakes on the Sierra Madre and the San Andreas faults.
The large amplitudes at the PAS site Note that the maximum amplitude due an
earthquake on the Sierra Madre fault varies by a factor of 3 for the PAS site. The
large maximum velocity amplitudes due to the earthquakes on the Sierra Madre fault
are caused by the proximity of the fault to the site. The large amplitudes due to the
earthquakes on the San Andreas fault are caused by the large seismic moment of the

fault.

Figure 5.9 summarizes the source and site durations of the different rupture sce-
narios on the selected faults. The source durations increase with increasing size of
the fault as the rupture velocity is limited by the shear wave velocity. The definition
of the source durations was slightly modified from the site durations. It is the time
between 0% and 100% of the released energy, because we wanted to represent the
entire source duration. The San Andreas fault ruptures for the longest time, however
the USC and SM sites’ durations due to earthquakes on the San Andreas fault are

probably limited by the length of the computed seismograms (the first arrivals at
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USC and SM sites appear between 30-40 seconds after the rupture initiation).

The site durations are longer than the source durations for most of the rupture
scenarios as the scattered energy in the heterogeneous velocity model tend to arrive
later. Except for the earthquakes on the San Andreas fault, the USC and SM sites
have generally longer site durations than the PAS site as the surface waves trapped
inside the sedimentary basin extend durations at the USC and SM sites. Most of
the site durations at the USC site are two to three times as long as the source
durations for the Newport-Inglewood, Sierra Madre, and Santa Susana faults. The
USC site’s durations due to the earthquakes on the Newport-Inglewood fault show
a significant dependence on the rupture scenarios; the scenarios in which the fault
ruptures southward with a high velocity (90% of the S-wave velocity) have short
durations. Most of the durations at the SM site are two to three times as long as the
source durations for the Newport-Inglewood, Sierra Madre, and Santa Susana faults.
The SM site’s durations due to the Elysian Park fault earthquakes show a strong
dependency on the rupture scenarios; the ruptures with hypocenters at the south end
of the fault show longer durations. The PAS site’s durations due to earthquakes on the
Newport-Inglewood, Elysian Park, and Santa Susana faults are strongly dependent
on the rupture scenario, as only certain configurations tend to trap energy in the Los
Angeles basin. The PAS site’s durations due to the Sierra Madre fault earthquakes are
relatively short as the PAS site is close to the fault in a weakly heterogeneous medium.
However, strong heterogeneity significantly extends the duration of the signal as is
shown by the PAS site’s durations due to earthquakes on the Newport-Inglewood
fault.
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5.5 Conclusions

The developed method for evaluation of the site and path effects with full waveform
synthetic seismograms allows to simulate earthquakes in a complex heterogeneous
media and with the variable rupture scenario. Using the Southern California Ve-
locity Model we have evaluated the theoretical site effects for three locations in the
Los Angeles area, and have shown the variations due to rupture scenario on a fault
causes factor of 3 variation in the maximum amplitude for sites outside of the sedi-
mentary basin, and possible factor of 4 in the maximum amplitude for sites inside the
sedimentary basins. We have found that the largest amplitudes are observed from

earthquakes on nearest faults rather than an earthquake on the San Andreas fault.
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Appendix A Attenuation estimate

Attenuation is not part of the Southern California Velocity Model; therefore, we shall
only estimate the attenuation effect on the maximum amplitude by a simple order of
magnitude calculation. Aki and Richards [1980] (page 168-9) derive the attenuation
effect in a homogeneous medium with an attenuation factor Q(7°) > 1.0 for a wave
with amplitude Ay at point z = 0 and propagating with velocity c¢; the amplitude of

this wave at distance zx is
A(z) = AgeeTam (A.1)

Using the engineering practice (c.f. Kramer [1996], Chapter 4) we use the shortest
distance from the finite fault from our site to estimate the distance z in equation
(A.1). Obviously, equation (A.1) implies the longer the period of the propagating
wave, the smaller the attenuation effects. Therefore, we shall make our estimate
only for the shortest period of 3 seconds. Equation (A.1) also implies that the faster
propagating waves have smaller attenuation effects (at the same period and distance);
therefore, to estimate an upper bound on the attenuation effects we shall investigate

surface waves, the slowest propagating waves at a given period.

It is difficult to estimate a representative crustal value of the attenuation at 3
seconds period Q(3.0). The seismic waves are mainly attenuated at the very top of
the crust (90% of the signal is attenuated at the top 3 km of the crust, Abercrombie
[1997]). However, there are very few measurements of attenuation at long periods for
the strong motion data. Su et al. [1988] use regional 1-D model of Southern California
with values of Qg ~ 20 — 150 (frequency independent attenuation of the S-waves),
which is consistent with value of @) = 70 found by Hough [1997] for frequencies 1-10
Hz at Ridgecrest, California, and @ = 80 — 130 from Ma and Kanamori [1994] for

frequency approximately 1 Hz and Pasadena-Sierra Madre earthquake, California.
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The representative values for sedimentary basins are in the lower range of the above
values as can be seen in the Ibanez et al. [1991] study of attenuation in sedimentary
basins. Therefore, we estimate the representative values for ()(3.0) ~ 100 for paths

outside of sedimentary basins and ((3.0) ~ 50 for paths inside sedimentary basins.

Assuming we can approximate the medium between the San Andreas fault and
the PAS site by a homogeneous halfspace with ¢ = 3.0 km/s (see Figure 5.1) and a
distance of = ~ 50.0 km, equation (A.1) gives

A(500) _ e
A, '

This path is outside of the sedimentary basin and therefore the maximum amplitude is
at most (we estimate the upper bound) reduced by 15% making the attenuation effect
negligible. However, for a wave propagation inside the sedimentary basin we must
be more careful. We can approximate the medium between the Newport-Inglewood
fault and the PAS site as a homogeneous halfspace with ¢ = 0.7 km/s (see Figure
5.1) and a distance of x ~ 30.0 km. Equation (A.1) gives

This path is inside the Los Angeles sedimentary basin and therefore the maximum am-
plitude is at most reduced by 60% making the attenuation possibly more significant.
However, this is an upper bound and therefore we know the maximum amplitudes
without attenuation are a factor of 2 from the maximum amplitudes computed for
models with a realistic attenuation. The effects of attenuation at the USC or SM sites
are even smaller as the distances between faults and the sites are smaller. However,
multiply scattered waves inside the basins may be more severely attenuated even at
periods of 3 seconds. Therefore, our durations may be slightly overestimated and

should be considered as an upper bound.
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