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Abstract

It has been proposed that axisymmetric buoyant jets discharged vertically into a horizontal
turbulent boundary layer flow undergo a transition from self-induced mixing to an ultimate
state where mixing is dominated by the shear-flow turbulence. Both plume mixing and
ambient shear-flow mixing have been separately well characterized by many previous
studies and can be thought of as asymptotic mixing regimes. This investigation focuses on
the transition between the two asymptotic regimes that is not well understood and that is
often of particular engineering interest.

In this work, we present the results of a detailed experimental analysis of buoyant
jet mixing in a turbulent shear flow. Our purpose is to obtain a detailed picture of the
turbulent velocity field and the concentration distributions throughout the various mixing
regimes in order to discern the effects of changes in various flow parameters on the
predominant mixing mechanisms. The experimental technique employs buoyant jets
whose fluid is optically homogeneous with that of the ambient shear flow. This enables
the combined use of laser-Doppler velocimetry and laser-induced fluorescence to measure
the velocity and concentration profiles, respectively.

Dimensional analysis indicates that the cross-flow shear velocity and the plume
specific buoyancy flux are the parameters controlling the transition from plume mixing to
diffusion mixing. Quantitative analysis of the experimental results indicates that the
mixing is dominated entirely by diffusion, or shear-flow mixing, even close to the point of
discharge. Further, we observe that within the diffusive mixing regime, a transition
occurs from a region where the turbulent mixing coefficient is proportional to the local
elevation to a region where the turbulent mixing coefficient is proportional to the
boundary layer thickness. Detailed instantaneous spatial concentration distributions

indicate that regions of dilution far telow mean values persist well into the mixing regime
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dominated by shear-flow turbulence. This indicates that both plume mixing and diffusion-
type mixing models may provide a false sense of security with regard to the absolute
minimum dilutions observed in actual flow situations since both methods focus on the

minimum average dilution.
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coordinate measuring horizontal distance from buoyant jet release point,
(L], cm

non-dimensionalized horizontal coordinate, B2/3x1/3/u Uh

flow meter percentage reading
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X

Greek

Paw

XXiv

unit vector from particle to point of observation, O

unit vector in direction of particle trajectory

unit vector in direction of source emission

coordinate measuring spanwise distance from flume center, [L], cm
coordinate measuring vertical distance from flume bottom, [L], cm
non-dimensionalized vertical coordinate, zu 4/v

vertical coordinate measuring location of bent-jet to bent-plume behavior,

[L], cm

angle from vertical for index of refraction calculation
angle of particle path with 7

angle of particle path with j

attenuation parameter for Rhodamine 6G, [1/L], 1/cm
transverse mixing coefficient, [L%/T], cm?/s

dimensionless transverse mixing coefficient

von Karman constant used in log-law formulation of open-channel flow
apparent wavelength of light as seen by observer, [L]
apparent wavelength of light emitted by particle, [L]
wavelength of light emitted by source, [L]

wavelength of light in a vacuum, [L]

kinematic viscosity, [L?/T2], cm?/s?

angle between particle trajectory and observation point, O
angle between source direction and observation point, O
ambient, cross-flow fluid density, [M/L3], kg/m3

density of ethanol(alcohol)-water mixture, [M/L3], kg/m3



Po
Psw
Aplp
Apo

&

buoyant jet fluid density, [M/L3], kg/m3

density of salt-water mixture, [M/L3], kg/m3

relative density difference

density difference of buoyant jet unmixed fluid and ambient fluid, [M/L3],
kg/m3

shear-stress at boundary, [M/LT?], kg/m3

distance to ith pixel location

arbitrary flow variable



Chapter 1. Introduction

As human beings, we generate materials that require disposal. In some cases, the
materials are toxic in high concentrations but relatively harmless in low concentrations; in
other cases, the materials appear naturally in the environment at low concentration levels
and disposal into the environment is an appropriate method of recycling. Environmental
engineers are faced with the task of discharging such materials into the environment in a
responsible and knowledgeable manner. Often, the primary concern is to get the waste
material diluted with other materials as rapidly as possible, and to predict this initial
dilution accurately enough to circumvent harm.

Since waste fluids frequently have a density different from the receiving fluid,
buoyant jets are common in the release of the waste materials. If the buoyant jet
discharges into a receiving fluid that is flowing and is turbulent, then this receiving fluid
has turbulent mixing characteristics of its own. This study focuses precisely on such a
case; specifically, that of buoyant jets discharged into a cross flow with shear as shown in

Fig. 1.1.
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Figure 1.1 Buoyant jet discharged into a cross flow with shear



Many of the models in use by regulatory agencies to describe the dilution of wastes
and toxic materials released to the environment depend upon one or the other of two basic

approaches:

1. Buoyant jet and plume models that define the dilution of emitted

materials in a zone near the point of discharge.

2. Diffusion models that use knowledge of ambient turbulence to

define the dilution in regions removed from the point of discharge.

It is often argued that models which ignore ambient turbulence in consideration of
buoyant jet mixing are conservative since ambient turbulence should only enhance dilution.
Similarly, when diffusion models are considered, the effect of initial buoyant jet mixing can
be viewed simply as a shift in origin of the discharged tracer. However, in many situations
it is the transition region of the flow field for which reasonably accurate estimates of the
dilution are required.

There have been extensive research studies on turbulent buoyant jets and plumes
(e.g., see List (1982ab), Papanicolaou and List (1987,1988), and Papantoniou and List
(1989) for comprehensive reviews). Much of this prior work has resulted in the
development of computer models of jet and plume dilution that are widely used in industry
and by regulatory agencies (Muellenhof ez al., 1985; Hanna et al., 1982; Schatzmann,
1979).

Turbulent diffusion in turbulent flows has received a large amount of attention
since the first, and probably the most widely referenced, paper by Taylor (1921).
Subsequent work by hundreds of others has resulted in three basic approaches for
predicting the dilution caused by turbulent diffusion:

(a) Simulation models based on statistical methods (Lamb, 1978; Sawford,

1985ab; Legg and Raupach, 1982)
(b) Diffusion equation models (Raupach and Legg, 1983; Nokes ez al., 1984)
(c) Langevin equation models (Raupach, 1983; Pearson et al., 1983)



These models have been combined in many variations of "puff" and "Gaussian
plume" models. In addition, there are numerous field studies (e.g., Sawford et al., 1985;
Gudiksen et al., 1984), and laboratory work (e.g., Deardorff and Willis, 1984; Nokes and
Wood, 1988). It is interesting that despite all of this work on both jets and plumes and on
ambient turbulent mixing, there is apparently little work that relates the two mixing

processes to each other.

1.1 Analysis
In chapter 2 we will show that a buoyant source with volume flow, Q, and specific
buoyancy flux, B=gQAp/p, released in a steady uniform ambient flow with an average

velocity, U, will attain a dilution

v -’ U’ (1.1)
where x is the horizontal distance from the release point (Fischer ef al., 1979). This
implies that the dilution at a fixed distance from the source decreases with increasing mean
flow velocity. However, the minimum dilution of a continuous source that results from

mixing induced by turbulent diffusion is estimated to be (Fischer et al., 1979)

g - AnDx 12)

0
where D is a turbulent diffusion coefficient. The use of a constant diffusion coefficient can
be justified using Taylor's (1921) argument, provided that a fluid particle has had the
opportunity to sample from all possible scales of the turbulence. In general, D is
proportional to the flow depth, 4, and shear velocity, u, which are measures of the
turbulence scales. In this case,

u hx
0

S~

(1.3)



In other words, the rate of dilution is defined by the shear velocity and the size of the
largest eddies. Since u « increases with U, the dilution will increase with mean cross-flow
velocity at a fixed distance downstream from the source point. (It is noted in passing that

for normal channel flow

1

7 )5 U
iy T — 1.4
( S U (1.4)
where f is the Darcy-Weisbach friction factor and for a channel
2ghsU
f= 4[ 5;] 3 ] (1.5)

where s is the channel slope. In this case, fis four times the ratio of the turbulent kinetic
energy dissipation rate, pghsU, to the mean flow kinetic energy flux, (pU3)/2. Thus for
constant f, u 4 increases with U, the average cross-flow velocity).

As stated above, Eq. 1.1 indicates that at constant x the dilution must decrease
with increasing mean cross-flow velocity. It is useful to imagine that in this regime,
mixing is affected by plume-generated vortical interactions with the cross-flow. These
interactions require time to mix the source fluid with the cross-flow fluid. Therefore,
when the mean cross-flow velocity increases, source fluid reaches the point of
observation, x, faster. The effective amount of time for mixing diminishes and the dilution
goes down. In essence, the source fluid is swept past the point of observation before it
has time to dilute.

Equations 1.2 and 1.3, on the other hand, indicate that at a constant distance, x,
the dilution must increase with increasing mean cross-flow velocity. In the diffusive
regime, a larger turbulent diffusion coefficient enhances mixing and the diffusion
coefficient increases with the mean cross-flow velocity. Essentially, in this regime, a
higher mean cross-flow velocity implies a more turbulent, or "churning" flow, and dilution

improves. This explanation of the effect of increasing cross-flow velocity on the dilution



in the diffusion regime is somewhat incomplete. However, it is adequate for this
introduction wherein we are trying to gain insight to the problem. A more complete
discussion appears in chapter 2. ‘

Since both these regimes exist asymptotically, there must be a point at which a
transition occurs from plume turbulence-induced mixing to mean-flow turbulence-induced

(or shear-flow) mixing. This simplistic argument is the basis of the analysis.

1.2 Objective
The purpose of this investigation is to determine the nature of transition between the
plume-mixing regime and the shear-flow mixing regime of a buoyant jet in a cross flow.
The research is primarily experimental. A series of turbulent buoyant jets were
discharged into a turbulent cross flow within a laboratory water channel. The
concentration of a tracer material was measured along a line within the discharged fluid
using the laser-induced fluorescence method developed by Koochesfahani (1984), and
modified and refined by Papantoniou and List (1989). This method relies on the ability of
certain organic dyes, in this case Rhodamine 6-G, to fluoresce under the action of laser
light. The fluoresced light is at a wavelength different from the wavelength of the
excitation light. Fluid velocities were measured using laser-Doppler velocimetry
developed by Gartrell (1979) and modified by Skjelbreia (1987). These optical techniques
were made possible by the use of fluids differing in density but rendered optically
homogeneous by the methods developed by McDougall (1979) and modified by Hannoun
(1985).



Chapter 2. Theory

The intellectual exercise necessary for understanding the flow of a buoyant jet in a cross
flow with shear is one of building, little by little, a progressively more solid understanding
of this complex flow from a fundamental understanding of simpler flows. In the brief
analysis of chapter 1, we presented equations describing the asymptotic rate of dilution in
the plume and shear-flow mixing regimes. Both of these asymptotic results have been
previously developed and well-characterized. Several other transitions, that are also well
understood, precede the plume to shear-flow mixing transition. A discussion of these
earlier transitions as well as the asymptotic mixing regimes is an aid to understanding the
transition from plume mixing to shear-flow mixing that is the focus of this study.

In this chapter, we recapitulate the previous work done in simpler flows and then
discuss the work unique to this study. Therefore, we first discuss buoyant jets released
into a quiescent medium, then discuss buoyant jets released into a cross flow without shear
before beginning the dimensional argument which leads to the equation describing the
dilution of a plume in a uniform cross-flow, Eq. 1.1. In the same spirit, we discuss the

dilution of a point source release into a diffusive environment to obtain Eq. 1.2. At that



point, we will be poised to build the hypotheses regarding the transition from plume to

shear-flow mixing.

2.1 Buoyant jet discharged into a quiescent medium

A buoyant jet is distinguished from a simple jet by an initial density difference. Namely, a
buoyant jet has a density difference, Ap,= (p,-p,), from the ambient fluid that makes it
either positively, or negatively buoyant. The orientation of the buoyant jet with respect to
the gravitational field is important in these flows because of the body force introduced by
the density difference. Fundamentally, a positively buoyant jet discharged vertically
upward is the same as a negatively buoyant jet discharged vertically downward. Since in
this experimental work, the configuration was exclusively that of a positively buoyant jet
discharged vertically upward, we will use the geometry of Fig. 2.1 to discuss the
development of the governing equations.

A buoyant jet can be thought of locally as either a jet or a plume, depending upon
the ratio of the local momentum flux to the initial momentum flux. Of course, plume-like
characteristics will always eventually dominate the flow. This can be argued as follows. If
the receiving fluid is stagnant, in other words, has no inherent flow-mixing character of its
own, then, the only parameters that can affect the flow are the initial volume flux, Q, the
initial specific momentum flux, M, the initial specific buoyancy flux, B, and the vertical
distance from the point of release, z. It is worthy of note that the viscosity might also be
of significance in such flows. However, we have assumed here that the initial jet Reynolds
number, M1/2/v is sufficiently large that the flow is fully turbulent, and hence, that
viscosity is unimportant in determining the flow. This assumption is valid provided the
initial jet Reynolds number exceeds 4000 as discussed by Labus and Symons (1972).

Additionally, we have made the Boussinesq assumption, i.e., that with regard to the basic
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Figure 2.1 Geometry of buoyant jet discharged vertically into a horizontal turbulent

boundary layer
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inertial aspects of flow, p, = p, ~ p. We can therefore form, by dimensional analysis, two

dimensionless quantities:

Mz B%z
, and —
0 M*

Since z has the dimensions of length, these dimensionless quantities define two length

scales, lq, and /,,, respectively:

z M%: z B%:
T o ™ T
q © m
where 21
Y
l = ——Q—-, and [ = M
q9 M* m p%

It is recognized that the first length scale is influenced only by parameters that
effect the behavior of a jet. The second length scale, on the other hand, has parameters
that are a measure of the relative initial momentum-dominated to buoyancy-dominated
characteristics of the buoyant jet. Any other dimensionless flow variable, , must,

therefore, be a function of these two dimensionless quantities, z/lq, and z/l,,.
z z
~=7 (7’1—]
q ‘m
It can be argued that for z/lq>>1, equivalent conditions are:

1. z— oo with I, fixed (M,Q fixed)

or
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2. I; > 0 with z fixed
a. Iy — 0, is equivalent to M — oo or

b. J; >0, is equivalent to 0 — 0

In 2a and 2b above, we might question how it is possible to reason that M — o, is
equivalent to Q — 0, since ) and M are coupled. If we examine the equations describing
Q and M, the explanation is clear. Since,

QxWd? and M ocW'd?
where W is the average velocity of the buoyant jet discharge, and d is the diameter of the
discharge, if Q is to remain finite, the only way that M can simultaneously approach
infinity is ford — 0. Thus, lqg — 0, is equivalent to the orifice diameter approaching zero.
In other words, as z is increased (condition 1, above) it is as if the initial volume flux, Q,
drops from the list of variables defining the flow. This is exactly analogous to dropping
the viscosity, v, from the list of relevant variables when the Reynolds number exceeds a
given threshold value. Therefore,

sz(_z_) for —If~>>l

b, A

This is of course provided that the initial jet Reynolds number exceeds 4000 as mentioned
above and the Boussinesq assumption is valid.

Many previous studies (Crow and Champagne (1971), Corrsin and Uberoi (1950),
Rosler and Bankoff (1963), Sami ef al. (1967)) have shown that Iq is an indicator of the
distance from the point of discharge where a steady decay of turbulence along the axis of a
jet begins to occur. These studies have shown that at a distance from the point of
discharge equivalent to ten times this length scale, the turbulence within the jet is fully

developed. This region of flow development is referred to as the zone of flow
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establishment (ZFE). Past this region, the velocity and concentration profiles of the flow
are self-similar and therefore this region is referred to as the zone of established flow
(ZEF). Therefore, the first length scale, lq, can be regarded as a measure of the distance
over which initial geometry effects the flow. Precisely, we can write:

¢ =f(7z-) for li> 10

m q

and since, lq = QIM2 = 412 = (11/4)12d, this is approximately equivalent to assuming that
beyond ten diameters downstream, the initial volumetric flux is no longer important in
defining the flow.

What about the second length scale, /;,, in Eq 2.1 above?

We reasoned in forming, 2/l and /Iy, that all dimensionless flow variables of a
buoyant jet must be functions of these two non-dimensional parameters. Thus, if we
consider some limiting cases of the flow, we will elucidate the significance of /,,,.

Consider a buoyant jet with initial momentum flux, M, and initial specific buoyancy
flux, B, at a location where z/lq>10. The only characteristic length scale »of importance to
the flow then, is /,;,. All flow variables must be some function of z//,,, alone.

As an example, consider the centerline velocity, w,,. If we are interested in
examining the functional dependence of w,, on z/I,,, we must first make w,,, non-
dimensional. The velocity, wy,, has dimensions, [L/T]. Therefore, we need some

combination of B and M to use for the non-dimensionalization:

4477
B"MP = l:—L—] [L—2} then, we have
T
4n+4p=1 and
3n+2p=1 which gives,
n=1/2,and p=-1/4 thus,
% A
Bz = [}—] and w,, M2 is dimensionless

M4 LT B
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Then, since z/1;, is the only parameter that the flow variables can depend on, it

must be true that:

M% z ZB%
Wi 2 =f(;)— f(z\_/l_%) 2.2)

Now suppose we consider cases as we did above for lq, First, consider z/1,,<<1.

This is equivalent to:

1. z—> 0 with /,, fixed (M, B fixed)
or

2. I, — oo with z fixed
a. ,, > o, is equivalent to B— 0 or
b. [, > =, is equivalent to M — ©

For case 2a, where the initial specific buoyancy flux goes to zero, flow variables must not

depend on B, and thus the functional dependence of Eq. 2.2 must be such that the specific

buoyancy flux no longer appears. This is satisfied as follows:

M z zB%
Wm—gz—f(a)—f(M%]

(5] )

VA B B%
W, =d Myz
"oy (2.3)

which is the centerline velocity equation for a jet in a quiescent medium.

Second, if we consider cases for which 2/7,,>>1. This is equivalent to either



14

1. z—> oo with /,, fixed (M, B fixed)
or
2. I, — 0 with z fixed

a. 1, — 0, is equivalent to B — o or
b. 1, > 0, is equivalent to M — 0

and if there is to be no dependence on the initial momentum flux, M, as is the case for 2b,

M z zB”
il [W)

() (5

then, we find that

Ym o\ W Y
_ B _ (B A
wm—apz—,/z—ap ?

which is the equation governing the centerline velocity for a plume. Thus, z/],,, can be
thought of as the ratio that determines whether the flow is jet-like or plume-like.

Finally, then, we have determined the flow can be thought of as first going through
a transition to the zone of fully established flow and becoming jet-like, this is for z>>/, but
2<<l,y,, then transitioning from jet-like behavior to plume-like behavior, and this occurs
after z>>1,,. What, however, about the case when lq and /,, are of the same order? This
is equivalent to the Richardson number, Ry, = lg/ly, = 1, or the densimetric Froude
number, Fz= (n/4)V4 &1 since R, = (n/4)V4(1/F ). In this case, there would be no jet-
like region of the flow. Instead, the flow would be immediately plume-like except for the

region close to the discharge where initial geometry effects are important.
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2.2 Buoyant jet discharged into a uniform ambient cross flow
without shear

In many practical applications, buoyant jets are released into environments where there
exists a cross flow with shear. It is precisely for this reason that the present work focuses
on such flow conditions. Large numbers of the earlier experimental investigations of jets
or buoyant jets under cross flow conditions were conducted such that no shear existed in
the cross flow. As an example, consider Wright's (1977) experiments which employed a
negatively buoyant jet discharged vertically downward and dragged across the surface of a
quiescent medium to create an effective cross-flow condition. The introduction of a cross
flow complicates the flow behavior by introducing another driving force for the system,
namely, the momentum flux of the cross flow itself. Thus, the next logical step in building
our understanding of buoyant jets in a cross flow with shear is to examine the release of a
buoyant jet into a cross flow without shear.

As mentioned above, we will look only at a positively buoyant jet discharged
vertically upward. In this flow situation, we can consider two distinct geometric regions
of the flow. First, when the buoyant jet has not yet been significantly influenced by the
cross flow, and therefore, is essentially rising vertically, and second, after the buoyant jet
has succumbed to the force of the cross flow and is horizontal. This is sketched in Fig.
2.2. Wright (1977) referred to these two configurations as the near-field and the far-field
flows and reasoned that the fundamental flow behavior was different in these two regions.
Flows in the near-field, Wright suggested, behave as if they were released into a quiescent
medium but advected at the average velocity of the flow. It is as if the buoyant jet is being
"sheared" by the action of the cross-flow as depicted in Fig. 2.3. (Note: This is an
important assumption which will be referred to later in chapter 5.) As Wright mentions,
this is true beyond the region of acceleration only. A buoyant jet enters the cross flow
with zero horizontal velocity and must be accelerated up to the velocity of the cross flow.

This is accomplished by the entrainment of horizontal momentum and by a pressure force
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Figure 2.2 Near-field and far-field regimes of a buoyant jet in a uniform cross-flow
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Figure 2.3 Effect of cross-flow shearing action on geometry of buoyant jet flow
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exerted on the buoyant jet by the cross flow. Hirst (1971a), Chu and Goldberg (1974)
suggested that this acceleration occurs within the first few diameters downstream of the
point of release. Beyond these first few diameters the vertical velocity of the buoyant jet
so dominates the flow that the influence of the cross flow is not yet sufficiently important
to influence the flow and hence the cross flow effect is minimal. Therefore, it is assumed
that beyond this initial acceleration region, while the acceleration forces may skew the
shape of the buoyant jet and hence its concentration and velocity profiles, they do not
otherwise affect the flow. The work of Priestley (1956) confirms that buoyant jets even
very near the source are advected horizontally at the cross-flow velocity. (The present
work also verifies this result as will be seen later.)

When the cross-flow velocity is considered as an additional variable, more length
scales are possible. If we neglect the initial volume flux, Q (this is reasonable provided we

are not close to the point of discharge) then the new length scales are:

M* B

lj can be thought of as the ratio of the buoyant jet momentum to the momentum of the
cross flow, and thus, a measure of when a momentum-dominated buoyant jet would bend
under the influence of the ambient velocity. /p, similarly, can be regarded as a measure of
when a buoyancy-dominated buoyant jet would bend under the action of the ambient
velocity. In other words, these length scales refer to the point at which the vertical
velocity of the buoyant jet (whether it be in the momentum-dominated or the buoyancy-
dominated regime) decays to the cross-flow velocity. Thus, for z/lj<<1, no appreciable
bending over of a momentum-dominated buoyant jet would be apparent, while at
z/l;~O(1) the jet would begin to bend. Further into the flow, when z/1j>>1, the buoyant jet
would be nearly horizontal. An analogous argument follows for a buoyancy-dominated

buoyant jet, where /p is the governing characteristic length scale.
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If we recall the two length scales that were determined in the preceeding analysis
of buoyant jets in a quiescent medium, namely, lq and [y, and assume that the flow rapidly
achieves a state wherein lq is no longer relevant, then the three length scales, Z,,,, {,-, and
Ip, remain. These length scales are not independent of one another, rather only two
independent length scales are possible. Notice for example that /,,, = 113/2 Ip12. Hence,
any combination of two of these three length scales makes possible two flow regimes: the
jet—>plume—>bent plume regime, or the jet—bent jet—bent plume regime.

The next logical question is, of course, how is it possible to determine, a priori
which of these flow regimes will be achieved? The relative magnitude of /3 with regard to
Ij determines the flow regime. As an example, consider a buoyant jet that has length
scales, {, and /p such that Ij <lp. In this case, we reason that if the buoyant jet were in the
momentum-dominated, or pure jet regime, then it would bend under the action of the
cross flow before the same buoyant jet, in the buoyancy-dominated, or pure plume regime
would bend. Thus, since the actual flow possesses both initial momentum flux and initial
specific buoyancy flux, we reason that it will transition to plume-like behavior before it
bends. The momentum flux induced by the buoyancy so far exceeds the initial momentum
flux that it controls the flow. This induced momentum flux is more powerful in resisting
the influence of the cross-flow velocity than is the initial momentum flux. Therefore, the
flow regime is that of a jet, plume, bent plume. Further, as we discussed above, since the
jet region occurs before the bend in the flow, it can be viewed as if it were a jet in a
quiescent medium, but advected with the ambient cross flow. The characteristic length
scale, /;;, would thus determine the transition from jet to plume behavior. Clearly, in this
case, /;, and /p, are the length scales governing the flow.

If, on the other hand, /; > /5 then the initial specific momentum flux is more
important than the momentum generated by the specific buoyancy flux in withstanding the
influence of the ambient velocity, and the flow will be that of a jet, bent jet, bent plume. In

this case, we cannot assume that the flow behaves as if it were in a quiescent medium and
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simply advected with the cross-flow velocity and the transition from jet-like to plume-like
behavior will not occur at /,,. In fact, precisely because the vertical velocity of the
buoyant jet has decayed to the level of the cross-flow velocity, we cannot assume that the
cross flow has no effect on the flow behavior. We must model the flow and the transition
from jet-like to plume-like behavior differently.

We have already found length scales that we can use in the development of
equations for a jet-like or a plume-like flow in the far-field. There are no more unique
length scales possible. However, we have more information regarding the flow that we
have not used to this point. Namely, the flow itself, in transitioning from bent jet to bent
plume behavior, cannot be discontinuous. Therefore, if we match one of the flow
variables, for example the centerline velocity, between the jet and the bent jet, or between
the bent jet and the bent plume cases, we should be able to estimate these transitions.
Before it is possible to match the centerline velocity between these cases, however, we
must develop the equations describing the centerline velocity in the far-field regimes.
(Note: The relevance of defining transition as the point of centerline velocity equivalence
is discussed in more detail in chapter 5.)

As we did in the previous arguments for the centerline velocity in the near-field jet,
we can derive equations for the centerline velocity in the far-field. We are able to do this
only for the limiting cases of momentum-dominated, pure jet-like flow, or buoyancy-
dominated, pure plume-like flow.

In the bent-jet or bent-plume regime, precisely because the cross-flow has affected
the flow sufficiently to bend it, the influence of the cross-flow velocity cannot be ignored.
Therefore, in the bent-jet regime, we liken the flow to that of a cylindrical momentum
puff. Again relying on dimensional analysis, we determine that the flow can depend only

on the momentum impulse, m, and on the vertical distance from the point of release; thus,

w, = f(m,z). Dimensionally, this implies that:
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W = Qpj o
m = 8bj —»

J 22
If we write the momentum impulse as m=M/U, then:

Wi = Qp; (2.5)

v
Similarly, in the buoyancy-dominated region of the flow, the bent plume flow

resembles a bouyant thermal. In this case, the vertical velocity depends on the buoyant

impulse or the "puff" strength, 4, and the vertical distance from the point of release.

Therefore, w, = f(b,z). Dimensionally, then:
p\4
Wy = abp -:Z—

If we write the buoyant impulse, b=B/U, then:

%
B ) (2.6)

Wy = abp(a

The equations governing the centerline velocity in these two limiting cases are

summarized below:

UV (1.
¥m o M7 =| = for —>>1
U Uz z ,
2.7)
%
Ym o ———B ) =:(li) for i>>1
U U3z z b

where z refers to the vertical coordinate of the buoyant jet axis. The transition from jet to
bent-jet behavior is found by finding the value of z where the centerline velocities are equal

(assuming that the virtual origin for bent jet flow occurs at z = 0):
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We similarly find the point at which transition from far-field jet-like flow to far-field

plume-like flow. The location of this transition is referred to as Zpj-bp:

MY  (BY:
N\ )"\

therefore:

(ay V(a2
Wb\, ) (UB 29)

Table 2.1 summarizes the two possible flow conditions along with the characteristic

vertical length scales that determine the transitions for each regime.

Table 2.1 Summary of flow variables for two different flow regimes

Condition Flow regime First Transition Second Transition

I<ly jet, plume, bent plume | jet - plume, /,,, plume - bent plume, /3

Ip<l; jet, bent jet, bent plume | jet - bent jet, /j bent jet - bent plume
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Table 2.2 summarizes the definitions of each of the characteristic length scales. Figures
2.4 and 2.5 show the centerline velocity as a function of the buoyant jet vertical coordinate

in each of these flow regimes.

Table 2.2 Summary of characteristic length scales

Transition Characteristic length Equation
— zone of fully established flow lq 0
YA
jet —> plume (near-field) Ly M
A
jet — bent jet lj MY
U
plume — bent plume Ip B
U3
Elevation
jet — bent jet Zj.bj ;7 J
2 1
- e (£ | ay (12"
bent jet — bent plume (far- Zbj-bp by UB
field)

We do not formulate the transition from jet— plume behavior since in all the
experiments conducted for this investigation, the flow regime was that of a jet— bent

jet—bent plume. However, the derivation is exactly analogous.
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Figure 2.4 Centerline velocity as a function of vertical distance, jet-plume-bent plume

regime (adopted from Fischer (1979))
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2.3 Dilution equation for a buoyant jet released into a cross flow
without shear

We are concerned in this investigation with the transition from buoyant jet induced mixing
to shear-flow induced mixing. We assume that the transition from bent jet to bent plume
behavior has passed before the onset of shear-flow mixing. Therefore, in the argument
that follows, we assume that the transition to far-field buoyancy-dominated mixing has
already occurred.

In the far-field buoyancy-dominated regime, a vertical cross section of the flow
resembles that of a cylindrical momentum puff or a buoyant thermal at the same elevation
as shown in Fig. 2.6. Given that we accept the analogy of a far-field buoyancy-dominated
flow (or plume-like flow) to a buoyant thermal, we can use dimensional analysis to
formulate an equation to describe the rate of dilution in this flow regime. To begin this
analysis, we ask which flow variables can influence the dilution?

In this far-field regime, the dilution can depend only on the "puff" strength, 5,
defined as

p = 89
U

_B
U

where g is the initial apparent gravitational acceleration gAp/p, the local relative density,
g’'(x), and the time from release, 7. Using these three parameters, it is possible to obtain a

dimensionless quantity as follows:

BE
(=) | [-%

0 [ [F]

But, we can represent 7 as x/U, therefore, we have:
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Figure 2.6 Far-field and cylindrical puff or buoyant thermal analogy

(adopted from Wright(1977))
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which is exactly Eq. 1.1. It is important to keep in mind that this equation is valid only for
x>>B/UB = I,

2.4 Point source release into a diffusive environment
The development of Eq. 1.2 is based on a theory that applies to advective diffusion. The
premise of the analysis is that mass transport occurs by virtue of the mean motion of the
fluid and by turbulent diffusion. Further, it assumes that these two effects can be treated
as if they were linear, i.e., that they can be added without higher-order effects. If the
diffusion is due to turbulence, then the diffusion coefficient can simply be adjusted
accordingly from the laminar case.

The three-dimensional "advective diffusion" equation is:

%+V-(C(7)= v2DC

If the fluid is incompressible, then this equation reduces to the following:
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%m-vczvzpc (2.10)

where C is the concentration of the tracer mass, U is the average cross-flow velocity, and
D is the turbulent diffusion coefficient which we have not assumed is equal in all three
directions.

In this investigation, the relevant geometry is that of a continuous point discharge
released into a diffusive environment. The problem is inherently three dimensional. If we
consider a point source discharge of mass at rate A, at the origin of an x,y,z coordinate

system, Eq. 2.10 becomes:

—+U—=}\D +D +D
ot ox ¥ &x y62y ? 3z

oC . &C [ ?c . #C a2c)
To simplify the solution, we neglect diffusion in the direction of the flow.

(Diffusion in the flow direction occurs at a length scale equal to V2D, and the distance
from the source is x = Ut. Therefore, flow-direction diffusion can be neglected if x >>
\2Dst ,or £ >>2D/U2, In most flow situations, this condition is easily satisfied.) If we
assume that flow-direction diffusion is negligible, then we can reduce the three-
dimensional problem to a two-dimensional one, i.e., the instantaneous spread of a point
source in two dimensions. The flow can be visualized as a series of parallel disks as
shown in Fig. 2.7. The disks are advected past the source and as they pass they pick up a
slug of fluid A8 where 8¢ =8x/U. If we substitute this into the diffusion equation in

two-dimensions, the mass per unit area, m, in the slice is:
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Figure 2.7 Parallel disks analogy for diffusion regime
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. _ 32 . 72
= Mdx exp 4Dyt 4D,t
4n,/DythU

The location of the slice in the flow direction, x, is Ut, thus the above equation is
|y U
4D,x 4D,x
e

C(x,yaz) = _.——AJ_— Xp
47t‘/Dysz

where it is also recognized that, in the limit, the mass per unit area, m, divided by the

equivalent to:

width of the slice, &x, is the concentration, C.

Finally, if we put the above equation in terms of the dilution, we find:

) _ YU + z*U
_1_ 3 C(x,y,z) _ M exp 4D,x 4D,x
§ G 4n/D,D.xC,
2 2
yUu z¢U
g 47[\[Dysz exp 4Dyx+4sz
(4/C, )
2 2
yu zU
_ 4“\/ Dysz exp 4Dyx+4sz
0

and along the centerline, y = 0, z = 0, with D, D, replaced by an equivalent diffusion

coefficient, D, we have:

4nDx

a
i

which is exactly Eq. 1.2.
In turbulent shear flows, the coefficient of diffusion is obtained using the Reynolds
analogy which equates the diffusion of momentum and mass. The well-known result for

the average vertical mixing coefficient in logarithmic shear flows (see Fischer (1979)) is:
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€, = = hux = 0.06Thux
6

The average transverse mixing coefficient has been studied extensively (see Lau
and Krishnappan (1977)) and an average value of €, = 0.15hux was found, which,
unfortunately, can be considered valid only to +50%. This is approximately 2-3 times the
vertical mixing coefficient. The work of Okoye (1970) (see Fig. 2.8) showed that the
transverse mixing coefficient in open-channel flow is a function of the aspect ratio, b =
h/W, where h is the depth of flow and W is the width of the channel. The aspect ratio
dependence can be rationalized by recognizing that the presence of secondary flows is a
function of the aspect ratio and further that secondary flows effect the transverse mixing
coefficient. The aspect ratio typical of this study is outside the range of values reported by
Okoye, therefore, the best estimation we can make of the non-dimensionalized transverse

mixing coefficient, @, is 0.1. Where:

£
d(p) = =L
(5) -

and €; is the transverse mixing coefficient. Others have shown experimental results that
disputed Okoye's results. (See Lau and Krishnappan (1977).)

Therefore, following the development presented in the previous section, the
diffusion coefficient should be the geometric mean of the vertical and transverse

components and is therefore found to be:

D= ‘/DyDz = uxhyfe,€;
= uxh,/0.067(0.1) = 0.082uxh

Substitution into Eq. 1.2 yields the dilution equation for a continous point source release
into a homogeneously diffusive turbulent shear-flow environment, where diffusion in the

flow-direction can be neglected relative to advection:
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which is, of course, Eq. 1.3.

In the Analysis of chapter 1 we interpreted this equation with regard to the effect
of increasing cross-flow velocity on the dilution in the diffusive mixing regime. This result
may be counterintuitive in the following sense. There are three effects of an increasing
cross-flow velocity on the dilution in a diffusive regime. First, as the cross-flow velocity
increases, the amount of tracer material released into any block of passing fluid goes
down. This would increase the dilution. Nothing has actually changed in the mixing
characteristics of the flow, rather, less tracer is emitted per unit of passing fluid. Second,
at a fixed location, x, as the cross-flow velocity increases, the amount of time available for
mixing goes down. These two effects directly cancel one another and the remaining
effect, the third effect, of an increasing cross-flow velocity is on the diffusive mixing
coefficient, D. The mixing coefficient scales directly with the cross-flow shear velocity
and hence the average cross-flow velocity. Therefore, as was stated earlier in the analysis
of chapter 1, increasing cross-flow velocity makes the cross-flow a more "churning"

environment and improves the dilution.

2.8 Transition from plume mixing to shear-flow mixing
We reasoned in the Analysis section of chapter 1 that a transition from plume mixing to
shear-flow mixing will occur, but can we hypothesize as to where this transition will
occur?

To predict the transition from plume mixing to shear-flow mixing, it seems
reasonable to argue that the transition will occur when the turbulent kinetic energy of the
plume decays to the level of the turbulent kinetic energy of the shear flow. In actuality,

transition might be a complicated function of many parameters, including for example, the
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shear velocity, the boundary layer depth or the flow depth, the initial buoyancy flux, etc.
However, a transition length scale predicated on the equivalence of the turbulence kinetic
energy is possibly an adequate first estimate.

It is necessary, therefore, to determine the point at which the turbulent kinetic
energy level of a plume becomes equivalent to the turbulent kinetic energy of the cross-
flow. This is accomplished below.

The recent work by Papanicolaou and List (1988) shows that the rms velocity in a
plume decays with elevation, z, according to

1
7 -ouf2)

z (2.11)

From its functional form, we can immediately discern that the Equation 2.8 refers to the
vertical rms decay in a plume that has not yet bent under the action of the cross-flow. In
chapter 5, Transition Phenomena, we will show how this equation can be translated into
an equivalent equation for a bent plume. This gives the following equation describing the
vertical rms velocity for flow in the bent plume regime:
1
A

Uz (2.12)

For channel flow, Nezu and Rodi (1986) provided detailed measurements of the
distribution of u" and \/7 , and thus, an estimate of the turbulent kinetic energy
distribution. They found that away from the bottom, the rms velocity scales with the shear
velocity, u«, and the channel depth, 4. (Near the bottom, the appropriate scaling
parameters are z* = zu /v and ¥*=Ulu,, as determined by Clauser(1956).) Furthermore,

Nezu and Rodi (1986) showed that in a channel, Yu' /uy is of order one.

[As will be shown later, we found that for the geometry and
boundary conditions in this experimental investigation:
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,/_,5
_i_ﬂg_=o_75
Ux

Since the relevant ratio is Vw'* /u +, It is important to determine
this ratio and we found that:

— =0.88
ur2 avg
therefore,
Vo
—==0.66]
Ux

Thus, the ambient turbulence and plume turbulence will be of the same order when

o BN

flow. This wili occur

17,1

Vw'® of the plume is approximately equal to vw'* in the cros

when the plume has risen to a height

2
(etvea) ()

B
pr_d = 088[‘;55}

Clearly, if the buoyant jet has significant initial momentum flux, this will introduce a

(2.13)

further parameter, the source Richardson number, R,=0BY?/M>/4, where M is the specific

momentum flux of the buoyant jet (Fischer ez al., 1979).
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In what follows, we apply the above arguments to the results of the experimental

program.
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Chapter 3. Experimental Facility and
Procedures

3.1 Flow facilities
All experiments were conducted in the sub-basement of the W. M. Keck Hydraulics
Laboratory. The following sections describe in detail the various equipment relevant to

this investigation.

3.1.1 Flume and cross-flow generation

The 40-meter precision-tilting flume was used in its recirculating mode to create the cross
flow for this investigation. The flume is 40 meters long with a cross-section that is 110
cm wide and 61 cm deep. Details regarding the flume geometry can be found in Vanoni
et al. (1967). For this investigation, the flume was positioned at zero slope for all
experiments. To accommodate experiments performed for another experimental
investigation, the flume was modified with a 10.7 cm high false bottom. Thus, the
available working depth was approximately 50 cm. (Note: Hereafter, "flume bottom"

refers to the top of the false bottom.) To minimize adverse flow affects caused by



39

interaction with an abrupt step, a fitted cubic spline ramp was used at the upstream end of
the flume. Details of the ramp design are included in Appendix A. The test-section is
located approximately 40 flow-depths and 15 flow-widths from the ramp to allow the
boundary layer to develop. Figure 3.1 shows the general geometry of the flume and the
location of the test section. The flow passed through a series of wood baffles and screens
to eliminate secondary flow effects as indicated in Fig. 3.2.

Two pumps, a 10-hp and a 30-hp, were available to generate a continuously-
circulating cross flow in the 40-m flume. For the purposes of this experimental
investigation, only the 30-hp pump was used and the orifice plate that Gartrell (1979)
inserted into the 30-hp line was removed to allow higher cross-flow velocities to be
achieved. The 30-hp return line contains a Venturi meter that is connected to a water
manometer. All cross-flow parameters were calibrated to this manometer to facilitate
efficiency in experiment runs. Obviously, some cross-flow parameters are functions of not
only the bulk volumetric flow (the quantity measured by the Venturi), but also of the
depth of the flow, i.e., at a constant volumetric flow, and hence at a constant manometer
reading, the average velocity would increase if the depth of flow decreased. Thus, a
constant-level overflow set at a given height for the duration of the experimental study
was used to ensure a constant and repeatable depth of flow. The depth of the flow was
monitored using a point gauge accurate to within 0.5 mm since evaporation changes the

depth slightly over time.

3.1.2 Buoyant jet flow generation

The buoyant jet flow was generated using the configuration show in Fig. 3.3. A 1300 L
tank that contained a bubble air supply to facilitate mixing was used to mix the buoyant jet
(source) fluid. The source fluid was pumped up to a constant head tank using a 1/3 hp
pump. (In the initial process of mixing fluids, the pump and head tank configuration was

used to enhance the mixing process.) During an experiment, the source fluid flowed
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through 1.9 cm Tygon tubing from the constant-head tank through cut-off and flow-
regulation valves, and an F&P Company precision bore flowmeter, before ultimately
reaching the test section. The flow meter was calibrated in sifu and was found to behave
linearly. The calibration curve appears in Appendix C. At the test section, the source
fluid passed through a flow-settling chamber located under the false bottom to allow the
exit flow to become uniform. This settling chamber is flush with the top of the false
bottom of the flume as shown in Fig. 3.4. The settling chamber was designed using the
guidelines described in Andrews (1988) which briefly explains many of the parameters

developed by other researchers to assure a uniform exit flow.

3.2 Fluid preparation

To obtain two fluids with differing densities, salt-water and ethanol-water mixtures were
used. The ethanol-water mixture was premixed with Rhodamine 6G to create a
positively buoyant jet with dye. The buoyant jet was then released into the higher density
salt-water cross flow. Although these mixtures had different densities, they could
nevertheless be rendered optically homogeneous. Thus, there were no changes in the
index of refraction between the two fluids to interfere with the laser diagnostics. (This
requirement limits the magnitude of the relative density. For this study, the relative
density difference between the source and the ambient fluids ranged between 0.96 and
1.6%.)

The density of the cross-flow fluid was increased by adding food quality sodium
chloride directly to the flume at the pump inlet hopper (north end hopper) so that mixing
was affected by recirculation. The flume contained roughly 20,000 L of water, thus the
concern over whether the salt-water solution was adequately mixed prompted a
conductivity probe test of the salinity over time. To check the sensitivity and the time
constant of the probe, it was first calibrated with fluids of known salinity. The calibration

procedure and subsequent mixing results are discussed in Appendix B. These tests
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showed that 27 kg of salt added was well-mixed after 10 min of recirculation with the 30
hp and the 10 hp pumps operating at about 30%. (Note: This test was conducted with
the orifice plate (Gartrell (1979)) still in the 30 hp return line. This orifice plate was
removed in subsequent experiments; therefore, mixing would be more rapid since the
cross-flow velocity was higher at the same pump operating speed. This would be true
even when the 10 hp pump was not used.) Further experimental observations indicated
that the fluids were thoroughly mixed when index of refraction variations were no longer
visible across the cross-section of the flume for a period of time not less than 30 minutes.
To decrease the density of the buoyant jet fluid, ethanol was added to the source
tank. The reaction of ethanol with water is exothermic; therefore, some increase in
temperature results. Even after allowing several days to pass, the temperatures of the
ethanol-water mixture and the salt-water mixture differed by a maximum of 3.0°C. In
other studies, ice was added to the source tank until the source fluid and the receiving
fluid were in thermal equilibrium. However, to change the temperature of the source fluid
by 3.0°C, 53 kg of ice would be required. Since we determined that the temperature
difference was not due to the ethanol addition but to the different heat transfer
characteristics of the source tank and the flume, it was decided that even if ice were
added, the temperature differential would reappear. Thus, the temperature differential was
tolerated and a discussion of the error introduced in the index of refraction and the density

appears below.

3.2.1 Measuring the indices of refraction

The two fluid mixtures were rendered optically homogeneous using a temperature-
correcting refractometer (AO Scientific Instruments, Model 10419, Temperature-
correcting Refractometer). The temperatures of the mixtures were also measured at the
start of each set of experiments and were found not to vary relative to each other,

although some variation in the absolute temperatures on various experiment days was
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observed. As mentioned above, the temperatures of the fluids did not differ by more than
3.0°C for any experiment, with the ethanol-water mixture always being the warmer of the
two. Since the refractometer corrects for the temperature effects, it measures the index of
refraction of the two fluid mixtures at the same temperature. Obviously, when the
ethanol-water mixture was released into the salt-water, the temperatures were slightly
unequal.

The index of refraction of water is a weak function of temperature. If we assume
that the effect of temperature on the mixture is captured by examining the effect on pure
water (this does not seem unreasonable, as each mixture is predominantly pure water), a
temperature difference of 3.0°C corresponds to a 0.05-0.1% variation in the index of
refraction of an ethanol-water mixture. (See Appendix D.) The refractometer is accurate
to within 0.01% of index of refraction; therefore, this error was initially of some concern.
However, experimental observation confirms that the index of refraction variation is
negligible. No visual indications were apparent, nor did there appear to be any laser beam
wobble even very close to the point of release where the temperature difference was likely

to be the largest.

3.2.2 Measuring the fluid densities

The fluid densities were measured using two pycnometers, A and B, 25 ml each, and a
precision scale. The pycnometer flasks and stoppers were first well rinsed, dried, and
weighed. Then, both flasks were filled with either the ethanol-water mixture, or the salt-
water mixture. The exterior of each flask was dried and the weights of full flasks

recorded. The density of the salt-water was calculated as follows:

_ (wsw,A - WA)
Psw = Volume of pycnometer

where w is the weight, the subscript, sw, indicates salt-water and, A, indicates pycnometer

A. The same procedure was used to determine the density of the salt-water from the
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measurements made on pycnometer B. This process would then be repeated for the
ethanol-water mixture and the relative density difference between the two fluids was

calculated as follows:

Ap (Psw,A —paw,A)

Pia Psw,A

for pycnometer A and the same calculation was made for pycnometer B. If the two results
yielded relative densities that differed by more than 0.0002 (for typical values of
approximately 0.01) the entire process was repeated.

As was mentioned above, the two fluid mixtures were at slightly different
temperatures. For water, the density at 292 K is 998.4301 kg/m3 and at 295 K is
997.8332 kg/m3 (Mills (1992)). This amounts to a relative density of 0.06% due to a 3°C
temperature differential. Therefore, for a measured relative density of 1.2%,
approximately 5% of the relative density is due to the effect of temperature.

The remaining concern regarding the temperature difference was, of course, the
effect on the rate of diffusive mixing. For this experimental investigation, diffusive effects
that would blur the interfaces of the flow were considered negligible over the time periods
used for any experimentally-sampled portion of the flow. Although molecular diffusion
effects due to heat are an order of magnitude higher than similar effects due to
concentration gradient, because of the small temperature gradient it was assumed that the
diffusive effect of heating was also negligible. For all intents and purposes, the two fluids

were treated as if they were at the same temperature.

3.3 Velocity and concentration measurement equipment

There were two primary measurements required in this experimental investigation:
velocity and concentration. The velocity profile in the cross-flow fluid was necessary to
quantify the shear velocity. Concentration measurements provide valuable information

about the dilution rates in various flow regimes and both instantaneous and average
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concentration values are important. Further, concentration data for the buoyant jet in a

cross flow allowed a characterization of the turbulent kinetics of the flow.

3.3.1 Velocity measurements

A two-component, reference beam based, forward-scattering laser-Doppler system
developed by Skjelbreia (1987) was used for these experiments. The signal processing
system was developed by Gartrell (1979). Skjelbreia (1987) discusses in detail the layout
of the current system, its operation, and capability. Details of the system pertinent to this
particular experimental investigation are discussed here and the basic principles of laser-
Doppler velocimetry (LDV) are treated only briefly since sources such as Durst e? al.

(1981) or Drain (1979) provide complete discussions.

3.3.1.1 Basic laser-Doppler velocimetry principles and error
assessment

Laser-Doppler velocimetry is based on a principle observable in everyday occurrences,
namely, the Doppler shift. As a train passes a fixed observation point, the frequency of the
sound changes. This change in frequency is evidence of a Doppler shift.

In a laser-Doppler velocimeter, the same principle is in effect. Only it is the
frequency of light that is shifted by the passage of an illuminated moving particle.
Consider, for example, a source, S, emitting monochromatic light in direction ¥;, where
X, is a unit vector, at frequency, f;, as shown in Figure 3.5a. Wavefronts travel at the
speed of light in a vacuum, c. We are interested in three cases. First, a stationary particle,
P, on vector X; observes the light emitted from source S. This is shown in Figure 3.5b.

In this case, the particle observes wavefronts passing at speed, c. Second, if the particle P
is moving at velocity # away from the source along direction %,, then the particle will
observe wavefronts passing at a speed lower than ¢ by amount  as is shown in Figure
3.5c. The most general case is shown in Figure 3.5d wherein the particle traveling at

velocity, #, passes at angle 6, to the direction ¥, through the wavefronts. In this case
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Figure 3.5 Laser-Doppler velocimetry basics: a) source and particle geometry, b)
stationary particle, c) particle moving with speed u, away from source, d) particle moving

with velocity # at an angle to source direction
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the particle will observe wavefronts arriving at speed, up, defined as (c-#- X,) and

therefore sees light at an apparent wavelength:

xp:fiz (c—ii-ic‘)/ Te-u-%
p ( s 4 ) s

Now, suppose we are observing this particle from a fixed point, O, along direction
of unit vector X,, at angle 6,, to the direction of the particle trajectory which follows the
unit direction, X,. In other words, to the stationary observer the particle appears as a
moving source. Figure 3.6 shows the geometry. By an argument similar to the one raised

above, an observer at point O sees an effective wavelength, A, defined as:

_Cc—Uu-X,
o fp

The frequency of light observed from O is therefore:

A

c Cfp c(c-—ii-fp)

Jo=7T"=

A B (c—ﬁ-io) B )»s(c—ii-ic’o)

The difference between the source frequency and the observed frequency, is:

c c(c"'ﬁ'”s)
T e x,)
__._f'__— _(c"ﬁ'fs)
—XSLI (c_ﬁ'—o):l
=_c_-(ﬁ'—s)”(ﬁ'fo):|
)"s_ (c—u -o)

Since: ¢>>|i], c¢-ii-%, ~c, and the resulting frequency shift is:
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Figure 3.6 Laser-Doppler velocimetry basics: particle and observer geometry
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Af = [(ﬁ'fs)_(ﬁ'fo)]

[ﬁ ‘(fs - fo)]

1
A
1
As

If we next looked in the plane of the source and observation directions, we would find a

geometrical arrangement as shown in Figure 3.7. In this case, (¥, — %) = 2sin ezﬁi- ,

where 7 is the perpendicular bisector of ¥, and ¥,. If we further account for source light
traveling through a medium rather than through a vacuum, then, the wavelength A is
adjusted to n/A,, where A,, is the wavelength of light in a vacuum and » is the index of

refraction of the actual medium. In this case, we have:

Af = %[(ii-i” )(2 sin e_gs_)jl

For a small angle 8,5, the component of # in the direction of 7 is close to the component
of # in a direction perpendicular to the source direction %;, callit j. (The error
associated with this assumption is discussed further in 3.3.1.5 Error Assessment.)

- Therefore, if light that is shifted in frequency by the amount shown above is mixed
with the original light, the resultant signal has "bursts," called Doppler bursts, as indicated
in Fig. 3.8. By counting the number of zero crossings over time, the shift in frequency and

hence the velocity of the particle can be determined.

3.3.1.2 Laser-Doppler system equipment
The LDV system developed by Skjelbreia (1987) and used for this study is a slightly non-

conventional reference beam based LDV system. In the traditional reference beam LDV
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Figure 3.7 Laser-Doppler velocimetry basics: velocity projection geometry
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system, the reference beam intersects the scattering beam within the flow control volume
under study. Instead, Skjelbreia's system uses an alignment beam arrangement to free the
system of the geometrical restrictions imposed by the conventional reference beam
arrangement. In the conventional system, the reference beam is directed onto the
photodector and since it passes through the control volume, the scattered light from a
particle must be mixed with the reference beam in the direction of its transmission. This
restricts the geometrical arrangement of the system since the reference beam must pass
through the control volume at some angle to the scattering beam and be detected on the
receiving side of the facility. Skjelbreia's system avoids this restriction by utilizing
alignment beams to arrange the optics such that light from a particle passing through the
control volume is detected in two known directions, the directions of the alignment beams.
This light is then mixed with light from the reference beam which passes through the fluid
at a location separate from the control volume. Since the alignment beams are required
only for the focusing of the optics, they can be turned off and therefore need not pass
through the control volume during the actual experiment.

Skjelbreia's LDV system operates in two modes: the upward-looking and the
downward-looking. Figure 3.9 is repeated from Skjelbreia and shows the configuration of
the reference beam with respect to the scattering beam in each of the two modes. It is
possible with this configuration to obtain measurements within 1 mm of the bottom
surface in the downward-looking mode and within 1 mm of the free surface in the upward-
looking mode. For the purposes of this study, measurements very near the free surface
were not required. However, to obtain an accurate measure of the shear velocity,
measurements near the bottom of the flume were valuable. Furthermore, for all
subsequent experiments, wherein the velocity profiles of a buoyant jet in cross flow were
measured, it was found that the area of interest was near the flume floor. Thus, the LDV
was operated exclusively in the downward-looking mode. In the subsequent discussions

only the downward-looking mode will be discussed.
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The LDV system consists of three essential parts: the transmitting optics, the
receiving optics, and the signal processing system. Skjelbreia (1987) provides detailed
schematics of the transmitting and receiving optics. These schematics are repeated here as

Figures 3.10 and 3.11.

Transmitting optics

Briefly, the transmitting optics employ two He-Ne lasers (one 5SmW laser used for
alignment and a 10mW laser used for the reference and scattering beams - the 10mW laser
is an upgrade from Skjelbreia's system and provides a more robust signal), a polarizing
beamsplitter, Bragg cells (Coherent Model 305), a focusing lens, a 1 to 4 beamsplitter
(various splitters and lenses), right angle prisms, and mirrors. The 10mW laser was split
using the polarizing beamsplitter into the reference beam (~10%) and the scattering beam
(~90%). Each of these beams were then passed through Bragg Cells and finally directed
into the flow. RF power amplifiers (EIN Model 300L) fed with signals from two
oscillators (one operating at 40.0 MHz and the other at 40.5 MHz) were used to drive the
Bragg cells and thus created a frequency shift of 500 kHz between the reference and
scattering beams. This allowed the system to discern both positive and negative particle

velocities.

Receiving optics
The receiving optics consist of mirrors, beamsplitters, lenses, and photo-detectors. In the
downward-looking mode, the scattered light was brought to the level of the reference
beam after the first reflection. (This is also true for the upward-looking mode; thus, most
of the components on the receiving side are not specific to one configuration.) The
reference beam was split evenly between the two alignment directions.

The reference beam is mixed with light from the scattering beam in the directions

of the alignment beams by focusing each signal separately onto an aperture placed on the
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front of each of the photo-detectors. The signal strength from the reference and alignment
beams was maximized separately for each photo-detector using an oscilloscope. In order
to mix the signals appropriately, it was necessary that the beams be linearly coincident.
This was ensured by using a "lollipop"-like device with a pin hole centered in the disk,
located at the height of the photo-detector aperture. The beams were then adjusted such
that they all passed through the "lollipop" pin hole along the axis of transmission past the
last focusing lens. This ensured that each beam was transmitted horizontally into the
photo-detector and as such was coincident with the others. The output of each photo-

detector was sent to the signal processor.

Signal processor

Each signal from the photo-detectors was first bandpassed (Krohn-Hite Model 3202R
Filter) and then processed using a counter system developed by Gartrell (1978). Briefly,
the signal processor first amplifies the bandpassed signal and then uses a level-detection
and count scheme to determine when a Doppler burst occurs. When the system detects a
burst, it uses a 20 MHz clock to time a counted number of zero crossings that exceed a
threshold level strength. The system then provides a voltage output that corresponds to
the frequency of the signal. Figure 3.12 shows a schematic for the signal processor. For
further details, refer to Gartrell (1978).

LDV instrument carriage

The LDV system resides on an instrument carriage that is vibrationally decoupled from the
flume. With the pumps operating, a low-frequency vibration is created making it
necessary to decouple the experimental measurement apparatus from the flume itself. The
instrument carriage straddles the flume and hangs from I-beam tracks on the ceiling of the

laboratory. The carriage can be moved along the length of the flume by hand. An inner
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portion of the carriage rides on three vertical precision rails connected to the main frame.
This inner carriage is supported by two twin-screw jacks which are driven by an electric
motor with variable speed control. This inner carriage movement permits the LDV system
to traverse the flume vertically.

Hand positioning of the carriage allows x-direction adjustments and the inner
carriage permits y-direction positioning. The x-location can be measured to within 0.5 ¢cm
using a tape that runs the length of the flume. For the purposes of this investigation, an
additional tape was attached to the exterior of the flume wall just below the flume bottom
on the receiving optics side. The scattering beam was then aligned such that it passed
spanwise through the flume across the point of release of the buoyant jet and just above
the measuring tape. This reading became the zero x-location and a similar procedure was
used to determine the x-location of various other experiments relative to the point of
release. The x-position could therefore be determined to within 1 mm.

The instrument carriage uses a Vernier scale (accurate to within 0.1 mm) attached
to the main frame to measure the change in the z-location of the inner carriage relative to
the main frame. Therefore, as above, the scattering beam was positioned on the bottoﬁ of
the flume and a Vernier scale reading taken. This became the z-coordinate zero point. To
determine the z-location for all subsequent measurements, the Vernier scale reading was
subtracted from the zero-point reading and hence the elevation, z, was determined relative

to the flume bottom.

3.3.1.3 Calibration procedure for velocity measurements

The output voltage from the signal processor must be calibrated to a known frequency in
order to determine the frequency shift of the particle-scattered light and hence the
particle's velocity. This was accomplished using a sine-wave signal generator and a digital
frequency counter to provide signals of known frequency to the processor. The output

voltage was related to the frequency as follows:
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V=A+E
f

where V refers to the output voltage, f refers to the frequency, and A and B are calibration
coefficients. The system was calibrated before each set of experiments over a range of
frequencies between 400 kHz and 600 kHz. (A 500 kHz signal corresponds to zero
velocity.) Typically seven data points were taken using the Masscomp data acquisition
system. The output voltage was sampled at the experimental frequency setting of 140 Hz
and averaged over a 60-second period. The correlation of the data to the above equation
was always better than 0.99. Calibration coefficients were found to drift a maximum of
0.3% and most often less than 0.1% over the course of a two-week period provided the
electronics were always permitted a one hour warm-up period. Therefore, it was felt that
a system calibration at the beginning of a set of experiments was sufficient. Appendix E

shows the results of a typical calibration.

3.3.1.4 Determination of LDV geometric variables

In the LDV system described above, measurements of the velocity were taken in a
reference frame that is not the x-z reference frame associated with the flume coordinates.
To relate the actual measurements to flume coordinates, it is necessary to rotate the
coordinate system. This required measurements of the system geometry.

In order to decrease labor, the geometry of the LDV system was fixed in the
following way. A plate as shown in Figure 3.13 was leveled and attached to the outside of
the flume wall on the transmitting side of the LDV system. A brass plate with a pin hole
was then placed at some elevation z above the centerline of the flume and the scattering
beam, and both alignment beams forced to pass through the pin hole. This fixed the
geometry of the system. Index of refraction changes cannot therefore effect this

geometry. (The effect of index of refraction on the geometry of the LDV signals is
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evaluated in Appendix F. Appendix F also contains the details of the coordinate

transformation.)

3.3.1.§ Error assessment

To assess the error associated by approximation of the velocity component in direction 7
by the component in direction 7 , refer to Figure 3.14. In Fig. 3.14 angles o and P refer to
the angle of the particle path, X, with 7 and j respectively. The distance Au is equal to
u(cosa-cosB). This difference is at a maximum when # is in the plane of 7 and j and lies

outside of the angle 8,,/2 as shown in Figure 3.15. In this case, B=0+(0,4/2). Therefore,

Au 1s defined by the following equation:
3 eOS
Au = |ii|| cosa.— cos(o + T)

Using the angle addition theorem, and 6,,=3° for the geometry of the system, the
maximum possible error is 5%. In most cases, the error would be substantially less. Note:
Much of the above discussion on LDV basics, geometry, and error assessment made use

of personal communications with Petroff (1990).

3.3.2 Concentration measurements

Concentration measurements were made using the laser-induced fluorescence method
developed by Koochesfahani (1984) and modified by Papantoniou and List (1989). This
technique is based on the ability of certain organic dyes to fluoresce under the action of
light. In particular, the molecules of such dyes absorb photons and reradiate some of the
absorbed energy. This reradiation, or fluoresence, occurs at a wavelength different from
the wavelength of the excitation light, and is essentially instantaneous (on the order of
nanoseconds). The beauty of this technique lies in its inherently non-intrusive nature and
in spatial and temporal resolutions significantly higher than those achievable with

conventional techniques.
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Figure 3.14 Geometric layout of error in assuming LDV signal perpendicular to scattering

beam
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Figure 3.15 Geometric layout for maximum error in assuming LDV signal perpendicular

to scattering beam
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For this experimental investigation, Rhodamine 6G was used as the tracer for the
source fluid. A 2W Argon-Ion laser (Spectra Physics Model 265) operated in single
wavelength mode at 514.5 nm (green) was used to excite the dye which fluoresces at a
wavelength of 570 nm (yellow). The laser beam was then positioned vertically along the
centerline of the flow in the z-direction and at a given location, x, from the point of
release. The beam was then focused onto an array of light-sensitive photo diodes (Reticon
RL-1024 G) using a 50 mm f1.8 Nikon lens. An orange filter was used on the lens to
eliminate incident light of wavelengths less than 530 nm while permitting the higher-
wavelength fluoresced light to pass. The array consists of 1024 elements arranged
vertically with a center-to-center spacing of 25um and an aperture width of 26pum which
are housed in a camera (EG&G Reticon LC 300A). The camera circuitry is described in
the Reticon LC 300A manual (1981) and relevant aspects of the circuitry are described
below in section 3.3.3 Data acquisition system. The elements were sampled rapidly to
provide detailed information regarding the flow characteristics. In the sampling, two
things are important. First, the sampling frequency, pixel-to-pixel, which determines the
dynamic and temporal resolution of the experiment. Second, the number of scans
sampled, or the total duration of the sample, which must be sufficient to converge all the
appropriate flow parameters. ngh sampling rates are necessary since the entire array
must be sampled before the first pixel can be sampled again. This means that the
frequency at which each individual pixel is sampled is approximately three orders of
magnitude lower than the pixel-to-pixel sampling frequency. For example, a sampling
frequency of 200 kHz provides for a pixel-to-pixel sampling rate of 200 kHz, however,
each individual pixel is sampled at a rate roughly equal to 200 Hz. This is sufficient to
freeze the flow since we do not expect turbulent fluctuations in a plume to exceed 70 Hz
(Papanicolaou(1988)).

Aligning the vertical laser beam with the vertical photo diode array was no small

feat. An assembly consisting of a gimbal mirror mount (Newport model 6520-6) and a
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precision rotation stage (Newport model 471-A) was custom constructed to facilitate this
process. This assembly, in conjunction with the lens focus, provided all the necessary
degrees of freedom required to focus the laser beam accurately onto the photo diode
array. (For details regarding the camera assembly, see Sullivan (1992)). Thus, the array
records an Eulerian "picture" of the buoyant jet as it passes location x.

The location x was determined by using the scattering beam of the LDV system to
"mark" a line along the bottom of the flume at x and the argon laser beam was aligned so
as to intersect the scattering beam at the centerline of the flume. This method was
sufficient to determine x to within 0.5 cm.

Measurements were obtained along the centerline of the flume only. This raises
questions as to whether these measurements capture the peak concentration given that the
location of the maximum concentration might be skewed spanwise (i.e., in the y-direction),
due to secondary flows in the cross flow, or may occur to either side of the centerline due
to bifurcation events. Dye injections in the cross flow along with Prandtl tube
measurements off centerline (Figure 3.16) indicated no measurable secondary flow within
the accuracy of the instruments. Further, laser-sheet (x-y plane) examinations of the
buoyant jet in cross flow over the range of experimental parameters showed that the
buoyant jet was not skewed to one side of the flume, and that under certain experimental
conditions visible bifurcations existed, but were not perceptible in the flow past
approximately 5 flow diameters, or 2.5 cm. Furthermore, Fric (1989) showed that a jet in
cross flow does not behave like a cylinder in cross flow, thus suggesting that these short-
lived bifurcation events should not be viewed as the extended arms of horse-shoe vortices.
This is in contrast to the suggestion of many researchers, e.g., Wright (1977), Fan (1967),
who have observed a resemblance between the far-field regimes and counter-rotating
vortices described as the trailing arms of horse-shoe vortices formed at the buoyant jet -
cross flow interaction point. The work of Fan (1967) showed that absolute minimum

dilutions occur to either side of the centerline, which supports the concept of counter-
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rotating vortices, or bifurcation in the flow. The difference between these off-centerline
values and the centerline would not necessarily be visible in the laser-sheet experiments
conducted above. While certainly the location and value of the maximum concentration is
of interest in determining the physics of the flow, to determine transition we need only be
concerned with relative changes in the dilution as influenced by other flow parameters.

Figure 3.17 shows the optical layout. The Spectra Physics laser was used for
several experimental investigations within the W.M.Keck Laboratory. Thus, the laser
location, while convenient for the other experimental investigations, was inconvenient for
use in the 40 m flume. Since it was necessary to transmit the laser beam across the
laboratory, safety considerations required the use of a fiber optic system. The laser beam
exited the laser with a diameter of 1.25 mm and a divergence of 0.69 mrad. The beam
was then focused into a fiber optic (Newport model FC-FA-15, single mode (488nm,
514.5nm), 3.2um core,15 m length, cabled) using a precision fiber optic coupler (Newport
model F1015) attached to a custom constructed mount that allowed the optical axis of the
coupler to be aligned with the optical axis of the laser. Laser light that exits the terminal
end of the fiber is highly divergent. Therefore, an identical coupler was used in reverse at
the terminal end to recollimate the laser beam. Because some adjustment in the z-direction
(the direction of transmission) of the microscope objective contained in the coupler was
possible, the beam could be focused in the test section. In fact, the beam that results from
the fiber optic arrangement is much cleaner than that obtained using conventional lensing
systems. This must however be traded against the reduction in power that results from
losses in the fiber. The most significant losses are end losses which result from imperfect
fiber cuts and from imperfect coupling of the laser beam to the fiber optic. Typical power
transmissions were on the order of 70-80%. This still provided adequate power to
conduct the experiments.

The terminal end of the fiber, along with the coupler, was mounted on a specially

constructed addition to the LDV instrument carriage. This support structure was capable
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of adjustments in the x, y, and z directions so as to allow the argon beam of the LIF system
and the He-Ne beams of the LDV system to be coincident at a point. This is necessary to
obtain a measurement of the turbulent tracer flux which requires knowledge of the
instantaneous velocity and the instantaneous tracer concentration at a point. The specially
designed box described in 3.3.3 Data acquisition would also facilitate the measurement of
this quantity. However, for this experimental investigation, such measurements were not

obtained. It was left to future investigators.

3.3.2.1 Calibration procedure for concentration measurements

To relate the voltages recorded from the photo diode array to actual values of the
concentration, a calibration procedure that corrects for laser beam attenuation by the dye
as well as v_ariations in the optical system was used. These variations include variable
beam width, pixel response non-uniformity, inaccuracy in the alignment of the array. For a
discussion on the development of the calibration procedure, see Koochesfahani (1984).

Briefly, the photo diode output may be written approximately as

g
—eIC(z,t)dz
V.=CH|Ie ° +D, 3.1)

where V; is the voltage output from the ith element, or pixel, of the photo diode array, I,
is the intensity of the laser beam as it enters the test section (£ = 0), Hj is the optical
transfer function and Dj is the dark noise, both of which must be determined during the
calibration procedure.

The determination of the dark noise, D;, was simple. After the laser beam had

been focused onto the array, the laser beam was blqcked and the array sampled for 128
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scans. The voltages were then averaged over the number of samples to determine the
average voltage at each pixel and hence, the dark noise.

The determination of the optical transfer function, Hj, was more complicated. The
calibration vessel was filled with a diluted mixture of the source fluid and placed in the
path of the laser beam. This was necessary because of the high dilutions observed in this
investigation. If the system was calibrated with undiluted source fluid, the intensity of the
fluorescence at the test section was indistinguishable from the noise. Furthermore, at high
concentrations of dye, attenuation effects rapidly decrease the intensity of the fluoresced
light over the test section, and photo-bleaching of the dye prevents accurate calibration.
The source fluid was diluted with cross-flow fluid to a known concentration, Cyf, where tf
refers to the fransfer function fluid. Diluting the source fluid with the cross-flow fluid
ensured that the indices of refraction were matched between the mixed transfer function
fluid, and the cross-flow fluid which surrounded the calibration vessel. The averaged

value of the voltage for each pixel then has the following meaning:
-eC &
Vi =CyH; (I,fe y=i J+ D, (3.2)

where V,fis the ith pixel voltage averaged over the number of scans (in this case 256
scans) taken for this part of the calibration, and Hj, is the desired transfer function at the

ith pixel. Upon rearrangement, we find:

(th -D;)
-€Cyt,

H = (3.3)

C,fI,fe
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To avoid adverse effects due to photo-bleaching (which occured even for the diluted
calibration fluid), the fluid was mixed by gently rotating the calibration vessel by hand
during data collection. This seemed to eliminate such effects.

Further, if we then let

G =H,-C/I, (.4)

and this equation is then substituted into Eq. 3.1, the result is:

( g \
c -e | C(z,0)dz
I, 1
Vi=—t-2—1lexp O +D;
Cy Iy G !
\ J (3.5)
thus
( & }
c eCoIC(g’t)dz
G Ly pylep 0 °°
Co Iy G
\ ) (3.6)

The integral in brackets above can be approximated as

n C )
AZZ:'(FJ) G.7)

where 7 is the number of pixels valid for the calibrated region. Making this substitution,

we have
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G _1, Sy =
G V.- D). J
. Itf < Vi-D)| e

(3.8)
There are four interesting points to be made regarding this equation.

1. The attenuation parameter, €, appears exclusively in the equation paired
with C,,. Therefore, it is necessary to determine €C,, only. The above
development assumes a constant value for €, in other words, that € is not a
function of the concentration. Over relatively small ranges of the
concentration, roughly one order of magnitude of a molar solution, this is
true, as was verified by several other researchers (Koochesfahani (1984),
Papantoniou and List (1989)), and confirmed in this study.. However, over
the range of concentrations observed in this experimental investigation, € is
not constant. Rather, it is a function of the concentration. It was found
that €C is not a linear function of the concentration, rather it is quadratic
with concentration. This functional relationship is explained further in
Appendix G.

The above equation must therefore actually be written

c,(C
G _1, Cy &3 [SC ]C [C_j]
=20 Y (y,—p){exp /7!

G, I,f C,
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. C ,
“odo Wy -p)lep 7 (.9)
C Iy G

which, if looked at simply, accounts for the attenuation through the
previous sections of fluid by adjusting the attenuation parameter according
to the concentration of the dye in that section. This second equation is the

more general case.

The attenuation parameter, paired with a concentration as it appears in
these equaﬁons, has units of concgntration and inverse length. Therefore,
while most of the parameters in the equation relate directly to a pixel, it is
necessary that the attenuation calculations use a length scale. This requires
the determination of the magnification ratio for each experiment, which is
described next.

In the calibration process, when the optical transfer function was
determined using the calibration vessel, the camera was located such that
the image of the vessel did not extend past the first or the last pixels of the
array. Then, when the signal from the transfer function was first analyzed,
no attenuation was taken into account, and the averaged pixel voltage
versus the pixel number was examined. The location of the first, if, and
last, 7y, high intensity pixels were recorded and then, knowing the length of
the calibration vessel, L., and the center-to-center spacing of the pixel

array, Sp, a magnification ratio, mr, could be calculated

L
c

mr = ——————
sp(zl—zf)
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This process is illustrated in Fig. 3.18. The magnification ratio determines
the static resolution of the concentration experiments. The dynamic

resolution is determined by the sampling frequency and is discussed later.

3. I, in the equation refers to the intensity of the laser light as it enters the
test section. In these experiments, part of the cross flow depth is outside of
the calibrated region of the flow. The calibration vessel is 29.6 cm tall and
always rested on the bottom of the flume. Thus, in most cases, nearly 11
cm of the flow was outside of the calibrated region of the flow, and hence
not "visible" by the camera. This was not a problem as long as the cross-
flow fluid did not contain any dye, since, in that case, the laser beam would
not be noticeably attenuated. However, because the experimental facility
was recirculating, the cross-flow fluid becomes contaminated with dye
from the buoyant jet over the course of several experiments. In this case,
the additional attenuation caused in the first 11 cm must be accounted for.
Figure 3.19 gives a pictorial representation of this scenario. To determine
the attenuation, two parameters were required. First, the distance over
which the beam was attenuation, A, and the concentration of the dye in
that region. The flow depth and the height of the calibration vessel
determine A and the only parameter that remained to be determined was
the concentration of dye in the cross flow. This was accomplished by
recording the volume of source fluid released into the flume over the
course of each experiment, and by measuring the concentration of dye at
the conclusion of the experimental runs. It was then possible to
approximate the concentration of dye in the cross-flow fluid for each
experiment. The real limitation with this technique was the determination

of the concentration of dye. This was accomplished by filling the
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calibration vessel with fluid and measuring the attenuation through the
vessel in the same way described in Appendix G. The concentration was
computed from the observed attenuation using the inverted relationship
between €C and C. Between sets of experiments, the flume was
rechlorinated to bleach out any residual dye in the cross-flow fluid and
sodium sulfite was added to dechlorinate the water shortly before the next
set of experiments. This procedure had the added benefit of allowing the
flume water to remain highly chlorinated during non-experimental periods
and thus prevented the growth of bacteria which turned the water a murky

white.

4. All parameters, the dark noise, the optical transfer function, the
experimental data, must be collected at the same sampling frequency. This
is required because the photodiodes in the array are light-integrating.
Hence, if the sampling time is doubled, for an experiment, from the
sampling time used during the calibration, the concentration values

calculated would be double their actual value.

3.3.3 Data acquisition system

The concentration and velocity data were sampled and stored using a Masscomp SLS-
5450-01 (Scientific Laboratory) data acquisition system. Laboratory Work Bench (LWB)
(software packaged with the hardware) facilitated the use of the system. The system uses
a 68020 CPU with a 20 MHz clock and allows burst rate sampling as high as 1 MHz for a
single channel. The A/D converter is 12-bit and the disk drive is 142 MB.
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The system is limited in two ways. First, the sampling frequency is limited by the
system's ability to write information to disk for storage. The maximum sampling
frequency we were able to realize for this system was approximately 350 kHz. Second,
LWB, while user-friendly, also has some restrictions in sampling capability. Namely, if it
is desired to sample more than one channel, both channels must be sampled at the same
frequency. For the purposes of these experiments, we hoped to sample three channels, the
LIF channel, and two LDV signals. However, the LIF channel must be sampled three
orders of magnitude faster than the LDV signals. If data is collected from all three
channels at the same rate, a lot of extraneous velocity data would be collected. The LIF
experiments are highly data-intensive even without velocity data. Thus, excess data
needlessly exacerbates the data management nightmare. Second, the camera does not
start sampling until it receives the first positive step pulse from the enable signal. This
assures that the first voltage signal sent to the data acquisition system is from the first
pixel of the array. However, the data acquisition system records these meaningless values
and it is not possible to a priori determine the number of data points that must be
discarded before the actual signal stream starts. Therefore, we designed the external box
to alleviate these two problems.

The external box serves two functions. First, it counts the number of data points
received by the system up until the first positive step pulse of the enable signal. Therefore,
in the data processing, we are able to delete those points systematically. Second, two
more channels can be sampled during the down period of the camera. Two signals must
be sent to the Reticon Camera in order for the camera to collect data: a clock signal, and
a synchronize (or enable) signal. The camera has dip-switch settings that determine how
many counts of the clock to make before starting the next scan. In all experiments, this
dip-switch can be set such that the number of down counts can be a variable power of
two, but must be a minimum of eight. In all the experiments conducted for this study, the

switch was set to the minimum number of down counts, or eight. We thought that since
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the camera requires at least eight counts of the clock to clear and reset, we could use these
clock down counts to sample the LDV channels. Those channels would then be sampled
at the clock frequency during the camera blanking period, but, not sampled again until the
next camera blanking period. Therefore, the data sampled on these channels is like
additional camera data which replaces the otherwise meaningless down-count data. 'i‘he
signals can then be separated during processing.

The external box operates according to the signal diagram shown in Fig. 3.20. The
electrical diagram appears in Appendix H. (The functional aspects of the external box
were designed in collaboration with Talal Balaa. The electrical design and physical
construction was completed by Hai Vu.)

As discussed previously, in 3.3.2.1 Calibration Procedure for Concentration
Measurements, the sampiing frequency together with the cross-flow velocity determines
the dynamic resolution for the concentration experiments. Appendix I is a discussion of

the static and dynamic resolution of the LIF system.
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Chapter 4. Characterization of the Cross Flow

The theory outlined in chapter 2 requires knowledge of the mean cross-flow velocity, and
the ratio of the cross-flow shear velocity to the root-mean-square (rms) velocity to
characterize the cross-flow fully. All velocity data was collected using a sampling
frequency of 140 Hz for a duration of 3 minutes. All aspects of the signal were

convergent under this sampling scheme.

4.1 Mean cross-flow velocity and rms velocities

Figure 4.1 shows the non-dimensionalized mean cross-flow velocity as a function of
distance from the flume bottom for various cross-flow Reynolds numbers, where the

Reynolds number is defined as:

Re = 4R, U
\Y

The flow is self-similar and the boundary layer occupies roughly 30% of the flow depth.
Figures 4.2 and 4.3 show the rms velocities in the flow and vertical directions respectively.

The cross-correlated velocity, or Reynolds stress, appears in Figure 4.4. (Note: These
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velocities are normalized by the shear velocity which is discussed later in section 4.2.)
These results agree roughly with the results reported for channel flow in Nezu and Rodi
(1986) and Lyn (1986) with the exception of the cross-correlated velocity. The cross-
correlated velocity behaves as should be expected for this particular flow, since the cross-
correlation should go to zero at the edge of the boundary layer. In this case, that occurs
at a z/h of 0.3. We expect that the cross-correlation will approach unity very near the
boundary of the flow and then return to a value of zero at the boundary.

Figure 4.4 shows that the cross-correlation does in fact go to zero at the boundary;
however, a value of one near the floor of the flume is not observed. This can most likely

be explained as follows: The shear stress in a turbulent flow is described by (Sabersky et

al. (1964)):
:  (@w+uw)
puiy uy 4.1

Near the wall, where t/p= uf, and we typically assume that w =0, Eq. 4.1 implies that:

=1

As stated above, we found that this term does not approach one; rather, as shown in Fig.
4.4, it approaches 0.5. If, however, we do not assume that ' is identically zero, then the
first term on <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>