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ABSTRACT

The Owens Valley Radio Observatory interferometer has
been used to carry out a program of aperture synthesis in
the interstellar neutral hydrogen line. Maps having
resolutions of 1 KHz and about 1.3 arc minutes have been
produced using a novel Fourier inversion procedure which
is discussed in some detail. The equipment, observing
procedure, noise, and gaussian analysis of spectra are
also treated.

The Perseus arm feature in the spectrum of Cygnus A
is of low optical depth but reveals considerable spatial
structure. The data suggest that the hydrogen is located
in a thin shell expanding at 2 km/sec, with a radius around
9.7 parsecs and a total mass of 175 solar masses. The
Perseus arm feature in the spectrum of Cassiopeia A
contains very large amounts of hydrogen with extremely
complicated spatial structure. The results may be
explained gqualitatively by the two-arm spiral shock model
of the Galaxy. The principal component in the spectrum of
the Crab Nebula is found to show a considerablé velocity
gradient across the source and appears to contain several
condensations within a large, less dense cloud. The

absorption feature in the spectrum of 3C353 appears to have
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a gradient in the dispersion of one component. If real,
this result suggests scale lengths in the interstellar
hydrogen as small as 0.14 parsecs. The absorption spectra
of W12, 3Cl47, Cygnhus A (local arm), and 3Cl23 are also
discussed briefly.

Upper limits to the temperature as low as 50°K are
found for some of the spectral components although upper
limits between 80 and 160°K are more common. Hydrogen
clouds with diameters about 1 parsec and densities on the

3

order of 100 cm ~ are shown to be common. The implications

of these results for the two-phase model of the interstellar

medium are discussed.



vi

TABLE OF CONTENTS

Introduction

Chapter 1:
Chapter 2:

Chapter 3:

Chapter 4:

Chapter 5:

The Choice of Sources and Equipment

The Observing and Reduction Procedures
Post-Calibration Analysis

The Fourier Inversion Procedure

Noise

Least-Squares Gaussian Analysis

Cygnus A (3C405)

Results — Beam Pattern and Continuum Map
Results — Observed Spectra

Results — Optical Depth Maps

Results — Spectra and Gaussian Fitting
Results — Noise

Interpretation

Cassiopeia A (3C461)

Results — Beam Patterns and Brightness Maps
Results — Observed Spectra

Results — Optical Depth Maps

Results — Spectra and Gaussian Fitting
Results — Noise

Interpretation

13

29

43

43

51

61

69

69

75

80

88

114

117
123
123
134
139
141
157

162



vii

Table of Contents (continued)

Chapter 6: The Crab Nebula (3Cl1l44)

A: Results

B: Results

C: Results

D: Results

E: Results

— Beam Pattern and Continuum Map
— Observed Spectra

— Optical Depth Maps

— Spectra and Gaussian Fitting

— Noise

F: Interpretation

Chapter 7: 3C353
A: Results
B: Results
C: Results
D: Results

E: Results

— Beam Pattern and Continuum Map
— Observed Spectra

— Optical Depth Maps

— Spectra and Gaussian Fitting

— Noise

F: Interpretation

Chapter 8: Other Sources

A: W12 (3C147.1)

B: 3Cl47

C: Cygnus A ( 3C405 (zero velocity))

D: Centaurus A (NGC5128)

Summary and Conclusions

175

175

181

185

187

234

238

245

245

252

255

259

274

289

292

292

297

299

301

303



Appendix
Appendix
Appendix
Appendix

Appendix

Appendix

Appendix

F:

G:

References

Ty -
H}

V’1

Table of Contents {continued)

Aperture Synthesis

Hydrogen Line Formation

A Discussion of Detector Law
Alternative Fourier Inversion Methods
The Solution of the Spherical Shell
Problem

Cassiopeia A — Optical Depth Maps

The Crab Nebula — Optical Depth Maps

310

324

330

347

352

356

385

401



1
INTRODUCTION

The 2l-cm line arising from the ground state hyperfine
transition in neutral hydrogen has become a sensitive tool
for studyihg the interstellar medium and for mapping the
structure of galaxies. The possibility of detecting this
line was first suggested by Van de Hulst (1945). After
discussion by a number of authors (e.g. Schklovsky 1949 and
Spitzer and Savidoff 1950), the line was observed in emis-

sion on March 25, 1951 by Ewen and Purcell (1951) at Harvard

followed closely by Muller and Oort (1951) in the Netherlands
and Pawsey (1951) in Australia. Soon thereafter extensive
surveys were begun which revealed the spiral nature of the
Galaxy. The results of these surveys are presented in Kerr,
Hindman, and Gum (1959), Van de Hulst, Muller, and Oort

' (1954), Muller and Westerhout (1957), and accompanying

articles. In the past decade, Westerhout and co-workers
(Westerhout 1967) have prepared an atlas of hydrogen emis-

sion profiles within one degree of the Galactic plane and

with resolutions of 7 KHz and 10 minutes of arc. 1In addi-
tion, numerous workers (e.g. Heiles 1967 and Kepner 1970)
have studied limited regions within the Galaxy.

The 2l1-cm line was first detected in absorption by

Hagen and McClain (1954) and by Williams and Davies (1954).
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More certain and correct results were soon reported by many
workers including Hagen, Lilley, and McClain (1955),
Williams and Davies (1956) and Muller (1957). These papers
were among the first to discuss a difficulty which affects
all attempts to measure hydrogen line absorption profiles
using a single-dish telescope. This problem arises because
a single-dish telescope responds not only to the background
source with its absorbed spectrum, but also to the emission
of all the Galactic hydrogen within the beam of the tele-
scope. To obtain the true spectrum of the source it is
necessary to subtract from the measured spectrum an estimate
of the spectrum which would have been received in the
absence of the source. This estimate or "expected profile"
is commonly obtained by averaging observations taken around
the source approximately one beamwidth away. The uncer-
tainties in the expected profile exceed the antenna
temperatures generated by all but the strongest radio
sources. The magnitude of this problem has been pointed
out by Radhakrishnan and co~-workers (see Radhakrishnan,

et al 1972a, b, c and Goss, et al 1972) who have compared
absorption profiles obtained with this single-dish techni-
que to those obtained with an interferometer. Their results

for two sources are illustrated in Figures 1.
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There are two approaches which remove most, if not all,
of the uncertainty associated with the expected profile.
One of these, first suggested by Heiles and Verschuur (1969),
uses the variations in intensity of the background source
to determine the true absorption profile. This technique
has only been successfully used for pulsars (see de Jager,
Lyne, Pointon, and Ponsonby 1968 and Gordon and Gordon 1970
and references). The pulsar observations have uncovered a
surprising lack of significant absorption in the spectra of
a considerable fraction of the sources observed. If some
of these pulsars are as distant as is suggested by their
dispersion measures, then their lack of absorption suggests
that the neutral hydrogen is very sparsely distributed in
small, very dense clouds. This result is in apparent
conflict with the fact that absorption features are found
in the spectra of most quasi-stellar sources.

Interferometry provides the second approach which can
remove the difficulties associated with the expected
profile. 1In essence, an interferometer responds only to
sources which are smaller than the fringe spacing. Thus,
at a sufficient interferometer baseline, the contribution
to the fringe amplitude from the general hydrogen emission

will be reduced to a negligible amount. This statement
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is strictly true ohly if the general emission has no
structure on a scale comparable to thé size of the sources
we wish to observe. In such a case, there would be little
problem with the expected profile. Fortunately, the many
small-scale emission features within the beam of the
antennas of the interferometer will contribute to the
fringe amplitude with random phases. As a result, the
interferometer should show little or no response to the
general emission.

An interferometer was first used to measure absorption
profiles by Clark, Radhakrishnan, and Wilson (1962). Clark
(1965) measured the absorption profiles of a number of
sources and found evidence for spatial structure in the
absorbing medium. Hughes, Thompson, and Colvin (1971)
have recently published a catalogue of the absorption
spectra of northern sources observed with an interferometer.
They find no evidence for effects of the general hydrogen
emission at interferometer spacings greater than 300
wavelengths. Radhakrishnan, et al (1972a, b, ¢, d) and
Goss, et al (1972) have also recently published the results
of a survey of the absorption spectra of southern sources

some of which were observed with an interferometer.
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With the first measurements of absorption profiles
came the realization that neutral ﬁydrogen does not lie in
a uniform medium within the spiral arms of the Galaxy.
Absorption profiles are uniformly found to be narrower and
different in shape than corresponding emission profiles.
Two models of the interstellar medium have been advanced
to explain this observation. In the discrete cloudvmodel,
the absorption profile is understood to result from the
small number of clouds directly along the line of sight
to the source while the emission profile derives from the
largé number of clouds within the main beam of the antenna
(Hagen, Lilley, and McClain 1955). The average cloud was
felt to have a diameter about 18 parsecs, a density around
1.5 cm—3, and a velocity width around 5 km/sec (Van de Hulst
1958). More recentiy the two-phase model of the inter-
stellar medium has become popular. In this model, discrete
clouds having temperatures less than or around 100°K are
in pressure equilibrium with a diffuse medium having
temperatures in excess of 7000°K. Both phases would
contribute to the hydrogen emission profiles, but only
the cool clouds would be seen in absorption (see Appendix
B). This model is well understood theoretically. A

number of authors have calculated the heating of a two-
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phase medium from low energy cosmic rays and find their
results in substantial agreement with observation (éee
Spitzer and Scott 1969, Goldsmith, Habing, and Field
1969, and Field, Goldsmith, and Habing 1969). Recently
Shu, et al (1972) have extended the calculations of these
authors to take into account the effects of a revised
estimate of the abundance of iron and the effects of the
density wave (or spiral shock wave) pattern in the Galaxy.
The observational evidence for the two-phase model
is in a considerably more uncertain state. Clark (1965)
was one of the first observers to feel that the observations
indicated a preference for the two-phase model. He felt
the model would best explain the observation of hydrogen
self-absorption (see the emission spectrum of Figure 1lb).
It is the case, however, that one>hear—by cloud with
T = 20°K is sufficient to account for the self-absorption,
independent of the general model. Clark pointed out that
the gaussian spectral components found in absorption by
Shuter and Verschuur (1964) gave apparent‘temperatures
significantly lower than the 125°K peak brightness tempera-
ture commonly seen in emission. This would require that
the absorbing material is cooler than the average material

as would the fact that gaussian components fit to emission
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spectra are on average wider than those fit to abSorption
spectra. However, Shuter and Verschuur's data were
obtained using the basic single-dish technigue and their
guassians do not describe their profiles within any
reasonable estimate of noise. Moreover, since emission
profiles are obtained with larger bandwidths (and larger
effective beamwidths) than absorption profiles, it is not
surprising that they should contain wider gaussian
components. Clark also noted that the dispersions of the
gaussians were usually on the order of, or greater than,
the velocity of sound in hydrogen clouds and the escape
velocities from the clouds. This would suggest that an
external source of pressure such as a hot inter-cloud
medium is required in order to maintain the stability of
the clouds. However, it could also mean that the dis-
persions each represent the blend of several clouds which
could not be resolved with Clark's signal-to-noise ratios
and his frequency and spatial resolutions.

Shuter (1967) has pointed out that if the differences
in emission and absorption profiles are due solely to
differences of angular resolution, then the dispersions
of the gaussian components fit to absorption profiles

should show a smooth increase with increasing angular
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diameter of the background source. Plotting results taken
from Clark (1965), he finds that the widths do not depend
on source diameter. However, he fails to point out the
fundamental limitations of Clark's data. Clark estimated
that about 40 percent of his components listed as single
are actually double. In addition, a disturbingly large
fraction of the components found by Clark had dispersions
equal to or less than Clark's bandwidth. Also, the poor
signal~-to-noise ratio obtained by Clark on all but a few
of the smaller sources in his study made any determination
of gaussian components highly uncertain. Hughes, Thompson;
and Colvin (1971) have assumed the two-phase model in
conducting a statistical analysis comparing observed
emission brightness temperatures with corresponding absorp-
tion optical depths. Unfortunately, due to a large scatter
in the data, the fit to the model depends on only a few
data points. This fit is particularly unconvincing, not
only because of the large variance, but also because it
implies an average hydrogen density at least a factor of
ten lower than normally accepted values.

Radhakrishnan, et al (1972d) discuss observations of
the absorption and associated emission profiles for a

number of high-galactic latitude, extra-galactic radio
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sources. They find that the absorption and emission
profiles do share similar gaussian components having
physical temperatures in the range 20 to 200°K. However,
the emission profiles invariably also contain a‘wide
component (full width at half-maximum around 20 to 40
km/sec) not seen in the corresponding absorption profiles.
These authors feel that this observation constitutes a
direct proof of the two-phase model. However, their
arguments depend on the assumption, which is not supported
by their data, that resolution effects may be ignored at
high galactic latitudes. Most discussions of the two-
phase model depend on the gaussian analysis of spectral
features. The severe difficulties with such analysis,
especially in the presence of inadequate frequency or
spatial resolution, will be discussed throughout this
thesis.

It is clear that the angular sizes, temperatures,
peak optical depths, and dispersions of neutral hydrogen
clouds are important to the underStanding of the inter-
stellar medium. Accurate measurements of absorption
profiles with good frequency and spatial resolution are
necessary 1f gaussian analysis is to be considered at

all meaningful. Clark (1965) attempted such measurements
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at the Owens Valley Radio Observatory (OVRO), but was

severely hampered by equipment limitations. Since that
time the OVRO has decreased the system temperature by a
factor of ten, increased the number of narrowband channels
from one to twenty-three and converted to digital data
recording and processing. In addition, narrower filter
widths have become available, the side band rejection has
been improved by about 20 db, and aperture synthesis
observations have become routine. As a result of these
developments, it has been possible to improve considerably

on Clark's measurements.
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CHAPTER 1
THE CHOICE OF SOURCES AND EQUIPMENT
This chapter will discusé how the source list was

chosen and why the particular sets of baselines and filters
were selected. The first observing éession was, as is
common for graduate students, a disastrous failure. The
reasons for this failure and the observations and tests
undertaken to correct the difficulties will also be dis-
cussed.

| Table I gives the source list together with position
and flux information. The principal source, Cassiopeia A
(3c461), was chosen because it is an extremely strong
source with a well-known structure and with no confusing
sources nearby (Ryle, Elsmore, and Nevillev1965). Further-
more it is at a declination which allows the rotation of
the earth to be used to synthesize a nearly circular
antenna. The hydrogen identified with the Perseus arm
of the Galaxy causes a deep, complicated, and much-
studied absorption line in the spectrum of this source
(from Hagen, Lilley, and McClain 1955; Muller 1957 to
de Jager 1970). Magnetic fields of 11 and 18 micro-gauss
have been reported from the Zeeman splitting of this line

(see Verschuur 1970 and references). That the projected
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magnetic field can have such high values raises some
interesting questions about the spatial structure of the
absorbing hydrogen. Clark (1965) established that this
structure is indeed complicated, but, for reasons pre-
viously stated, was unable to carry out a full synthesis.
Since a source may be observed for a maximum of
eight hours each day with the Owens Valley interferometer,
three additional sources were selected for observation.
The sampling theorem required that thé supplementary
sources have angular sizes comparable to 3C461. Cygnus A
(3C405) was chosen, although it conflicts in observing
time with Cassiopeia A, because, in contrast with
Cassiopeia A, the absorption feature due to hydrogen
associated with the Perseus arm is narrow, shallow, and
apparently simple. This source was made a definite member
of the source list after short-spacing observations estab-
lished the presence of measurable spatial structure in the
absorbing medium. The Crab Nebula (Taurus A, 3Cl44) and
3C353 were chosen to fill out the observing day, although
neither source is at a favorable declination for aperture

synthesis. The absorption feature of the Crab Nebula was
known to have a complicated frequency structure, but was

reported to show no spatial structure (Clark 1965,
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Radhakr ishnan et al 1972c). The radio galaxy 3C353 is at
relatively high galactic latitude and is considerably
weaker than the other sources in the source list. These
two sources, then, posed a challenge to the observing
techniques, but held only slight promise of producing
interesting results. The HII region 3Cl47.1 (W12, NGC2024)
was originally part of the source list. A deep absorption
line shoWing spatial structure was discovered in the
spectrum of this source (see Chapter 8). However, a
proper synthesis of the source was not possible because
of its declination, large size, and low flux.

The choice of_basélines is guided by the sampling
theorem derived in Appendix A which states that to map
an area six minutes of arc on a side one must take samples
of the complex visibility function at intervals less than
573 wavelengths. This interval is 397 feet at 21.1 cm
wavelength which is conveniently close to the set of
integral multiples of 400-foot baselines available at
the OVRO. The six-minute area is sufficient to cover all
sources on the source list. The 90-foot telescopes at
the OVRO can only observe sources at hour angles between
-4 and +4 hours. As a result, to obtain good coverage of

the (u, v) plane, both north-south and east-west baselines
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are required. The spacings used in this program were 200
feet east-west and 400, 800, and 1200 feet both east-west
and north-south. The 1600~-foot spacings available at the
- OVRO were not used, at the insistence of the Scheduling
Committee, for reasons of economy in observing time.

The filter banks at the OVRO contain filters of widths
1, 4, 50, and 100 KHz. The shape of a line broadened
solely by random thermal motions is given by

exp (- mv2/2kT)

or, for the hydrogen line,

2
T = 0.9734 (Av)

where Av is the full width at half maximum expressed in
KHz. De Jager and Neven (1966) have shown that a line
profile cannot be restored if its width is less than twice
the instrumental width. In other words, the minimum
apparent temperatures which can be measured by the four
available filter banks are 4, 62, 2440, and 9734°K ,
respectively. These minimum temperatures can only be
measured with a detailed deconvolution of the instrumental
profile from the observed line profile. Such a deconvolu-
tion cannot be reasonably performed in this éxperiment.

As a result, the true minimum apparent temperatures must
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be a factor of four or so greater than those given above.
On theoretical grounds, interstellar hydrogen clouds are
predicted to have temperatures ranging from 25 to 200°K
(Shu, et al 1972). Narrow spectral features have been
observed with apparent temperatures less than 30°K
(Verschuur 1969, Verschuur and Knapp 1971 and Riegel and
Jennings 1969). Thus, the 1-KHz filters are the natural
choice.

The interferometer at the OVRO used for this program
consists of two fully-steerable, 90—fbot diameter parabo-
loids. The telescopes may be moved along railroad tracks
between sets of fixed mounting piers. The signhals are
received at the prime focus where they are amplifed by
parametric amplifiers followed by tunnel diode amplifiers.
The resulting system temperatures ranged from 125 to 150°K
during the early stages of the program, but were reduced
to 90°K by the installation of new paramps in the fall of
1970. The RF amplifiers are followed by an RF filter tuned
to the line frequency, the mixer, and the first IF ampli-
fiers. Further IF amplification is provided in the base
of the telescopes. The IF signals from both telescopes
are carried by buried cable through the delay system to

a central observing room where they receive further
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amplification and are split between the full "broadband”
channel and the filter banks. The outputs from the filters
for one telescope are multiplied by the outputs from the
corresponding filters for the other telescope. The multi-
plied outputs after some DC amplification are recorded on
magnetic tape at five-second intervals. This regular
sampling interval is made possible by an analogue phase
rotator which removes the natural fringe rate and adds a
1/60 Hz fringe. The amount of the phase rotation as well
as the time and channel number are recorded with each
data point.
| TheAfilter bank consists of 23 pairs of crystal
filters each having a bandwidth of 1 KHz; the separation
between adjacent central frequencies is 2 KHz. Thus to
obtain one-KHz resolution on a feature of width 46 KHz it
is necessary to use two distinct local oscillator settings.
Since few hydro
46 KHz, it was in fact necessary to use more than two such
settings. The local oscillator settings (or "frequency
shifts”) used on the principal sources are listed in
Table II where the frequency shifts are expressed in KHz

from the Local Standard of Rest for the central channel of
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TABLE II: FREQUENCY SHIFTS FOR THE PRINCIPAL SOURCES

3c461 30405 3C144 3¢353

+370 «© +540 c +125 ¢ +130
+260 +430 * +020 +018
+231 +428 ~003 -005
+226 +423  * ~026 -028
+217 +403 ~049 ~140
+192 +384 * ~072
+171 +382 -180 ¢
+146 377 *

+260 ¢

* 200' East-West only

¢ continuum frequency shift
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the filter bank. Those frequency shifts used to observe
the background source in the continuum are identified by
the letter c.

The initial observing session of this program was a
disastrous, but educational, failure. The narrowband
calibrations were seriously in error as a result of absorp-
tion features in the spectra of the calibration sources.
The measured fluxes of the strong sources were signifi-
cantly lower than those measured by Fomalont (1967).
Detector law failure and the overloading of the IF ampli-
fiers were suspected as the causes of this difficulty.
The measured flux at the bottom of the deep iine of 3C461
was higher than that reported in the literature (Clark
1965 and references). Problems with the wings of the
narrow filters and with incomplete sideband rejection were
suspected. Finally, the gains and phases of the narrow-
band channels relative to those of the broadband channel
varied as a group with time. Variations in the shape of
the wings of the IF amplifier passband were blamed for
this difficulty.

The problem revealed the necessity of knowing the
location of the absorption features in the spectra of the

calibration sources. To this end an observing session was
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conducted at 800 feet east-west (8/29/69 to 9/4/69) using
the 4-Khz filter bank. The spectrum obtained for 3C123
is shown in Figure 2, but the other spectra obtained will
not be presented here since better spectra of comparable
frequency resolution have been published by Hughes,
Thompson, and Colvin (1971). The spectra obtained by
these authors were used well in advance of publication to
help determine what frequencies should be avoided in
observing calibration sources.

A noise diode was also used as a strong calibration
source, but only for the relative gains and phases of the
narrowband channels. The noise diode was placed midway
between the two antennas and was connected to both
receivers through cables and 20 db directional couplers.
There was no serious difficulty in treating the noise
diode as a celestial source, since the noise diode has a
natural fringe rate of zero which is essentially equiva-
lent to a source at the North Pole.

In December, 1969 the frequency response of a few of
the narrow filters and the detector law of the broadband
channel were measured. The problem of detector law is
complicated and, hence, is deferred to Appendix C. Samples

of the filter responses are shown in Figures 3a and 3b.
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west using 4 KHz filters with about 165 minutes
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Figure 3c. Response of IF prefilters as function of
dquency, logarithmic scales.
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The filter profiles were obtained with a frequency synthe-
sizer and a square-law detector calibrated with precision
attenuators. Figure 3b reveals that the wings of the narrow
filters could provide some difficulties. The full flux of
the source over the 5-MHz IF bandwidth can produce an
apparent responsé from the 1-KHz filter down by only 19 db.
Inbother words, an infinite optical depth would be measured
as an optical depth about 4.4. An incorrect measurement
will also result if the image éideband is not completely
rejected. However, the sideband rejection was measured
to be greater than 30 db. In addition, since the image
sideband enters with a fringe frequency different from
that of the signal sideband (see Appendix A), the reduction
pfograms further surpress any response from the image
sideband.

Several problems were solved by adding in the base of
he telescopes the 160-KHz IF prefilters whose frequency
response is plotted in Figure 3c. First, they remove all
problems with the wings of the narrow filters. Second,
they remove from the broadband channel (and hence from the
absolute and relative calibrations) the effects of gain
changes at frequencies not relevant to the narrow channels.

Third, they reduce the signal levels entering the IF
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amplifiers in the base of the telescopes and thereby reduce
any problems of overloading these amplifiers. Fourth, they
provide the accurate knowledge of the intermediate fre-
quency necessary for the proper measurement of fringe
phase. Observations without the prefilters have shown
that the effective intermediate frequency varies with time
and can reach values seriously different from the formal
value of 10 MHz. The loss in signal-to-noise ratio due
to these filters is not particularly important for the
strong sources in this program. However, the narrow broad-
band makes it necessary to observe the calibratoré at
frequencies well removed from any absorption features.
This means that careful corrections have to be made for
frequency dependent gain and phase effects. The manner by
which these corrections are determined and applied is

discussed in the next chapter.
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CHAPTER 2

THE OBSERVING AND REDUCTION PROCEDURES

This chapter provides brief descriptions of the
observing sessions and procedures, of the general principles
of the reduction and calibration programs, and of the
observed noise diode behavior.

The dates of the observations and the relevant base-
line parameters are given in Table III while Table IV
gives the list of calibration sources together with their
positions and fluxes. The fluxes of those sources used
only as phase calibrators are given in parentheses and the
range of frequency shifts which were not used because of
absorption lines is indicated. The comments column states
which calibrators were not used at the longest spacings
and which calibrators were assumed to vary in flux. The
latter were calibrated at each baseline using rapid compara-
tive observations with sources like 3C295 and 3Cl47.

The pointing corrections for each antenna were deter-
mined using the standard three-point method. The correc-
tions were measured over the full range of hour angle at
four declinations between 0° and 60°. The pointing calibra-

tion sources were 3C461, 3C405, and 3Cl44 using single-dish
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observations, and 3C273 using interferometer observations.
All pointing corrections were determined at frequencies
well separated from the Galactic hydrogen emission. A
sample of the pointing curves is given in Figure 4. Such
complete pointing curves are not required for the simple
measurement of fluxes and phases. However, pointing errors
can introduce significant errors in the observations of
extended sources (Berge and Greisen 1969). The pointing
curves are believed to be accurate to better than + l‘
minute of arc, although systematic errors of this magni-
tude could also be introduced by winds in excess of 20
miles per hour and by long-term sags in the telescope
mounts.

The sources being studied for HI absorption were
observed over the full hour angle range (except for 3C353).
Five ten-minute observations each with a different fre-

t were taken on the source. Then a ten-minute
record on a calibration source was taken, followed by a
five-to-ten-minute record on the noise diode. With this
scheme, after several days of observation, sufficient
integration time and coverage of the (u, v) plane were
obtained for each frequency shift. The local oscillator

settings were chosen to correct for the motions of the
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north antenna at 1200 feet north-south.
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earth as a function of time and for the standard solar
motion. As a result, for a given frequency shift, each
channel represents a fixed frequency with respect to the
Local Standard of Rest. The duration of each record and
other inaccuracies cause an uncertainty in the frequency
on the order of 0.1 KHz which is negligible. Because the
IF passband is narrow, it was not necessary to track delay.
At the 1200~foot spacings, the delay was set to an average
value for each record, but at the shorter spacings the
delay was held at a fixed value for all observations.

In each day of observation, there wés a period of
several hours during which none of the principal sources
" could be observed. This period was used to obtain measure-
ments of the baseline and of the frequency-dependent cor-
rections. The corrections to the formal baseline are
found by observing in rapid succession at one frequency
a number of point sources of known position well-distri-
buted in hour angle and declination. The frequency-
dependent corrections are found by observing alternately
3C295 and the noise diode at many frequencies, with a
central frequency used for calibration. In general, it

was found that the amplitude correction was essentially a

linear function of frequency with only moderate slope.
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As 1s derived in Appendix A, the 'measured-fringe phase
will be a linear function of local oscillator frequency
whenever the electrical lengths of the local oscillator
chains to the two telescopes are different. Also, if the
difference in electrical lengths of the cables connecting
the noise diode to the two telescopes is not the difference
which would obtain for a source at the north celestial pole,
then the measured phase of the noise diode will have an
additional linear dependence on frequency. Since observa-
tions of the noise diode are to be used to calibrate
observations of sources and observations at one frequency
are to be used to calibrate observations at other fre-
quencies, both these phase-frequency ("PFCOR").corrections
must be accurately measured.

The first stage of the computer processing, called
INSPECT, locates permanent read errors on the data tapes
and provides some checks of the log sheets. A program
called ANALYZ is then used to reduce the records to
uncalibrated fringe amplitﬁdes and phases. At each data
point, the program computes the phase of the natural
fringe. The difference between this phase and that of

the lobe rotator is then the expected phase, 8(t), of the
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one-minute fringe. The program fits the data to a function

of the form

xlcos(e(t)) + xzsin(e(t)) + x

3 .
using a least-squares method and provides estimates of how
well the data did fit this function.

The next program in the sequence is used to determine
the corrections to the formal baseline. Using only the
data specially reéorded for the purpose, it iterates |
between a least-squares determination of the corrections
to the baseline length and pole coordinates and an attempt
to fit a smooth instrumental phase-time function through
the data. The instrumental phase-frequency correction may
‘be determined simultaneously. This procedure was found
to converge very rapidly — usually after only two itera-
tions. The noise diode PFCOR and the instrumental band-
pass shape are determined by hand from the output of
ANALYZ. Finally, the CALIBRATE program applies the base-
line and frequency-dependent corrections to the data. It
determines smooth functions of time for the instrumental
gain and phase and applies these corrections to the data.
The data are divided into groups within each of which it

is assumed that the gains and phases of the narrowband
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channels remain constant with respect to the broadband.
The program uses observations of *"channel difference"
calibrators (principally the noise diode and the continuum
frequency shifts of the principal sources) to.produce
weighted averages of the relative phases and gains within
each group. These averages are then applied to all data
within the group. In practice, it was found that the
assumption of constant relative calibration was not particu-
larly good, despite the use of the IF prefilter. As a
consequence, it was necessary to check all data carefully
and to divide it into many short (two to four hour) groups.

The noise diode turned out to be an excellent channel
difference calibrator. Relative calibrations determined
from the éources alone agreed, within the uncertainties,
with calibrations determined solely with the noise diode.

However, there was a slight systematic difference when the

diode. Fortunately, the apparent flux of the noise diode
decreased with increasing baseline (dué to the increase in
cable lengths) and remained comparable in strength with
Cassiopeia A at all baselines. It was originally hoped

that the noise diode would provide a secondary calibration
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for the full instrumental function. However, as may be
seen in Figures 5, such was not the case. The large
lengths of cable involvéd were simply too sensitive to

temperature and other effects.
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CHAPTER 3

POST~CALIBRATION ANALYSIS

This chapter discusses the theory and practice of
three aspects of the post—calibration analysis: the
Fourier inversion procedure, the noise, and the gaussian

fitting of observed spectra.

A. The Fourier Inversion Procedure
It is shown in Appendix A that the interferometer
responds to the complex visibility function, V(u, v),

where
(oo)

+1i 20 (ux + vy)
v(u, v) =% ffTB'(x, yle ™ ax dy

-00
where k is a constant carrying control of the units and
TB(x, y) is the brightness distribution of the source. We

may restore TB(x, y) using the usual Fourier transform

properties as
0 ~i 2I(ux + vy)
TB(x, y) = K v{u, v)e du dv .
-
Unfortunately, we cannot measure V except at discrete
points in the (u; v) plane and then only for values of
(u, v) less than some (Upax # Vmax)' In other words, we

are restricted to measuring
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v (@, v) = ¥, v) s, v)
where the sampling function S is given by

"N
2
S(u, v) = > w, s(u-u, v-wv)
i=1 1 1 *
with the w, being the set of weights assigned to the N

measurements. The Hermitian property of the wvisibility

function allows us to extend the sampling function to

. 2 ‘
S(u, v) = w_[ s(u~v,, v—-v)+ 26(u +u,, v+ v.)].
1 1 1 1 1

I—l-
i

In fact the sampling function should be written to account
for the finite size of the antennas and the finite lengths
of the observations. However, it may be shown that the

effect of the finite dish size is equivalent to expressing

Tg(x, y) = T (x, ¥) Bgp(x, v)

where Ts(x, yv) 'is the true source brightness
and BSD(x, y) 1is the beam pattern of the antennas. The
other effect may be ignored so long as each observation
is of sufficiently short duration.

I have chosen for my obéervétions to»perform the

Fourier transform directly upon the sampled V;. This

method was suggested to me by D. H. Rogstad (1971, private
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communication) from work he had performed with Hogbom,
Weiler, and others. The Fourier transform methods used
by some other observers are discussed in Appendix D. The
exact choice of weights in the sampling function is not of
critical importance to the transform procedure described
here, but it is clear that some sets are to be preferred
over others. To avoid_overemphasis of one part of the
(u, v) plane to the detriment of others, the weights are
first taken to be inversely proportional to the local
density of observations in the (ﬁ, v) plane. To reduce
the effects of the absence of data beyond the ﬁaximum
spacing, the weights are then tapered with a gaussian
having a value 6.3 at the maximum spacing.

When the direct Fourier transform is performed, we
obtain a map, called the *dirty"” map, which may be

expressed as

i<
*
0|

E‘ =

H
¥
N2

1

where thé bar indicates a Fourier transform and the
asterisk indicates a convolution. Noting that'g = Tg

and calling S the "dirty" beam, BD(x, y), we see that the
dirty map is the convolution of the source brightness

(modified by the single-dish beam pattern) with the dirty
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beam. Such a result is quite unfortunate for my program.
For each frequency shift we obtain a different set of
(u;, v;) and hence different dirty beams. To obtain
optical depth maps it is necessary to take the logarithm
of the ratio of maps determined uéing the frequency shifts
in the continuum to maps determined using the frequency
shifts in the absorption feature. 1In so doing, the effects
of the different dirty beams would be mixed together and
the results wouid contain large and unknown errors.

Thus, for this program in particular, it is necessary
to remove the effects of the dirty.beam patterns. Since
the dirty beam pattern is simply the dirty map which
would be found for a point source, we assume that the
source actually consists of a set of such point sources.
‘The deconvolution program, "CLEAN", finds the highest
point on the dirty map and removes an appropriately scaled
ty beam pattern centered on that point. It then
searches the map which is left for the highest remaining
point (in absolute value) and removes another appropriately
scaled beam pattern centered on that point. This process
continues until the highest remaining point is less than
some level defined to be the noise. It is then necessary

to add back to what remains of the map the point sources
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which have been found. Since the point-source model is
obviously incorrect for most sources, the restoration is
done with appropriately scaled simple gaussians all having
the same width as the central peak of the dirty beam.
Until the restoration step the Fourier tranéform relation-
ship between the data and the map is strictly maintained.
However, the restoration process effectively tapers the
original data.

In practice, this "cleaning” procedure works very
well, expecially for sources for which the point source
model is not too far from the truth. Convergence is rapid
to noise levels around one percent of the peak brightness
of the original dirty map. In order to speed convergence,.
it has been found that it is best to remove a beam pattern
scaled to only one-half the brightness of the peak found
by the program. As a test of the cleaning procedure, it
is possible to vary the set of weights in t
function. This causes significant variations in the dirty
beam, the dirty map, and the set of point sources found.
However, the clean map is not found to vary by any signifi-
cant amount. Thus, although the set of point sources found
is not a unique set, the restoration process does allow a

unique "“principal solution" to be obtained.
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One of the tests I have performed on this method is
to cfeate maps of my sources 18 minutes of arc on a side.
This is a serious &iolation of the sampling theorem which,
in its simple forh, assumes that the data are sampled on
a regular rectangular grid. The use of a direct Fourier
transform on data sampled irregularly along elliptical
arcs forces the sampling theorem to be modified. The
results of the modification are that the map will repeat
in the radial direction but the power will be smeared out
over the full elliptical ring fesulting in a considerably
lower intensity in the ring than at the center of the map.
The results of this test are presented in the appropriate
sections of the following chapters. It is found that side
lobe responses which can exceed 50 percent are reduced by
the deconvolution process to random noise almost always
less than five percent and usually less than one percent,

It 1s interesting to compare maps obtained using very
narrow clean beams with maps obtained by other investi-
gators who actually obtained that good a resolution. One
of my maps obtained this way is shown in Figure 6 and
should be compared with the map obtained by Ryle, Elsmore,
and Neville (1965). Real components of the source, which

are unresolved with a proper choice of clean beam, are
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found to be present on the map of Figure 6. However, the
intensities of the various components are significantly
distorted. Thus the deconvolution procedure can be used
to reveal source structure which is smaller than the beam
size. Since this is equivalent to an extrapolation of
the data to lohger spacings than are obtained, the reli-
ability of the source structure revealed depends heavily
on the noise at the longest spacings.

There is a difficulty with the deconvolution procedure
which should be discussed. The total flux on the dirty
map is given by

0

—o;[f Ty(x, y)dx dy =,Vl(0’ 0) .

1
F =%

Therefore, if the data do not include “zero-spacing"
observations, the total fluxes on the dirty'maps and dirty
beams are zero. However, the cleaned maps-and clean beams
do not have a zero integral. As a result there are problem S
with the zero-level and the scaling of the maps. Since my
sources are smaller than the map areas the zero-level
problem will not seriously affect the brightness distri-
butions. 1In fact, the lack of zero-level determination is
deliberately used in this program to remove most of the

effects of the general hydrogen emission. The uncertainty
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in the scale factor may be ignored since the desired
optical depth maps will only depend on relative values of
the brightness.

We may summarize the foregoing discussion as follows.
The data are Fourier transformed by a Brute force method after
which the effects of the beam pattern are mostly removed.
For data with good signal-to-noise ratio, this deconvolu~
tion procedure is a reliable and systematic way to inter-
polate between the data points in the (u, v) plane. To
an‘extent limited principally by experimental error, the
deconvolution procedure may also be used to extrapolate

the data to larger spacings than were actually obtained. -

B. Noise

Throughout the preceeding discussion it was implicitly
assﬁmed that the observations were made without experimen-
tal error or noise. Such an ideal situation cannot, of
course, exist. For a correlation interferometer the

uncertainty in antenna temperature may be written as
= + + \'/
ATS (TS Ta TR)/ 2TAV

where 7 is the integration time, Av the bandwidth, TS the

antenna temperature due to the source, Ta the antenna
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temperature due to other sources of radiation within the
beam, and TR is the receiver temperature (90 to 150°K).
We may substitute the approximate relation

T, =0.1¢f

where £ is the source flux in flux units to ocbtain

Af = (0.009)(0.1f + T + T_) .
a R

Thus, Af ranged from 0.8 to 1.4 flux units when f and T,
were nearly zero and from 3.2 to 3.8 flux units when f ~
2200 and T, ~ 50 (the case of 3C461 in the wings of the
line). The associated phase uncertainty may be visualized
in the complex plane as the result of a small vector of
magnitude Af assuming a random angle with respect to the
visibility wvector (see Figure 7). The rms value of the
phase error is gi?en by the approximate empirical formula

X X2

+
1 + x2 2 + x2/m

Ay =

where x & Af/f (Shostak 1972). The uncertainties in the
measurements of strong sources are governed more by the
uncertainties in calibration than the random noise uncer-
tainties discussed above. The calibration program esti-
mates such uncertainties from the deviations of the data

on calibration sources from the smooth instrumental
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Figure 7. Illustration of phase error in complex plane.
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function fit to that data. 1In practice, the gain uncer-
tainty was at least one percent and the phase uncertainty
at least one to two millilobes (where one lobe is a 2w
radians change in phase).

We must now determine how the uncertainties of the
individual measurements affect the final maps. These maps
are produced using the formula

N A A
TB(x, y) = « ;D 'wi F, cos(cpi + 2n(uix + viy)).
i=]
We employ the Hermitian property of the visibility function

and define

w =0

0
W _ o= w0,
V_ = Vﬁ*
U_ o=y
Vo m= " Vg

e-2ﬂ1(uix + Viy).

The usual formula for the propagation of errors is

N a1 2
o2 (T) =< 2 3v. AV5 > .
i=1 ]
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Using
EE_._ JL‘w e-2ﬁi(ujx + viy)
A 2 75
J
we obtain
2
o (TB(x, y)) =
N N
2 .
~27i Uu-—u yx+{va—v )ﬂ
K J "k 3 'k
Z Z (5) ijke <AVJ Avk*> .

j=-N k=-N

We assume that the individual measurements are independent

and thus that all terms of the form
(avy bV *) (3 # + k)

in this double sum vanish. Where gain uncertainties are
important( this assumption is only valid if each measure-
ment at a given frequency shift is not followed by another
at the same frequency shift within the correlation time
of the gain instabilities. For my program this condition
was nearly always satisfied although for most other
programs such a situation does not obtain. With this

assumption, the uncertainty becomes

N
2 ~47Ti (Usx+V2
o (Tg(x,y)) = 2 (ij/2)2 <!Avj!2+AvjAvje i (ugxtvsy)

or
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—4Wi(UjX+ij)]>

2 X 2 2 2
o (T (x, y)) =§:(L5K W, <]AV-I + Re[AV-AV_e
B L j J J 3
j=1
If we express the visibility as the sum of a real and an
imaginary part as
V=R +1TI
and assume the uncertainties in the real and imaginary

parts are uncorrelatedl we obtain

N
UZ(TB_(x, y)) = 0.5 k2 El:wjz [((AR?) + <AIJ?>) +

(<AR§>—<AI§>)COS 4r (u.x + v,y)] .
. J 3
(3B-1)

The first term yields an uncertainty which does not depend
on position. The second term yields a position-dependent
uncertainty which is expected to be quite small and, hence,
is usually ignored. The uncertainties associated with the
observations may be used to compute the values of

Oz(TB(X, y». The results of such computations are
presented in the appropriate sections of the following

chapters. For ease in presentation, the value of the

1 This assumption is not easily justified when the calibra-
tion is the dominant source of the uncertainty.
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second term was computed only as an upper limit of the form
N
0.5 22w 2 [(ar2) - (a12)] .
5=1 J J 3 :
This procedure is justified by the finding that the upper
limit was always small compared to the first term.
The noise on the final maps was also determined in
a Monte Carlo fashion. The data prior to inversion were
altered by adding the associated visibility errors in a
random fashion and with a gaussian distribution.2 The full
inversion procedure was then foilowed for a number of sets
of the altered data and the point-by-point variances of the
dirty and cleaned maps were computed. The results of this
test are presented in Table V. The first two columns give
the source name and the particular frequency used for the
Monte Carlo test. The middle columns give the averages of
the point-by-point variances of the maps before and after
cleaning. The variances of the averages of the-variances
are also given. The last two columns give, for comparison,

the constant and maximum variable parts of the noise

2 All error computations are done with the errors in the
real and imaginary parts of the visibility function.
These errors may be assumed to have a gaussian distribu-
tion while the errors in flux and phase will have much
more complicated distributions. '
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evaluated with the theoretical formula derived above. The
table reveals a very pleasing agreement between the two
methods of éstimating the noise. The Monte Carlo tests
indicate that the noise is not constant across the map area
and that the deconvolution process adds noise to the maps
and greatly increases the variation of the noise across the
maps. This disagreement with the theory was not completely
unexpected and may be due in part to the use of only twelve
or thirteen trials in the Monte Carlo tests.

Thére are a number of other sources of noise which
should be considered. If the baseline parameters used in
the reduction are in error, a systematic phase error
equivalent to an offset in the apparent position of the
source will be introduced. Since these errors are presum-
ably not correlated from spacing to spacing, the net
effect of baseline errors will be a slight loss of resolu-
tion. This uncertainty in the determination of the base-
line parameters will appear as an uncertainty in the
determination of the instrumental phase function and hence
is already included within the uncertainty in the cali-
brated phases. The fluxes used for the gain-calibration
sources which are variable are another»cause of error.

However, these fluxes were measured repeatedly throughout
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the program and carefully chosen averages were used in the
calibration. Such errors would add to the dirty maps
distortions which do not have the expected beam patterns.
Since the deconvolution process converged rapidly to the
one percent level it would appear that this source of
error was not of great importance. Round-off and trunca-
tion in the computer processing will add some noise to
the maps, but this conﬁribution should be small compared
to the other errors‘present.

The preceeding discussion has considered only those
sources of error which affect all frequency shifts equally.
However, the data are found to show systematic disagree-
ments betwéen the various frequency shifts. Errors in
the determination of the frequency-dependent phase and
amplitude corrections could produce such an effect. Since
these corrections are essentially linear functions of
frequency, any error caused by them should be most. pro-
nounced in the comparison of the two widely-separated
continuum frequency shifts. Since this is not the case,
we must blame the "systematic” errors on the random
calibration errors of the broadband channel. Such errors

are discussed above and will affect all channels of a
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frequency shift in a similar manner which will not be

directly correlated with frequency.

C. Least-Squares Gaussian Analysis

The fitting of experimental data to some a priori
functional form by the method of least squares has come
into common use in astronomy since the development of
high-speed computers. Below is a brief, computer-oriented
development df this method which was used in this program
to find fringe amplitudes and phases, to determine the
baseline corrections; to do preliminary model fitting,
and to parameterize the final spectra.

Let us assume that the measured quantity (a function

of v observations) is also expected to be a function of N

parameters p,, i.e.

i

q(v) f(g, V)

We may linearize this equation about an initial guess Py
~

for the unknown parameters p as

~

k
4, = dgy * F, APy

where we use the summation convention, express the depen-

dence on v with a subscript and let

k <6f )
F =\
\; Bpk BO
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and

dgy, = f{go, v) .

We wish to minimize the sum of the squares of the residuals

S where § is defined by
v

s=§<<fv—qv)2= @ - a,)@ -a’) .

To do this all partial derivatives are set to zero as

aS k v A i v J Vv
= _ - _ AN - - R - -
p, - 0= F, @-a, - bpF,; ) @, = 9oy bp ) Fy
resulting in
v 1 Vv
= 7>
Fk F, b4p; = F  (Q qu) .

In the computer we sum over the M observations the two-

dimensional symmetric matrix

. M
1 Z (Bf ) (af )
X fe! op:

v=1 “Pk/py \Pilp,

and the one-dimensional matrix

M
% T > <2f > @ - £ w] .
v=1\Px po

The matrix equation is readily solved as

where B is the inverse matrix of A. If £ is linear in-
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all the parameters p, we have now completed the computation.

Otherwise, we adopt as a new initial guess
+ 8 Ap (3¢c-1)

where the factor B (0<B<l) is introduced for later conve-
nience and repeat the operation as many times as seems
reasonable. The variance of the final solution may be

derived as follows:

M |
2_}__2(/\ )2

o = g -9gq
M“N v=1
_ _}_[/\_ 5 %up [a"-a V-op'r."]
M-w (4,79, F, 4Py [T ~q, AP F

k v

1 .
g g ) @) V@ a )]
M-N [(qv dgy) @ -9, ) +bp [Akav F, 2Fj CN qu)]

where we use the symmetry of the matrix A. The uncertainty

of an individual parameter is given by the usual formula
2

N dp
Oz(p-) = E (aq$> 0'2

which may be converted as follows:



k 2
2(:) = o2 [B(Bi Ck)]
o (p. =0
1 N aqv
k V! 2
v 4y

2 : 1 2
= (e} .
o (pi) B,
Therefore,
Bil M N
2 _ 3 2 - k
o (p;) = ¥n = (q,~d,,,) "+ j§1 8p5 ( %ApkA 572¢5)

A reasonable point at which to stop the iteration proce-
dure is when
lapl <7 g

where a reasonable choice for 7 would be O.1.
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An interesting application of least-squares analysis
is the problem of fitting an observed spectrum with sums
of gaussians of unknown héights, widths, and central fre-
quencies. This technique has been used by many authors
including Shuter and Verschuur (1964), Clark (1965),
Takakubo and van Woerden (1966), and Radhakrishnan, et
al (1972d). The gaussian is chosen as the functional
form because a cloud in thermodynamic equilibrium will
have an optical depth spectrum which is gaussian. Small
scale random turbulence should only increase the width of
the gaussians. One should not expect all spectra to
resemble gaussians, however. A cloud which is only par-
tially resolved and which contains large scale systematic
motions such as streaﬁing, rotation, or expansién will not
have a gaussian spectrum. Also it may not always be pos-
sible to separate the effects of several clouds along the
line of sight having approximately the same velocities.
In this program one may hope that gaussian analysis will be
useful even if little physical significance can be attri-
buted to the results. If the 385 maps of optical depth
produced by this program can be reduced to 100 or fewer

maps of gaussian parameters, then the fitting procedure

will have performed a considerable service.
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In principle, any function T(v)imay be exactly fit by
a sum of gaussians of the form

N —(v—v-)2/ao.2
T(v)=Z’rie 1 +
i=1

(Kaper, et al 1966)? Unfortunately this theorem requires
that T (v) be known exactly and continuously for all v,
while all experiments are plagued with noise and can only
determine T (v) at some set of discrete values of v. It is
clear that, in this program, we could obtain a perfect fit
to the observed spectra by taking a 1-KHz gaussian compo-
nent for each observed frequency. Such a solution is a
valid solution, but it ignores experimental error and what-
ever physical meaning one might wish to attribute to the
solution. For such reasons, one generally seeks an approxi-
mate solution having only a few components each of which is
significantly wider than the bandwidth of the experimentf
Since the least-squares method requires the linearization
of the non-linear functional form, the method can only find
local minima in the sum of the squares of the residuals (S).

Therefore, the set of components found is not unique.

3 Normally o = 2 for a gaussian. However, in this program
o = ([n 16)"1 so that o becomes the full width at half

maximum.
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In practice, the gaussian fitting procedure is not
easy to perform. Considérable trial and error was neces-
sary to determine initial guesses which would converge
for those spectra having the highest signal-to-noise
ratio. Some of these initial guesses failed to converge
for some (or all) of the other spectra on the source
despite the features of the computer program designed to

force convergence. It may be shown that

(éﬁ) <o

where S(8) is the sum of the squares of the residuals and
B is defined in equation (3C—l). However S (1) may exceed
S(0) by a large amount. If the program found.that at

some iteration S(1)-S (0) exceeded some predetermined
parameter then the iteration was repeated at B¥O.5. This
test was repeated until a value of B was found for that
iteration step for which S(B)-S(0) was less than the test
amount. Also, the program was éapable of reducing the
number of components, restoring a component to its initial
guess, and solving only for a given subset of the gaussian
parameters holding all others fixed. The results of the

attempts to fit gaussians will be discussed in the
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appropriate sections of the following chapters. Results
illustrating the non-gaussian nature of some spectra, the
non-physical nature of at least some of the gaussian compo-
nents and the non—uniqﬁeness of the solutions will be

presented.
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CHAPTER 4

CYGNUS A (3C405)

A. Results — Beam Pattern and Continuum Map

Cygnus A‘is at a favorable declination for aperture
synthesis. The distribution of data points in the (u, v)
plane obtained for one of the continuum frequency shifts
is illustrated in Figure 8. This figure shows both the
actual data points and those obtained with the hermitian
property of the visibility function. The plane is well
sampled despite the small gap between the data obtained
with north-south baselines and those obtained with east-
west baselines. As discussed in Chapter 3A, the Fourier
inversion method was tested by producing maps 18 minutes
of arc on a side. The results of this test for Cygnus A
are illustrated in Figures 9. The dirty beam obtained
from the distribution of data points ovaigure 8 is shown
in Figure 9a. 1In this figure, the contour interval is 10
percent with the zero contour shown as a heavy line and
negative contours as dashed lines. The central beam is
slightly elliptical with full width at half maximum about
1.3 arc minutes. Because of the discrete sampling, the

roughly circular pattern of the sidelobes is highly
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irregular. Within three minutes of the center no sidelobes
significantly exceed ten percent, but at larger distances
there are sidelobes exceeding 30 percent

The dirty map obtained with this beam pattern is
shown in Figure 9b. To obtain this map (and all other
continuum maps) the data from all channels of the continuum
frequency shift were averaged vectorially before inversion.
The contour interval is ten percent and the zéro contour
is shown. Although apparently spurious responses exceeding
50 percent occur on the map, such responses are limited
to less than five percent near the source. This “clean”
area results from the small size of the source in compari-
son with the 6' by 6' area allowed by the basic sampling
theorem. The result of the deconvolution process is shown
in Figure 9c. The contour interval is five percent and
the zero contour is not shown. The brightness off the
source 1s generally less than one percent although a few
bumps at the two-to-three percent level occur. We see
from the map that, while reducing the spurious responses
to a reasonable noise level, the deconvolution process
also improves the resolution on the source despite the
use of a restoring beam having the same width as the

central part of the dirty beam.
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For reasons of economy, most maps of this source were
made over a more limited area. The continuum map used to
compute optical depths is given in Figure 10. Lines of
constant galactic coordinates are drawn through the center
of this map. The level of spuriqus responses is higher
near the source in Figure 10 than in Figure 9c. Since
only 40 iterations are required to reach the one percent
iteration limit over the small area of Figure 10 while 97
iterations are required over the large area of Figure 9c,
we may presume that the increased noise level is due to

edge affects in limiting the deconvolution to a small area.

B. Results — Observed Spectra

_The spectrum of Cygnus A contains two major absorption
features. 'This chapter is devoted to the feature arising
from hydrogen in the Perseus arm of the Galaxy. The other
feature, due to more local hydrogen, will be discussed
briefly in Chapter 8. The short-spacing spectrum of the
Perseus arm feature is shown in Figure 1lla. The points
represent the average of about 75 minutes of data at the
ZOO foot east-west baseline. At the top of the figure 1is

plotted the relative flux and at the bottom the relative
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phase both as functions of frequency or velocity. The
absorption line has a simple, approximately gaussian
shape with somewhat assymetrically broadened wings. The
maximum optical depth is only 0.195 while the width of
the line implies an apparent temperature of 140°K. The
phase data reveal a change in the apparent centroid of
the source due to the absprption line. At the center of
the line this shift is about ten seconds of arc to the
west. Figure l1llb gives the spectrum at the first minimum
in the visibility function. Apparent flux is plotted as
a function of frequency or velocity with each point
representing a single ten-minute observation at an hour
angle near 0.2 hours with the 800-foot east-west baseline.
Since the source is essentially just two point sources
(see Figure 10), this spectrum represents the absolute
value of the difference of the (absorbed) fluxes of the
two components. As such it shows that the hydrogen in the
wings of the absorption line causes a decrease in the

relative strength of the weaker western component while

1 All frequencies and velocities are expressed with
respect to the Local Standard of Rest and all phases
are expressed in lobes where a lobe is defined as a
change in phase of 2m radians.
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the hydrogen in the center of the line causes the western

cbmponent to appear the stronger of the two components.

C. Results — Optical Depth Maps

Optical depth maps are produced from the cleaned maps

us ing the formula

Tpy (X, ¥)
Tpe (X, ¥)

TV(X, Y) = = ln<

Where TBC is the brightness temperature in the continuum
and TBv is the brightneés temperature in the line at
frequency v. The computation is carried out only at those
points where TBC(X, y) is greater than 15 percent bf its
peak value and TBv(X' y) is greater than Q.l percent of its
peak value. A representative, but by no means complete,
sample of the optical depth maps for Cygnus A is given in
Figures 12.. In these maps, the heavy line surrounding the
source indicates the boundary of the source given by the
above criteria. The heavy lines on source are zero con-
tours and the broken lines are negative contours. The
values of some of the contour lines are labelled and the
the contour intervals are given in the captions. Local

minima are indicated by tick marks. For all maps, north.

is at the top, east is at the left, and the axes are in
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minutes of arc. The source name and the observing fre-
qguency (in KHz) are given in the'north—east corner of each
map. ‘The sharp bends in the contour lines as they'strike
the edge of the source are an artifact of the plotting
program and should be ignored. The diameter of the clean
beam is indicated in Figure 1l2a.

The first of these maps, Figure l2a, is typical of
maps at frequencies outside the absorption line. The
apparent optical depths vary across the source from about
0.13 to -0.10, but remain nearly constant with frequency.
(Maps at the adjacent frequencies are not shown.) Such
"DC offsets” are almost certainly due to the unceftainties
in the instrumental calibration which affect all channels
of a frequency shift equally. It is possible to remove
such DC offsets but only for those frequency shifts having
some channels outside the absorption line. This has been
done for the rest of the optical depth maps of Figures 12.

As the spectfa to be discussed shortly will reveal,
there are several features in the hydrogen distribution.
In Figure 12b at a frequency of 384 KHz we see the first
of these developing as a ridge along the western edge of
the source. An attribute of almost all maps is a local

minimum in optical depth just east of the peak of the
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western compohent of the source. By 390 KHz, this feature
is fully developed with a ridge near 0.1 along the western
edge of the source and a weaker ridge through the center
of the source. ‘At 394 KHz, the first feature has become
weaker and the principal feature has begun to dominate the
map. This second feature is characterized by considerable
optical depth concentrated over the eastern half of the
source with a slight trough separating peaks to the south-
east and north. This principal feature reaches a peak
optical depth greater than 0.5 at 400 KHz. From the shape
of the contoufs, it is reasonable‘to presume that eveh
higher optical depths occur off the source. At frequencies
‘greater than 400 KHz a third feature becomes visible
although it is strongly blended with the principal feature
over fhe eastern half of the source. This feature‘attains'
a peak optical depth around 0.1 along the minor axis of
the source at about 405 z and a somewhat weaker peak
along the western edge of the source around 410 KHz. A
wide, barely significant feature peaks around 418 KHz but

shows little structure across the source.

D. Results — Spectra and Gaussian'Fitting

Several map points may be averaged at each frequency

and at intervals of about one-half beamwidth to produce a
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map of semi-independent optical depth spectra. As indi-
cated in Chapter 3C we may attempt to express these spectra
as sums of gaussians. The results of such an attempt are
indicated in Figufes 13. Figure 13a shows how well the
spectra were fit (the "RMS"), Figures 13b show the DC off-
sets for each frequency shift, and Figures 13c show the
gaussian parameters for each of the four features. Along
the top and left side of the figures are, respectively, the
X coordinate which increases to the west and the y coordi-
nate which increases to the north. Both coordinates are
in minutes of arc at the source and the central frequency
and full width (at half maximum) are in KHz. A number in
parentheses is the uncertainty in the fit of the number
immediately above the parentheses. An uncertainty of 0.0
indicates that the computer progfam removed the particular
component from the fit while a blank uncertainty indicates
that I did not attempt to fit the particular component to
the spectrum at that point on the map.

The problems encountered in fitting gauésians to the
spectra of Cygnhus A were somewhat different from those
encountered with the other sources. More than one initial
guess was required since the spectra completely change

shape across the source. At the eastern and western edges
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of the source the spectra are fairly simple, but in the
center of the source the spectfa are so blended as to make
the separation into components nearly impossible. Because
of the low optical depths, the DC offsets were very impor-
tant and hence had to be determined separately for each
frequency shift. Such DC offsets are presumably partly
DC offsets in brightness temperature, but for low thical
depths, they are equivalent to DC offsets in dptical depth.
This linear approximation does not apply to the other
sources where high optical depths are found, but, fortu-
nately, the DC offsets are also less important for the
other sources. In the attempt to determine the three DC
offsets the program would often increase the separation of
the spectra of the frequency shifts. The sum of the
gauésians would then be close to the data of one frequency
shift at one frequency and close to the data of another
frequency shift at another frequency. Ir
necessary, for about half the spectra, to do the gaussian
fitting without the data of the odd (+403) frequency
shift. For these cases, the DC offset of the odd fre-

quency shift and the total RMS were evaluated by holding
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the other gaussian parameters (determined without the odd
frequency shift) fixed.

Figures 14 illustrate the gaussian fits for a sample
of the spectra. The data are plotted as points (with the
DC offsets removed) while the individual gaussian compo-
nents and their sum are plotted as smooth 1lines. The
source name, the coordinates of the spectrum, and the RMS
of the fit are given in the upper left corner. I suspect
that all four hydrogen features are present in the spectra
of Figures l4a and 1l4b. However, where the principal
feature 1is strong, the program was unable to separate from
it both of features one and three. For these two spectra,
which are separated by less than a beamwidth, the program
determined qualitatively different solutions.2 The
residual effects of the DC offsets may be seen around
420 KHz in these two spectra. In Figure l4c, feature 4
but, with the noise present, the

is clearly presen

2 It should be noted that, although both the continuum
and line maps of brightness temperature may be repre-
sented as convolutions of the true brightness maps with
the restoring beam, the optical depth maps cannot be
represented in such a simple fashion. Thus, the beam
will affect the optical depth maps in a manner which
is not intuitively obvious.
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program was not able to separate features 3 and 4. The
remaining spectra show, with a change in the optical depth
scale, the absence of the principal feature over the west-—
ern half of the source.
E. Results — Noise

In Chapter 3B it was shown that the noise on the syn-
thesized maps consists of two parts; a large term which is
independent of x and y and a smaller term which will vary
across the map. The uncertainties assigned to the data by
CALIBRATE may be substituted in equation (3B-1) to obtain
estimates of the noise on the maps. Figures 15 display the
results of that substitution for Cygnus A. Figure l5a
shows the constant term in both °K and relative to the peak
continuum brightness as a function of frequency. The lines
join ﬁhe points of each frequency shift separately. We see
that the noise decreases within the absorption line. This
behavior which arises from the importance of the gain
uncertainties is common to all the noise computations and
will be discussed in more detail in the next chapter. 1In
Figure 15b the uﬁper limit to the variable noise term 1is
plotted as a function of frequency. Again each fre-
quency shift is plotted as a separate line. The

weak absorption line for this source does not cause a
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reduction in this part of the noise. The variable term is
only about one percent of the constant term and hence may
be ignored.

Table V of Chapter 3B shows that the Monte Carlo tests
give values for the noise consistent with, but actually
lower than, the values derived from the theory. At 362
KHz, the Monte Carlo tests indicate a higher noise on the
source than off particularly after the deconvolution.
However, at 400 KHz, there is no correlation between the
source and the noise maps. The computations place the
uncertainties in optical depth due to noise around 0.03
at the edges of the source and less than 0.01 over the

main part of the source.

F. Interpretation

The standard Schmidt (1965) model of galactic
rotation gives a distance to the hydrogen observed at
400 + 10 KHz of 12.3 + 0.2 Kpc. If the hydrogen has a
peculiar motion of 10 Km/sec along the line of sight, then
this distance estimate would be changed by about one Kpc.
It is interesting to note that, at this distance, the
hydrogen is about 1.25 Kpc above the plane of the Galaxy

and about 0.75 Kpc above the peak emission regions of the
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Perseus arm at this longitude (Kepner 1970). The separa-
tion of the grid points in Figures 13, 0.45 minutes of
arc, corresponds to 1.6 parsecs at the distance of the
hydrogen.
Although the gaussian fitting procedure does not work
well for this source, it does introduce a useful charac-

terization of the data. The column density is given by

Ny

17 17 1
7 = 3.88 x 10 T dv = 4.13 x 10 TOO<—'——2—————)
s \ cm4 °K

or

HE = 0.134 7.0 (-——EE—— (4-1)
Ty ) 0 cm3 °K

and the apparent temperature is given by

T, = 0.975 02 (°K) (4-2)

where ¢ is the full width at half maximum in KHz. The
indicated that the apparent temperature is at best an
unreliable upper limit to the actual physical temperature.
It may be seen from Figures lla and 1l4a that, as the
resolution is improved, the observed width of the principal
hydrogen feature decreases. The moderate improvement in

spatial resolution between these two figures causes the
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apparent temperature to decrease from 140°K to 115°K. The
gaussian analysis assigns an apparent temperature of 83 +
13 °K to the principal feature in Figure 1l4a while farther
to the east where this feature is less confused with other
features apparent temperatures as low as 68 + 6 °K are
found. The gaussian analysis assigns apparent temperatures
around 100 to 200 °K to the other features, at least where
the blending of the features is not too serious a problem.
For the following discussion, we will assume that all the
hydrogen observed is at 70°K since this is the lowest
reliably determined apparent temperature.

Using equation (4-1) we find that the column densities
of the individual components range from zero to about 0.57
pc/cm3/°K. Summing this parameter over all components we
find it to wvary from 0.18 pc/cm3/°K at the western edge of
the source to 0.75 pc/cm3/°K at the eastern edge of the
source. If we assume the 12.3 Kpc distance and 70°K
temperature we may convert the column densities into masses
within the 0:45 by 0!45 cell surrounding each grid point.

Substituting we find a range of 0.8 to 3.4 solar masses
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per cell and a total mass observed around 78.5 solar
masses.

Since the spatial distribution of optical depth
varies radically over a beamwidth (4.8 pc), we may adopt
this length as a conservative estimate of the size of the
hydrogen clouds along the line of sight. Doing this, we
find from the column densities that the space densities

3

range up to 8.3 cm - for the individual gaussian components

3 for the total of all features.

and from 2.8 to 11 cm
Since the choice of depth scale was quite conservative,

it would not be surprising if the true densities were
larger by factors of two or more.

It is not unreasonable to assume that all the observed
hydrogen is physically associated for this particular
absorption feature. It is well separated in velocity from
the only other significant absorption feature in the spec-

trum of 3C405 (see Chapter 8C). Its dispersion is much

less than the 5 to 10 km/sec dispersions in cloud

3 This number should be regarded with considerable
caution because of the possible effects of resolution.
For example, if the background source is a point source
then the total hydrogen actually observed is very small.
However, the beam size will cause the hydrogen to
appear to have the same column density over the full
beam area and hence to have a significant total mass.
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velocities reported by numerous observers (see Spitzer
1968). Furthermore, the hydrogen is well above the main
parts of the Perseus arm in which one would expect clouds
of hydrogen to overlap along the line of siéht.

| A model, with which the data appear to be consistent,
is a shell of hydrogen. The shell is expanding (or col-
lapsing - the two are indistinguishable) at about 2 km/sec
from a point along the line of sight toward the western
edge of the source (see Figure 14f). The line of sight
toward the eastern edge of the source is tangential to
the inner surface of the shell (see Figures 1l2e and 14b).
The details of this model are computed in Appendix E.
Assuming a uniform, spherical shell we find an outer
radius of 9.7 + 0.7 parsecs and a shell thickness 12 f?z
percent of the outer radius. Assuming a temperature of

+ O
70° K, the density is found to be 6.0_ cm™3 and the

2.5
total mass to be 175 + 15 solar masses. It is interesting
to note that these parameters are not unlike those of a
“"standard cloud” (Spitzer 1968). Of course, the standard
cloud does not have a shell structure.
The data are consistent with the model, but only a

small portion of the shell is observed because of the small

angular size of the background source. The densities
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within the shell are not completely uniform, but appear
more uniform than in other well-known shells such as the
-supernova remnant of Cassiopeia A. The velocity dispersion
in the direction of expansion is, quite reasonably, some-
what greater than in the transverse direction. The veloc-
ity of expansion, if it is expansion, is about four times
larger than the escape velocity from the surface of the
shell. As a result, in the absence of strong external
pressures, this shell is not gravitationally bound and
will eventually dissipate. The cause of the expansion
is not clear. The velocity is an order_of magnitude too
low for a shell surrounding an HITI region (Thompson, et al
1969). Stone (1970) has found that cloud-cloud collisions
will produce velocities of a few km/sec during the re-
expansion stage. Unfortunately, none of his models would

have a shell-like appearance.
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CHAPTER 5
CASSIOPEIA A (3C461)
A. Results — Beam Patterns and Brightness Maps

Cassiopeia A, the well-known radio source thought to

. be a supernova remnant, lies at a declination which is
ideal for aperture synthesis. The loci of projected base-
line vectors ("tracks®”) of the east-west and north-south
spacings are nearly circular and actually overlap slightly.
This is illustrated in Figure 16 which shows the location
in the (u, v) plane of the data points obtained for the
continuum frequency shift including those obtained with the
hermitian property of the visibility function. The contin-
uum frequency shift of 3C461 was used to produce maps cover-
ing a large area as part of the test discussed in Chapter
3A. The dirty beam obtained (Figure 17a) is dominated by
nearly circular features with irregularities resulting from

the uneven distribution of data points along the tracks in

+he 12 )
the ( )

A v
the main beam but sidelobes as great as 30 percent occur at
distances from the center exceeding six minutes of arc. The

main beam has a full width at half maximum about 1.3 arc

minutes.

The dirty map of the continuum (Figure 17b) shows the

effects of the circular sidelobe pattern, but is more
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irregular due to the irregularities in the source itself.
Spurious responses as high as 40 percent are seen on the
map. Again we find that the deconvolution procedure both
improves the resolution on the source and removes the major
portion of the spurious responses off the source. The
clean map of the continuum (Figure 17c) shows only five
presumably spurious responses exceeding 4 percent of the
peak brightness while most of the area surrounding the
source has brightness less than one percent of the peak.
There is a slight increase again in the spurious responses
surrounding the source when the deconvolution is done over
a more restricted area. This is illustrated in Figure 18
which shows the continuum map used to produce optical
depth maps. The lines of constant galactic coordinates
are drawn through the center of this map.

To demonstrate the importance of goqd coverage in the
(u, v) p
area test was also conducted at a frequency near the bottom
of the deep absorption line. Two frequency shifts over-
lapped at this frequency doubling the number of data points
obtained (Figure 19a). With this increase in the density
of data along the tracks in the (u, v) plane, the impor-

tance of the discrete nature of the data sampling is reduced.
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As a result, the dirty beam pattern (Figure 19b) contains
fewer bumps and irregularities than the beam of Figure 1l7a
and the peak sidelobes are reduced to around 25 percent.
Since the flux at the bottom of the absorption line is only
18 + 1 flux units (at 200 feet east-west), the signal-to-
noise ratio is much poorer for these frequencies than for
the continuum. As a result, despite the improved beam
pattern, the dirty map shown in Figure 19c contains spuri-
ous responses of nearly 50 percent. After the deconvolu-
tion procedure, responses of 10 and 15 percent remain
(Figure 19d). The rough symmetry with respect to the
source of these responses suggests that they are indeed
noise rather than local variations in the general hydrogen

emission.

B. Results — Observed Spectra

The spectrum of Cassiopeia A contains two major
absorption features, one associated with the local afm
and one with the Perseus arm of the Galaxy. Only the
latter was observed in this program. In Figure 20 are
plotted the averages of the data obtained at the 200-foot
east-west spacing. The relative flux and phase are plotted
as functions of frequency or velocity. The right hand

scales show the relative flux in terms of optical depth
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and the relative phase as a displacement of the centroid
of the source. Each point represents én integration time
of about 60 minutes. The dispersion in the data is mostly
due to different resolution effects for the different fre-
guency shifts. The uncertainties in the déta are generally
smaller than the dots except for the phase errors around
225KHz.

Since this source is at lower galactic latitude, its
absorption feature is deeper, wider, and considerably more
complex than the Perseus arm feature discussed in the
previous chapter. Throughout the absorption line, the
relative phases measured indicate that the absorbing medium
is not uniformly distributed across the source. In partic-
ular, at frequencies around 235 KHz the residual emission
comes almost completely from one side of the source while
at frequencies around 223 KHz the.residual emission comes
y from the other side of the source (see Figure

The flux and phase spectra éhown in Figures 21 were
obtained with the projected baseline having nearly constant
length but position angle varying by 42°. Each point on
the spectra represents a single ten-minute observation.

Again some of the dispersion in the data is due to the
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fact that the observations were not all made at guite the
same hour angles. The baseline rotation causes a factor
of two decrease in the visibility amplitude accompanied by
a two-fold increase in the phase effects. This rotation
changes an almost featureless double absorption line into
a complex line containing at least six spectral features.
Such violent behavior in the visibility spectra clearly
establishes the presence of complicated spatial and fre-

guency structure in the absorbing medium.

C. Results — Optical Depth Maps

Representative samples of the optical depth maps for
3C461 are given in Figures 22 and 23, which, together with
a detailed description, are deferred to Appendix F. These
maps reveal qualitatively different types of spatial
structure‘in the two main absorption features. At fre-
quencies less than about 212 KHz, the maps show a bewilder-
ing variety of peaks, ridges, and minima which vary, in
general, fairly rapidly with frequency. There are three
main spectral components in this range with peak optical
depths around 155, 172, and 184 KHz. At frequencies
greater than 212 KHz, the maps are dominated by one or two

peaks of extremely high optical depth (r) with very steep
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gradients in T across the source. In both frequency
ranges many of the maxima appear unresolved.

In the low frequency range, the maximum T is nearly
always along the western edge. This predominance begins
with a long wing at lower frequencies rising gradually to
a peak T = 4 around 174 KHz. At higher frequencies, T
remains around 3 along the western edge while dropping
elsewhere. Finally about 200 KHz, 7T decreases along the
western edge as well. A major peak at the eastern edge bf
the source is much narrower than that already menfioned.
It rises rapidly to a maximum T around 3 at 172 KHz and
then abruptly appears to move northward while decreasing
in strength. The spectral component about 155 KHZ'is
found mostly north of the coordinate origin and is stron-
gest off the source to the north. 1In addition to these

major features, there are numerous other peaks, ridges,

The western edge is also a maximum in T through part
of the high frequency range. From a minimum near i at
212 KHz, T along this edge increases to a peak of more
than 7 at 222 KHz. After apparently moving southward
this feature reaches another peak of Tt greater than 8 at

227 KHz. At higher frequencies, T drops rapidly along the
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western edge, but a new feature appears. This feature, at
an optical depth of around 6, mo&es steadily from the
center of the source off the northeastern edge of the
source as the frequency increases from 229 to 239 KHz.
The only other major peak in the higher fregquency range
is seen over the southern parts of the source at fre-

qguencies less than 225 KHz.

D. Results — Spectra and Gaussian Fitting

The spectra for a number of interesting map points
are given in Figures 24. Optical depth is plotted against
frequency or velocity with the coordinates of the map
points given in the upper left corners. (X and Y are
in minutes of afc to the west and north, respectively.)
The optical depths which are ploﬁted as precisely 8.0
were not computable under the criteria outlined in the
previous section. Since the noise is some constant bright-
ness temperature across a map, the uncertainties in the
highest optical depths are quite large. The effects of
the DC offsets are easily seen in these figures (particu-
larly Figure 24k).

Despite the wealth of small detail seen on the optical
depth maps, the spectra are gqualitatively very similar

across the source. The optical depths rise from near 0.0
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at 140 KHz to peaks between 2 and 4 at frequencies between

170 and 185 KHz. The optical depths drop to minima of

0.5 to 1.0 at 200 to 210 KHz and then rise steeply to peaks

greater than 4 or 5 between 225 and 235 KHz. All optical
depths are again near zero by 255 KHz. This similarity is
principally the result of the laws governing galactic
structure and, thus, does not imply that the hydrogen seen
over one side of the source is physically related to the
hydrogen seen over the other side of the source. In
addition, these laws will be seen to imply that the hydro-
gen seen along any specific line of sight (at least in
the lower frequency peak) is probably not all physcially
associated. This situation is in sharp contrast with the
isolated hydrogen cloud described in the previous chapter.
Two of the spectra (Figures 24f and h) are shown with

gaussian fits. For the other sources, the gaussian fitting

T{Vv) =Z’rie T+ c + s(v—\)o)
i

where the T, are the cehtral optical depths, vi the central
frequencies, and oi the full widths of the components and
¢ and s are a constant and a slope (in MHz"l), respectively.
For Cassiopeia A, however, it is necessary to use the

function
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=T (V)
T(v) = e = exp [—c-—s(\)—\)o) —Z*r.e

i 1

—(v—vi)z/aoiz]

in order to reduce the effects of the large uncertainties
in T present at high optical depths. Table VI lists four
of the nine fits obtained for 3C461 with this functional
form. Despite repeated and varied attempts, no convergent
and reasonable solutions could be obtained outside a small
region centered on (0.5, 0.3). The first two columns of
Table VI give the component number and the type of the
parameter determined. The remaining four pairs of columns
are headed by the (X, Y) coordinates of the map points and
list the values of the parameters determined and the
uncertainties assigned to them. The RMS is given both in
units of T and of 7. 1In order to fit the wings of the
spectra, it was necessary to hold the poofly determined
widths and central frequencies of components 1 and 9 fixed.
It may be seen from the table that the fit to the high
frequency peak is quite uncertain and that gqualitatively
different solutions are obtained at locations only about

a half beamwidth apart. For most of the convergent solu-
tions there is a systematic discrepancy between the data
and the solution at frequencies about 192 KHz (see Figure

24f). However, almost all attempts to obtain a convergent
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solution with an extra component in this frequency range
failed. I am forced to conclude that, with the present
signal to noise and spatial resolution, these spectra
cannot be expressed as the sum of a reasonable number of
gaussians. I suspect that this is due to the blending of
a considerable number of gaussians, although large-scale

motions may also be important. -

E. Results — Noise

Figures 25 display the results of substituting the
uncertainties assigned to the data on Cassiopeia A into
the equations deri§ed in Chapter 3B. Figure 25a, which
displays the constant term of the noise as a functidn of
- frequency, shows that the noise decreases sharply within
the absorption line. The separate lines in the figure join
the results for those frequencies affected by the same
dirty beam. We note that for frequencies at which fre-
quency shifts overlapped (doubling the number of data
points), the noise is a factor of roughly YS less than
for adjacent frequencies of those frequency shifts for
which there was no overlap. This is, of course, the
expected behavior for noise. The éame results are

expressed in Figure 25b as a function of the flux observed

at 200 feet east-west (Figure 20). For plotting in this
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figure, the noise at thosefrequencies at which frequency
shifts overlapped has been increaSed'by a factor of VS .

It may be seen that the noise has the form

1, = Yiz)? + (gF)2

with

To ~ 24 °K

g~ 0.12 °K/f.u.

This function is sketched in the figure. Such a result is
not surprising since the flux error is known to follow a
similar functional form. Figure 25c shows the computed
upper limit to that part of the noise which may vary across
the map. This upper limit decreases within the absorption
line, but does not decrease for an increase in the number
of observations. Thus, this variable part of the noise
does not show the typical ﬁoibe behavior. Fortunately,
this part of the noise is again a very small fraction of
the total noise and, hence, may be ignored.

The Monte Carlo tests give noise levels in good agree-
ment with those presented here (see Table V, Chapter 3B).

At 229 KHz the deconvolution process does not significantly

alter the noise levels. For both dirty and clean maps the



162

noise levels show some correlation with source brightness,
although there are also peaks in the noise off the source.
At 199 KHz, the deconvolution process causes a sharp
increase in the noise and the variability in the noise
across the map. On the dirty maps there is no correlation
between the noise and the source brightness, but on the
clean maps there is a moderately good correlation. This
change is not surprising since the errors in the deconvolu-

tion process should be larger where the source brightness

is larger.

F. Interpretation

We need to determine the distance to the hydrogen
observed using some model of the Galaxy to provide the
distance-velocity relation. The most successful éuch model
is the two-arm spiral shock (*TASS"”) model developed by
Roberts (1969) as a non-linear extension of the density
wave model of Lin and Shu (1964, 1966). The density wave
model views the spiral pattern of the Galaxy as a quasi-
stationary wave phenomenon s uperposed on the equilibrium
disk given by Schmidt (1965). The spiral wave pattern in
the gravitational potential and in the density is assumed
to rotate about the center of the Galaxy at a constant

angular speed while the stars and gas move in essentially
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circular orbits through the wave pattern. Roberts (1969)
points out that when the gas encounters the spiral pattern
a shock front may develop. This shock front causes the gas
to be compressed and to change the direction and magnitude
of its velocity. Roberts (1972) has applied this ﬁodel to
the Perseus arm of the Galaxy over the longitude range 100°
to 200°. Figure 26 shows his results for the direction of
Cassiopeia A. As functions of distance from the Sun, the
upper part of the figure gives the predicted average gas
densities and the lower part gives the predicted line of
sight velocities. The shock is seen to occur at a distance
of 2.5 Kpc causing an enormous increase in density and an
abrupt change in the line of sight velocity from -27 to
- 53 km/sec (120 to 250 KHz). The gas, although heated
by the shock, will cool very rapidly at these high
densities. As a result, the hydrogen is expected to show
considerable optical depth in a narrow region imme
following the shock. In other words, we should expect to
see only a few hydrogen clouds at velocities around - 53
km/sec and a bit more, but these clouds should have very
high optical depths. As the gas moves into the main arm
region, the density drops considerably and the velocity

becomes about - 42 km/sec (198 KHz). This velocity is
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essentially constant over a distance of 2/3 Kpc centered
about 3.25 Kpc from the Sun. Because of the large distance
range we should expect to see a large number of hydrogen
clouds at velocities around - 42 km/sec and a bit lower.
Each of these clouds should have a fairly low optical
depth, but the total optical depth should be considerable.

The TASS model has been prqposed only recently and
is plagued with a number of serious dynamical difficulties
as are all other spiral structure models. We must then
examine the data themselves to see if the use of this
model is justified. The qualitative predictions given
above for this model do provide a good description of the
optical depth maps. At ffequencies above 212 KHz (- 45
km/sec) we find the optical depth maps (Figures 23,
Appendix F) to be dominated by one or two peaks havihg
extremely high optical depths. These maps often show
contrasts in optical depth across the source exceeding
factors of 6 or more. In contrast, at frequencies less
than 212 KHz, the maps of Figures 22 reveal a wealth of
detail including numerous peaks and ridges which vary
fairly rapidly with frequency. However, the contrast
in optical depth across these maps séldom exceeds a factor

of two. The quantitative predictions of Roberts' model
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do not fare quite so well. The predicted line frequencies
are both 20 KHz higher than observed (Figure 20). since
the distance to the arm is to some extent a free parameter,
we may aiter the predicted line frequencies by altering
the distance. Since small changes in the predicted
velocity-distance relationship may be found using the
equilibrium relationship (broken line in Figure 26), we
find a corréction of - 0.23 Kpc to be indicated. 1In the
following discussion then we shall adopt distances of
2.25 Kpc to the high frequency feature and 3.0 + 0.3 Kpc
to the low frequency feature. This distance correction has
the effect of removing the 155 KHz spectral feature from
the “forbidden” velocity region of Roberts' model and
suggests a small increase in the angle of inclination of
the spirai arms in the model.

The failure of the gaussian fitting procedure makes
. ..

of temperatures rather difficult. The few

spectra which were fit by sums of gaussians do not provide

1 Roberts (1972) used as parameters for his model an
inclination of 12° and a spiral perturbation of the
gravitational field of 7.5 percent of the axisymmetric
field. He also computed a model using parameters of 8°
and 5 percent, respectively. Such a model predicts
spectral features at 226 and 190 KHz and, as a result,
cannot be made to fit the observations through a simple
alteration of the distance.
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much assistance. If the apparent temperatures of the
components found in the fitting are taken as physical
temperatures, then we would obtain brightness temperatures
in the hydrogen emission considerably in excess of the
50 °K observed (Clark 1965). The few components found to
have reasonably narrow widths seem to be quite uncertain
even as to their very existence. All we can say with
certainty about the line widths is that asithe resolution
is improved the lines observed become narrower. This is,
of'course, just the natural consequence of observing with
improved resolution a number of distinct features each
having somewhat different location and central frequency.
We may look at some of the integral properties of the
spectra, however. A map of the integral of the optical
depths over frequencies less than 212 KHz is given in

Figure 27a while a similar map over frequencies greater -

of these maps, all uncomputable optical depths were
assumed equal to 8.0. The x and y coordinates are given
along the tops and left hand sides, respectively, of these
maps. It may be seen that the total optical depths range
from 57.6 to 130.2 KHz for the low frequency feature and

from 73.3 to 125.0 KHz for the high frequency feature.
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Figure 27b. 3C461: Integral of optical depth over fre-
gquency for 211 KHz < v < 282 KHz. Optical depths
which are not computable are defined as 8.0.
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Table VII gives a sample of the types of numbers
which may be computed from the total optical depths. The
first two columns give the parameter computed and the
units. The remaining six columns give the values of the
parameters for the minimum, average, and maximum total
optical depths on each of the maps in Figures 27. For this
table a "cell” is defined as the 0!6 x 0!6 area surrounding
the map point at which the total optical depth is computed.
For the low frequency feature we assume a temperature of
70 °K as for Cygnus A. In the post-shock region a lower
temperature is to be expected (Shu, et al'l972), SO we
assume a temperature of 50 °K. The densities given in
Table VII as n(Galactic) are computed on the assumption
that the hydrogen is uniformly distributed over the full
distance which the galactic rotation model would suggest.

This distance is about 650 pc for the low frequency feature

¢ for the high freguency feature However, the
C Ior che higr requency reature, Howe , the

and 200 1igh

P
optical depth maps rule out any assumption that the density
is uniform over galactic scale sizes. Instead, these maps
suggest that the scale sizes of individual clouds are more
like a beamwidth i.e. 0.9 pc for the high frequéncy feature

and 1.2 pc for the low frequency feature. The densities

n(Beam) in Table VII are computed on this assumption. In
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fact, since the total optical depths are integrals over a
number of distinct features, we should divide n (Beam) by
the number of clouds along the line of sight to obtain an
average density. This number is probably fairly large, say
10 or 20, for the low frequency feature, but is probably
only 2 or 3 for the high frequency feature. Thus, clouds
within the arm would seem to have densities between 10 and
100 cm;3, but clouds in the post-shock region can have
densities more like 200 to 500 cm 3.

It would be impossible to make a detailed model to
describe the complex spatial and spectral structure found
in the data. Indeed, there is no reason to suppose that
the many features observed are even physically associated.
However, there is one feature for which a model can be
discussed. This feature is seen to move steédily with fre-

quency from (- 0.7, - 0.3) at 229 KHz to (- 1.3, 0.5) at

235

ana L. QiilA

z and beyond. (See Figures 23e-h in Appendix F.) A
the assumed distance (2.25\Kpc) this motion is 0.5 pc/kméec
along a position angle of 217°. A rotating and perhaps
flattened cloud of hydrogen is certainly suggested. Before
we allow ourselves to put too much weight on this model we
should note that the cloud is suspiciously aligned along

a minimum in the brightness temperature of the background
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source and that the total measurable motion of the peak
is somewhat less than a beamwidth. However, it is clear
from the maps that the motion does continue over longer
distances.

If we adopt this model, we note immediately that the
maximum rotation period of the cloud is about 3 million
years which is roughly a tenth the time the cloud will
spend in the region just behind the density wave shock
(Roberts 1969). If we assume the cloud to have an optical
depth of 6.4, a depth of 0.9 pc, and apparent and real
temperatures of 50 °K, we find the density to be 350 cm_3.
'Acceptable ranges of the various parameters suggest that
the density is somewhere between 90 and 700-cm_3. To
obtain an estimate of the minimum density necessary to

maintain such a rotation, we equate the gravitational

force with the centrifugal force. Assuming a spherical

loud of uniform density, we find that the minimum density

r m1
- L “wiz Il VAN AANT e

w

required is equivalent to 9500 hydrogen atoms per cm
(independent of radius). With a radius of one parsec,

the cloud has a mass of at least 900 solar masses. Since
we have ignored the pressure force supporting the cloud and

have assumed the rotation axis to be perpendicular to the
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line of sight, the density and mass given here must be

regarded as lower limits.

There is a considerable difference between the density
required for stability (lO4 cm_3) and that deduced from the
observations (350 cm™3). Since there is a large amount of
reddening in the direction of Cassiopeia A (Van den Bergh
1971), we may surmise that this “missing mass” is accounted
for by dust and molecular hydrogen. However, such a large
dust cloud would certainly obscure the filament of the
supernova remnant seen on the 200" plates at the north-
eastern part of the source (Van den Bergh and Dodd 1970).
The most probable conclusion we may draw is that the cloud,
having only recently condensed after passing through the
density wave shock, is simply rotationally unstable. Two
other possibilities are that the missing mass is more
concentrated than the hydrogen toward the center of the
cloud or that the model is in error due

or lack of resolution.
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CHAPTER 6
THE CRAB NEBULA (3Cl44)
A. Results — Beam Patterns and Continuum Maps

The distribution of data points obtained for one of
the continuum frequency shifts of the Crab Nebula is indi-
cated in Figure 28. The relatively low declination of this
source causes large gaps between the tracks from the east-
west and the north-south baselines. Diagonal baselines
would have greatly improved the sampling of the (u, v)
plane for this source. But, since such baselines were of
little use for 3C461, they were not used for any source.

On the days that 3C461 was observed, the Crab Nebula could
only be observed for about five hours resulting in a fairly
low density of data along parts of the tracks. Since the
source did not become a érincipal source -until the 800-foot
east-west spacing, there are only a few data points at the
200 and 400-foot east-west spacings and the calibration of
those data points is not as good as the rest.

The results of the test of the inversion procedure
over a large map area are presented in Figures 29. The
dirty beam (Figure 29a) is quite complicated with side-
lobes exceeding 15 percent within 2 minutes of arc of the

main beam. The near-in sidelobes arise from the many
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serious gaps in the data sampling. Sidelobes exceeding
50 percent occur north and south of the main beam at
distances equivalent to the reciprocal of the 400-foot
baseline interval. The low degree of curvature of the
north-south tracks causes the considerable magnitude of
these responses. The dirty map (Figure 29b) reveals eight
spurious ”sourceé" each of which is at least half as strong
as the source itself. The positive spurious responses
arise from the strong positive sidelobes north and south
of the main beam. However, the negative spurious responses
are surprisingly strong since they arise from moderately
weak negative sidelobes. As a result of this excess
strength, the map after the deconvolution process (Figure
29c) shows greater spurious responses than for any of the
other sources. Although much of the map area has bright-
ness less than one percent, there are large regions with
peaks around 10 to 15 percent. A combination of poor
calibration at short spacings and the absence of data in
large wedges of the (u, v) plane is suggested as the cause
of these unwanted responses.

We again find that spurious response levels increase
when the deconvolution is carried out over a restricted

area. The continuum map used to compute optical depth
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maps is shown together with lines of constant galactic
coordinates in Figure 30. The clean beam used for this
source 1is circular with a width between half-maxima of 1.5
arc minutes representing the average of the north-south and
east-west widths of the main response in the dirty beam
pattern. The large negative response at the south-west
corner is found on all maps-of the source and has a maghi-
tude which is roughly proportional to the peak brightnesses
of the maps. There is a tendency for this response to be

stronger at the higher frequencies.

B. Results — Observed Spectra

Two of the spectra obtained on the Crab Nebula are
plotted in Figures 31 and 32. The first represents the
average of about 60 minutes of observation at the 200~
foot east-west spacing while the second represents a single
ten-minute observation at the 400-foot north-south spacing.
Both spectra reveal a narrow feature around -50 KHz and a
broad feature with peaks about - 23 and - 14 KHz. In
Figure 31, the relative flux exceeds 1.0 at the low fre-
guency end and is less than 1.0 at the high frequency end.
This result is believed to be real since the continuum

observations which provide the normalization are made at
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both - 180 and + 125 KHz and disagree-by less than 0.3 per-
cent. The effects of the inadequate calibration are shown
by the phase spectrum in this figure. The error bar given
is typical, but represents the absolute uncertainty in
phase while relative phases within each frequency shift
are expected to be more accurate. Thus, the features in
the phase around - 56, - 49, and - 25 KHz suggest that the
absorbing material is not uniformly distributed over the
source. Figure 32 allows this point té be established
unambiguously. In this figure, the features in phése are
much larger than the uncertainties and the flux spectrum

has a different shape, especially around - 23 KHz.

C. Results — Optical Depth Maps

The optical depth maps are presented in Figures 33
which, along with a detailed description, are deferred to
Appendix G. The maps within the narrow absorption feature
(- 60 to - 40 KHz) show a bumpy but consistent gradient
across the source. The maximum is off the source to the
south at the low frequency end and moves steadily around
to the northwest as the frequency increases through the
absorption feature.v At the center of the feature (- 50 KHz)

the optical depth reaches 1.65 around most of the southern



186

and western boundary of the source. This is the largest
T found on any of fhe maps for the Crab Nebula, but is much
lower than the peak values found in front of Cassiopeia A.
The fine structure on the maps appears to be reai and to
be unresolved. At the high frequency end of the featuré
maxima toward the northeast are also found.

The broad absorption feature runs from about - 30 to
0 KHz with peaks around - 23 and - 12 KHz and a long tail
at positive frequencies. Maximum optical depth on all maps
is found at the western edge of the source about (2.3,
0.9). Minor peaks occur which are also found on all maps.
A ridge in T goes from the maximum across the source to the
eastern edge. This ridge curves through the southern part
of the source at lower frequencies, but is found farther to
the north at higher frequencies. This difference, as well
as differences in the fine-structure on the maps suggests
that the spectral components around - 23 and - 12 KHz are
independent "clouds®”. 1In addition, the many similarities
in the distribution of optical depth seen through this
broad absorption feature suggest the presence of a third

spectral component having a large dispersion.
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D. Results — Spectra and Gaussian Fitting

Although there are some serious problems, the gaussian
analysis can be said to be more successful for 3Cl44 than
for 3C461 and 3C405. Figures 34 give a sample of the
spectra together with gaussian fits obtained. Figures 35
and 36 show alternative fits to these same spectra. The
gaussian parameters are mapped in Figures 37 and 38.

Since the long high-frequency wing was not observed
over its full range in frequency, it was necessary to fit
this wing in all solutions with a broad component having
a fixed central frequency and width. The first solution
which was attempted contained six components: the fixed one
at high frequency, three narrow ones for the three peaks,
and two broader ones to account for the wings around
- 48 and + 4 KHz. This solution converges for only 30 of
the 64 spectra and only after the component at + 4 KHz is
changed into a very broad component around - 18 KHz. This
solution also produces qualitatively different fits to
spectra less than half a beamwidth apart, especially for
component 2 (see Figure 38). Another solution, to which
some of the six~component attempts converged, is a five-

component fit having a single broad component to account



VELOCITY (KM/S)

188

HLd30 6II1dO
SL°3 Al SL°Q 52°0 . sz°0-

[v=]
I | [ =
S o !
—_ O
©
Wh— i
-—t O
S ?
— O
O T
d
X
x
>
-l _8‘§
O
wl
a
u.
ol s
T Ao
164
o
! | ] < —e
(o
o~ (——J >
T y>X >
[ l ] | 8
SL°1 G2°1 SL°0 gZ'0 A

H1d30 501140
Figure 34a. 3Cl44: Spectrum at (-1.9,0.1) with five-
component gaussian fit.



189
H1d30 WH3I1d0

GL°1 61 SL°Q S2°'0 G2 0-
L l I g
]
— 0
©
[ (s } W, ]
— 83
ﬁ»- [}
<4
— O
- N
< z
z N
— >
> _‘ggé
— P&
0 >
e o
o o«
L W
DP— —_— 0
g
T g; —Jg
-
OGS
- ID
© ot i
— T T g
<«
TR CS
o~ (_—) =
T Ny>X > -
[ ] ] | 2
SL°1 = A GL°0 oA Y] Se0-

H1d430 63I1d0
Figure 34b. 3Cl44: Spectrum at (-1.9, -1.7) with five-

component gaussian fit.



VELOCITY C(KM/S)

190

H1d30 TWIILdO
5L°0 Se*0 52°0-

I [ T 8
] < !
— 0o
®
ol )
- 4
<
/ —o
g ’
<
©r— Yo _—§?
<4 ~
N
o =y
/ ~
v
< ,
< —-wO>-
T ~ §9
)\ n
=
O
Lt
ac
(TN
O -
Q@) .
- O e
N &
O P
A
O
ol I'CD
! | I —e
<« <
(AR 07
o~ (_-)
T
() J | 1 g
SL°1 G2l SL°0 se°0 S2’0-

H1d430 Y3I1d0

Figure 34c. 3Cl44: Spectrum at (-0.1, 0.1) with five-
component gaussian fit. '



VELOCITY (KM/S)

191
HLd30 T6II11d0

CGL°1 T4 SL°0 G20 qe 0~
| T T T 18
] '
— O
[+-]
Ol ]
-_ 0
- ?
—~o
ol F
"
X
xz
A4
p -
—_— )
o v e
=
wl
o
(Vi
Ol -t O
2 —8
[+ « ] N I
1 —_— 0
<« =
. ()
Ty ><>aC
1 | L 8
SL°1 g2°1 SL°0 G2°0 S2°0-

H1d30 W3I1d0
Figure 34d. 3Cl44: Spectrum at (1.1, 1.3) with five-
component gaussian fit.



192
H1d30 BJI1do

GL°1 e2°'1 SL°0
I T I 8
Qt— [
N
— 0
o
mh—- '
N 8
— o
i =
”~~ N
n ™
2 :
x v
L4
S
> H— —8& 9
a " &
=
s 5
~
= &
O —_—
T —Jo
N
m_;::ﬁ S
] | —e
( ) AR EENC)
N
)< > C
| | | | 2
SL*t ST A ¢ SL°0 S2°0 S2°0-
H1d3Q 31140
Figure 34e. 3Cl44: Spectrum at (1.1, - 1.1) with five-

component gaussian fit.



VELBCITY (KM/S)

193
Hid30 H3IIL1dB

SL°1 G2°1 SL°0 G2°0 SZ 0~
l T | 8
8__ |
4
<4
<
o ) %
4 ke
)
| s
I @
« (
S
©— ) i
>4 ;:
« £
1‘ < Ad
< e
N L §e
4 (TY]
AN Eg
w
o«
< w
O < i~/
L ]
<
M “ :
:1’—‘ Lr-) <4 < —_l O
M 4 N
O <
O™ 5
= O
m-—::rl - <
' T . —g
o
o (__) >
)X >
— | | | 3
SL°1 g2°1 GL*0 G20 G2 0-

H1d30 831140

Figure 35a. 3Cl44: Spectrum at (1.9, -1.7) with six-

component gaussian fit.



VELOCITY (KM/S)

194

H1d30 TH3I1d0

SL°1 S2°1 SL°0 §2°0 92'0-8
l l l S
|
-
©
]
—_— 0
[7=]
]
— 0
T
e
e~
o s
x
P
—_— 0
§2
wi
=2
-
w!
o
(VI
— o.
-8
-5
()< >0
[ | | | 3 -
SL°Y ST A SL°0 =AY S¢ 0~

H1d30 WII1do

Figure 35b. 3Cl44: Spectrum at
component gaussian fit.

(-0.1, 0.1) with six-



VELOCITY (KM/S)

195
H1d30 H3I1d0

SL°1 521 SL°0 g2°0 52'0-8
] T [ - 2
—8
t
—o
!.?
— o
o
]
Y]
r
x
7
>
-_— 0
5 S
ul
=
O
w
o
L.
—_— 0
— O
N
— O
=
I
N (—) >
)< >~
— i | | 3
SL°1 s2°1 SL°0 s2°0 g2°0-

H1d430 WII1d0
Figure 35c. 3Cl44: Spectrum at (1.1, 1.3) with six-

component gaussian fit.



VELOCITY (KM/S)

196

Hid30 63I11d0
SL°1 s2°1 SL°0

S¢°0 S2°0-

— | l

-100

~4g ~-80

-20
FREQUENCY (KHZ)

I 3

SL°1 TN SL°0
H1d30 HII1d0
Figure 35d4. 3Cl44: Spectrum at (1.1,
component gaussian fit.

S¢°0 S¢ 0~

-1.1) with six-



VELOCITY C(KM/S)

197
HLd30 8II1d0

1 S¢°1 SL°0 S 0 52'0‘8
| | | =
o )
&
i -8
ol— ]
+{
‘
© ) mE
— b )] v
p. ~
XL
” x
. X 1.3
T vkl
‘ &
‘ (T
Ofe " — O
4
] y
T — | -8
O <
R
: . -D ’
ol I'CD -
' I I —Q
«
( ) i o
Y (<>
1
— | | l 3
SL°1 g1 SL°0 G20 Gz 0-

H1d430 W3ILlde

Figure 36. 3Cl44: Spectrum at (~-0.1, 0.1) with eight-
component gaussian fit.



°|7

1.7

2,3

Figure 37a.

«2,5

=1e9

0.0438

0.0584 0,0376

0.0527 10,0358

LA 2.2 8

*  0,0329

0.0448 0,0375

KERKKRR

3Ci44

1,3

0,0497

0.0310

0,0256

0.0241

0.0231

0,0308

0,0633

198

= 5 COMPONENT FIT : RMS

0,7

0.,0370

0,0280

0.0207

0,0209

0,0200

o.0182

0.0260

0,0472

0.,0343

0.0248

0,0198

0.0203

0,0193

60,0201

0,0240

¢,0523

0,5

0.,0758

0.0402

0.0224

0,0194

0.0240

0,0238

0.,0169

0.0251

0.0552

0,0954

0,0470

0,0282

0,0239

0,0251

0,029¢4

0,0247

0,0337

LE 2 2 833

0.0437

0,0303

0.0295

0.0270

0.0343

0,0397

0.0567

0.0599

0.0436

00,0432

0.0467

0,0485

3C144: Results of gaussian analysis — five-
component solution — RMS (in optical depth).



1.3

0.7

0.1

«0,5

1.7

Figure 37b.

3C14d -

-0,021
(0.027)

“Ce1il =0.050
(0.040) (0,023)

0,066 =0,077
(0.032) (0.023)

’ '0.0“4
(0.019)

~0.038 =0.063
(0.019) (0.020)

-0-051
(0.031)

=0.036
(0,020)

-0,036
(0.015)

=0,058
(0.016)

“0.062
(0,016)

'0.0“9
(0.017)

~0,049
(0,034)

199

S COMPONENY FIT s DC OFFSETY

0,7

=0,011
(0.014)

0,015
(0.0135)

0,023
(0.012)

=0.036
(0.013)

»0,047
(0,013}

-(,048
{(0,012)

-0.,026
(0.013)

-0.012
(0,024)

=044

»0,041
(0,021)

=0,036
(0,013)

0,007
(0,011)

0,011
(0,009

¢.001
(0,011)

=0,025
(0,011)

~04015
(0,010)

.03052
(0,012)

~0.,126
(0.034)

0.5

=0.073
(0.036)

0,025
(0.018)

0,008
(0,010)

«0,007
(0,009

0,018
(0,011)

0,007
(0,011)

0,025
(0.007)

-0,026
(0,012)

-01156
(0,035)

1.1

”0'121
(0a.062)

0,008

(0,018)

0,014
(0.011)

'0'00}
(0,010)

0,030
(0.012)

0.015
(0.,015)

-0,012
(0,034)

0,015
(0,016)

1.7

0.028
(0,019)

0.080
(0.012)

0.065
(0,012)

0,061
(0,012)

0,035
(0,018)

0,001
(0.021)

0.002
(0,042)

0,078
(0.033)

0166
(0,021)

0,151
(0,020)

0,093
(0,019)

0,053
(0,019)

3Cl44: Results of gaussian analysis — five-

component solution — DC offset (in optical depth).



200

3C144 = S COMPONENT FIT : CENTRAL OPTICAL DEPTH OF COMPONENT 1
2,5 ~1.9 -1,3 0,7 =041 0.5 1,1 1.7 2,3

2.5 1,082 1,147 1,167
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1,3 0.949 0,981 0,958 1.010 1,126 1.236 1,312
(0.026) (0.015) (0,014) (0.012) (0,C016) (C.017) (0,024)

0.7 0.912 0,945 0,991 0,963 1,028 1,184 14233 1.230
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(0.027) (0,021) (0,017) (0.015) (0.,013) (0,014) (0,018) (0,029)
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Figures 37c. 3Cl44: Results of gaussian analysis — five-
component solution — central optical depths, central
frequencies (KHz) and full widths at half maximum
(KHz) of gaussian components, by component. For
component 5, the central frequency and full width
were held fixed at 40.0 and 50.0 KHz, respectively.
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3Cl44: Results of gaussian analysis — six-

component solution — central optical depths,
central frequencies (KHz), and full widths at half
maximum (KHz) of gaussian components, by component.
For component 6, the central frequency and full
width were held fixed at 40.0 and 50.0 KHz,

respectively.
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Figure 38c. (continued)
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Figure 38c. (continued)
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for the wings at both ends of the spectrum. This solution
converges for all but 3 of the 64 spectra and the paramete-
ters are found to show more reasonable spatial variations.
Unfortunately, this solution has higher values of the RMS
and frequently contains small non-random disagreements
with the data.

In a last attempt to obtain a solution without
extremely wide components, an eight-component solution was
tried. This solution converges for only one of the spectra
with the results listed in Table VIII and plotted in
Figure 36. Although the fit is very good, there is still a
wide component in the solution and several components have
only marginal significance. We must conclude that, with
the present signal-to-noise ratio, very wide components
are necessary to fit the spectra. If these components were
broadened solely by their temperature, one would expect

brightness temperatures in the hydrogen emission around

2]

1000 °K. Since the observed emission is less than 100 °K
(Radhakrishnan, et al 1972c), the wide components must
result from a blend of a great many small cold clouds or
a considerable turbulence.

The first component which is strongest to the west is

found at lower frequencies to the southeast of the source
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TABLE VIII: 3Cl44 — 8 COMPONENT FIT.

Constant

X:

Y =

RMS

+ 0.1

0.018

0.021 + 0.009

Component Optical Depth Frequency Full WwWidth
To O(TO) fO o(fo) dy o(do)
1 0.048 0.022 -63.08 0.89 7.83 3.37
2 1.125 0.027 -50.57 0.05 9.20 0.18
3 0.351 0.013 -35.56 3.09 38.45 5.63
4 0.405 0.080 -24.26 0.49 8.75 0.93
5 0.712 0.179 -13.97  0.79 11.96  1.92
6 0.210 0.324 -02.85 5.31 16.22 14.15
7 0.090 0.114 +11.33 25.80 26.23 32.38
8 0.097 0.021 +40.00 - 50.00 -
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with a range in velocity across the source of 0.4 km/sec
(see Figures 37). This component is also significantly
wider toward the southeast. The second component is very
weak over the northern parts of the source and is found
to be narrower and to occur at higher frequencies toward
the northwest. The third component is found at lower
frequencies toward the east and is weaker just south of
the center of the source. The widths of this broad compo-
nent are quite uncertain and show no significant systematic
trends. The peak optical depths of the fourth component
have a spatial distribution similar to that seen in Figure
33i. This component tends to be wider where it is stron--
gest and to occur at lower frequencies toward the north-
west. The high frequency wing seems to be strongest on
the eastern side of the source, but this is quite sensitive
to the DC offsets. A single DC offset is used for all
frequencies because of the considerable number of fre-
guency shifts and the relatively high optical depths

present. However, as may be seen in Figures 34, this

approximation is not really very good.
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E. Results — Noise

The spectrum of the spatially constant part of the
noise, computed using equation (3B-1), is plotted in
Figure 39a. This spectrum has a profile very similar to
that of the short-spacing flux spectrum (Figure 31),
although the different frequency shifts sometimes have
quite different amounts of noise. The noise is essentially
a linear function of the short-spacing flux with a slope
about 0.28 or 0.45 °K/flux unit depending on frequency
shift (see Figure 39b). The noise levels for Cassiopeia A,
despite its higher flux, are lower and the slope is only
0.11 °K/flux unit. The higher noise for the Crab Nebula
probably arises from the sparseness and poor calibration
of the data at the shortest spacings. The spectrum of the
upper limit to the spatially variable part of the noise is
plotted in Figure 39c. Although the variable part of the
noise is again much smaller than the constant part, the
variable part for 3Cl44 is larger than for 3C461 in abso-
lute as well as relative magnitude.

The Monte Carlo tests again give results in good
accord with the theory although at - 94 KHz a large

increase in noise during the deconvolution process was
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Figure 39a. 3Cl44: Spatially constant part of the noise
as a function of frequency in °K (left hand scale)
and in percent of the peak brightness on the
continuum map (right hand scale). Each continuous
line represents a different frequency shift.
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needed to bring the results into accord (see Table V,
Chapter 3B). On the dirty maps the noise is very nearly
constant with a slight tendency at - 50 KHz for the noise
to be larger off the source. However, on the clean maps,
the noise is largest north and south of the source and in
the southwest corner of the map area. These peaks are
fairly well correlated with the major spurious responses

seen in Figure 30.

F. Interpretation

The Crab Nebula is a much-studied supernova remnant.
Trimble (1968) has measured the proper motions and radial
velocities of a large number of filaments within the nebula.
From her data and other éonsiderations, she finds that
the distance to the nebula is 2.02 Kpc. At this distance,
the nebula is about 200 parsecs'below the plane of the
Galaxy. vSince the Crab Nebula is near the galactic anti-
center direction, the observed velocities of hydrogen
clouds are poor indicators of their distances. Roberts
(1972) has applied the TASS model of the Galaxy to the
Perseus arm for the direction of the Crab Nebula. His
results for the average gas density and radial velocity as

a function of distance from the Sun are plotted in Figure 40.
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At a distance of 1.8 Kpc, the shock front causes the
radial velocity to drop abruptly to zero. Following the
shock, the density drops rapidly and the velocity increases.
The main arm is predicted to be at a velocity of 9 km/sec
and a distance of 2.9 + 0.3 Kpc.

Thus, we should expect to observe absorption features
only from hydrogen near the Sun and within the post-shock
region of the Perseus arm. Unfortunately, there are no
spectral features at the predicted velocities (see Figure
30, for example). This negative result could have several
explanations: (1) by chance, there might be no neutral
hydrogen in the post-shock region in this direction;

(2) the shock front may not be sustained to a height of

200 parsecs above the plane of the Galaxy although it is
strong at a height of 100 parsecs in the direction of
3C461; (3) the source may be closer to us than given by
Trimble; or (4) the TASS model may be wrong for this part
of the Galaxy. We observe in the optical depth maps a
considerable number of peaks and ridges within each of the
spectral features. It would not be unreasonable to attrib-
ute these coincidences in velocity to the basic structure
of the Galaxy (as we do for 3C461). However, we could also

interpret the results as small concentrations within a few
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large hydrogen clouds. Such an interpretation is supported
by the large scale gradients found in the central veloc-
ities of the gaussian components.

The five-component solution of the spectra into
gaussians allows us to deduce some reasonable values for
the physical parameters of the hydrogen observed (see
Figures 37). Component one has apparent temperatures
rahging from 63 + 3 °K to 105 + 4 °K. (The six-component
soiution suggests apparent temperatures somewhat lower
than these.) The second component has the lowest apparent
temperatures with well-determined values less than 50 °K
over the western half of the source. The fourth component
has apparent temperatures around 150 °K. The computations
of the physical parameters are summarized in Table IX. The
parameters are computed for each component and the sum over
the components at the maximum (H), average (A), and
minimum (L) column densities. The column density divided
by temperature, computed using equation (4-1), is given in
the second column. The third column lists the column
densities at an assumed temperature of 50 °K. If we
assume a distance of 2.02 Kpc, we may express the column

density as a mass observed per cell 0.6 arc minutes on a
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3Cl44 — SAMPLE DENSITY AND MASS CALCULATIONS

Parameter Column

Density Density Per Cell

Column

Mass

Total Density
Mass

pc pc M@ M 1l

;;§::E cm3 cell © ;;i
Component

H 1.99 100 0.30 113

1 A 1.48 74 0.23 13.9 84
L 1.16 58 0.18 66

H 0.56 28 0.09 32
2 A 0.31 15 0.05 2.9 18
L 0.03 1.5 0.005 2
H 6.47 324 0.99 368

3 A 3.74 187 0.57 35.0 213
L 3.13 156 0.48 178

H 1.40 70 0.22 80
4 A 0.88 44 0.14 8.2 50
L 0.23 12 0.04 13

H 1.15 58 0.18 65
5 A 0.43 22 0.07 4.0 24
L 0 0 0 0
H 8.88 444 1.36 505
TOTAL A 6.84 342 1.05 64.0 388
L 5.95 298 0.91 338




243
side (fourth column) and as a total mass (fiffh column).
If we assume the hydrogen to have a depth of one beam-
width (Q.88 pc at 2.02 pc), we obtain the densities in
the sixth column.

The densities given in the table are quite substantial,
but, at least for components 3, 4 and 5, almost certainly
constitute upper limits. Since these three components
most probably represent blends of seVeral clouds, the use
of a single beamwidth to represent a depth scale is
improper. In fact, the lack of rapid spatial variations
in these components suggests that they are considerably
closer to us than the assumed 2.02 Kpc. The. consistent
behavior of all components across the source also suggests
that the scale size is larger than a beamwidth. The total
mass observed is only 64 solar masses and should be
considered as an upper limit. Not only will beam-smearing
effects cause this number to be too large, but also we
assume in the computation a distance and a temperature
which are themseives upper limits. Over half the mass
observed is contained in the very broad component. That
this component is real is established not only by the

gaussian analysis, but also by the presence of details in
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the spatial distribution of optical depth which remain over
wide ranges of frequency. However, it is easy to establish
that the width of this component is not representative of
the temperature of the hydrogen.

We may ask if the optical image of the Crab Nebula
shows any effects which might be due to interstellar.
absorption. Hogg, et al (1969) have observed the source
at 11 cm wavelength and superposed their map on an optical
print of the nebula. The radio contours show minima at
some of the darker areas of the nebula suggesting that
the lack of emission is due to local density minima in
the source. However, the radio contours simply ignore
some of the dark bays and spots wvisible on the optical
plate. One is tempted to suggest that such dark spots are
caused by intervening interstellar matter. Unfortunately,
there is little, if any, correlation between the peaks in
hydrogen density and these darker areas. In fact, since
the radio source at 2l-cm wavelength is larger than the
optical source, most of the observed hydrogen peaks do not

lie on the optical image.
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CHAPTER 7
3C353
A. Results — Beam Patterns and Continuum Maps

3C353 is an extra galactic radio sourcée at moderate
galactic latitude and is considerably weéker than the three
sources already discussed. In addition, it is at zero
degrees declination, posing a severe challenge to the
aperture synthesis technique. The distribution of data
vpoints obtained for one of the continuum frequency shifts
is illustrated in Figure 41. The points lie along a set
of parallel straight lines with a considerable density of
péints along the u-axis. To avoid conflict with observa-
tions of 3C461, observations of 3C353 were limited to five
hours per day. However, only the north-south spacings
lost any4information as a result of this restriction.

The dirty beam which results from this distribution
of data points is shown in Figure 42a. The principal
pattern repeats in a north-south direction at intervals
equivalent to the reciprocal of the 400-foot baseline
interval. Secondary maxima of nearly 40 percent occur to

the north and south at intervals equivalent to the recip-

rocal of the 1200-foot maximum spacing. The pattern is
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tilted somewhat from the east-west direction as a result
of the incomplete cowverage on north-south baselines.
The main beam is elliptical with an average width between
half-power points about 1.58 arc minutes. The dirty map
of the source reflects the lobe ambiguity. There appear
to be three nearly identical sources along a north-south
line. Spurious responses about 35 percent also occur.
Because of the lobe ambiguity, a priori knowledge of the
source position must be used to limit the area over which
the deconvolution process is carried out. When this is
done, the deconvolution works extremely well (Figure 42c).
Spurious responses nowhere exceed about 3 percent and over
most of the map area are one percent or less. The clean
beam used was circﬁlar with a full width at half-maximum
of 1.58 arc minutes.

The continuumlmap actually used to compute optical
depth maps is displayed in Figure 43. The lines of con=-
stant galactic coordinates are drawn through the center
of the map. Again we find that the spurious response
level is increased when we perform the deconvolution over
a small area. The source is a poorly-resolved double

having a component ratio about 1.8 to 1.0. The stronger
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eastern component appears unresolved, but the weaker
western component seems to be extended along the major
axis of the source. As part of the tests described in
Chapter 3B, maps made with smaller clean beams help

establish this last point.

B. Results — Observed Spectra

About 110 minutes of observations at the short spacing
were averaged to produce the spectrum of 3C353 plotted in
Figure 44. The absorption feature contains two narrow lines
of similar optical depth centered about 0 and 2 km/sec.
The wings of the feature appear extended particularly at
positive velocities. The spectrum observed at 1200 feet
east-west is plotted in Figure 45 and represents a 70-
minute integration. The upper portion of the figure
contains the observed flux spectrum while the lower portion
contains the observed phases. The two lines centered about
0.55 lobes represent the average phase uncertainty as a
function of frequency. Since less than one third of the
phase points lie outside these error bars, we must conclude
that we have no significant evidence for structure in the

absorbing medium. However, the gaussian analysis will be
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seen to show the presence of some spatial structure

particularly in the component at 2 km/sec.

C. Results — Optical Depth Maps

The optical depth maps also provide little evidence
of spatial structure. Taken one at a time, they seem to
show significant spatial structures, although the range
of optical depths across maps within the line never exceeds
a factor of two and is often quite a bit less. However,
throughout the spectrum, it is unusual for two or three
consecutive maps to indicate the same maxima and minima.

We seem to be seriously limited by noise.

A small sample of the optical depth maps is given in
Figures 46. The computation of optical depths is cut off
at the 20 percent level of the continuum brightness. Since
noise generally exceeded any systematic effects in the
wings of the line, no corrections for the DC offsets are
made in these figures. At - 11 KHz, in the first spectral
feature, we see peaks typically to the southeast, south-
west, and north of the source. Between the two spectral
features, at 6 KHz, the peak to the north dominates most

maps. In the second spectral feature, at 2 KHz, the maxima
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to the southeast and southwest are usually most important.
The southwestern peak in particular is at least partly the

result of a serious DC offset.

D. Results — Spectra and Gaussian Fitting

Samples of the spectra with alternative gaussian fits
are plotted in Figures 47 and 48. The two-component gaus-
sian solution converged for all spectra with the results
given in Figures 49. The first component is weakest just
northwest of the center of the map. The central frequency
of this component shows little significant variation
although higher frequencies are preferred along the western
edge of the source. A significant gradient in the width
of this component does occur with the narrowest being
toward the southeast. The second cbmponent alsé shows some
variation in strength with a peak northeast of the coordi-
nate origin. All center frequencies of this component are
zero within the uncertainties except along the southwestern
edge. The width of this components is larger toward the
center of the source. The solutions at (+ 0.3, 1.3) are
qualitatively different from the rest. Since optical
depths are high between the two components there (see

Figure 46b), the gaussian fit assigns a larger width and
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lower center frequency than normal to component 2 and
nearly eliminates component 1. Such a fit is not particu-
larly meaningful.

The gaussian solution described above fits the two
peaks in the spectra fairly well, but has problems with
the wings. An alternative three-component solution
converges for 32 of the 40 spectra with the results given
in Figures 50. For a few map points this solution con-
verges to a fit which is qualitatively different from the
rest. Although where this solution converges the RMS
is lower than in the two-component solution, the uncer-
tainties in the parameters are significantly larger. As
a result of the large uncertainties, there are no signifi-
cant variations across the source in the peak optical
depths of the three components. The widths of components
2 and 3 also show no significant wvariation, but component
1 is narrower to the east. All components tend to occur
at ;lightly higher frequencies toward the west perhaps due
to a slight slope in the spectral baseline (which was not
determined by the fitting procedure).

E. Results — Noise
The results of the noise computations using equation

BB-1) are presented in Figures 51. The constant part of
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the noise is plotted as functions of frequency and short-
spacing flux in Figures 5la and 51lb, respectively} This
part of the noise depends on the flux in the same manner
as is found for the other sources. However, the + 018
frequency shift shows a surprisingly low noise with little
dependence on flux. The upper limit to the variable part
of the noise is plotted in Figure 51c as a function of
frequency. This limit shows a stronger dependence on flux
and is larger compared to the constant term than is found
for the other sources. Again the agreement between the
Monte Carlo tests and these noise calculations is very
good (see Table V, Chapter 3B). The noise isvfound‘to be
considerably higher on the source at 38 KHz, both before
and after the deconvolution process. With such poor
sampling of the (u, v) plane, such a result is not
surprising and one wonders why it was not also found at.
- 4 KHz. At both frequencies used in these tests, the
deconvolution process does cause an increase in the noise
and, particularly, in the variance of the noise across
the maps.
F. Interpretation

The standard model for the rotation of the Galaxy

(Schmidt 1965) places the observed hydrogen within a few
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hundred parsecs of the Sun or at a distance of about 19
Kpc. The latter possibility is ruled out by the high
latitude of the source. The TASS model of the Galaky has
not been applied in detail to the local (Orion) arm
although a major absorption feature seen over a wide range
- of longitudes about the galactic center has been suggested
as arising from the shock front of the local arm (see
Figure lb; Riegel and Jennings 1969 and Riegel and Crutcher
1972). Stellar absorption spectra have placed the distance
to this feature at less than 150 parsecs (Crutcher, R. M.
1972, private communication). Unfortunately, this feature,
at a velocity of 6 km/sec, is not seen in spectra in the
general direction of 3C353 although it is seen at both
higher and lower longitudes (Radhakrishnan, et al 1972c).
Since it is reasonable to presume that the hydrogen
observed is part of the local arm and, hence, closer to us
than the shock front, a distance of 100 parsecs will be
assumed.

In the two-component solution, the average column
density of component 1 is 1.38 pc/cm3/°K and of cbmponent
2 is 2.66 pc/cm3/°K. Apparent temperatures as low_as 50 °K

and lower are found by the gaussian analysis for component
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1. Taking this as the actual temperature, we find average
column densities of 69 and 133 pc/cm3. At the assumed
distance, the source subtends a length of 0.14 pc. Since
the gaussian analysis turned up some significant variation
across the source, a reasonable lowef limit to the depth
of the clouds would be 0.14 pc. Substituting we find
upper limits to the densities of 500 and 950 em™3. If the
scale lengths of the clouds are around 1 pc, we find
densities of 69 and 133 cm™3 which are similar to those
found for Cassiopeia A and the Crab Nebula. Thus, we
again find rather high densities in the absorbing medium.
The total mass observed is only 0.08 solar masses due to

the proximity of the hydrogen.
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CHAPTER 8
OTHER SOURCES
In addition to the synthesis observations already
discussed, a number of absorption spectra were measured
at only one or two spacings. The frequency shifts used
in these measurements are listed in Table X. Tables I

and IV give position information for these sources.

A. Wl2 (3Cl47.1)

The HIIAregion 3Cl47.1 was originally one of the
synthesis sources in this program. Because of its large
size and the very high optical depths found it was too
weak for a proper synthesis. The vector average of about
100 minutes of data at the 200-foot east-west spacing is
plotted in Figure 52. Despite the high galactic latitude,
the absorption line is very deep and complex. The spectrum
contains a broad feature about 0 .km/sec, deep features at
7.4 and 9.5 km/sec, and a narrow feature near 13.7 km/sec.
The phase spectrum reveals considerable structure in the
absorbing medium particularly about 12.7 km/sec. Although
the errors are very large at the bottom of the line, the.
presence of large positive phases about 9.5 km/éec seems

well established. That there is also spatial structure in
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TABLE X: FREQUENCY SHIFTS FOR THE OTHER SOURCES

W12 30147 3405 NGC5128%*
(3C147.1)
+ 125 ¢ + 200 c 240 ¢ - 2375 ¢
+ 016 c + 094 130 ~ 2560
- 003 + 048 084 ~ 2636
- 030 + 002 038 - 2744
- 049 -~ 044 034 - 2820
- 064 - 150 ¢ 080 - 3025 ¢
- 180 ¢ 200 ¢

4-KHz filters

Continuum frequency shift
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the absorbing medium around 0 km/sec is suggested not only
by the small positive phases but also by the systematic
disagreement in line shape of the two frequency shifts
there. Such disagreement can arise when 6bservations of
a partially resolved feature are averaged over different
sets of hour angles.

There is considerable interest in the absorption
spectrum of this source, which is usually referred to in
the literature by its other names: W12, NGC2024, and
G206.5-16.4. Goss (1968) discovered absorption in the
spectrum of this source iﬁ all four OH lines. At 1667
MHz, the optical depth observed at 9.3 km/sec is roughly
a factor of four greater than for any other source in his
survey. Since the line shapes are similar for all four
lines (Manchester, et al 1970), a thermal interpretation

of the OH absorption seems quite reasonable. However, the

e

0

relative line strengths observed in OH are not tho
expected from an optically thin region in thermal equilib-
rium. Hence, it is suggested that the structure of the
absorbing medium has an angular size smaller than that

of the source. The data in Figure 52 would certainly
support such a conclusion, although at 7 to 9.5 km/sec the

optical depths must be high over the entire source. The
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principal OH absorption features occur at 9.33 km/sec
(1612 and 1667 MHz) and 9.54 km/sec (1665 and 1720 MHz)
with a lesser feature around 12.5 km/sec.

Formaldehyde absorption at 6-cm wavelength has
also been observed in the spectru; d% this source (White-
oak and Gardner 1970 and Zuckerman, et al 1970). With a
line profile not unlike thése found in OH, the principal
formaldehyde feature occurs at 8.65 km/sec with a broad
feature around 12.4 km/sec and a possible feature at 24.8
km/sec. Clearly this source is of considerable interest
since it represents a probable association of neutral
hydrogen with both OH and formaldehyde. Another problem
raised by the absorption spectra is the distance to the
source. Photometric observations of the presumed exciting
star place the HII region at a distance of 0.4 Kpc (John-
son 1967). The velocity of the H109a recombination line
from the source suggests a similar distance, about 0.5
Kpc. However, the velocities seen in the absorption lines
would place the source at a distance greater than 1 Kpc
according to the standard model of galactic rotation.

We may be observing.a considerable peculiar velocity or

some non-equilibrium effects in the galactic rotation.
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B. 3Cl47

There has also been some interest generated»in the
absorption spectrum of the quasi-stellar source 3Cl47.
Shuter, Pulley and Rogstad (1967) reported a 28 1+ 8
percent absorption feature at a welocity of -~ 44.3 km/sec
(+ 209 KHz). This feature, corresponding to the far arm
of the Galaxy, would require that the distance to the
source be at least 9.2 Kpc. However, the observations at
800 feet east-west with the 4-KHz filters fail to confirm
this result. After nearly two hours of integration no
absorption feature is found at these frequencies with an.
uncertainty around 2 percent. Hughes, Thdmpson, and Colvin
(1971) report a similar finding.

The spectrum of the source was observed with the
1-KHz filters at the 1200-foot east-west baseline. Due
to the low flﬁx of the source as well as pressures on
observing time, the spectrum was observed only every two
KHz. The vector average of about 135 minutes of data is
plotted in Figure 53. The flux spectrum is given at the
top and the phase spectrum at the bottom of the figure.
The presence of non-zero phase in the spectrum of a point
source would indicate that galactic hydrogen emission is

affecting the observations. However, no significant phase
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is seen. The flux spectrum is quite complicated. Local
hydrogen causes a line at 0 km/sec with a long wing toward
higher velocities and at least one significant bend in the
spectrum at 4.6 km/sec. The Perseus arm causes a harrow
feature at - 8.0 km/sec and lesser features about - 10.8
and - 13.1 km/sec. The narrow feature, by its width and
depth, certainly suggests a density-wave shock region with
the broad and complicated feature arising in the main part
of the Perseus arm. A more detailed examination of this
spectrum in the light of the TASS model would be interest-
ing. Unfortunately, Roberts (1972) does not present his

calculations for this longitude range.

C. Cygnus A (3C405 (Zero Velocity))

The spectrum of Cygnus A at freguencies around 0 KHz
was oObserved at the 200-foot east-west spacing. The results
after 50 minutes of integration are presented in Figure 54.
Again the pressure for observing time and the considerable
width of the spectrum caused the data to be obtained only
at intervals of 2 KHz. Since the absolutebphase was not
well calibrated, to produce this figure it was necessary
to apply a DC offset in phase to each frequency shift
separately. This brings the frequency shifts into agree-

ment, but adds some further uncertainty. Nevertheless,



300

H1d3d TvOILldO

M
O

N
O

O

00

*UOT3RAIDSUO

Jo sejnuiw Qg 3JO sbeasay ‘3sem-3ses 3933 00Z

3e exjoads aseyd pur XniJ SATIRISI :G0PDE °“HS 2anbrg
(03S/WM) ALIDOT3A

ow m_ 0] Ol- 0c- 015

T T T T ]
° ) o ..uu.u« .‘oo s0,9% we_ o -oooooooa °. Se
B Mooooco -ooooooo oooooooo 0 ® 0%8 -o-.ooooo 3 00 0% o%° oooooaooo o'ee oooo.oooe-‘ooooooo ;m a
(ZHM) AON3NO3YA
xowT owu 0c- ow 09 o]e] Oobl A
T T T T
- S J9VYINY
A M3 002
i e Sovoe
oo oooooo . .
o’ Lol X . .o )
. * o .oo L) ooo oc ooo . ° olo - -
o JSee%te *o% ° A A

. ) oo oo e n ° * ®

- | ~ et
| { ! | ) | |
)4 Ol 0 Ol- 0oe- og¢-

(O3S/WM) ALIDOT3A

d
=
00-{ =0

M
000~
O =
o~ @
100 mm
L0 L
Py
H
80 1
=
<.
m
M
o C
60 <
ol



301
the presence of some structure in the absorbing medium
appears to be well-established, particularly around 4.0,
0.0, - 11.4, and - 17.8 km/sec. The flux spectrum shows
absorption over most of the frequency range 6bserved.
Features at 12.3, 4.0, 0.0, - 6.3, - 14.8, and - 18.2
km/sec are quite obvious. The large number of features
is caused by the fact that the line of sight to the source
lies directly along the local (Orion or Carina-Cygnus) arm
for a considerable distance. In fact, using the standard
rotation model (Schmidt 1965), the feature at - 18.2 km/sec
is éaused by hydrogen nearly 7 Kpc from the Sun. In this
equilibrium model, the feature at 12.3 km/sec is forbidden

without a peculiar velocity of at least 4 km/sec.

D. Centaurus A (NGC5128)

In an attempt to confirm Roberts' (1970) observation
of an extragalactic absorption line, the absorption
spectrum of Centaurus A was observed with the 4-KHz filters.
Roberts reports a peak optical depth of 0.02 averaged over
his 22-minute of arc beam. Since considerably higher
optical depths could be expected over parts of the source,
interferometric observations were conducted at the 400-

and, particularly, 800-foot east-west spécings. The
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visibility function of a double source, such as the central
parts of Centaurus A, is quite sensitive to a variation of
optical.depth across the source. The observations at thé
redshift of the galaxy NGC5128 show no spectral features
even at the minimum in the visibility functioh of the
continuum source. The noise ranged from about 3 percent
to at least 10 percent at this minimum. Thus, the data
suggest that the hydrogen is fairly uniformly distributed
at 1eaét over the central parts of the radio source and

are not inconsistent with Roberts' results.
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SUMMARY AND CONCLUSIONS

This thesis has presented the results of an aperture
synthesis program on interstellar neutral hydrogen as seen
in absorption in the spectra of four strong radio sources.
The receiving equipment and methods of calibration are
discussed in some detail. The unusual method of Fourier
transformation used in this program is discussed in Chapter
3 and compared to other transform methods in Appendix D.
The noise on the final maps is moderately well understood
and is evaluated using both a Monte Carlo method and a
theoretical formulation. The spectra obtained are analyzed
as sums of gaussians using a least-squares method. In the
appendices, the basic principles of aperture synthesis and
hydrogen line formation are presented and the problem of
detector law failure is discussed.

Cygnus A is found to have two major absorption fea-
tures both of which have spatial structure within the
absorbing medium. The complex and broad feature due to
hydrogen in the local or Carina-Cygnus arm of the Galaxy
was observed only at short spacing. However, the narrow,
apparently simple feature due to hydrogen in the Perseus

arm was observed with a complete synthesis and is found to
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have four components. The strongest component is heavily
concentrated toward the eastern edge of the source and has
a peak optical depth two to three times that seen at short
spacings. The apparent temperature of this component is
70 °K, half that deduced from short-spacing observations.
Such changes with improved resolution are important in
discussions of general models for the interstellar medium.
The hydrogen can be interpreted as a shell expanding at
2 km/sec, with an outer radius about 9.7 parsecs, a thick-
ness about 1.1 parsecs, a density of 6 cm_3, and a total
mass around 175 solar masses. The origin or cause of such
a shell is unknown.

Cassiopeia A was observed with full synthesis within
the broad, complex absorption feature associated with the
Perseus arm. The absorption feature separates into two
major features each of which has considerable spatial
structure within the absorbing medium, but of qualitatively
different types. On the low frequency side of the absorp-
tion feature, the optical depth maps reveal a bewildering
variety of peaks, ridges, and minima which vary fairly
rapidly with frequency. Optical depths as great as four

occur but the contrast in optical depths across the source
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never exceeds factors of two or three. At higher fre-
guencies, the optical depth maps generally have only one
or two peaks. Optical depths of six or more are common
and the contrast in optical depths across the source can
exceed factors of seven. The higher frequency part of the
absorption feature is interpreted as arising in regions
immediately following a density~wave shock front at the
leading edge of the Perseus arm while the lower frequency
part arises in the main body of the Perseus arm. The
spectra do not seem to vary across the source by as much
as one would expect from the complicated spatial structure.
‘This result suggests that considerably better spatial
resolution is required in order to separate the spectral
components. Support for this statement is also provided
by the fact that only a few of the spectra could be satis-
factorily fit with sums of gaussians. Cloud diameters

about a parsec (the beamwidth) or less and cloud densities
on the order of 50 cm—3 within the arm and 300 cm™ > within
the post-shock region are suggested by the data. One

unusual cloud is seen to be rotating with a maximum period
of three million years. However, there does not appear to

be sufficient mass to prevent this cloud from rather

rapidly disintegrating.
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The absorption spectrum of the Crab Nebula is also
found through a full aperture synthesis to reveal signifi-
cant structure in the interstellar medium. Although the
optical depth maps contain a number of apparently unre-
solved peaks, the contrasts in optical depth across the
source are small and all spectral components are found at
each point on the source. The principal component has a
significant velocity gradient across the source and appears
to contain several condensations within a large, less dense
cloud. Apparent temperatures around 50 °K are well deter-
mined for one of the components while cloud densities as
great as 100 cm_3 are suggested. Over half the hydrogen
observed occurs in a very wide component having peak opti-
cal depth about 0.45 and apparent temperature around 3000 °K.
Since hydrogen emission temperatures in this direction are
not on the order of 1000 °K, this component must represent
the superposition of a large number of small, cold, and
probably turbulent clouds.

A full synthesis was also performed on the absorption
feature in the spectrum of 3C353. The poor signal-to-

noise ratio on the maps prevents any reliable determination

of spatial structure in the absorbing medium. However,
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gaussian analysis of the spectra suggests that such struc-
ture does exist at least in the form of a gradient in the
width of one of the two main components. The distance to
the hydrogen is very poorly determined but a reasonable
estimate indicates that this gradient occurs over a dis-
tance of only 0.14 parsecs. The apparent temperature of
this component becomes as low as 50 °K while reasonable
estimates of the densities of both components are on the
order of 100 cm—3. Again a rather wide component having
optical depth about 0.4 and apparent temperature about
700 °K was necessary to obtain the best fits to the spectra.
Since the brightness temperature in emission in this direc-
tion is only about 50 °K (Radhakrishnan, et al 19724d),
this broad component must also represent a superposition
of many cold and perhaps turbulent clouds.

The distribution of hydrogen absorption features
should reflect in part the large-scale motions and struc-
ture of the Galaxy. The TASS model of the Galaxy predicts
the occurence of shock fronts at the leading edges of the
spiral density wave pattern. 1In the post-shock region a
narrow deep absorption feature should arise while in the
main part of the spiral arm a broader, shallower, more

complicated feature should arise. This pattern of
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absorption is seen in the spectra of Cassiopeia A, the
Crab Nebula, and 3Cl47. A detailed examination of the
TASS model by Roberts (1972) shows good qualitative agree-
ment with the data presented here for Cassiopeia A (with
the proviso that the Perseus arm is 0.25 Kpc closer to
us than taken by Roberts). For the Crab Nebula and 3Cl47
the absorption features do not occur at the velocities
predicted by Roberts for the Perseus arm. Considering the
latitudes of these two sources, it is likely that the
hydrogen observed is closer to us than the Perseus arm
and that the shock wave is not sustained at distances
from the plane of the Galaxy greater than 170 parsecs or
so (although it is still strong at a distance of 100 pc).

As described in the Introduction, the two-phase model
of the interstellar medium is well-founded on theoretical
grounds, but the observational evidence is shaky. The data
reported here only make the observational evidence appear
even more uncertain. Scale lengths in the interstellar
medium of a parsec (or possibly even 0.14 pc) are found to
be common. The moderate improvement in resolution obtained
by this program is seen to cause a significant decrease in

observed line widths. This decrease is just the result of
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the improved resolution of blended clouds and velocity
gradients. Thus it is clear that the difference in the
observed widths of hydrogen emission and absorption
profiles is due at least partly to the difference in the
spatial resolution in the two types of observations.
Radhakrishnan, et al (1972d) regard the presence of very
wide components in emission spectra as very significant
since they do not see them in their corresponding absorp-
tion profiles. However, with the improved signal-to-noise
ratio of this program, wide components are found in the
spectra of all the synthesis sources except Cygnus A.
Since the absorption measurements directly determine the
optical depth, it is easy to establish that these wide
components do not arise in a diffuse, hot gas, but result,

instead, from the superposition of many cold clouds.
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APPENDIX A

APERTURE SYNTHESIS

The method of interferometric aperture synthesis is
best understood by first considering the analogy with the
single-dish telescope. The voltage V produced at the horn
of this telescope by an element of area of the dish dudv
due to radiation at frequency w from an element of sky
dxdy may be written as

ifwt+E (x,y,t)] i2n[u(x-xo)+v(y—%)ﬂ
V(u,v,x,y,t)=v(x,y)W(u,v)e e
where the telescope is pointed at (xo, yo), u and v are
measured in wavelengths, £ is a random function which
varies rapidly in all coordinates, and W is a weighting
function which accounts for taper introduced by the horn
and which is zero outside the dish area. The total
voltage at the horn is the integral of this voltage over
the dish and the sky. This voltage is then detected by a

system which responds to the time average of the power.

Thus
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R(XOI Yo) =

5 oo o) oo fo'e) L
8 f fdudvf f du'dv' f fdxdy/ fdx'dy' Tz(x,y)
~00 ~ a0 ~00 -00

TE(x',y' )W (u, v)W (u' v’ )eXP[ZWi{u(x—xo)—u' (x'=x0) +v (y-y,)

~v(y'-y )} (exp[i(e(x,y, t)-e(x",y",t)])

where we introduce the brightness temperature of the sky
T(x, y), where T(x, y) is proportional to V2 (x, y). Since

ey, )-gtet,y 0)]
(e Yy = ‘8 (x-x',y-y"')

by our assumption of a random noise signal, the response

simplifies to

> (o0} (o6}
Rx , y) =28 / f dudv f fdu'dv'e
0 0 -00 -0

-2mi [ (u~u' )x0+(v—v' )yo]

W, v) W', v')

o0 iz2m [(u=-u')x+ (v=-v' )y ]

x Z;Ofdxdy T(x,y)e

(A-1)
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Transforming coordinates we obtain finally
o) e2ﬁi(uxo+vyo)
R(xo,y0)=f fdudv F(u,v)A(u,v)e

-0
(A-2)

where the complex fringe visibility function is defined as

i2m (ux+vy)
F(u,v) = Bszdxdy T(x,y)e

and the autocorrelation of the weighting function is
@
A(u,v) = f f du'dv' W(u+u', v+v') W(u',v').
—-oo
Thus, the single dish responds to the Fourier transform of
the visibility function weighted by a sampling function.
Let us now consider the standard sampling theorem
(Bracewell 1958). We sample the visibility function at
regular intervals in u of 1/2 X, and v of 1/2 y,. The

sampled visibility function may be written as
2
V' (u,v) = III(ZxcmAu, 2yanv) v(u,v)

where the III (sha) function is defined as
2 (e o] (e 0] 2
III(x,y) = Y, D, 8(x-u, y-v).
== V=-00

If we Fourier transform the sampled visibility function we

obtain a map given by



313

2

R(x, y) = "III(x/2x_, y/2y_ ) * T(x, y)

where T(x, y) is the true brightness distribution and =«
denotes a convolution. In other words, we now have the
desired map repeated at intervals of 2xc in x and 2¥a in
y. If

T(x, y) = 0 for |x| > x_, or |y| > Yo

then the repetition does not cause the maps to overlap and
hence causes no error. Therefore, we must sample the
visibility function at intervals smaller than the inverse
diameter of the source being observed.

Since this sampling interval is about 400 feet (for
the sources in this program at 21 cm) which is larger than
the diameter of almost all single-dish telescopes, all
information collected by the elements of a single dish is
redundant for such sources. We may remove this redundancy
or lack of resolution at reasonable cost if we sacrifice
collecting area. We use one small telescope as the central
surface element of the aperture to be synthesized while
another movable telescope provides other surface elements

of the synthesized aperture (Figure Al). If the voltages
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NO%MAL SOURCE

i

Figure Al. Geometry of two-element interferometer.

North South

Figure A2. Celestial sphere with source (Q) and pole of
baseline (B).
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from the two telescopes are multiplied together and

smoothed the output is

5 iT(x, v)
R(x, y) = VO e (a-3)
_ 21D . .
where T (x, y) = -X—'SLne(x,y) and VO is the voltage pro-

duced by the source at each telescope. As the earth
rotates, sin® varies producing an approximately sinusoidal
output called fringes. The phase T may be expanded about

some angle 90 as

2D . 21D
= + —— -
T N s1n90 x cosGOAG (A-4)

where the first term is the "expected fringe” which is
removed during reduction and the second term is the "fringe
phase”. For an extended source, the total response of the
interferometer is just the integral of the separate
responses of equation (A-3) to produce

R(u,v) = ‘/roj[ dxdy T (x,y)e

=00

i2m (ux+vy)

where the expected fringe has been removed and the phase
Q-coseer has been expressed in rectangular coordinates.

In other words, the interferometer directly measures the

visibility function.
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The formulae for sineo, u, and v may be derived as
follows. The three points indicated on the celestial
sphere in Figure A2 are the north celestial pole P, the
pole of the extended baseline B and the source Q. The
hour angle and declination of the source are h and §,
respectively, while the corresponding quantities for the

baseline are H and A. The angle between Q and B is m/2-8.

The law of cosines is used on the triangle PQB to give

sin® = sindsinA + cosécosAcos (h-H) .

The projection of the baseline along constant longitude is

v=- .],)?_a_g_g._r@ =— % {cosésinA-—sinécosAcos (h—H)}

and the projection of the baseline along constant latitude

is

u =2 = - Q‘cosésin(h—H).
A cosd dh X

The choice of signs for u and v is a matter of convention
while the factor (1/cosd) enters the equation for u so that
x may be expressed in units of angle rather than time. As
the source changes hour angle, the values of u and v describe

an ellipse in the (u, v) plane. To fully sample the visi-

bility function, we observe the source through the
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available range of hour angle at a number of discrete
antenna separations D.
The Hermitian property of the visibility function
is quite useful and easily derived. Since the visibility
function and the source brightness are a Fourier-transform
pair we may write
@ -i2m (ux+vy)
T(x, y)=c,f fdudv z(u,v)e .

: -

Writing the visibility function as the sum of a real and

imaginary part we obtain the imaginary part of T as

Im(T(x, y)) =
(')
a./' jndudv[l(u,v)cos2n(ux+vy)—R(u,v)sin2n(ux+vy)] .
o)
Since this must be zero we may use the symmetry properties

of sines and cosines and the independence of R and I to

show that
R(u, v) = R(-u, -v)
I(u, v) = -~ I(-u, -v)
or
V(u, v) = V*¥(-u, -v) .

Therefore we need sample the visibility function over only
one-half of the (u, v) plane. This formalism is only a

more elegant way to express the fact that the only
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difference between say an east-west and a west-east base-
line is the sign convention for the phase.

We should now relax the implicit assumption of mono-
chromatic emission and discuss the real antenna system
illustrated in Figure A3 (due to Read 1963). Let x, vy,
and z be the electrical lengths of the cables associated
with telescope 1 and x + Ax, y + Ay, and z + Az be the
corresponding electrical lengths for telescope 2. Let
wLO be the angular frequency of the local oscillator,

Wyp be the angular frequency (or frequencies) to which

the IF amplifiers respond and V(w;qy + wIF)be the amplitude
of the signal following the RF stages. Then the voltages
are given by:

at (a) V(w + wIF) sin (w4 + wIF)t

LO

+ wIF)(t - x/c)]

at (b) V(wLO + wIF) sin [(wLO
at (c) cos wLO(t - y/c)
and at (4)

V(wLO + wIF)sin[(wLO + wIF)(t - x/c)]cos[wLo(t - y/c)].

Rewriting this last expression using trigonometric identi-

ties we have at (d)
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Figure A3. Receiver logic from Read (1963).
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0.5 V(wLO + wIF){sin UZwLO + wIF)t - wLo(x/c + y/c)

- Wrp x/c] + sin[wIFt + wLo(y/c—x/c)- Wi x/dﬁ .

The IF filter will introduce a phase shift o and a gain
function g. Assuming that g(2wLO + wIF) = 0, we obtain
at (e)

0.5 gl(wIF)V(wLO+wIF)sin[wIF(t—x/c—z/c)+m+wLO(y/c—x/c)].

The signal reaching the second telescope is delayed by
T seconds with respect to that reaching the first tele-
scope. With this exception, the derivation of the voltages

from the second telescope is identical to that given above.

The result at (e') is
0.5 gz(wIF)V(wLo+wIF)31n[wIF(t—x/c—Ax/c-z/c—Az/c—T)
+otbogtwy o (v/ctdy/c-x/c-Ax/c)] .
We take the product of these two voltages and simplify the
result to obtain
2
0.125 g, (wrp)g,y (Wi p) Vo (wpptw o)
x{cos[wIF(T+Ax/c+Az/c)'—-Am + wLO(T+AX/C—AY/G)]
- cos[wIF(2t—T—2x/c-Ax/c-2z/c—Az/c) + 2p + Ao

+ wL;O (-—'T +2y/c+Ay/C—2X/C‘AX/c)]} .
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The second term is rejected by the low-pass filter leaving

at (g)

@
_ 2 2
R(T)-O.l25./~ deF g (wIF)V (wLO+wIF)cos UwIF+wLO)T +

wIF(Ax/c+AZ/C) - Ap + wLO(AX/c—Ay/c)]

1

where we now explicitly show the integral over all Wype

Thus the response is the Fourier transform of the bandpass
shape times the source power spectrum.
Two special cases of this formula are of interest.

In double sideband operation where one assumes that

2 2 2 2
g (wpg) V (wpg + wip) = g (-wpp) Vo (wpg = wig)

the formula becomes
a
R(T)=%[cos wLO(T+Ax/c-Ay/c)—Am]J‘ de

i gz(wIsz (. +w__)

F LO 1IF

cos[wIF(T+Ax/c+Az/c)] .

1 The integrals over all frequencies should really be
shown prior to the multiplication step. However, the
low-pass filter removes all signals except those where
wrp(l)=wip(2) and wIF(l)=-wIF(2). The latter signal is
multiplied by V(wLO+wIF)V(wLO—wIF) which is zero on

average because of the assumption of a random noise
signal.
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It is common practice to maximize the Fourier transform

and hold it constant by "tracking delay" i.e. by forcing

bz _ _ . L Ax
C C

In single sideband operation, such as was used in this
program, it is assumed that

V2(wLO + wIF) =0 for Wrp < 0.

Then the response becomes

Qo
_ i 2 2
R(T) =3 fo dwrp g% (wgp) V= (0o + wip)

cos[(w + wLO)T + wIF(Ax/c + Az/c)

IF
- Ap + wpo(ax/c - Ay/c)] .

The delay may again be tracked which causes the fringes

to enter with a frequency proportional to Wy - However,

since delay is tracked in discrete steps at the OVRO

which cause small jumps in fringe phase, this procedure

has not normally been followed. Instead the delay is held

fixed for each record causing the fringes to enter with a

frequency proportional to wLO + Wipe In the reduction,

the measured phases must be carefully corrected for the

delay employed and the value of wyp used must be fairly

accurate.
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This development has implicitly assumed that the
signal has come from a point source. The generalization

to a source of finite size may be written as

1 [ ° @ 2
= = 2
R(T 8 f fdxdyf deF g (wIF)V (wLO+wIF' X, V)
0o 0
cos[(wIF+wLO)TOﬁwIF(Ax/c+Az/c)—A@+wLO(Ax/c—Ay/c)

* (ogp + wpg) AT(x, )]

where x and y are here used as space coordinates. There-
for, whether or not delay is tracked, the phase departure
from the expected fringe is determined by the observing

frequency.
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APPENDIX B

HYDROGEN LINE FORMATION

This appendix contains the basic equations of radiative
transfer and line formation assumed in the main text to be
known by the reader.

Let us first consider a gas in thermodynamic equilib-
rium at an effective temperature T called the spin tempera-
ture. Let us also assume that the atoms of this gas can
exist in one of two states. We may write the number of
photons emitted by spontaneous emission as n2A2l and by
stimulated emission as Ivn2B21 where n, is the number of
atoms in state 1, Iv is the radiation density and A2l and
B,, are the spontaneous and stimulated emission coefficients
respectively, for the atom. The number of photons absorbed
is given by nllvB12 where Bio is the absorption coefficient

for the atom. Since no net energy is emitted by the gas

= n,A

nlIVB12 2Ra1 + n

ZIszl
or

Ay; My [ ny le]
= =1 |- == .

Bi2  ny ny Bio

Since the gas in in thermodynamic equilibrium we substitute

the relations



. g © (B-1)

and

(B-2)

to obtain

3
Ax1 91 8m hv 92 B2l —hy/kT
—_ - T e

B - 9'2 C2(l - e-hV/kT )

B
12 91 ®12

where =N is the statistical weight of state i and hy is the
energy difference between the two states. Since the coef-
ficients are intrinsic properties of the atom independent
of temperature, this equation states that

92By1 = 91 By,

and

3
Ay 8TTgl hy

= 2
B2 g9, ¢

Now consider a slab of this gas of spin temperature
Ts having thickness dz illuminated by radiation at tempera-

ture T(z). Then

dI
__\_)..z + -
= h\)[nzA21 n,I,By, nllvBlZ]

or
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2
daI,, ( _ gznl\ c

—— = hv n,A 1 -1
2721 v
dz gln2/8nhv3

where the units of density are atoms per cm3 per Hertz.
Using (B-1) and (B-2) and the Rayleigh-Jeans approxima-
tion (hyv << kT) and noting that the total number of atoms

n is given by

91 hv/kTg
n =n, + n, = n, 1 + 7, e

1
we find
ar = - (T - Ts)dT
where 2
c A2l hv 95 n
dr = — ) — dz .
8
TV kg g/ T

We may now consider the particular case of the hydrogen
atom. Each of the orbital angular momentum states is split
in "fine-structure” states by the interaction of the elec-

tron spin 0o with the orbital angular momentum L. Each of

a4

these states is split into "hyperfine" states by the inter-

action of the proton spin Op with the total electronic

L ad

angular momentum J = Oe + L. State 1 in the above discus-

~~

sion occurs when the two spins are anti-parallel resulting

in a total spin of zero and a single eigenstate (gl =1).
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State 2 occurs when the two spins are parallel resulting
in a total spin of one and three eigenstates (g2 = 3).

It has been shown (Bethe and Salpeter 1957) that the

energy of a given hydrogen state is

hv

0 F(F + 1) -cp(0p+1) - J(J + 1)

n3 J(J + 1) (2L + 1)

where F is the total angular momentum, n is the principal
quantum number, and Vo is cngm/mp in Rydbergs. For the
ground state of hydrogen, n =1, L = 0, and op and J are
one-half. Then the transition between F values of one

and zero has energy difference

AE=hv=%hv

0

This energy difference is 5.873 x 10_6 electron volts which
is equivalent to a temperature (hv/k) of 6.816 x 10—2 °K.
With respect to the cesium frequency standard, the fre-
quency of this transition has been foﬁnd to be 1, 420, 405,
751- 768 + 0.002 Hz (Hellwig et al 1970). The spontaneous
transition rate for this magnetic dipole radiation is

2.85 x 10_15 per second. This very low transition rate

means that the intrinsic line width due to the uncertainty
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principle is negligibly small. However, because of doppler
shifts, the line will be observed to have a finite width.
Bearing this in mind we substitute numbers to obtain

19 de(Z)

dr = 5.45 x 10 (B-3)

T, (z)

where de(z) is the column density of hydrogen atoms between

z and z + dz having velocity between V and V + dV in units

of atoms per cm2 per km/sec.

Let us consider a simple case in which Ts(z) is
constant through some cloud of hydrogen. The observed
brightness temperature will be given by

Tops (V) = Te-TV + T (1 - e—Tv).
where
19 N

=far = 5.4 10719 2
Tv = TV = 5.45 x Ts .

In the high optical depth case,

T (v =T
s

ob S

while in the very low optical depth case

Tops (V) ® T + (Tg = T)7 .

In the latter case, in the absence of a background source,

(v) = Tt =5.45 x 10712
s V

Tobs v

independent of temperature.
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As described in the Introduction, it is thought that
the interstellar medium consists of both hot (low optical
depth) and cold (high optical depth) regions. 1In absorp-
tion, we can only observe moderately high optical depths
and hence will observe only the distribution of optical
depths of the cold clouds. However, as the equations
above reveal, we will observe in emission the combined
distribution of the column density of the hot medium and
the temperature of the cold medium. With the enormous
quantities of hydrogen in the Galaxy, it is very hard to
use the two types of observations to determine separately

the density and temperature distributions of the hot and

cold regions.
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APPENDIX C

A DISCUSSION OF DETECTOR LAW

In this experiment a very wide range of power levels
obtained. Contributing to these levels were the receiver
noise (90 to 150 °K), the antenna temperature due to sources
(frequency and source dependent, 0 to 200 °K), and the
antenna temperature due to the general galactic hydrogen
emission (frequency dependent, perhaps 0 to 100 °K).

In order to properly evaluate the results of this experi-
ment, we must consider the response of a correlation inter-
ferometer without a priori assumptions about the detector
law.

The important elements of the correlation interfero-
meter are illustrated in Figure Cl. The random signals s
from the source or sources are received at the two tele-
scopes where each receiver adds a random noise r. One
detector is used to detect the sum of the two signals
while a second detector is used to detect the difference.
The output of the system is the difference of the outputs
of the two detectors smoothed by some time constant. If

we assume that the output of a detector may be written as

6 ([v]%) |v]?
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where v is the input voltage, then the output of the system
is
R=(c (|v. +v.|d]v. +v.|? =6 (v.- v.|D)]v. - v.|?
1 1 2 1 2 2 1 2 1 2
(C-1)

Thus, if the detectors are square-law (G = 1), then the
system is a true multiplier.

It is common to attempt to evaluate (C-1l) using a

Taylor series expansion of the form

) G
(c(P)P) m GyP, + GO(AP2> + 39 (aP%y + ...

about the average power PO. The validity of such an
expansion depends on AP being small at all times. To
show in detail that this is not the case, let us evaluate

the variance of P using
(sP?y = (P2) - P02 .

We assume that all four signals are random noise voltages
oberying gaussian statistics and that none of the signals
are correlated except for a partial correlation of sy and

S, - We may write

to obtain



W
(o8]
W

_ 2 2 2 2
PO:L- = sy |7 + sy D+ (g [ + <|r2| ) % <[Slsz]>
and
2 2
(wp?y = (Usyl%y = (s D7) + (¢<1s,1% - (s, 1%7)
N (< 4 2,2 4 2,2
2 1% = ey D7)+ (el - 17
+4(|r1|2)<|r2|2) + 4<lrl|2)(lsl|2) + 4<lrl|2><|52I2>
2
+ a4z, 2 s 1D+ 4, s,l 7
2 :
+ (<[Slsz] )-([sls2]>2)+2(<|81|2|52|2>‘<|51|2><|52|2>)
+ 2(<(|s |2+'s |2)[s s 1)
- 1 2 12
2
S GEUSKIEN Y <[5182}>>
where the notation [ ] means

[flfz] = £+ EE% .
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Since the noise voltages have the probability distributionl

1 -v2/2T
p(v) = e
21

3

we note that

= T,

2> )

(Ivil

and

4
(v 1% = 3Ti2 ;

For simplicity, assume that we are observing a point source

so that

where 8 is the phase delay between the signals reaching the

two antennas. Then, we may evaluate the averages to find

that

P =T + T cos8
v

and

2 2
((aP) ) = 2T, + 2T 2cosze +4(T 4+ T )T cosé
i T v - sl 32 v

where

1 For simplicity we ignore the effects of the bandpass
shape on the voltage distribution and treat the voltages
as real numbers accounting for phase only when necessary.
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is the total system temperature and

T =2|/T T
v S1782

is the correlated system temperature. These equations show
that the variance of P is nearly VE larger than P0 making
any attempt at a Taylor series expansion meaningless.

In December 1969 a number of tests were conducted in
order to measure the detector law. Since the experimental
set-up (see Figure C2) was less complex than the normal
observing situation, we will analyze the experiment first.
Uncorrelated noise voltages n; and n, arrive from the two
telescopes and are allowed to minglé through a variable
attenuator B. A variable delay is inserted which allows
the phase of the mingled or correlated signals to be
varied to generate the equivalent of fringes. The "fringe
amplitude" is measured from a chart recorder at the output

of the correlator.

We first compute the correlation coefficient p defined

by .
<V1V2>

[(vlvl*>(v2v2*ﬁ%

p:
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Using

= 2
vy = gl(ocnl + « Bynz)

_ 2

we obtain

aB[Tl + Y2T2]

o [(aB)Z(le +ytr,2) + P ot »
where
T, = (ng |9
T, = (|n2|2> )
The powers at the detectors are given by
2 2
P, =a"| (g, *aBg,)ny + (aBgy * gy)yn,|" . (c-3)

We will make a number of assumptions to simplify the
analysis. For most of the experiment, Tl equalled T2, Y
was 1, and the gains were set on AGC at the same level.

. . 2 2
This least assumption means that {lvll Y and <|v2| Y were
constants or
%
] /a

2.2 2
=k [T, +
95 kl[ 1 a By T2

and
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2.2 2 %
=k T + vy T .
9, 2[on BTT, * v 2] /a

Substituting these assumptions in (C-2) and (Cc-3) we find

and

2 2
2 (1 + a8) |ng £ n,l

2
K (1 + a%82) T

Note, since o = 0.5 and B is less than 1,

with our assumptions.

Since we may not use a Taylor expansion, we must assume
a detector law in order to apply equation (C-1). It is
reasonable to presume that the detector will be somewhere
between a square-law detector (G = 1) and a "voltage"~-law

-%

detector G(P) = P . Thus we shall assume

_ __ 1
G, (P) = G,(P) = (C-4)

1 +xVp

which yields an output
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2 2 2
(1+aB) [nl+n2| ~ (1-a8) Inl—nzl

V(l+a282)T +xk(l+(18)|nl+r12| V(1+a282)T +xk (1-aB) |nl_n2| .

To evaluate the time average, we must evaluate integrals

like
+ |2 2
1 @ |n1 I 0 —(nl + n, )/2T
———f fdnldnz e :
20T L
m oo 1+ a__l_lnl + n2|

A coordinate transformation is suggested producing

21 fo0) 3
1 r (1 + cos26) —r2/27
—_ dae dr e .
2nT
o (o}

1+ a+|cose + sind|r

Unfortunately it appears that this integral may only be

done numerically.

Thus we must consider two more specialized cases. Let

k1=k2=v"i-‘k 3
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Then, for a purely square-law detector,

2 2

R = -——-]5;—2— ((1 + aB)zlnl + n2|2- (1 - ocB)Zlnl - n2l )
(1+a“B“)
4a8k2 2 2
* T e v a2ey ml I
or, finally,
R = (4k’T)p .

For a voltage law detector having a gain given by

1
x VP

we have an output given by

k
R = {((L + oB)|n, + n,|
ﬁ'/l + a282 1 2

The probability integrals are now easily evaluated using

- (1 - aB)Inl - n2|> .

the coordinate transformation suggested above to obtain

or
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In terms of the response of a square-law detector

R(voltage)= R(square) l+rab | (c-5)

2k « V mT

Since all terms in this proportionality factor are constant
in this experiment except for B, the deviation from the
ideal response will never exceed about 12 percent. Note
that this deviation is actually an increase in the fringe
amplitude over that expected for high degrees of correla-
tion. It is interesting to note that in this experiment
the deviation from an ideal response curve for voltage law
detectors is due solely to the use of the AGC. Equation

(C-5) may be rewritten as

R(voltage) = R(square) —L .

2agk ‘ITTT

Since T is assumed constant and, if AGC is not used, g
is a constant, the ratio of the two responses is constant.

The results of the measurements are plotted in Figure
C3. As expected, the output is very close to a linear
function of the correlation coefficient with the only
obvious departures occuring for p > 0.8 (where y < 1
and there are serious calibration difficulties). These

results are expressed as relative gains in Figure C4. It
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may be seen that the gain is approximately constant for

p < 0.3. The gain increases as p goes from 0.3 to 0.87

or so and then appears to drop rapidly. This increase is
about 3.6 + 0.9 percent. The output of the system was also
measured as a function of the AGC level. Although the
results were those expected with square-law detectors, an
uncertainty around + 3 percent was unavoidable due to
inaccuracies in setting the AGC levels. The response in
the narrowband channels was observed throughout the program
by measuring the gains of the narrowband channels relative
to the broadband for a variety of sources. A systematic
difference in the two detector laws was occaéionally seen,
but it was never greater than about one percent.

The results illustrated in Figure C4 indicate that the
detector law is certainly not a pure voltage law and is
probably not a pure square law. Unfortunately, the general
detector law given by equation (C-4) results in a proba-
bility integral which is qualitatively different from
that of either of the "pure" detector laws. Under the
general detector law, the most probable instantaneous power
(P~0) enters following a square law while large powers

enter with a voltage law.
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We should now reconsider the actual observing situa-

tion. The powers reaching the two detectors are

s.|?

av)
I
a1
+
0
I+
La]
I+

2
or

2
+ 2s_ (s +r + r2)(1 + cos9)

= +
P lrl + r2| L (s 1

For a pure square law detector, the response is given by

R = <P+ - P_)

or

= 4T coso .
s

For a pure voltage-law detector, the response depends on

integrals of the form

2
1 -ry /2Trl -r, / ry ~S /2Ty
dr dr ds e e

PZn) T, T T]

2
[[rl + r2| + 2s(s + x

%

1 + r2)(l + cose)] .

Unfortunately there does not seem to be any way to carry

out this integral analytically.

Thus, the analysis of the detector law turns out to
be very frustrating. The measurements show a departure

from the square-law response having the general nature,
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but not the magnitude, expected for a pure voltage-law
detector. At high input levels, the instantaneous output
of a voltage-law detector is less than that of a square-law
detector. Nevertheless, voltage law detectors in the
experimental set-up will give outputs which are the ideal
response curves when AGC is not used and which exceed the
ideal response curves at high degrees of correlation when
AGC is used. In the experimental set-up, each part of the
signal from one telescope is completely correlated with at
least part of the signal from the other telescope. Since
the signals do not have this property in the actual
observing situation, the measured fringes are affected by
voltage—law detectors in a somewhat different manner which
is not directly calculable. Due to the failure to find
analytic solutions to a number of integrals, we are simply
unable to predict what effects a realistic detector law
would have on the response either in the experimental or
the normal observing situations. Although it seems likely
that these effects are only a few percent for this experi-
ment, the uncertainty in the detector law should be
considered in any evaluation of the results of this

experiment.
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APPENDIX D

ALTERNATE FOURIER INVERSION METHODS

The Fourier inversion method used in this program
involves a brute-force inversion of the data followed by
a deconvolution procedure. Since the computation time
necessary to invert irregularly spaced data is at least
\ﬁg times longer than for data obtained on a rectangular
grid, most observers smooth their data to a rectangular
grid. This smoothing may be written as a convolution with

some convolving function C followed by a multiplication

by the sha function:

V'(u, v) = IIT C » (VS).
Since most observers do not apply weights to their data
prior to the smoothing, they multiply by a function
inversely proportional to the number of data points
contributing to a grid point to obtain
V' (u, v) = III R[C * (VS)]

where

1/(C = S) where C*S #O0

R(u, v)

0 where C S =0 .

R(u, v)



348
The function R may also contain a tapering of the data.

The Fourier transform of V' produces the dirty map

Tb(x, y) = III # R * fE(T * BD)]

where By is the dirty beam of Chapter 3 (53 and T is the
true brightness distribution. The response to a point

source at the origin is

TD(p01nt) = III » R = (C BD)

which points up a serious flaw in the method: the response
to an extended source is not the true source brightness
convolved with the response to a point source.

This response is sufficiently complicated that we
should discuss each of the functions which enters into it.
The Fourier transform of the sha function is another sha
function. If the intervals of the III function are suffi-
ciently small, then the intervals of III will be so large
that we may ignore this convolution and study only the
central part of the map. The function R is normally
evaluated only at grid points and little can be said
about its behavior in general other than that it will
contain discontinuities. If the data were continuously

and uniformly distributed over the (u, v) plane to a
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maximum spacing do, then R will consist approximately of
the sum of two functions having the forms
Jl(2ﬂd0r)
0 (2nd0r)
and

d0 Jo(2ﬂdor)

where the J's are Bessel functions of the first kind and
r = x2 + y2 . If the data are not so well distributed,
R will be full of bumps and even discontinuities which
will introduce even more complex behavior into E. The
function R effectively assigns different weights to the
same data point depending on the various grid points to
which it was smoothed. If we assign a unique weight to
each data point in the manner described in Chapter 3,
then there is no need to introduce the function R. Then,

——

if the III function may also be ignored, we have

T. = C(T % B)

D

and

TD(pt source) = C B -

Since E.is a known and well-behaved function, we may

remove the affects of C and then carry out the deconvolu-

tion.
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The function C is usually chosen to be either a gaus-
sian or a pill box so that C is a gaussian or a singc func-
tion, respectively. The sine function goes rapidly
through zero but continues to have significant value for
a considerable distance. With the gaussian, there are no
problems with division by zero and the effects of the
convolution with the sha function are reduced.

Let us assume that we wish to map an area 2d on a
side completely containing some source. In order to
perform the deconvolution we must compute the beam pattern
over an area 4d on a side. To avoid any effect of the
gridding on the maps we must take a grid interval of 1/44.
This apparent contradiction to the sampling theorem results
from the assumption in the derivation of the sampling
theorem that the measurements were made at the grid points.
Such an assumption is equivalent to a uniform sampling
for which the dirty beam would be a delta function. The
fact that the beam pattern is not a delta function forces
us to the more extreme gridding requirement. A reasonable
choice for the width of C would be 2d making the width of
C be about 1/2.26d. With this width, the convolving func-
tion centered on one grid point has a value nearly 0.5 at

the adjacent grid points. Thus, a reasonable choice for
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the convolving function indicates that the observations
need not be made at baseline intervals as small as the
gridding interval.

Most earlier attempts to perform the deconvolution
lmve involved some sort of model-fitting procedure. I
did attempt one of these schemes, described by Shostak
(1972), but found that it did not sufficiently remove the

effects of the beam pattern.
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APPENDIX E

THE SOLUTION OF THE SPHERICAL SHELL PROBLEM

Let R. be the outer radius and R2 the inner radius of
a uniform spherical shell. If r is the ratio of the depth
through the shell at some displacement y to the depth

through the center, then

2 2 / 2 2
‘ﬁﬁ_ -y - R2 -y

r = (|Yl S_R2)
(R = R,y)
2 2
L
r = ——— (R, = |yl <’
(Rl - R,)
= >
r =0 (lyl = R )-
The maximum value of r occurs at |y| = R2. Since the

maximum optical depths occur to the east of Cygnus A
(Figure l1l2e, Chapter 4C), we consider the solution of

the case |yl < R, only. Defining

k = (R. - R,)/R
( 1 2)/ 1
and

X = y/Rl
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Xr =v1 - x2 —‘/(l - u)2 - x2 (E-1)
2(er - x2 - 1)

r2 -1 )

we solve

obtaining

X =

This solution is valid only when it satisfies equation

(E-1). Testing the solution we find the requirement that

(r2 + l)Vl - x2 - 2r = ~
or > (1 + r2)Vl - %2 . (E-2)

Since « is positive we also have the limit

or

rYyl - x > 1 . (E-3)
These formulas allow us to set upper and lower limits on

X anhd Rl as

or
2
' r- + 1
[y|r <R <|Y|( )
r° -1 (r2 - 1)

(E-4)
For Cygnus A, we find in Chapter 4 that

pC
f'r dv = 0.609 ——— at (-0.975, -0.675)
cm® °K
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and

Jrav = 0,103 £

cm® °K

at (1.275, 0.225).

Substituting the parameters

r = 3.156
y = 8.5 pc
T =70 °K
we find
9.0 < Rl < 10.4 parsecs
and

0 <* < 0.183 .

The density in the shell is given by

_ [T fT dv]o

n
H
2'<Rl

H

The mass of the shell is given by
21 2 2
M= ?r'[T_fT dv 0 Rl (3 - 3x + «°)

which yields

160 < M < 190 solar masses.
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At an "average" value of Ry these values become

R1 = 9,7 pc
R2 = 8.56 pc
kK = 0.116

n =6 cmm3
M =175 M

o
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 APPENDIX F

CASSIOPEIA A - OPTICAL DEPTH MAPS

A summary of the optical debth maps of Cassiopeia A
(3C461) is given in Chapter 5C, but the detailed descrip-
tion is deferred to this appendix. Representative samples
of the o?tical depth maps are given in Figures 22 (for
frequencies < 212 KHz) and Figures 23 (for frequencies >
212 KHz). The maps are presented in the same manner as
those for Cygnus A (see Chapter 4C) with the exceptions
that the computation of optical depths is cut off at the
20 percent level of the continuum brightness and that there
are no corrections for possible "DC offsets". The reader
is also referred to Chapter 5D for spectra at a number of
interesting map points. To avoid long sets of direction
words, I will use in the following discussion the (x, y) .
coordinates of the map features expressed in minutes of
arc.

As may be seén in Figure 20 of Chapter 5B, there is
a significant optical depth in the wings of the absorption.
Unfortunately, because of the presence of significant DC
offsets, it is impossible to determine which of the features

seen on the optical depth maps in the wings are real. By
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Figure 22a. 3C461: optical depth map at -31.3 km/sec,
contour interval = 0.1. Illustrates beam size

(full width at half maximum).
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Figure 22b. 3C461: optical depth map at -32.6 km/sec,

contour interval = 0.10.
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Figure 22c. 3C461: optical depth map at -33.4 km/sec,

contour interval = 0.10.

MINUTES OF ARC



MINUTES OF ARC

360

MINUTES OF ARC

o-4,0 -2.0 0.0 2.0 4.9
= | | ’ =
F = 164 1.0
’
Q 12
o o~
o o
of o
05 s (7
2 <
o Y
I )
Q
e L | 1 T
%00 -2.0 0.0 2.0 ) ulo
MINUTES OF ARC
Figure 22d. 3C461l: optical depth map at -34.7 km/sec,

contour interval = 0.10.
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Figure 22e. 3C46l: optical depth map at -35.6 km/sec,

contour interval = 0.10.
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Figure 22f. 3C461: optical depth map at -36.8 km/sec,

contour interval = 0.10.
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Figure 22g. 3C46l: optical depth map at -37.7 km/sec,
contour interval = 0.,10.
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Figure 22h. 3C461: optical depth map at -39.0 km/sec,
contour interval = 0.10.
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Figure 22i. 3C461: optical depth map at -40.2 km/sec,

contour interval = 0.10.
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Figure 22j. 3C461: optical depth map at - 41.0 km/sec,
contour interval = 0.10.
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Figure 22k. 3C461l: optical depth map at -42.3 km/sec,

contour interval

0.10.
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3Cc461: optical depth map at -43.6 km/sec,

contour interval = 0.10.
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Figure 22m. 3C46l: optical depth map at -44.5 km/sec,

contour interval = 0.10.
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Figure 23a. 3C461: optical depth map at -45.5 km/sec,

contour interval = 0.10.
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Figure 23b. 3C461: optical depth map at -46.4 km/sec,
contour interval = 0.25.
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Figure 23c.
contour interwval = 0.25.

3C461: optical depth map at -47.2 km/sec,
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Figure 23d. 3C461: optical depth map at -48.0 km/sec,

contour interval

0.25.
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Figure 23e. 3C46l: optical depth map at -48.9 km/sec,

contour interval = 0.25.
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Figure 23f. 3C461l: optical depth map at -49.7 km/sec,

contour interval = 0.25.
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Figure 23g. 3C461: optical depth map at -50.5 km/sec,
contour interval = 0.25.
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Figure 23h. 3C461: optical depth map at -52.0 km/sec,

contour interval = 0.10.
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148 KHz (Figure 22a), some features which are almost
certainly real begin to develop. The principal peak off
the source from (2.1, ~1.5) is the beginning of the very
broad wing of a spectral feature which attains maximum
optical depth (1) around 174 KHz (see Figure 24k, Chapter
5D). The peak to the north of (-0.1, 2.7) is the beginning
of a spectral feature centered near 155 KHz (see Figure
24e). On the 148 KHz map, there is also a ridge ih T
running between minor peaks at (2.3, 0.1), (0.2, 0.7), and
(-0.7, 1.3). The peak at the eastern edge of the source
is probably the result of the DC offsets. By 154 KHz,
the two peaks and the ridge are more prominant and all
optical depths have increased. The middle bump along-the
ridge is now centered at (0.7, 0.1).

Although most optical depths have increased by 158
KHz and some new peaks are present, the northern peak has
a slightly lower T. The major ridge is still quite obvious,
but is now dominated by high T's off the western edge of
the source. A peak has developed to the east of (-2.5, 0.4)
and there is evidence for a peak to the southwest. A minor
ridge running to the southeast from (2.3, -0.5) is also

seen. It is worth noting that the odd frequency shift
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(+ 171) places the major western peak on the source about
(2.3, -0.1) at these frequencies. By 164 KHz, the map is
completely dominated by peaks having T around 1.9 just
east and west of the source and by a weaker peak well to
the north of the séurce. A valley runs north-south through
the center of the source with T's less than 0.6. The
weaker peaks and ridges mentioned above are probably still
present but they are somewhat obscured by the steep gradi-
ents. At 168 KHz all optical depths have increased but
the spatial distribution is not much changed. The eastern
peak and the minima have gained relative strength and the
northern peak is less prominent. Two ridges are seen and
a peak to the southwest is strongly suggested.

By 174 KHz, the T distribution has changed signifi—
cantly. The'eastern peak reached a maximum T around 172
KHz and has, by 174 KHz, shifted northward to (-2.3, 1.1).
The western peak off (2.3, 0.2) has optical depth near 4
and, with a ridge extending from this peak toward (0.5, -0.7),
dominates the map. A peak off (-1.3, ~2.7) has developed
while the peak to the southwest has disappeared. A
striking minimum at (-0.3, 1.7), which has. been

visible on many of the maps so far discussed, is no longer
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well explained by the peaks seen on the map. A signifi-
cant concentration of optical depth well to the north of
the source is suggested by this minimum although there

might be some agent (e.g. HII or H_ region) acting to

2
remove the neutral hydrogen from this particular line of
sight.

By 178 KHz, the peak at (-2.3, 1.1) has dropped in
relative strength while the western peak has moved north-
ward to (2.0, 1.0). The ridge is quite prominent with a
secondary peak now seen at (0.5, -0.6). The peak at
(1.3, -2.7) attains maximum T at 176 KHz and drops off

rapidly at higher frequencies (see Figure 24c). By 184

KHz, almost all traces of this peak and the peak off

(-2.3, 1.1) have vanished and all T's have decreased. Two
new peaks have appeared at (0.3, 0.3) and off (2.1, -1.7).
The peaks at (2.0, 1.0) and (0.5, -0.6) can still be seen,
but no longer dominate the maps. Although the western edge
of the source retains a T around 3 at 190 KHz, the optical
depths over the rest of the source continue to drop. Peaks
are seen at (2.1, -1.7), (0.3, 0.3), and (-0.7, - 2.9).
Extensions of the contours hint at peaks near (-0.1, 0.7)
and (0.3, =0.7). There is apparently considerable optical

depth northwest of the source.
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At 194 KHz, the western edge still shows a T near 3.
Lesser peaks are found off (-0.1, 2.7) and at (-0.1, 0.7),
(0.3, -0.6), and (-0.7, -2.9). From 194 KHz to 200 KHz
the optical‘depths drop over the full map area. A ridge
develops from (-2.7, -0.3) to (-1.5, -0.3) and the western
peak appears somewhat double.. The'northern'peak‘offl(—O.l,
2.7) is more prominent and several lesser peaks are present.

Most of the spectra across the source have a minimum
optical depth between 200 and 210 KHz. At 206 KHz we find
major peaks off (-2.7, 0.0), (0.5, 2.5), (2.3, 0.1) and
(2.2, - 1.5) and lesser peaks off (0.7, - 2.7) and at
(-0.9, 1.1) and (0.3, 0.9). A similar spatial distribu-
tion occurs at 210 KHz with the only changes being a
relative decrease in the peak off (2.3, 0.1) and a motion
of the northern peak westward.

By 215 KHz (Figure 23a) all optical depths have
increésed sharply with major peaks appearing at (2.1, -0.8)
and (0.1, -1.4) and off (-0.6, -2.9). The contours clearly
show the effects of the peak which moved from (-2.7, 0.0)
at 210 KHz to (-1.6, -0.3) at 213 KHz before beginning to
lose its identity. A local minimum is seen as a striking

circular feature at (-0.3, 1.3) and a peak in T northwest
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of the source is suggested. The optical depths at the
western edge of the source become uncomputably high by 219
KHz. A second peak occurs at (-0.1, -0.8). The even
frequency shift (+ 226) places both peaks somewhat farther
south but with poorer signal-to-noise ratio at these
frequencies. The great contrast in T across the source
‘tends to obscure any minor peaks which might be present.
The western peak reaches a maximum in optical depth around
222 KHz and theg falls off appearing near (1.9, -0.6) at
223KHz. The other major peak is seen as two peaks at
(-0.3, -2.2) and (-0.1, -1.2). The contrast in optical
depth across the source has decreased due to a sharp
increase in T on the eastern side of the source. However,
no minor peaks are seen. By 227 KHz, only one unresolved
peak of very high optical depth and two ridges are found.
The peak centered at (1.7, - 1.7) appears to be the major
western peak with its centroid shifted southward since the
225 KHz map places the peak at an intermediate position.
At 229 KHz a new major peak appears at (-0.8, -0.2)

while the western peak drops considerably. At 231 KHz the
new peak 1is centered at (-0.9, 0.0) with contours extending

to the southwest and northeast. The western peak, at a T
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around 4, 1s now seen only as an extension of the contour
lines and continues to drop rapidly as the frequency
increases. By 235 KHz, the optical depths across the
western half of the source have dropped sharply. The
major peak has moved to (-1.3, 0.5). At 239 KHz, the peak
has moved near the northeast edge of the source where
optical depths around 6 are no longer_computable. Minor
peaks are suggested around (1.9, 0.0) and (1.2, - 1.5) and
off (-0.7, —2;5); By 246 KHz, the peak has moved off the
source and all 7's have dropped considerably. Several
minor peaks-aré seen but they are now at levels which
could be due to the DC offsets.

In the preceeding descriptive paragraphs I have
emphasized the features visible in the maps of Figures
22 and 23, but have tried to take into account,thé
attributes of the maps not presented here. 1In general,
maps at adjacent frequencies which are obtained using
different frequency shifts are somewhat different in
appearance. I have tried tovadd appropriate comments
above for the few places at which such differences might
be significant. For simplicity in the above description

I occasionally refer to the motion of some peak with
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from 229
gradient
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frequency. There are some cases, particularly
to 239 KHz, where the assumption of a velocity
across the feature is probably correct. However,
cases, it is at least equally likely that the

motion is due to a change in the relative

strengths of two or more separate, but not fully resolved,

peaks.
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APPENDIX G

THE CRAB NEBULA - OPTICAL DEPTH MAPS

A summary and general discussion of the optical depth
maps is presented in Chapter 6C with a detailed desgription
and a representative sample (Figures 33) of the maps being
deferred to this appendix. Again ;the computation of
optical depths is cut off at theVZO;percent level of the
continuum brightness and no correction for.possible DC
- offsets is made. These offsets are quite visible in the
maps (not shown here) at the low frequency end of the
spectrum. Negative offsets covering the southeast portion
of the source may actually represent the local increase in
hydrogen emission suggested by the spectrum in Figure 31
(Chapter 6B). The negative offsets reach a peak at (0.3,
-2.1) and the positive offsets have a peak at (2.3, 0.9).
These offsets have values somewhat larger than the noise
levels suggested by the various noise computations. By
-76 KHz or so, some of the optical depths on the map are
real. The distribution is similar to that seen at - 64
KHz (Figure 33a). Quite a few peaks are present on this

map including peaks off (2.3, 0.9), (~1.7, 0.7), and



386

MINUTES OF ARC

o-4,0 - =2.0 0.0 2.0 4.Q
= ' l [ [ =
3C144
= —6U
o [ome]
o o
£ g
ol T
2 2
x x
Q =
o[ Y
Q
< | | 1 T
.0 -2.0 0.0 2.0 4,0

MINUTES OF ARC

Figure 33a. 3C144: optical depth map at +13.5 km/sec,
contour interval = 0.05. Illustrates beam size
(full width at half maximum).
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Figure 33b. 3Cl44: optical depth map at +11.6 km/sec,
contour interwval = 0.05.
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Figure 33c. 3Cl44: optical depth map at +10.6 km/sec,
contour interval = 0.05.
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Figure 33d. 3Cl44: optical depth map at +9.5 km/sec,

contour interval = 0.05.
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Figure 33e. 3Cl44: optical depth map at +8.0 km/sec,
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Figure 33f. 3Cl44: optical depth map at +6.4 km/sec,

contour interval = 0.05.



MINUTES OF ARC

392

MINUTES OF RRC
o -4.0 -2.0 0.0 2.0 4.9
IEStT ' ' .
F = =24
Q- =
N N
ol _lob
o o®
-
z
x
=2 —1°
v o
<
o l | | T
%.0 -2.0 0.0 2.0 4.0
MINUTES OF RRC
Figure 33g. 3Cl44: optical depth map at +5.1 km/sec,

contour interwval = 0.05.
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Figure 33h. 3Cl44: optical depth map at +3.8 km/sec,

contour interval

0.05.
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Figure 33i. 3Cl44: optical depth map at +2.5 km/sec,

contour interval = 0.05.
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Figure 33j. 3Cl44: optical depth map at +1.3

contour interval

0.05.
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Figure 33k. 3Cl44: optical depth map at 0.0 km/sec,

contour interval = 0.05.
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(-0.9, - 2.3) and peaks at (1.5, -0.3), (-0.7, -1.0) and
(0.2, 1.4). Complicated patterns of this sort are found
on most of the optical depth maps of this source.

The next three maps trace the changes in the hydrogen
distribution through the narrow absorption feature. At
-55 KHz, the optical depth (T) is greatest in the southern
parts of the source with peaks at (-0.7, -2.3) and (1.2;—1.6)
and a ridge from the main peak toward (-1.9, -0.9). The
contours also suggest the presence of several lesser
features. As the frequency increases the peak at (1.2,
-1.6) becomes more prominent, but by - 50 KHz the map is
dominated by peaks to the west and northwest: (1.9, -0.5)
and (2.1, 1.5), respectively. The peak near (-1.1, -2.3)
now is still prominent but the peak at (1.2,-1.6) is seen
more as a ridge between (0.9, -1.7) and (-0.1, -0.9). A
maximum off the source to the north and other featufes are
also suggested. By -45 KHz, the peak optical depths are
along the northwest edges of the source, with only a few
traces of the other peaks mentioned above. All optical
depths are lower and new peaks appear to the east around

(-1.7, 0.7), (-0.5, -0.3), and (-1.5, -1.1).
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At - 38 KHz the optical depths are near a minimum
between the two main spectral features. Optical depths
are generally quite low although the peak at (2.3, 0.9)
is prominent and lesser peaks are seen around (0.6, 1.4),
(0.9, -2.3), (-0.9, 1.5), and (-1.5, 0.9). Most of the
major peaks seen on the previous three maps still show
some . traces at - 38 KHz.

The next five maps (Figures 33f-j) trace the changes‘
in the distribution of optical depth through the broad
absorption feature. By - 30 KHz all optical depths have
increased and a number of peaks are seen. The peak at
(2.3, 0.9) dominates this map and all maps at higher fre-
quencies. Another loné—lived peék is located around
(0.3, 1.5). The peak off (-2.3, ~0.8) is particularly
prominent from - 36 to - 26 KHz, but drops off at higher
frequencies. A broad high region between peaks at
(2.3, 0.9), (1.5, -1.1), (-0.5, -2.1), and (-1.6, 0.6)
dominates the map at - 24 KHz, but is also seen at - 30
KHz. The low optical depth region to the north of the
source at - 24 KHz will be seen to have a striking effect
on the appearance of the spectra. By - 18 KHz, this

region becomes one of higher optical depths although the
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principal peaks are still along the western edge of the
source. By - 12 KHz, peaks are found at (2.3, 0.8),
(L.1, -0.5), (~1.3, 0.9) and (0.3, 1.4). A new peak
develops around (1.9, -0.5) gaining considerable prominence
by - 9 KHz and remaining visible at - 6 KHz. By - 6 KHz
all optical depths have dropped and (-0.5, 0.5) appears
briefly as a local maximum.

The optical depth maps in the long high-frequency tail
of the spectrum show surprisingly similar spatial structure
over a wide range of frequency. Although the optical depths
are real (see Figure 31), it is hard to determine how much
of the apparent structure is due solely to the DC offsets.
The peak at (2.3, 0.9) is most prominent. At O KHz, we
find peaks also at (0.5, 1.4), (-1.5, 0.9), (1.5, -0.2)
and (-0.4, -1.1). At 20 KHz the minor peaks are found at

(1.0, -0.3), (0.3, 1.3), (1.5, 0.7), (-0.5, -1.3) and

(-0.9, -2.3).
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